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Preface

Structural health monitoring has emerged as a viable tool for damage detection
and preventive maintenance procedures for engineered structures. This book
covers themes such as sustainable design, smart structural health monitoring, 
conservation of historic cultural heritage, advanced damage assessment techniques
and reliability of monitored engineering systems. These themes are considered to
augment conventional structural health monitoring with the objective of achieving 
a sustainable system design.

The book opens with a description of a new sensor design proposed for the aeronau-
tics industry. This sensor is expected to enable maintenance operators to determine
the load level seen by an engine links after hard landings.  Infrared thermography is
presented as a viable non-destructive tool in monitoring wooden cultural heritage
structures, which is characterized as a friendly, noninvasive method that suits the
nature of cultural heritage structures. The same technology is also proposed for
non-destructive monitoring of concrete structures where a novel aperiodic thermal 
wave imaging technique is employed for testing and evaluating rebar corrosion in
concrete structures. Ultrasonic guided waves technology is also proposed for metal-
lic structures to support their integrity and maintenance management. Applications
in pipelines and storage tanks, which are critical assets in the oil and gas industry, 
are considered. Frequency-based damage detection is considered for evaluating 
damaged concrete sleepers and its practical use is demonstrated through laboratory
and field tests. Finally, a new generation of strain sensors in the form of wire/thread 
that can be incorporated into composite materials to detect damage are presented. 
The proposed microscale strain sensor consists of flexible, untwisted nylon yarn
coated with a thin layer of silver using an electro-less plating process. All such appli-
cations are meant to introduce new trends and/or new applications of new and/or
existing structural health monitoring techniques.

The editor would like to thank all contributors whose work is represented in this
book and whose influences are expected to help in shaping the future of structural 
health monitoring.

Maguid H.M. Hassan
Dean of Engineering,

The British University in Egypt (BUE)
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Chapter 1

Introductory Chapter: Advances in 
Structural Health Monitoring
Maguid H.M. Hassan

1. Introduction

Structural health monitoring has emerged as a viable tool for damage detection 
and preventive maintenance procedures. There is a wide range of proposed applica-
tions that were documented in the literature over the past two decades. Recently, the 
notion of sustainable design has emerged as an important attribute of all engineer-
ing designs. Sustainable design is defined as one that would result in systems that 
are smart, optimum, and reliable.

In this book, the concept of sustainable design is the backbone of the design of a 
structural health monitoring system. Within the backdrop of the presented defini-
tion, this book attempts to present structural health monitoring as a tool that would 
result in a sustainable engineering system. There are several aspects that are now 
being introduced to the conventional notion of structural health monitoring which 
are expected to contribute to such objective. Smart systems, smart materials, wire-
less sensor networks, conservation of historic cultural heritage, and autonomous 
systems are some of these aspects.

The book explores the design of smart structural health monitoring systems, 
using smart technologies and/or materials. It presents the issue of conservation 
of heritage structures using structural health monitoring tools. It explores the 
optimum employment of sensor networks that would render the most optimum 
structural health monitoring system. This book attempts to present such advanced 
concepts and/or technologies as the new direction of structural health monitoring.

This chapter briefly presents several advanced observations and/or applications 
that are considered to augment structural health monitoring techniques currently in 
practice.

2. Sustainable design

Sustainable design is now considered an essential requirement for all engineer-
ing systems. Sustainability is introduced as a general feature that reflects a set of 
objectives that should be achieved within the designed system. A sustainable system 
is expected to be optimum, smart, reliable, and recyclable. Initially, sustainability 
was always related to recyclable materials that are used in constructing engineering 
systems. With the evolution of smart materials, the introduction of smart systems, 
and the innovation associated with the internet of things, sustainability should now 
extend to include a much wider set of objectives, as outlined above.

Structural health monitoring, which is designed to provide a mechanism for 
damage detection and preventive maintenance strategies, contributes to most of 
this set of objectives in order to attain sustainable engineering systems. Integrating 
structural health monitoring within engineering systems results in a smart, reliable, 
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and optimum system, smart in the sense that the system can detect damaged com-
ponents, independently, and can propose recommendations to safeguard against 
any potential failures; reliable in the sense that such early detection of damage and 
the resulting recommendations of preventive maintenance activities would directly 
improve the reliability of engineering systems; and finally, optimum in the sense 
that such integrated smart systems would result in designs that ultimately would 
require less materials, less maintenance, and less failure occurrences.

3. Smart structural health monitoring

Structural health monitoring has gained an increased interest and research 
activity over the past two decades. By definition structural health monitoring 
comprises four main tasks, namely, damage identification, damage localization, 
damage severity evaluation, and structural system life expectancy prognosis. All 
current research activities are concentrating on the first two tasks, i.e., damage 
identification and localization. The continuous developments and evolutions in the 
applications of smart materials and technologies lend themselves to ample applica-
tions in the development of smart structural health monitoring systems.

Smart structural health monitoring systems are the ones that employ smart 
materials in designing their sensor networks and/or smart technologies in design-
ing their diagnostic and inference systems. In light of the broad definition of 
sustainable design, presented earlier, such a smart health monitoring system, when 
integrated with any given structural system, would result in a sustainable engineer-
ing system.

4. Conservation of historic cultural heritage

Historic cultural heritage structures formulate the collective identity of a nation. 
It is the responsibility of current generations to ensure their safety and integrity in 
order to be safely maintained for future generations. This includes any conservation 
and/or retrofitting activities that might be required. It is expected that such struc-
tures would pose a unique challenge in that regard due to their age and the extreme 
environmental conditions they faced over the years. Another significant challenge is 
the materials used in their construction and the structural systems which in general 
would be inconsistent with current practices.

The introduction of structural health monitoring, as a conservation tool for 
such structures, is a state-of-the-art concept that would address most of the identi-
fied challenges, presented above. Structural health monitoring systems could 
be designed to integrate with such historic structures, thus, providing real-time 
monitoring mechanisms that can detect any damages, as they develop. Such early 
identification would ensure the timely introduction of maintenance activities that 
would ensure the safety of the historic structure.

5. Advanced damage assessment techniques

Damage identification is the major function of any structural health monitor-
ing system. There is a wide range of damage assessment methods and techniques 
that have been employed in the published health monitoring applications. With 
the development of smart materials and advanced technologies, new damage 
assessment techniques are introduced every day. Some of these techniques could 
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be successful in certain areas; however, integrating them with structural health 
monitoring is the new advancement.

Most of the advanced damage assessment techniques fall within the nondestruc-
tive evaluation techniques. Some of these advanced techniques are acoustic emis-
sion, infrared thermography, ultrasonic guided waves, and wavelet transforms.

The introduction of composite materials and their increasing employment in 
building engineering systems led to the development of a new breed of damage 
assessment techniques using microscale strain sensors that are embedded within 
composite materials.

6. Reliability of monitored engineering systems

The reliability of any designed engineering system is a major concern. Due to 
the uncertainty inherent in several types of loads and the randomness in mate-
rial properties, complete safety is not possible to attain. There is always a certain 
probability of failure that is associated with any designed engineering system. It is 
only important to ensure that such probability of failure is acceptable in terms of 
the nature of application at hand. Furthermore, it is important to be able to evaluate 
such probability and thus relate that to the reliability of any designed system.

The integration of structural health monitoring, within an engineering system, is 
expected to enhance its reliability. It is important to consider the reliability, of such 
system, in two main levels, the first is the reliability of the structural health monitor-
ing system itself and the second is the reliability of the monitored engineering sys-
tem as a whole, including the health monitoring enhancement. There is not enough 
research activity in the area of reliability of structural health monitoring systems and 
their impact on the reliability of monitored systems. This requires a targeted research 
effort in this area which would support the practical implementation of such sys-
tems, especially when dealing with the conservation of historic cultural heritage.

7. Summary

The previously presented concepts are some of the new advancements in the design 
of structural health monitoring systems. It is envisaged that such advancements would 
lead to smart structural health monitoring that would result in sustainable engineering 
systems. Sustainability is considered an important objective in today’s engineering 
design that is realized due to the current state of climate change and global warming, 
which are hugely aggravated by industrial and construction activities. It is intended 
through the chapters of this book to present demonstrations of and applications for 
such new advancements in order to encourage further research and implementation of 
such advanced techniques and technologies in structural health monitoring.
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Chapter 2

Structural Health Monitoring
from Sensing to Processing
Yoann Hebrard

Abstract

Providing the best availability of aircrafts is a key driver in aeronautics industry.
Monitoring system able to detect signs of failure before they happen, thanks to
sensors and diagnosis/prognosis algorithms, is key for improving aircraft operabil-
ity. Since a suspension system is connecting the engine to the aircraft, after hard
landing, aircraft companies need to know if the suspension system is safe or could
have been damaged. This chapter presents an autonomous wireless load sensing
recorder development that will enable maintenance operators to make a relevant
diagnosis of the suspension system by measuring the load level seen after a hard
landing by connecting a portable device near the embedded sensor system. The
sensor integrates energy harvesting and RFID communication modules that have
been developed for this application. Data acquisition is performed by an embedded
microcontroller connected to sensors. The paper is firstly dedicated to the different
energy sources available in the project application (engine pods). The second part
gives a presentation of the various devices developed for converting ambient energy
into electric power and SHM system. The last part presents real measurement of
ambient energy level from real tests in comparison to the energy needed to power
the system.

Keywords: SHM, wireless sensor, RFID, energy harvesting,
engine health management

1. Introduction

Based on nondestructive testing (NDT) technologies, systems known as struc-
tural health monitoring (SHM) make it possible to anticipate the deteriorations of a
structure to avoid accidents. Associated with statistical processing systems, they
also make it possible to optimize product life while reducing maintenance costs.

The technologies of structural health monitoring, or SHM, meet the requirement
of maintaining the quality of products over time. Their main objective is to ensure
the health of structures, extend their life, anticipate their failures, and enhance their
performance. The SHM is therefore for the industry part of a strategy link to
economical, commercial, and safety drivers.

The SHM approach is indeed both a set of processes and a control strategy [1–3].
It consists of monitoring continuously or at regular intervals the integrity of a
structure by detecting cracks or alterations, such as delamination of composite
materials. The proposed solutions generally include sensor networks, for example,
piezoelectric or optical fiber type, coupled to signal processing systems.

5



Advances in Structural Health Monitoring

4

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

Author details

Maguid H.M. Hassan
The British University in Egypt (BUE), Cairo, Egypt

*Address all correspondence to: mhassan@bue.edu.eg

Chapter 2

Structural Health Monitoring
from Sensing to Processing
Yoann Hebrard

Abstract

Providing the best availability of aircrafts is a key driver in aeronautics industry.
Monitoring system able to detect signs of failure before they happen, thanks to
sensors and diagnosis/prognosis algorithms, is key for improving aircraft operabil-
ity. Since a suspension system is connecting the engine to the aircraft, after hard
landing, aircraft companies need to know if the suspension system is safe or could
have been damaged. This chapter presents an autonomous wireless load sensing
recorder development that will enable maintenance operators to make a relevant
diagnosis of the suspension system by measuring the load level seen after a hard
landing by connecting a portable device near the embedded sensor system. The
sensor integrates energy harvesting and RFID communication modules that have
been developed for this application. Data acquisition is performed by an embedded
microcontroller connected to sensors. The paper is firstly dedicated to the different
energy sources available in the project application (engine pods). The second part
gives a presentation of the various devices developed for converting ambient energy
into electric power and SHM system. The last part presents real measurement of
ambient energy level from real tests in comparison to the energy needed to power
the system.

Keywords: SHM, wireless sensor, RFID, energy harvesting,
engine health management

1. Introduction

Based on nondestructive testing (NDT) technologies, systems known as struc-
tural health monitoring (SHM) make it possible to anticipate the deteriorations of a
structure to avoid accidents. Associated with statistical processing systems, they
also make it possible to optimize product life while reducing maintenance costs.

The technologies of structural health monitoring, or SHM, meet the requirement
of maintaining the quality of products over time. Their main objective is to ensure
the health of structures, extend their life, anticipate their failures, and enhance their
performance. The SHM is therefore for the industry part of a strategy link to
economical, commercial, and safety drivers.

The SHM approach is indeed both a set of processes and a control strategy [1–3].
It consists of monitoring continuously or at regular intervals the integrity of a
structure by detecting cracks or alterations, such as delamination of composite
materials. The proposed solutions generally include sensor networks, for example,
piezoelectric or optical fiber type, coupled to signal processing systems.

5



The main contributions of the SHM with respect to the NDT are the integration
and automation of control in a global strategy of control and/or maintenance of
structures. The SHM makes it possible to improve knowledge of the structures by
better monitoring, reducing maintenance interventions, and optimizing the mate-
rials used.

The ultimate goal of the SHM is the development of autonomous, continuous
monitoring systems capable of detecting structure damage in real time to avoid
accidents. The key challenges are in the early detection of damage, allowing optimal
maintenance.

Several factors have contributed to the development of the SHM approach in
recent years: numerical simulation capabilities and algorithms and the reduction of
sensor consumption and its wireless communication.

This chapter presents an autonomous wireless load recorder development to
enable maintenance operators to get access to loading histogram seen by an engine
link in service by simply setting a portable reading device near the attachment
system. Energy harvesting and RFID communication modules have been developed
for this sensor considering application data such as flight duration, environmental
parameters, and theoretical loading cases. Sensor system includes embedded sensors
connected to a microcontroller for data acquisition and wireless communication
management and energy harvesting modules. RFID technologies are used for com-
munication and to power the device when the engine is not running. Newer SHM
systems are demanding low-power sensors and wireless communication system to
enable data acquisition and diagnostic automatization. Thus, several researchers
have recently investigated such techniques to extract wirelessly communicate data
stored in these stand-alone systems. The first part of the paper makes a comparison
between different wireless communication protocols against RFID on the market
considering application needs. The second part presents the RFID system developed
for transmitting local data from the embedded memory of the system for analysis in
a SHM diagnostic module. The last part presents an evaluation test of system
communication capabilities and provides a maturity assessment on the technology.

2. RFID sensor concept and constraints for SHM application

Radio-frequency identification (RFID) uses electromagnetic fields to automati-
cally identify and track tags attached to objects. The tags contain electronically
stored information. The information can be used for different purposes. One pur-
pose is traceability of engine parts. Today, the configuration of the engines in
service must be known to respect the legal constraints. Its follow-up is therefore the
responsibility of its operator. Companies realize the traceability of parts on software
package in order to manage the maintenance planning, carry out the use of partic-
ular parts (life-limited parts, for example), and give a monthly status of reliability
to the authority. But there is some limitation about manual software tracking. The
configuration and the usage of LRU parts may not be robustly documented in the
tool. In fact, the modifications carried out as part of the line maintenance can, for
practical reasons, be saved later on the maintenance software. So, these data are not
always up to date in the database.

The “RFID” solution seems particularly well positioned to meet this need. Its
design was motivated to meet the high constraints on the configuration manage-
ment at the aircraft and assembly level. It allows to know the reference of the part in
a precise, fast, and automatic way. In addition, the standardization of the data in the
memory of RFID chip allows a great interoperability between integrating suppliers,
aircraft manufacturers, airlines, vendors, and repair shops.
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But this traceability is not only related to configuration management. It can also be
applied to get the real conditions of the part. RFID can be used as a sensor to gather
information about real-world conditions. Alerts can be launched when some con-
straints have been exceeded during the usage of the parts. Visual inspection can be
replaced byRFID inspection. Each of the parts keeps information about its own health..

This makes it possible to:

• Identify the MTBF specific to the use of each part (number of cycles, average
temperature, number of hours in operation, etc.).

• Estimate the remaining useful life which will make it possible to value each
piece individually by bringing to it a traceability of its usage.

• Follow the end of each part’s life cycle by alerting the reuse of discarded parts
as well as to alert in the event of counterfeit use copying a serial number
already installed or unknown to manufacturers’ databases.

• Minimize the risk of mounting errors, by providing tools that will check the
compatibility between several parts with RFID tag.

• Give all information about a given part (manufacturing data or “birth record,”
inspection instructions, assembly/disassembly, troubleshooting, etc.).

RFID tag has been identified as the missing link for the realization of Integrated
Engine Health Management.

But for being used in aeronautics, the RFID tag must meet different criteria and
constraints. They must respect extreme environmental conditions (from �65 to
+150°C). They need to comply with applicable legislation and have no impact on
existing systems and equipment. The usage of RFID transmission is limited to
ground operations (no application on taxiways or runways or aircraft in motion).
For radio-frequency, no backscatter above 35 dBuv/m and no overflow on fre-
quency bands are allocated for other uses (including for harmonics). RFID readers
must comply with GS1/EPC class 1 Gen 2 (ISO180000-63) standards operating on
the 860–960 MHz compatible frequency range around the globe.

2.1 RFID sensor architecture

RFID systems use one or more RFID interrogators/readers and several passive
RFID tags. For communication with the tag, the reader emits a high-frequency
modulated electromagnetic wave. The tag receives the information modulated in
the field, and it can answer to the request from the reader with a backscatter
operation, i.e., the reflection coefficient is changed with respect to the requested
information (Figure 1). In addition to the transmission of information between the

Figure 1.
RFID backscattering.
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tag and the reader, the tag can receive the necessary energy for operation from the
electromagnetic field of the reader.

Due to regulatory and physical constraints, the used frequency band of the passive
RFID tag influences the available data rate and sets an upper limit for its operation
range. HF-RFID tags operate in the near field of the reader antenna, and so the
operational distances are limited between several centimeters up to 1 m. By compar-
ison with HF-RFID systems, UHF-RFID tags transmit their data and energy by the
means of the electrical far field and thus offer a higher read range from 3 up to 6 m.

The RFID sensor tag is composed of (Figure 2).
A sensor interface converts the change of value of a sensor into something that

can be properly treated. The sensor interface is composed of a sensor readout
circuitry (charge amplifier, resistive bridge, etc.) and an analogue to digital con-
verter (ADC). The sensor interface can either be passive (the readout electronics
and the analogue to digital converter are fully powered by the reader’s field) or
semi-passive: an additional battery powers up the interface as well as the logic.

The signal interface adapts the external signals (sensor reading, data logging,
microcontrollers, display, keyboard, etc.) to the standardized RFID tag. The signal
interface can be of several natures, like a serial bus interface such as SPI and I2C to
connect directly the logical part of the RFID tag to an additional block such as a data
logger, microcontroller, display, etc. In this case, the RFID sensor tag can be either
semi-passive or active.

A logic part is the translator between the front end and the sensor interface by
coding, decoding, commanding, processing, and storing information. The logic
implementation usually follows a defined standard and a certain associated
protocol.

An analogue RF front end typically contains a rectifier circuitry to convert RF
power into DC, a clock, a modulator, and a demodulator.

An antenna is directly matched to the tag’s front-end impedance to communi-
cate with the reader. Different solutions exist for antennas, the RF front end and the
logical part which are treated in the literature, whereas a low-power signal interface
is a relatively new concept in the RFID context. In the case of sensor reading, the
mixed signal interface should implement low-power architecture for passive, semi-
passive, and even for active solutions for life span purposes. Solutions for low-
power architectures are detailed in the following paragraphs.

3. Project CMOS-based RFID sensor

This PCB-based component is a passive RFID tag with embedded MCU
(microcontroller unit) to manage communication protocol and application. RFID
solution is a passive radio system without emission. The architecture is presented
in Figure 3.

Figure 2.
RFID sensor architecture.
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From a PCB point of view, a modular approach is proposed based on a
motherboard including the existing RFID tag design and harvesting boards specific
to each energy source.

The device architecture includes the following subsystems:

• A strain gauge bridge. The bridge measures the load supported by the engine
link. The sensor signal is stored in the NVM using the threshold crossing
detection techniques. This approach reduces the amount of data to be stored
since a histogram of loading class will be provided between each monitoring
cycles.

• Energy harvesters to supply embedded DC converters for strain gauge bridge
and the nonvolatile memory power needs. Energy is harvested from vibrations
and thermal differences of the engine.

• Data and power management done by a microcontroller. Data are stored into a
NVM that will be interrogated using a wireless RFID transmission. Energy
harvesters provide energy, but it must be stored and managed to supply strain
gauge and memory. All these parts are managed by an integrated electronic
device.

• An interrogating system. It is a RFID interrogator and is not embedded into the
road but approached by an operator.

Circuits for converting piezoelectric material strain into useable electrical energy
have been previously described (see [4–7] for details).

The module targeted performances are the following (Table 1):
System power needs have been established in order to size the different

harvesting modules. Figure 4 displays voltage and current measurements done at
the power input level of the system. Several commands sent at the microcontroller
level allow to identify associated consumption. Cycle is quite complex; however

Figure 3.
RFID sensor architecture.
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a power need of 3 mW has been identified for the system to work according
measurement needs.

3.1 Design of key elements

Key elements for piezoelectric energy conversion include impedance matching
circuits and an energy management circuit which monitor the voltage levels.

Subsystem Parameters Value

Ambient temperature �40/150°C max

Strain gauge
acquisition

Deformation range �2500 μdef

Measuring bandwidth 100 Hz

Gain/offset Configurable

Max sampling frequency 1000 Hz

Resolution 12 bits

RFID UHF Read range 15 cm/1 m in free
space

Standard EPC GEN 2 (EU
frequencies)

Vibration
harvester

Frequency of ambient vibration (maximum harmonic)/
acceleration amplitude

80–110 Hz/1 g

Variability of the vibration frequency/acceleration
amplitude

Random

Weight/volume 60 g/30 cm3

Thermal
harvester

Hot/cold temperature 80/100°C

Heat cycle Variable

Weight/volume 20 g/5 cm3

Table 1.
System specification.

Figure 4.
System consumption identification in temperature.
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Data and power are managed thanks to the following elements:

• RFID tag: it is a small radio device also called transponder or smart tag (one can
refer to ref. [8] for general details about RFID technology). The tag includes a
microchip managing RF communications and a flat aerial. System tag works in
the ultrahigh frequency (UHF) band (850–950 MHz) as this band offers the
best compromise in power consumption with a high range �10 m in free
environment. (Details on RFID frequencies can be found in [9]).

• An electronic platform (microcontroller, volatile memory, power management
circuit, strain gauge conditioning circuit): this platform locally counts the
strain threshold crossings and stores them into a nonvolatile memory. Strain
gauge resistance value is 5000 Ohms, to reduce the power needed to energize
the bridge.

Electronic platform can be energized in two ways depending on the operational
phase:

• When application is on: energy is provided by energy harvesting modules.

• When application is off: equipment does not need to be monitored, but it does
when the operator downloads load counter data. Energy harvester cannot
supply energy for the NVM or the electronic platform. But RFID technology
gives the possibility to harvest energy from the interrogating radio-frequency
wave. When engine is off, energy is provided through the RFID link.

• Reader or interrogator: it sends and receives radio-frequency data to and from
the tag using antennas. A reader may have several antennas that send and
receive radio waves.

3.2 Available energy sources for energy harvesting

A multitude of energy sources are available in aircraft that can be accessed with
energy harvesting technologies: temperature gradient and variation, vibrations,
strain, ambient light, pressure changes, electrostatic charges, etc. (Figure 5).

However, not all sources have sufficient potential to provide enough energy to
power a sensor system. The most critical parameter for comparing these technolo-
gies in the scope of aircraft applicability is their power-to-weight ratio (per flight
cycle).

Reliability of these devices is also a key criterion. Among all potential sources,
thermal and vibrational energies seem most likely to meet the sector constraints [4].

3.3 Vibration harvester

The operating principle of a piezoelectric generator is relying on direct piezo-
electric conversion. The internal generation of electrical charge results from an
applied mechanical load. Two families of piezoelectric micro-generator can be
found. The first one, named direct coupling, is directly bonded to the host structure
(Figure 6a). The second, called indirect or seismic coupling, is connected to the
host structure through a secondary element, e.g., a clamped beam (Figure 6b).

The project used a piezoelectric composite material (PZT type P2) manufactured
as beam coupled to the mechanical trust in seismic mode. This flexible composite is
made of many PZT fibers and is highly damage tolerant and fatigue resistant.
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The piezoelectric beams provide substantial power densities (250 μW/cm3 at
120 Hz and 2.5 m/s2) that make them particularly attractive for various energy
harvesting applications. Seismic coupling had been chosen for the vibration har-
vester, because it can provide up to 10 times more energy than the classical method.

To keep a stable voltage value, synchronized switching harvesting on inductor
technique is used. An electronic switch is synchronously commanded with the
vibration and connects briefly the piezoelectric module to an inductance allowing
voltage inversion and keeping voltage value stable.

The module performances have been evaluated by experience. A vibration har-
vester was mounted on a rod representative of the application. The assembly is put
on a rig allowing to apply load and to heat the prototype to reach application
temperature. An electromagnet is used to induce vibration in the piezoelectric
beam. Vibration signal is a sinusoidal wave at 100 Hz, and several amplitudes are

Figure 6.
Piezoelectric coupling: (a) seismic and (b) directly applied to real harvester.

Figure 5.
Typical localizations of energy sources in engine environment.
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applied. Power is applied to a resistive load to measure energy produced by the
harvester. Figure 7 presents the harvester power characteristic. 4 mW is produced
once a vibration level of 1 g is reached.

The requested power (4 mW) by the system is generated by 1 g acceleration
level.

3.4 Thermal harvester

Thermoelectricity is based on the Seebeck effect: conversion of heat into elec-
tricity. This makes it possible to save heat that would otherwise be lost. A good
thermoelectric generator (TEG) must have a high Seebeck coefficient to produce
the required voltage, a high electrical conductivity to reduce thermal noise, and a
low thermal conductivity to reduce thermal losses (see Figure 8).

The engine link can be used as the hot source temperature since it is connected
to the engine which is hot in service. The air around it must be cooler than the strut
load and will be used as the cold source temperature.

The module performances have been evaluated experimentally. The mechanical
connection of the rod is linked to heating plate, allowing a thermal gradient equiv-
alent to the application, expecting ambient temperature (Figure 9).

With the circuit load, the module provides for a gradient of 10°C 500 mW of
power. Two modules are integrated to the system.

Figure 7.
Vibration harvester evaluation.

Figure 8.
Seebeck effect.
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3.5 Power conversion

Power management block is one of the main blocks of this module because it is
supplying a whole circuit from available harvesting. It provides information to
microcontroller (MCU) about the state of the tag. It indicates if vibrational, RF, or
thermal energy is available. It also manages supply voltage for the whole system
(Figure 10). Synchronized switch harvesting (SSHI) techniques are used to increase
vibration harvester efficiency, as detailed in Ref. [5].

3.6 RFID as a power source

The internal impedance of the chip and the antenna is given by Zc ¼ Rc þ jXc

and Za ¼ Ra þ jXa, respectively. Thus, the power transferred to the chip P_chip is
related to the power in the tag P_tag by the following equation:

Ptag ¼ Pchip ∗ τ

where τ is the power transmission coefficient:

τ ¼ 1� Γtag
�� ��2

Figure 9.
Thermal harvester characterization.

Figure 10.
Power conversion board.
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And Γtag is the reflection coefficient from the antenna and the chip:

Γtag ¼
zc–z ∗
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So τ can be represented by the following equation:

τ ¼ 4 ∗Ra ∗Rc

Zc þ Zaj j

Increasing the value of τ will increase the power reaching the tag, increasing,
consecutively, the distance from where the tag can be active by the amount of
power coming from the reader.

Finally, τ is a coefficient that varies between 0 and 1. To increase the reading
distance, the power transmission coefficient should be as much as possible equal to
1. That means that the impedances of the antenna and the chip should be matched:

zc ¼ z ∗
a ¼ >τ ¼ 1

The theoretical distance from where the tag can be read is calculated using Eq. 1,
where λ is the wavelength, Ptrans is the power sent by the reader, Greader and Gtag are,
respectively, the gain from the reader and the tag antenna, and Pth is the tag chip
sensibility, which is the minimal power that the IC must receive to be activated. The
value of Ptrans ∗Greader is fixed as the maximum power that is possible to be sent by
the local legislation in the desired frequency band.

Read distance r ¼ λ

4
π

� �
∗

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ptrans ∗Greader ∗Gtag ∗ τ
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s
(1)

Commercial readers are normally very sensitive. The minimum power requested
to decode without ambiguity the tag signal (the downlink) is considerably smaller
than the one characterizing the uplink. Therefore, for passive UHF-RFID tags, the
maximum distance from where the system can work is only governed by the uplink
for most of RFID systems.

Far-field UHF-RFID antennas are usually designed in three steps: firstly a loop is
designed around the IC to work as an inductor and compensate the capacitive part
of the chip. The system composed by the loop and the chip will resonate around the
desired UHF frequency. Secondly, the radiation element that is usually a folded
dipole is attached to the antenna. Finally, the impedance matching and radiation
gain for the tag are tuned and optimized to increase its reading distance. This step is
very important in the way it permits a better understanding of the antenna
electrical behavior. It is in that step that the designer can find a correspondence
between the geometric dimensions and the EM properties of the antenna [6].

For some classical HF antennas, there are analytical formulas that can be used to
calculate the expected EM properties of the coil in order to simplify the design part.
However, for UHF-RFID antennas, these formulas are very uncommon, and most
of the process of the antenna design is empirical. In [7] a method to automatically
design UHF-RFID antennas by using a combination of a genetic algorithm and the
3D EM simulation software CST is given.

Besides the classical dipole antenna, there are several researchers that are trying
to create new designs to surpass specific problems that most of the time accrued in
practical applications. Nested slot, inverted-F configurations, and patch antennas
are some of the most well-known designs [8].
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Even if the UHF-RFID is being used in a large number of economic areas, there
is already a large market where this technology did not bring any answer. Metal
placed with RFID tags is one of the greatest challenges to the RFID technology, and
a lot of researches have been putting large efforts to solve this problem in the last
decade. In particular, the classical dipole antennas are not effective when put near
to metallic surfaces.

This specific problem is explained in Figure 11, which shows that the image dipole
below the metal surface has an opposite current from that of the original dipole. If the
space between the dipole and its image is very small (much less than one wave-
length), then the total effective current approaches zero. Therefore, the total radia-
tion field is negligible. The RFID is then unable to capture power from the reader.

Looking for a solution to this problem, some ideas have been explored in the last
years and are well explained in [6, 7]:

• Inserting high permeability isolator

• Increasing the distance between the antenna and the metal surface

• Using frequency-selective surfaces

• Using an anti-metal antenna design

Dipole antenna demonstrated weak communication capability for the project
application environment. An anti-metal antenna design has been investigated
[10–22] to propose an alternative to dipole antenna as shown (Figure 12).

4. Testing in a laboratory environment

Once evaluated in a laboratory environment, the demonstrator was integrated to
engine tests. Packaging of the system was made of silicon sealant. A full-scale
demonstrator was evaluated and submitted to qualification testing before ground
engine testing. Figure 13 presents the system validation phase:

• The demonstrator is assembled on a real thrust link.

• The thrust link is mounted on a hydraulic press able to generate compressive
force similar to the real application.

• The press plates can be heated allowing to apply application temperature level
to the system.

Figure 11.
A dipole antenna above a perfect electric conductor (PEC) and its image [6].
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• A vibrator is used to induce vibration to the piezoelectric beams of the
vibration harvesters. Levels applied are random spectrum, according to
application specification.

Compressive loads were applied to the mechanical link with the system clamped
to it. Thermal difference (80/120°C) was applied at each end of the link to establish
a thermal gradient close to the application to feed thermal harvesters. A piezoelec-
tric buzzer was used to apply excitation to the vibration harvesters. The regulated
voltage from the power module was checked and also the read write memory
voltage output at the microcontroller level.

The autonomy of the system was reached for a thermal gradient of 10°C for the
thermal harvester and a vibration level of 1 g at 100 Hz (Figure 14).

The system was submitted to ground testing inside a real engine. During the
tests, system failed to be autonomous. Measurement done externally showed that
the vibration and energy sources were lower than forecasted for the sizing of the
system.

Figure 13.
Laboratory validation of the sensor system.

Figure 12.
Reading distance with dipole antenna.
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5. Conclusion

Optimization of energy harvesters is a system-level problem that involves sev-
eral design requirements on the power processing stages. Deploying an energy
harvester on its own will yield poor power densities, which is why additional
circuitry is needed to implement features such as synchronized switch harvesting or
impedance match between harvester and load electronics, energy storage capabili-
ties, and output voltage regulation.

Each energy harvester is differentiated by its transduction mechanism, and
therefore the equivalent source impedance model must be derived for different
harvesters and available energy densities variation from the environment. By
matching the source impedance to that of the load or by applying appropriate
switching, the maximum power transfer is achieved from the harvester to the load
under optimal conditions Figure 15.

The project provided key data to identify the gaps to be solved for developing
energy harvesting module in engine environment.

Despite several energy sources available in airplanes and helicopters, engineers
and scientists have to face numerous challenges when trying to achieve reliable
devices able to capture sufficient energy to perform any useful work.

Energy sources available must be characterized in terms of level, availability,
and frequency range. This is a prerequisite before sizing the harvester module to
ensure capability to produce enough energy.

Energy management is also key: the best practice approach is to use a compara-
tor on the energy storage module to prevent the system from drawing energy from
the storage element, unless enough energy was stored to perform the programmed
sensing/processing/logging communication tasks. This allowed the energy storage
elements to store up enough energy to perform for the specific task, before allowing

Figure 14.
Thermal and vibration harvesters’ characteristics.

Figure 15.
Constraints in designing an autonomous system.
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the task to be performed. This is the key approach to adapt the sensing tasks in
applications where the ambient energy levels are low, variable, or intermittent.

Energy harvesting based on vibrational and thermal effects has been chosen for
the module development, thanks to their better reliability and performances than
others. In the case of vibrational energy, the production of micro-generators using
either electromagnetic or piezoelectric conversion elements seems the most prom-
ising. Both conversion principles are complementary although the electromagnetic
one is more effective in the low frequency range (100 Hz).

For thermal energy harvesting, the system operation is based on the principle of
the Seebeck effect. Such technologies are investigated because of their robustness
and resistance to environmental stresses, i.e., mechanical and thermal. Nonetheless,
a number of challenges must be solved before achieving efficient wireless autono-
mous sensors for real aeronautical applications, such as long-lasting self-sufficient
operation of sensors, selection of wireless protocols, etc.

According to Figure 16, the goal of maximizing the amount of the harvested
energy involves several factors, including electronics optimization, characterization
of the available ambient energy, selection and configuration of energy harvesting
materials, and integration with storage mechanisms, along with the power optimi-
zation and power awareness design. This project tried to address these issues in an
integrated manner from the multidisciplinary engineering perspective. The perfor-
mance of thermal and vibration harvester prototypes had been validated and tested
in real environment.

Future perspectives are optimization of the transduction mechanism of the
harvester, power awareness, and storage element to validate an upgrade of the
prototype in experimental environment derived from the real measurements.
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Figure 16.
Ideal workflow for developing an autonomous system.
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Chapter 3

The Importance of Emissivity on 
Monitoring and Conservation of 
Wooden Structures Using Infrared 
Thermography
João Crisóstomo and Rui Pitarma

Abstract

Much of the built heritage is built of wooden structures. Due to the lack 
of maintenance, it is susceptible to biological attacks, such as fungi and wood 
destroying insects. Most of the methods used for its inspection and evaluation are 
intrusive. More friendly methods are required. Infrared thermography, being a 
non-destructive, contactless and versatile technique, can be a very useful tool in 
this field. However, the correct temperature measurement depends greatly on the 
emissivity value of the material. In this chapter, the emissivity values are presented 
and discussed for wood samples of Pinus pinaster species. In a qualitative analysis, 
this factor is not so important. Moreover, in a quantitative analysis for which the 
measured temperature value is relevant, it is crucial to know the emissivity value.

Keywords: emissivity, infrared thermography (IRT), wood, assessment of wooden 
heritage structures, heritage conservation, non-destructive testing, quantitative 
analysis, sustainability

1. Introduction

Throughout the world, wood is a universal material used since antiquity in infra-
structures and structures. Like other building materials, wood develops pathologies 
that affect its durability and useful life expectancy. Humidity and temperature varia-
tions of indoor and outdoor environments are main factors that affect the biological 
degradation rate of wood. Wood deteriorates more rapidly in heat and humid than 
in cold and dry environments. Main organisms that degrade wood are fungi and 
insects, causing damage ranging from simple discolouration to complete deteriora-
tion; the damage can be possibly aesthetic or it can have disastrous consequences, 
such as the collapse of the structures. To prevent and control damage, it is crucial 
to evaluate the state of conservation of building elements. It includes the necessary 
non-destructive evaluation of its mechanical properties and conditions of wood [1]. 
Wooden structure monitoring is not necessarily expensive and prevents loses.

The early detection of anomalies allows avoiding aggravated damages in the struc-
ture that can lead to the inevitable replacement of structural elements. It is, therefore, 
relevant to prevent harm to people and property. It is essential that inspections of 
structures be carried out regularly in order to monitor the state of conservation.
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Chapter 3

The Importance of Emissivity on 
Monitoring and Conservation of 
Wooden Structures Using Infrared 
Thermography
João Crisóstomo and Rui Pitarma

Abstract

Much of the built heritage is built of wooden structures. Due to the lack 
of maintenance, it is susceptible to biological attacks, such as fungi and wood 
destroying insects. Most of the methods used for its inspection and evaluation are 
intrusive. More friendly methods are required. Infrared thermography, being a 
non-destructive, contactless and versatile technique, can be a very useful tool in 
this field. However, the correct temperature measurement depends greatly on the 
emissivity value of the material. In this chapter, the emissivity values are presented 
and discussed for wood samples of Pinus pinaster species. In a qualitative analysis, 
this factor is not so important. Moreover, in a quantitative analysis for which the 
measured temperature value is relevant, it is crucial to know the emissivity value.
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Wooden structure monitoring is not necessarily expensive and prevents loses.

The early detection of anomalies allows avoiding aggravated damages in the struc-
ture that can lead to the inevitable replacement of structural elements. It is, therefore, 
relevant to prevent harm to people and property. It is essential that inspections of 
structures be carried out regularly in order to monitor the state of conservation.
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The need to solve practical problems without destroying the integrity of the 
object under inspection has motivated the development of measurement techniques 
for assessing the physical properties of lumber. The earliest non-destructive assess-
ment is a visual inspection; it is also widely used for wood product classification [2]. 
In general, the techniques currently used provide information at specific points. The 
whole is obtained by extrapolation, with a long series of studies. Often, the struc-
ture to be examined cannot be reached from the ground. They are time-consuming 
diagnostic methods that require the presence of teams of technicians. They are usu-
ally invasive because they require holes to be made which may also become access 
routes for pathogens. X-ray methods are also used and are therefore potentially 
harmful to health. The most frequent method with the best cost/benefit is the per-
cussion of the wood using a blunt object; the analysis is based on the interpretation 
of the sound produced. The results, however, depend on the operator’s experience 
and require direct contact with the area to be inspected, so it is necessary to mount 
scaffolds or staging when the elements under analysis are not reached from the 
ground. The interpretation of the information can be slow and difficult, depending 
on the variety and quantity of elements. This kind of inspection makes it difficult to 
record data to be compared to subsequent evaluations.

Thermography is a generic term for a variety of techniques used to visualise the 
temperature of object surface. Thermal imaging is the result of a complex interac-
tion between the heating source, the material and its irregularities. In fact, the 
thermal properties of the materials are conditioned by the degree of their structural 
integrity; that is, when there are anomalies in the material structure, the heat flux 
changes. Then, thermography detects these changes. The surface thermal mapping 
results in the thermogram. The thermogram indicates the location where thermal 
heterogeneities exist. Therefore, it shows if a structure has damaged or defective 
parts. The thermogram displays the temperature variations using colour gradient.

Thermography is an in situ technique based on thermal image examination 
that can be applied to wood structures to find external signs which might indicate 
possible internal deterioration. This method is non-invasive and totally harmless 
to people. Being a non-destructive and non-contact technique, it can be a versatile 
tool, very useful for inspection. A portable infrared camera can be used to evalu-
ate the structure in real time even when the structure cannot be accessed from the 
ground. Another advantage is that this technique allows the monitoring of disease 
progression. It makes possible to detect water content, state of deterioration, loss of 
density and anomalies. The assessment of the wood condition gives the information 
for maintenance and repairing.

In the science of wood, infrared thermography (IRT) is a relatively recent field 
of study [3]. The two main procedures are passive and active thermography. It is 
suitable for wood diagnose because it is a non-destructive and non-contact tech-
nique for recording the temperature of object surface, based on emitted radiation. 
The temperature values are mapped using false colour patterns.

In most of the instruments that use this technology, it is necessary to introduce 
an emissivity factor to calibrate the temperature measurement. The emissivity 
together with the reflected temperature allows the acquiring of data to produce 
the thermographic image [4]. The main issue is the determination of specific wood 
emissivity values.

1.1 Active and passive procedures

Maldague describes two thermographic procedures. In the active thermogra-
phy, an energy stimulus is artificially produced on the object of study to cause an 
internal flow of heat on the surface to be inspected [5]. This flow can be triggered 
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by different processes: simple thermal sources like lamps, heaters or flashes, hot 
air jets, ultrasonic pulses, infrared radiation, microwave, laser and among others. 
The generated heat flux is disturbed if there are defects or damages on or near the 
surface of the object of study. It causes discontinuities and thermal contrast. They 
are detected by analysing the thermograms obtained during the thermographic 
inspection. In the passive procedure, the thermal contrast is generated by natural 
sources such as sunlight [5–7].

1.2 Qualitative approach versus quantitative approach

The thermographic analysis can be qualitative and quantitative. Qualitative 
thermography focuses on the study of thermal patterns to reveal the existence and 
location of anomalies. Quantitative thermography uses temperature measurement 
as a criterion to determine the severity of an anomaly and to set repair priorities. 
Applying the qualitative approach, it is possible to determine the existence and 
location of a problem in the wood. The quantitative approach determines the 
severity of the problem; it can still help to determine when it should be repaired, by 
quantifying the temperature [6]. However, an accurate temperature measurement 
is strongly dependent on the value considered as a reference for the emissivity of the 
material.

The influence on temperature by the variation of the emissivity value can be 
observed in Figure 1. This figure shows the temperature reading in the thermo-
graphic camera as a function of the emissivity introduced in the equipment. When 
the calibration value of 0.89 (emissivity of the surface of the wood measured with 
the black tape method) is entered, the average value of the surface temperature is 
43°C. However, if a different emissivity value is entered in the thermographic cam-
era, the value of the temperature reading will deviate significantly from the actual 
value of the surface temperature. This error is all the greater the error in the emis-
sivity value. For example, if an emissivity of 0.40 is introduced, we obtain a mean 
temperature value of 61°C, significantly different from the actual value of 43°C.

1.3 Factors affecting thermographic inspection

IRT is a measurement technique based on the detection of radiation in the 
infrared spectrum. In fact, all bodies above 0 Kelvin (absolute zero) emit this 
electromagnetic radiation. Electromagnetic radiation detection in the infrared (IR) 

Figure 1. 
Surface temperature of the wood sample as a function of the emissivity value.
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spectrum is usually done between 2–5.6 μm and 8–14 μm. Both spectral bands are 
generally used due to their atmospheric malabsorption [5].

There are building materials with high emissivity in both spectral windows, as 
white marble. But there are other materials, such as wood, which have a wide range 
of emissivity due to the spectral window used in the observation [4]; therefore, it 
should be mentioned in each observation. Rice further states that the shorter wave-
length spectral window (close to 0.7 μm) is desirable because the effective emissivity 
is higher and the effect of the surface characteristics is minimised [8]. Dewitt and 
Nutt (1988) in Rice highlight that the angle of observation in IRT is also determinant 
[8]. Radiation from a surface occurs in all directions, so the hemispherical term is 
often added. Mathematically, the solid angle on which the radiation measured is 
often referred to. However, in real surfaces, the radiation is not uniformly reflected 
in all directions. Then, the preferred method is to measure the normal or near 
normal radiation of the object surface. Fronapfel and Stolz conducted studies to 
determine the emissivity with different angles of observation where the emissivity 
variation can be observed [9]. This technique for building monitoring is expanded 
and has been used for more than 25 years in the diagnosis of any kind of buildings: 
historical, monuments and modern structures. Passive thermography is a qualita-
tive method and is commonly used in the investigation of buildings. The purpose 
is to detect irregularities and malfunction. However, the lack of specific emissivity 
values of each material makes accurate temperature measuring impossible. In fact, 
there is not an infrared camera that reads directly dispensing this factor. All cameras 
interpret infrared radiation from the surface taking into account emissivity, reflec-
tivity and, occasionally, the transmissivity of IR radiation. The transmissivity is only 
important for large distances between the camera lens and the object of study [10].

Figure 2 shows examples of the influence of homogeneous heating and adequate 
focusing in the determination of an accurate emissivity value [7]. Even with the cor-
rect emissivity value, incorrect focus or improper brightness and contrast may cause 
the observed surface temperature readings to be incorrect. For an accurate determi-
nation of the surface emissivity, it is necessary that the temperature of the surface 
is to be between 10 and 20°C above the ambient temperature. It is also important 
homogeneity in the heating process. Figure 2 shows cases of thermograms where the 
heating was neither homogeneous, nor a correct adjustment in the focus, which led 
to the determination of incorrect values of emissivity and surface temperature.

1.4 Emissivity

Emissivity plays an essential role in thermography. Emissivity is used to charac-
terise the optical properties of materials taking into account the amount of energy 
emitted compared to an ideal blackbody [10].

Figure 2. 
Thermograms that show the heterogeneity of surface heating and inadequate focusing.
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The emissivity scale goes from 0 (perfect mirror reflector) to 1 (perfect emitter 
black body). It depends on temperature, wavelength and surface conditions, such 
as roughness. Some authors also refer to the temperature reflected as being mainly 
dependent on the radiation coming from the surrounding environment as another 
factor that affects the accuracy of the temperature measured with infrared ther-
mography [10, 11]. A surface with a low emissivity value, such as aluminium, steel, 
etc., acts as a mirror (high reflectance). However, these problems are usually solved 
using tapes or high emissivity paints [10].

Most of the materials used in buildings have high emissivity, generally above  
0.8 [10].

IRT applied in building diagnostics can be used efficiently in the detection of 
heat loss, quality of thermal insulation in walls and roofs, thermal bridges, airflows 
and sources of moisture [6, 10, 12]. It also mentioned the capability of identifying 
structures, holes, cracks, material discrimination, analysing the state of mural 
paintings and the state of conservation of materials [13].

Avdelidis and Moropoulou determined emissivity values in historic buildings 
at different temperatures, applying infrared thermography of medium and long 
wavelength [10].

1.5 Thermography applied to wood structures

The literature describes the use of IR thermography for the evaluation of wood 
structures in historical buildings, such as the San Felipe Neri Oratory (Cadiz) [14] 
and a mosque in Ankara, Turkey [15].

Rosina and Robison describe that in Italy, IRT was used in different phases of 
building rehabilitation, from preliminary investigation to the rehabilitation process 
itself, as a final inspection instrument or as a part of the periodic observation and 
maintenance plan. This technique allows researchers to gather information about 
the location, shape, characteristics of the materials, and deterioration state of the 
elements and constructive systems. Taking into account the particular boundary 
conditions, the distribution of the surface temperature of the object of study allows 
the detection of discontinuities and changes in the structures of the buildings [6].

Studies on wood have confirmed the role of certain factors that affect its surface 
temperatures such as density, nodes, biological deterioration and cracks [16]. As 
referred above, the emissivity plays a crucial role in the thermography analysis. 
Lopez et al. determined the emissivity of wood samples using different species that 
were exposed to different temperature values. They propose an average emissivity 
value of 0.924 for temperature 22°C and spectral band 7.5–13 μm. They suggested 
that this value can be used for any type of wood, minimising the possibility of error 
in the determination of surface temperatures [17].

For an IR thermography test, it is necessary to have a thermal gradient to induce 
the thermal response of the surfaces. It is considered that 20°C is a satisfactory 
difference [18], while ASTM E1933-99a refers to a minimum of 10°C [19]. The 
ASTM E1933-99a standard is an existing normative that establishes procedures for 
the measurement and determination of emissivity of various materials using IR 
imaging systems [19].

Despite the theoretical and practical knowledge about this technique in several 
application areas, it has only recently been used for the diagnosis and evaluation of 
wood structures.

Thermography is used because the thermal conductivity and the resistivity 
of the materials are related to the degree of their integrity. That is, the structural 
anomalies cause a change in heat flow. Thermography indicates if a structure has 
damaged or defective regions; it shows the location of thermal heterogeneities. The 
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0.8 [10].
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and sources of moisture [6, 10, 12]. It also mentioned the capability of identifying 
structures, holes, cracks, material discrimination, analysing the state of mural 
paintings and the state of conservation of materials [13].
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Rosina and Robison describe that in Italy, IRT was used in different phases of 
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of the materials are related to the degree of their integrity. That is, the structural 
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thermograms display the different local temperatures using colour gradients; they 
are monochromatic scales, such as greyscale used at the beginning or the current 
polychromatic scales. In the thermograms of Figures 3–5, thermal heterogeneities 
can be observed denoting material cracks, both in the active and passive modes. 
Generally, in the passive mode, the cracks are noticed by lower temperatures, 
whereas in the active mode they are evidenced by higher temperatures [7].

Thus, Figure 3 shows a thermogram obtained in the passive mode. It was taken 
from a wooden structure of a roof. A crack may be seen running longitudinally 
through the wooden beam. The crack is visible because thermal heterogeneity is 
visible in this part, that is, temperature values lower than the overall beam pattern, 
visible through darker shades. This information is obtained by comparison with the 
colour/temperature scale that is displayed on the right side of the thermogram.

Figure 4 shows a thermogram of the face of a sample of wood previously heated 
in an oven (active mode). This figure shows that in the active mode, cracks are evi-
dent because they exhibit thermal heterogeneities with temperature values higher 
than the general pattern of the observed object face. In this case, it is noticed by the 
lighter colours, unlike what happened in the passive mode of Figure 3.

Figure 5 shows the conventional photograph (visible wavelength) of a wood 
surface and its thermogram (infrared wavelength) in active thermographic mode. 
By the active procedure, this type of nodes and the cracks show colour heterogene-
ity in relation to the general pattern denoting higher temperature. The cracks of 
Figure 5 although they are barely perceptible in the photograph are well seen in the 
thermogram.

Thermography also plays an important role in the inspection, assessment and 
monitoring of living wood structures, we mean trees. There are living wooden 
structures with relevant historical and cultural importance as the monumental 
trees and the notable ones. Thus, there are studies carried out about how to inspect, 
analyse and evaluate them to be safeguarded. Research on living wood structures 
has already been carried out in Italy. Since the 1980s, Giorgio Catena and Alexandra 
Catena have validated the usefulness of IR thermography technique [20]. In 

Figure 3. 
Thermogram of old wooden structure: the crack is visible along the beam (passive method).
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England, Marcus Bellett-Travers applied the IR thermography to inspect, evaluate 
and minimise wood structure risk [21].

In Portugal, the TreeM Project aims to disseminate the possible uses of this 
technique [22, 23].

It is essential to safeguard, for as long as possible, the lives of these incredible 
living beings. Some trees are catalogued for conservation and protected by law due to 
their age, shape and size. Periodic inspections are also required in places of high risk 
of partial or total collapse. This is a mean to prevent losses to individuals and property.

2. IRT monitoring for the conservation of wood structures

IRT is a method of inspecting structures, whose data (thermograms and radio-
metric videos) require visual inspection with photographs in the visible range. 
Visual inspection is critical as certain heterogeneities detected by IRT may be non-
significant, resulting only from, for example, dust. It should be noted that many of 
the present-day thermographic cameras already include a photographic camera in 
order to carry out the process in the same procedure, thus providing a photograph 
and a thermogram of the object with the same perspective.

Figure 5. 
Photograph and thermogram of pine sample (active mode). It shows cracks and knot.

Figure 4. 
Thermogram of a wood sample with visible cracks (active method).
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thermograms display the different local temperatures using colour gradients; they 
are monochromatic scales, such as greyscale used at the beginning or the current 
polychromatic scales. In the thermograms of Figures 3–5, thermal heterogeneities 
can be observed denoting material cracks, both in the active and passive modes. 
Generally, in the passive mode, the cracks are noticed by lower temperatures, 
whereas in the active mode they are evidenced by higher temperatures [7].

Thus, Figure 3 shows a thermogram obtained in the passive mode. It was taken 
from a wooden structure of a roof. A crack may be seen running longitudinally 
through the wooden beam. The crack is visible because thermal heterogeneity is 
visible in this part, that is, temperature values lower than the overall beam pattern, 
visible through darker shades. This information is obtained by comparison with the 
colour/temperature scale that is displayed on the right side of the thermogram.

Figure 4 shows a thermogram of the face of a sample of wood previously heated 
in an oven (active mode). This figure shows that in the active mode, cracks are evi-
dent because they exhibit thermal heterogeneities with temperature values higher 
than the general pattern of the observed object face. In this case, it is noticed by the 
lighter colours, unlike what happened in the passive mode of Figure 3.

Figure 5 shows the conventional photograph (visible wavelength) of a wood 
surface and its thermogram (infrared wavelength) in active thermographic mode. 
By the active procedure, this type of nodes and the cracks show colour heterogene-
ity in relation to the general pattern denoting higher temperature. The cracks of 
Figure 5 although they are barely perceptible in the photograph are well seen in the 
thermogram.

Thermography also plays an important role in the inspection, assessment and 
monitoring of living wood structures, we mean trees. There are living wooden 
structures with relevant historical and cultural importance as the monumental 
trees and the notable ones. Thus, there are studies carried out about how to inspect, 
analyse and evaluate them to be safeguarded. Research on living wood structures 
has already been carried out in Italy. Since the 1980s, Giorgio Catena and Alexandra 
Catena have validated the usefulness of IR thermography technique [20]. In 

Figure 3. 
Thermogram of old wooden structure: the crack is visible along the beam (passive method).
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England, Marcus Bellett-Travers applied the IR thermography to inspect, evaluate 
and minimise wood structure risk [21].

In Portugal, the TreeM Project aims to disseminate the possible uses of this 
technique [22, 23].

It is essential to safeguard, for as long as possible, the lives of these incredible 
living beings. Some trees are catalogued for conservation and protected by law due to 
their age, shape and size. Periodic inspections are also required in places of high risk 
of partial or total collapse. This is a mean to prevent losses to individuals and property.

2. IRT monitoring for the conservation of wood structures

IRT is a method of inspecting structures, whose data (thermograms and radio-
metric videos) require visual inspection with photographs in the visible range. 
Visual inspection is critical as certain heterogeneities detected by IRT may be non-
significant, resulting only from, for example, dust. It should be noted that many of 
the present-day thermographic cameras already include a photographic camera in 
order to carry out the process in the same procedure, thus providing a photograph 
and a thermogram of the object with the same perspective.

Figure 5. 
Photograph and thermogram of pine sample (active mode). It shows cracks and knot.

Figure 4. 
Thermogram of a wood sample with visible cracks (active method).
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The analysis of the information obtained provides elements for an evaluation of 
the structure, that is if the structure of wood presents or not anomalies (e.g., due 
to excess moisture, by the existence of fungi or by wood-decaying insects). This 
inspection shall be periodically repeated over the life of the structure so that the 
faults detected in the meantime are corrected in a timely manner. Thus, more radi-
cal and costly measures are avoided, extending the useful life of the structure.

The comparison of thermograms obtained over time is possible if a suitable 
value of emissivity of the surface of the wood studied is used. Some examples of the 
application of IRT in the detection of biodegradation are given by Grossman [24, 25]. 
A qualitative inspection requires the entering in the thermographic camera of a high 
emissivity value, since the wood is a material of low reflexivity and therefore with high 
emissivity. When inspecting the wood structure, non-conformities can be observed 
in the thermal pattern; they are identified by differences in the colour pattern in some 
places in relation to the whole.

In the case of quantitative analysis, it is relevant to know the concrete value of the 
temperature in order to have an idea of the severity of the damage detected. Therefore, 
a correct emissivity value is required, which is dependent on the environmental condi-
tions of the place where the observation is being carried out. It is difficult to determine 
the correct emissivity value for an in situ given surface. This difficulty results from two 
fundamental aspects: (a) the difficulty in reaching the structure and (b) the difficulty 
in raising the temperature of the wood of at least 10°C [19] at 20°C [18] above ambient 
temperature because the higher the temperature differential, the greater the accuracy 
of the determined emissivity [19]. Thus, it is crucial to have tables of emissivity values 
for different types of wood to select the value that approximates the most to the real 
conditions. It would avoid the need of determining this value each time a study is car-
ried out. Kang et al. emphasise the importance of tabulated emissivity values propos-
ing a study with hundred species from Korea and Tropics [26].

The value of the emissivity is also a function of the density of the wood. If we 
use the same emissivity value, different temperatures will be seen in the wood. 
The deterioration causes a decrease in density. In the thermogram, this anomaly is 
detected through thermal heterogeneity indicating the points of deterioration.

Main advantage of IRT is that it indicates locations that require more detailed 
inspection and, if necessary, the application of other inspection techniques. The 
IRT does not replace the use of other techniques for evaluating structures, but 
provides information to apply other techniques only in concrete and localised 
points, avoiding their application in unnecessary areas. IRT inspections can be 
performed from the ground observing the structure as a whole. Thermograms and 
radiometric videos made with latest thermographic cameras produce records that 
can be compared with records of previous and future inspections.

3. Experimental work

3.1 Objectives of experimental work

The objective of the present study was to determine the emissivity values of 
two different samples of sawn wood with similar textures and colouration of the 
species Pinus pinaster Aiton (commonly known as brave pine or maritime pine). 
Although it is of same species, the two samples have different densities, since they 
come from two different locations with different climates—one from the region of 
Leiria (coast) and the other from the Serra da Estrela region (inland mountains). 
It is therefore intended to contribute to the need of tables of emissivity values for 
different wood species, in environmental conditions close to those in situ observed.
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3.2 Instruments and materials

A Velleman DVM401 Digital Multifunction thermohygrometer was used to 
determine the environmental conditions. The thermographic machine used was 
the FLIR ThermaCAM B20 with 36 mm lens, field of view (FOV) of 22.6°, whose 
first three digits of the serial number are 234. The minimum focus distance is 0.3 m. 
For a length of 0.5 m between the machine lens and the sample surface, it has a 
0.2 m horizontal field of view (HFOV), 0.15 m vertical field of view (VFOV) and 
0.63 mm instantaneous field of view (IFOV). The thermographic camera works 
in the spectral band of 7.5–13 μm, with a thermal sensitivity of 0.10°C at 30°C and 
accuracy of ±2°C and ±2%. The focusing is performed manually. The detector type 
is an uncooled microbolometer focal plane array (FPA) with a resolution of 320 × 
240 pixels. ThermaCAM QuickView 1.3 [27] and ThermaCAM Reporter 7.0 [28] 
were the software used. The determination of the emissivity was done applying the 
black tape method; it used black adhesive tape ISO Tape Tesa. A WTC binder oven 
was used to increase the temperature of the samples. The electronic balance used 
for weighing the samples has a 5 kg maximum capacity and accuracy of ±1 g. The 
fixation of the sample and the thermal camera was done using two tripods.

3.3 Samples

The wood samples were of the species Pinus pinaster Ait, commonly known as 
maritime pine or brave pine. This species is common in Portuguese territory. The 
two samples came from different locations, with different climates and conse-
quently different densities. This species of wood was commonly used in Portugal. 
Currently, it is found in most part of the built heritage. Roofs, floors and walls 
components were built with the use of brave pine wood. Since the end of the 1990s, 
glued laminated products were produced in Portugal and with them other species 
were commercialised such as spruce tree. Pine became rarely used for construction.

The lumber samples are unfinished wood, as is often found in building struc-
tures. The dimensions of the samples are: 20 cm long along the fibres, 15 cm in the 
transverse dimension and 15 cm in thickness. These dimensions were defined to 
simulate a small section of a current beam and to minimise the effect of the envi-
ronment on the surface of the object of study. Table 4 shows the sample condition 
as density and water content. Figure 6 shows the images of the two specimens.

3.4 Experimental methodology

Two studies were carried out, one for each sample. In each study, two trials were 
performed. A thermal differential of approximately 20°C was adopted, as suggested 
in the FLIR ThermaCAM B20 manual [18]. The experimental work was carried out 
in one laboratory of the Polytechnic Institute of Guarda (IPG). The values deter-
mined for the emissivity were compared to those found in the literature.

Since it used a thermal imaging camera and software from FLIR manufacturer, 
the methodology suggested in the Camera manual [18] also mentioned by Spencer 
et al. [29] and ASTM E1933-99a (Reapproved 2010) was applied [19]. Some adapta-
tions for the determination of the Reflected Apparent Temperature (Reflective 
Method) and for the determination of the emissivity were introduced.

For each of the two samples, it was observed the face parallel to the wood fibres 
(20 × 15 cm) with fewer irregularities, avoiding cracks and knots. The determina-
tion of the emissivity was carried out according to the methodology of the black 
insulated electrical tape (i.e. a material with known emissivity value). Strips of 
black adhesive tape (with an emissivity of 0.970) [18, 27] were placed juxtaposed 
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The analysis of the information obtained provides elements for an evaluation of 
the structure, that is if the structure of wood presents or not anomalies (e.g., due 
to excess moisture, by the existence of fungi or by wood-decaying insects). This 
inspection shall be periodically repeated over the life of the structure so that the 
faults detected in the meantime are corrected in a timely manner. Thus, more radi-
cal and costly measures are avoided, extending the useful life of the structure.

The comparison of thermograms obtained over time is possible if a suitable 
value of emissivity of the surface of the wood studied is used. Some examples of the 
application of IRT in the detection of biodegradation are given by Grossman [24, 25]. 
A qualitative inspection requires the entering in the thermographic camera of a high 
emissivity value, since the wood is a material of low reflexivity and therefore with high 
emissivity. When inspecting the wood structure, non-conformities can be observed 
in the thermal pattern; they are identified by differences in the colour pattern in some 
places in relation to the whole.

In the case of quantitative analysis, it is relevant to know the concrete value of the 
temperature in order to have an idea of the severity of the damage detected. Therefore, 
a correct emissivity value is required, which is dependent on the environmental condi-
tions of the place where the observation is being carried out. It is difficult to determine 
the correct emissivity value for an in situ given surface. This difficulty results from two 
fundamental aspects: (a) the difficulty in reaching the structure and (b) the difficulty 
in raising the temperature of the wood of at least 10°C [19] at 20°C [18] above ambient 
temperature because the higher the temperature differential, the greater the accuracy 
of the determined emissivity [19]. Thus, it is crucial to have tables of emissivity values 
for different types of wood to select the value that approximates the most to the real 
conditions. It would avoid the need of determining this value each time a study is car-
ried out. Kang et al. emphasise the importance of tabulated emissivity values propos-
ing a study with hundred species from Korea and Tropics [26].

The value of the emissivity is also a function of the density of the wood. If we 
use the same emissivity value, different temperatures will be seen in the wood. 
The deterioration causes a decrease in density. In the thermogram, this anomaly is 
detected through thermal heterogeneity indicating the points of deterioration.

Main advantage of IRT is that it indicates locations that require more detailed 
inspection and, if necessary, the application of other inspection techniques. The 
IRT does not replace the use of other techniques for evaluating structures, but 
provides information to apply other techniques only in concrete and localised 
points, avoiding their application in unnecessary areas. IRT inspections can be 
performed from the ground observing the structure as a whole. Thermograms and 
radiometric videos made with latest thermographic cameras produce records that 
can be compared with records of previous and future inspections.

3. Experimental work

3.1 Objectives of experimental work

The objective of the present study was to determine the emissivity values of 
two different samples of sawn wood with similar textures and colouration of the 
species Pinus pinaster Aiton (commonly known as brave pine or maritime pine). 
Although it is of same species, the two samples have different densities, since they 
come from two different locations with different climates—one from the region of 
Leiria (coast) and the other from the Serra da Estrela region (inland mountains). 
It is therefore intended to contribute to the need of tables of emissivity values for 
different wood species, in environmental conditions close to those in situ observed.
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3.2 Instruments and materials

A Velleman DVM401 Digital Multifunction thermohygrometer was used to 
determine the environmental conditions. The thermographic machine used was 
the FLIR ThermaCAM B20 with 36 mm lens, field of view (FOV) of 22.6°, whose 
first three digits of the serial number are 234. The minimum focus distance is 0.3 m. 
For a length of 0.5 m between the machine lens and the sample surface, it has a 
0.2 m horizontal field of view (HFOV), 0.15 m vertical field of view (VFOV) and 
0.63 mm instantaneous field of view (IFOV). The thermographic camera works 
in the spectral band of 7.5–13 μm, with a thermal sensitivity of 0.10°C at 30°C and 
accuracy of ±2°C and ±2%. The focusing is performed manually. The detector type 
is an uncooled microbolometer focal plane array (FPA) with a resolution of 320 × 
240 pixels. ThermaCAM QuickView 1.3 [27] and ThermaCAM Reporter 7.0 [28] 
were the software used. The determination of the emissivity was done applying the 
black tape method; it used black adhesive tape ISO Tape Tesa. A WTC binder oven 
was used to increase the temperature of the samples. The electronic balance used 
for weighing the samples has a 5 kg maximum capacity and accuracy of ±1 g. The 
fixation of the sample and the thermal camera was done using two tripods.

3.3 Samples

The wood samples were of the species Pinus pinaster Ait, commonly known as 
maritime pine or brave pine. This species is common in Portuguese territory. The 
two samples came from different locations, with different climates and conse-
quently different densities. This species of wood was commonly used in Portugal. 
Currently, it is found in most part of the built heritage. Roofs, floors and walls 
components were built with the use of brave pine wood. Since the end of the 1990s, 
glued laminated products were produced in Portugal and with them other species 
were commercialised such as spruce tree. Pine became rarely used for construction.

The lumber samples are unfinished wood, as is often found in building struc-
tures. The dimensions of the samples are: 20 cm long along the fibres, 15 cm in the 
transverse dimension and 15 cm in thickness. These dimensions were defined to 
simulate a small section of a current beam and to minimise the effect of the envi-
ronment on the surface of the object of study. Table 4 shows the sample condition 
as density and water content. Figure 6 shows the images of the two specimens.

3.4 Experimental methodology

Two studies were carried out, one for each sample. In each study, two trials were 
performed. A thermal differential of approximately 20°C was adopted, as suggested 
in the FLIR ThermaCAM B20 manual [18]. The experimental work was carried out 
in one laboratory of the Polytechnic Institute of Guarda (IPG). The values deter-
mined for the emissivity were compared to those found in the literature.

Since it used a thermal imaging camera and software from FLIR manufacturer, 
the methodology suggested in the Camera manual [18] also mentioned by Spencer 
et al. [29] and ASTM E1933-99a (Reapproved 2010) was applied [19]. Some adapta-
tions for the determination of the Reflected Apparent Temperature (Reflective 
Method) and for the determination of the emissivity were introduced.

For each of the two samples, it was observed the face parallel to the wood fibres 
(20 × 15 cm) with fewer irregularities, avoiding cracks and knots. The determina-
tion of the emissivity was carried out according to the methodology of the black 
insulated electrical tape (i.e. a material with known emissivity value). Strips of 
black adhesive tape (with an emissivity of 0.970) [18, 27] were placed juxtaposed 
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in the direction perpendicular to the wood fibres so as to fill half the face of the 
sample, that is, 10 × 15 cm.

The samples were heated at least 20°C above the temperature of the space where 
the observations were made. Thus, to ensure thermal uniformity, the samples were 
placed in the oven at 60°C for 24 h. A type K thermocouple made it possible to 
verify the same temperature in the surface of the two zones, the area of the black 
ribbon and the area of exposed wood.

In Figure 7, we can observe how the thermograms of the wood samples were 
made.

The tests were performed with low light intensity (see Table 1) to avoid reflec-
tions. It was found that for a low light intensity, the reflected temperature was near 
the ambient temperature. The distance between the camera and the sample was 
0.5 m. A tripod was used to fix the sample so that it was observed perpendicular to 
the plane of the surface. The laboratory conditions relevant to the machine calibra-
tion were monitored: ambient temperature, relative humidity and light intensity, as 
shown in Table 1.

Figure 6. 
Samples of Pinus pinaster Aiton: from Leiria (coast)—left side and from Serra da Estrela (inland 
mountains)—right side.

Figure 7. 
Laboratory experiments (general view).
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Measures were taken at a sole point lead to unrepresentative temperature read-
ings and should be avoided. Since wood is a very heterogeneous material, thermo-
graphic evaluations should be applied to a relatively large area of the sample.

The thermograms were analysed with the aid of ThermaCAM Reporter 7.0 soft-
ware [28]. It was determined the emissivity value of the sample exposed surface. 
The value obtained corresponds to the emissivity of the analysed wood sample at 
ambient temperature. This procedure was repeated two times for each sample.

Each sample was weighed to determine the water content [Eq. (1)]. Each sample 
was weighed after the heating process, wet weight (WWet). The determination of 
the water content of the samples followed NP 614: 1973 [30]. The samples were 
heated at 100°C for 48 h. Successive weight measurements were performed until the 
weight remained constant, dry weight (WDry).

  Water content  [%]  =  ( ( W  Wet   −  W  Dry  )  /  W  Dry  )  × 100  (1)

4. Results and discussion

The thermogram in Figure 8 is an example of the methodology followed to 
determine the sample emissivity.

Table 1 shows the environmental conditions of the laboratory while the thermo-
grams were produced.

Tables 2 and 3 show the emissivity and the surface temperatures for each 
thermogram of both pine samples. The samples are from Leiria (coast) and Serra da 
Estrela (inland mountains).

Table 4 shows the average emissivity of both samples of wood of the species 
Pinus pinaster Ait.

The emissivity of each sample results from the average of the two tests per-
formed in each. They are 0.864 for Leiria pine and 0.873 for Serra da Estrela pine. 
In each case, the emissivity and temperature values were determined by the average 
area of one square on the software used (100 × 100 pixels). The results are valid for 
the environmental conditions and the sample conditions described in the previous 
tables.

It should be highlighted that there is no significant range difference between the 
two samples: 0.018 for Leiria pine and 0.035 for Serra da Estrela pine. On the other 
hand, the emissivity values are in accordance with the bibliography consulted, that 
is, the highest values are around 0.9: 0.855–0.873 for Leiria pine; 0.855–0.890 for 
Serra da Estrela pine. As reported by Rice [8], manufacturers of IR temperature 
measuring equipment often recommend values between 0.94 and 0.95 for generic 
wood and conditions.

The manufacturer FLIR indicates for four samples of pine in the spectral 
window 8–14 μm values of emissivity, namely between 0.81 and 0.89. The spectral 
window 2–5 μm indicates values of emissivity between 0.67 and 0.75 [18]. Holst 
refers 0.85 for the emissivity of wood planed in the spectral window of 8–14 μm 
[31]. However, it is difficult to compare because emissivity values in the literature 

Place Room temperature 
(°C)

Relative humidity 
(%)

Reflected 
temperature (°C)

Light intensity 
(Lux)

IPG 21.0 45 21.5 2.85

Table 1. 
Laboratory conditions.
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in the direction perpendicular to the wood fibres so as to fill half the face of the 
sample, that is, 10 × 15 cm.

The samples were heated at least 20°C above the temperature of the space where 
the observations were made. Thus, to ensure thermal uniformity, the samples were 
placed in the oven at 60°C for 24 h. A type K thermocouple made it possible to 
verify the same temperature in the surface of the two zones, the area of the black 
ribbon and the area of exposed wood.

In Figure 7, we can observe how the thermograms of the wood samples were 
made.

The tests were performed with low light intensity (see Table 1) to avoid reflec-
tions. It was found that for a low light intensity, the reflected temperature was near 
the ambient temperature. The distance between the camera and the sample was 
0.5 m. A tripod was used to fix the sample so that it was observed perpendicular to 
the plane of the surface. The laboratory conditions relevant to the machine calibra-
tion were monitored: ambient temperature, relative humidity and light intensity, as 
shown in Table 1.

Figure 6. 
Samples of Pinus pinaster Aiton: from Leiria (coast)—left side and from Serra da Estrela (inland 
mountains)—right side.

Figure 7. 
Laboratory experiments (general view).
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Measures were taken at a sole point lead to unrepresentative temperature read-
ings and should be avoided. Since wood is a very heterogeneous material, thermo-
graphic evaluations should be applied to a relatively large area of the sample.

The thermograms were analysed with the aid of ThermaCAM Reporter 7.0 soft-
ware [28]. It was determined the emissivity value of the sample exposed surface. 
The value obtained corresponds to the emissivity of the analysed wood sample at 
ambient temperature. This procedure was repeated two times for each sample.

Each sample was weighed to determine the water content [Eq. (1)]. Each sample 
was weighed after the heating process, wet weight (WWet). The determination of 
the water content of the samples followed NP 614: 1973 [30]. The samples were 
heated at 100°C for 48 h. Successive weight measurements were performed until the 
weight remained constant, dry weight (WDry).

  Water content  [%]  =  ( ( W  Wet   −  W  Dry  )  /  W  Dry  )  × 100  (1)

4. Results and discussion

The thermogram in Figure 8 is an example of the methodology followed to 
determine the sample emissivity.

Table 1 shows the environmental conditions of the laboratory while the thermo-
grams were produced.

Tables 2 and 3 show the emissivity and the surface temperatures for each 
thermogram of both pine samples. The samples are from Leiria (coast) and Serra da 
Estrela (inland mountains).

Table 4 shows the average emissivity of both samples of wood of the species 
Pinus pinaster Ait.

The emissivity of each sample results from the average of the two tests per-
formed in each. They are 0.864 for Leiria pine and 0.873 for Serra da Estrela pine. 
In each case, the emissivity and temperature values were determined by the average 
area of one square on the software used (100 × 100 pixels). The results are valid for 
the environmental conditions and the sample conditions described in the previous 
tables.

It should be highlighted that there is no significant range difference between the 
two samples: 0.018 for Leiria pine and 0.035 for Serra da Estrela pine. On the other 
hand, the emissivity values are in accordance with the bibliography consulted, that 
is, the highest values are around 0.9: 0.855–0.873 for Leiria pine; 0.855–0.890 for 
Serra da Estrela pine. As reported by Rice [8], manufacturers of IR temperature 
measuring equipment often recommend values between 0.94 and 0.95 for generic 
wood and conditions.

The manufacturer FLIR indicates for four samples of pine in the spectral 
window 8–14 μm values of emissivity, namely between 0.81 and 0.89. The spectral 
window 2–5 μm indicates values of emissivity between 0.67 and 0.75 [18]. Holst 
refers 0.85 for the emissivity of wood planed in the spectral window of 8–14 μm 
[31]. However, it is difficult to compare because emissivity values in the literature 

Place Room temperature 
(°C)

Relative humidity 
(%)

Reflected 
temperature (°C)

Light intensity 
(Lux)

IPG 21.0 45 21.5 2.85

Table 1. 
Laboratory conditions.
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refer to test conditions and experiments not fully described. The environmental 
characteristics to be described are ambient temperature and the relative humidity. 
The spectral observation window must be referred to. The conditions that refer to 
the sample itself, such as surface finishing, water content, density and the wood 
species itself, must also be mentioned.

Place Test number Emissivity (ε) Sample surface temperature (°C)

IPG 1 0.855 42.0

2 0.873 43.4

Average 0.864 42.7

Table 2. 
Emissivity values—Leiria Pine sample.

Figure 8. 
Example of a thermogram obtained from one of the wood samples.

Place Test number Emissivity (ε) Sample surface temperature (°C)

IPG 1 0.855 47.1

2 0.890 43.0

Average 0.873 45.3

Table 3. 
Emissivity values—Serra da Estrela Pine sample.

Samples Number 
of tests

Volume 
(cm3)

Dry 
weight 

(g)

Weight 
(g)

Water 
content (%)

Density

Leiria pine 2 4500 2507 2810 12.1 0.624

Serra da Estrela 
pine

2 4500 1869 2058 10.1 0.457

Table 4. 
Samples conditions and emissivity.
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The wood has values of emissivity, very dependent on the spectral window 
used.

When referring to emissivity of a natural material, such as wood, it is important 
to describe the set of factors conditioning the emissivity: the distance between 
the machine and the sample, observation angle, spectral window for observation, 
ambient temperature, and other ambient conditions such as relative humidity, light 
intensity, reflected temperature and sample surface temperature.

The difference between the sample surface temperature and the ambient tem-
perature must be as constant as possible during the determination of the emissivity. 
According to the ASTM standard [19], the higher the difference the more rigorous 
will be the emissivity determination. The upper limit is the temperature value at 
which the physical properties of the object of study deteriorate.

The type of surface finishing, species identification (by scientific name), colour, 
sample water content and density should also be described. All these factors condi-
tion the emissivity measurement. On the other hand, only this way, by referring 
all the parameters, make it possible to obtain a comparative notion of the emissiv-
ity determined under different conditions. Therefore, more correctly will be the 
choice, for a real situation of surface temperature analysis with IR thermography 
technique. Even so, variations are expected in the resulting values because of both 
sets of environmental and sample parameters. In fact, when referring to sample 
parameters, there is a large variability among wood species, besides that, there is 
large variability along the tree itself from which the sample is taken (heartwood 
or sapwood). Even more, variation occurs depending upon the cutting technique 
(parallel or perpendicular direction to the fibre).

When reviewing the literature, it was not found systematised emissivity values 
under the same conditions, that is, for example, ambient temperature, spectral 
window and species under study. The literature on the subject is scarce and gen-
erally does not present all the relevant parameters to be taken into account for 
measurement.

In addition, it is not common the authors to describe the process applied to heat 
the surface of the sample although this is another factor that conditions the emis-
sivity value [9]. It is relevant because not all types of heating are suitable for this 
purpose [18].

5. Conclusion

The aim of this research is to contribute to the obtainment of information rel-
evant to the investigation of wooden building conservation. It was carried out under 
an experimental approach using pine wood of the Pinus pinaster species.

Emissivity values were obtained from two different samples of the same wood 
species. Emissivity values were obtained at an ambient temperature of 21.0°C, at a 
distance of 0.5 m. The sample dimensions of the observed face were 0.20 × 0.15 m 
to minimise errors from the surroundings. The spectral band used was the one the 
FLIR B20 thermographic camera provides, that is 7.5–13 μm. The samples did not 
have any type of finish. Lab conditions intended to reproduce the in situ conditions. 
The specimens studied, although of the same species, came from different climate 
zones and had different density values.

The emissivity values obtained are into the emissivity range suggested in the 
literature. However, it was not found literature that met the same conditions of 
observation regarding the species, ambient temperature, relative humidity and the 
spectral band used in this experimental work.
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refer to test conditions and experiments not fully described. The environmental 
characteristics to be described are ambient temperature and the relative humidity. 
The spectral observation window must be referred to. The conditions that refer to 
the sample itself, such as surface finishing, water content, density and the wood 
species itself, must also be mentioned.

Place Test number Emissivity (ε) Sample surface temperature (°C)

IPG 1 0.855 42.0

2 0.873 43.4

Average 0.864 42.7

Table 2. 
Emissivity values—Leiria Pine sample.

Figure 8. 
Example of a thermogram obtained from one of the wood samples.

Place Test number Emissivity (ε) Sample surface temperature (°C)

IPG 1 0.855 47.1

2 0.890 43.0

Average 0.873 45.3

Table 3. 
Emissivity values—Serra da Estrela Pine sample.

Samples Number 
of tests

Volume 
(cm3)

Dry 
weight 

(g)

Weight 
(g)

Water 
content (%)

Density

Leiria pine 2 4500 2507 2810 12.1 0.624

Serra da Estrela 
pine

2 4500 1869 2058 10.1 0.457

Table 4. 
Samples conditions and emissivity.
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the surface of the sample although this is another factor that conditions the emis-
sivity value [9]. It is relevant because not all types of heating are suitable for this 
purpose [18].

5. Conclusion

The aim of this research is to contribute to the obtainment of information rel-
evant to the investigation of wooden building conservation. It was carried out under 
an experimental approach using pine wood of the Pinus pinaster species.

Emissivity values were obtained from two different samples of the same wood 
species. Emissivity values were obtained at an ambient temperature of 21.0°C, at a 
distance of 0.5 m. The sample dimensions of the observed face were 0.20 × 0.15 m 
to minimise errors from the surroundings. The spectral band used was the one the 
FLIR B20 thermographic camera provides, that is 7.5–13 μm. The samples did not 
have any type of finish. Lab conditions intended to reproduce the in situ conditions. 
The specimens studied, although of the same species, came from different climate 
zones and had different density values.

The emissivity values obtained are into the emissivity range suggested in the 
literature. However, it was not found literature that met the same conditions of 
observation regarding the species, ambient temperature, relative humidity and the 
spectral band used in this experimental work.
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Experiments of this type are relevant since an incorrect emissivity measurement 
can lead to inaccurate results in the interpretation of the thermograms and hence to 
false conclusions.

The correct way to obtain temperature values at IR thermography systems is to 
establish the emissivity of the materials to be tested. Nevertheless, it is often not 
possible in the course of in situ investigations. In that case, samples of material 
should then be collected and tested in the laboratory, reproducing carefully the 
same environmental conditions as those found in situ to avoid distortions that may 
bias the results.

In the literature, we found few published works on emissivity values for wood 
materials. Thus, a listing of wood emissivity values at different ambient tempera-
tures for buildings/timber structures is timely and relevant.
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Chapter 4

Applications of Infrared
Thermography for
Non-destructive Characterization
of Concrete Structures
Ravibabu Mulaveesala, Geetika Dua and Vanita Arora

Abstract

Usage of reinforced concrete structures has very long tradition in infrastructure
industry due to their low cost, high strength, robustness, sustainability along with
the easy availability of raw materials. However, they also have some drawbacks
such as poor tensile strength and ductility, which leads to the formation of cracks in
the structures. These cracks may cause penetration of chlorides, resulting into
corrosion in the reinforcement. Quality control, maintenance and planning for the
restoration of these structures demands a suitable non-destructive testing and eval-
uation method for wide-area monitoring to detect the hidden corrosion of the rebar
at an early stage. Infrared thermal wave imaging has emerged as a viable technique
for non-destructive testing and evaluation of reinforced concrete structures due to
its full-field, remote, fast inspection capabilities to monitor the sub-surface rebar
corrosion. Among the various thermal non-destructive testing techniques the pre-
sent chapter proposes a novel aperiodic thermal wave imaging technique named as
Gaussian windowed frequency modulated thermal wave imaging for testing and
evaluation of rebar corrosion in concrete structures.

Keywords: concrete structures, frequency modulation, image processing,
matched filter, non-destructive testing, phase images, pulse compression, rebar,
thermal non-destructive testing, thermal wave imaging

1. Introduction

Reinforced concrete is a durable material, capable of bearing various severe
environmental conditions. It is an extensively used material for constructing brid-
ges, buildings, flyovers and underground structures. Despite of the fact that major-
ity of these structures have high strength, durability and show good long term
performance, there are large number of failures of concrete structures as a result of
premature corrosion in reinforcement. The main reasons behind the corrosion
initiation of reinforcing steel are the ingress of chloride ions and carbon dioxide to
the steel surface, leading to the significant loss in cross-section. During the corro-
sion process, iron oxides and hydroxides being the corrosion products are usually
get deposited in the concrete around the steel material. Their formation within this
confined space sets up stress, which crack and spall the concrete cover. This, in
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Abstract

Usage of reinforced concrete structures has very long tradition in infrastructure
industry due to their low cost, high strength, robustness, sustainability along with
the easy availability of raw materials. However, they also have some drawbacks
such as poor tensile strength and ductility, which leads to the formation of cracks in
the structures. These cracks may cause penetration of chlorides, resulting into
corrosion in the reinforcement. Quality control, maintenance and planning for the
restoration of these structures demands a suitable non-destructive testing and eval-
uation method for wide-area monitoring to detect the hidden corrosion of the rebar
at an early stage. Infrared thermal wave imaging has emerged as a viable technique
for non-destructive testing and evaluation of reinforced concrete structures due to
its full-field, remote, fast inspection capabilities to monitor the sub-surface rebar
corrosion. Among the various thermal non-destructive testing techniques the pre-
sent chapter proposes a novel aperiodic thermal wave imaging technique named as
Gaussian windowed frequency modulated thermal wave imaging for testing and
evaluation of rebar corrosion in concrete structures.
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1. Introduction

Reinforced concrete is a durable material, capable of bearing various severe
environmental conditions. It is an extensively used material for constructing brid-
ges, buildings, flyovers and underground structures. Despite of the fact that major-
ity of these structures have high strength, durability and show good long term
performance, there are large number of failures of concrete structures as a result of
premature corrosion in reinforcement. The main reasons behind the corrosion
initiation of reinforcing steel are the ingress of chloride ions and carbon dioxide to
the steel surface, leading to the significant loss in cross-section. During the corro-
sion process, iron oxides and hydroxides being the corrosion products are usually
get deposited in the concrete around the steel material. Their formation within this
confined space sets up stress, which crack and spall the concrete cover. This, in
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turn, results in progressive deterioration of the concrete. As a result, repair costs
constitute a major part of spending on infrastructure. There have been a large
number of investigations on the problems of deterioration of concrete and the
consequent corrosion of rebar. It is essential to monitor the state of such deliberate
structures right from the construction stage by carrying out periodic inspections
and thus maintaining record of the results. For the estimation of corrosion rate of
reinforced steel in concrete, many electrochemical and non-destructive techniques
are available.

Non-destructive testing and evaluation (NDT&E) is defined as the application
of an inspection method to assess the integrity of the object without impairing its
future usefulness [1]. Non-destructive testing (NDT) plays a crucial role in various
applications to inspect the quality and safety of the products in a reliable and cost
effective manner [1–12].

Widely used NDT&E methods can be broadly classified based on their applica-
bility as point-wise or whole-field techniques. In point-wise methods, the test
specimen is scanned on each and every point in order to reveal information regard-
ing the hidden defects, whereas, whole-field methods provide full information of
the test specimen in a single run. Depending upon the way, the test is going to be
implemented i.e. the specimen to be tested is in contact with the test unit or it can
be tested remotely, these NDT&E techniques can be sub-classified as contact or
non-contact techniques. Further, depending on the capability of the technique to be
adopted for NDT&E, these techniques can be classified as surface, sub-surface or
volumetric techniques [3–20]. In view of their merits, always whole-field, non-
contact and volumetric NDT&E techniques are preferable over the others. Infrared
thermography (IRT) is a well-established tool in the field of non-destructive testing
and evaluation [13–21].

2. Infrared thermography

Infrared thermography is based on the fact that all objects above 0 K tempera-
ture, emits infrared energy as a function of their temperature. Infrared radiation
corresponds to the band of the electromagnetic spectrum that lies in between 0.74
and 1000 μm wavelength region (as shown in Figure 1).

Figure 1.
Electromagnetic spectrum.
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The emitted radiation at each and every wavelength and the corresponding
temperature distributions for a given object is explained from the Wien’s law. It
states that hotter objects emit most of their radiation at shorter wavelengths
whereas colder objects emit at longer wavelengths. It is as illustrated in Figure 2.

According to Stefan-Boltzmann law, the net radiated power per unit area
is proportional to the fourth power of object’s temperature as mentioned
below [1]:

P ¼ εσT4 (1)

where P is the net radiated power per unit area [W/m2], ε is emissivity, σ is
Stefan-Boltzmann constant [5.6703 � 10–8 W/m2K4] and T is temperature [K].

IRT can be defined as a technique which detects the infrared radiation ema-
nating by an object, converts it into temperature and displays into an image
named as thermogram. It is a fast, remote, whole-field and quantitative charac-
terization technique which provides real-time information. It can be applied to
inspect various materials and have numerous applications in various fields such as
structural health monitoring (SHM), non-destructive testing, quality inspection in
metal or non-metal materials such as alloys or composites, civil engineering and
building sciences.

IRT for SHM/NDT&E applications involves mapping of the temperature over
the structure/specimen for characterizing its surface and sub-surface structural
defects. The surface of the test specimen is illuminated using heat sources and
infrared camera is used to map the resultant temperature profile over the specimen.
Further, the recorded temperature distribution is processed and analyzed to pro-
duce thermal images. IRT has gained wide acceptance and plays a crucial role in the
field of testing and evaluation due to its merits such as non-contact, whole-field,
safe and fast inspection capabilities for characterization of various materials
irrespective of their electrical, optical and magnetic properties.

Figure 2.
Illustration of Wein’s law.
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IRT can be implemented in two ways: passive and active. In passive approach, the
test specimen or the structure is naturally at different temperature than the ambient
i.e. the passive approach is used when the defective/faulty regions in the test speci-
men provides enough thermal contrast with respect to the sound (non-faulty) region.
Typical applications of passive thermography includes seepage/moisture assessment,
insulation problems in buildings, condition monitoring, structural health monitoring,
etc. However, due to the limited depth of penetration and inability in providing the
quantitative assessment for the sub-surface defects deep inside the test specimen,
restricts its applicability for NDT&E applications [13–21].

On contrary, to detect defects located deep inside the test specimen/stress con-
centration points inside the structure with enough thermal contrast, active ther-
mography is preferred. In active approach, an external heat stimulus with a
predefined amplitude, duration and bandwidth is imposed onto the test specimen.
These known characteristics of the external thermal stimulus, helps in providing
quantitative estimation of the sub-surface defects.

2.1 Widely used active IRT techniques for testing and evaluation of concrete
structures

Active IRT (AIRT) has been developed as a non-destructive testing technique to
detect surface and sub-surface defects by monitoring the emitted thermal radiations
over the test object in response to a predefined applied excitation. A typical exper-
imentation used to carry out AIRT is as shown in Figure 3.

AIRT is an emerging technique that has the potential to provide quantitative
information about the hidden defects in a limited span of time. Based on the
employed excitation scheme, AIRT can be classified as pulsed and modulated ther-
mographic methods. Pulse thermography (PT) [3–9] and pulse phase thermography
(PPT) [11, 12] are the two pulse based thermographic methods.

In PT, the test specimen is excited using a short duration high peak power pulse
and the corresponding temporal temperature distribution is monitored. The main
advantage of the PT approach is its fast implementation. In general, the results
obtained with this technique are based on the raw temperature profile obtained
over the test specimen. The obtained thermal data is not only influenced by the sub-
surface defects inside the test structure but also affected by the emissivity as well as
non-uniform illumination variations over it. These artifacts may lead in bringing
difficulties in interpretation of test results. In addition to these, the requirement of

Figure 3.
Experimental set up.
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high peak power heat sources to probe high frequency thermal waves into the test
specimen (to resolve defects located inside the test specimen at various depths of
different lateral dimensions) limits its applicability as far as the experimental setup
cost is concerned.

Experimentation involved in pulse phase thermography is similar to PT (i.e. the
test specimen is excited with a short duration high peak power pulse and the temper-
ature variation over the surface of the structure is captured using an infrared camera)
but it differs from the involved post-processing on the captured temporal temperature
distribution. In this, the captured thermal distribution is analyzed in frequency domain
using discrete Fourier transform (DFT) to extract the phase and magnitude informa-
tion from its transformed temperature distribution. Phasegrams are of particular
interest in non-destructive evaluation, as phase is less affected by environmental
reflections, emissivity variations and non-uniform heating than that of the raw ther-
mal data. This phase information plays a crucial role not only for qualitative represen-
tation in identifying the sub-surface defects but also helps in providing quantitative
details. In addition to its fast inspection capabilities, results obtained with this tech-
nique are less sensitive to surface features of the object such as emissivity variations
and non-uniform illuminations [11]. Even though, it has above mentioned merits still
the requirement of high peak power heat sources limits its applicability [14].

In order to overcome the requirement of high peak power heat sources, modu-
lated thermographic techniques are introduced by driving the heat sources at a
predefined frequency, decided by the sample thickness and its thermal properties.
In general, this modulation is carried out by a single frequency to provide thermal
stimulus onto the test specimen and is named as lock-in thermography (LT) [10]. In
LT, a sinusoidal modulated heat flux is imposed onto the test specimen and the
resultant temporal temperature distribution is captured during the active heating.
Further, from the extracted temporal temperature response, the phase-grams are
reconstructed either by implementing quadrature phase shift or by Fourier Trans-
form approach. These reconstructed phase images not only have the advantages
such as less sensitive to emissivity variations and non-uniform heating over the test
specimen but also helps in deeper depth of probing inside the test specimen.

Even though, the technique allows detection of defects located deep inside the test
specimen with moderate peak power heat sources, but the mono-frequency excita-
tion limits its applicability in identifying defects located at various depths inside the
test specimen with enough resolution. In order to detect defects located at different
depths of various lateral dimensions with enough resolution, LT has to be carried out
with different excitation frequencies. This makes LT a time-consuming testing tech-
nique. These limitations can be overcome by probing thermal waves with suitable
band of frequencies having significant magnitude into the test sample in a single
experimentation cycle with relatively low peak power sources. To achieve this, the
present chapter focuses on one of the available aperiodic thermal wave imaging
techniques i.e. linear frequency modulated thermal wave imaging. This technique is
introduced to overcome the limitations (resolution, peak power, limited depth of
penetration) of the conventional (PT, PPT, LT) thermographic techniques.

2.2 Gaussian windowed frequency modulated thermal wave imaging

This present chapter highlights the capabilities of aperiodic linear frequency
modulated thermal wave imaging (LFMTWI) and the associated post-processing
techniques for detection of corrosion in rebar [18–21]. In LFMTWI, the surface of
the test specimen is heated by driving the heat sources with a linear frequency
modulated heat flux, which results into a similar frequency modulated temperature
distribution over it, with a mean rise in temperature depending on the total

43

Applications of Infrared Thermography for Non-destructive Characterization of Concrete…
DOI: http://dx.doi.org/10.5772/intechopen.83636



IRT can be implemented in two ways: passive and active. In passive approach, the
test specimen or the structure is naturally at different temperature than the ambient
i.e. the passive approach is used when the defective/faulty regions in the test speci-
men provides enough thermal contrast with respect to the sound (non-faulty) region.
Typical applications of passive thermography includes seepage/moisture assessment,
insulation problems in buildings, condition monitoring, structural health monitoring,
etc. However, due to the limited depth of penetration and inability in providing the
quantitative assessment for the sub-surface defects deep inside the test specimen,
restricts its applicability for NDT&E applications [13–21].

On contrary, to detect defects located deep inside the test specimen/stress con-
centration points inside the structure with enough thermal contrast, active ther-
mography is preferred. In active approach, an external heat stimulus with a
predefined amplitude, duration and bandwidth is imposed onto the test specimen.
These known characteristics of the external thermal stimulus, helps in providing
quantitative estimation of the sub-surface defects.

2.1 Widely used active IRT techniques for testing and evaluation of concrete
structures

Active IRT (AIRT) has been developed as a non-destructive testing technique to
detect surface and sub-surface defects by monitoring the emitted thermal radiations
over the test object in response to a predefined applied excitation. A typical exper-
imentation used to carry out AIRT is as shown in Figure 3.

AIRT is an emerging technique that has the potential to provide quantitative
information about the hidden defects in a limited span of time. Based on the
employed excitation scheme, AIRT can be classified as pulsed and modulated ther-
mographic methods. Pulse thermography (PT) [3–9] and pulse phase thermography
(PPT) [11, 12] are the two pulse based thermographic methods.

In PT, the test specimen is excited using a short duration high peak power pulse
and the corresponding temporal temperature distribution is monitored. The main
advantage of the PT approach is its fast implementation. In general, the results
obtained with this technique are based on the raw temperature profile obtained
over the test specimen. The obtained thermal data is not only influenced by the sub-
surface defects inside the test structure but also affected by the emissivity as well as
non-uniform illumination variations over it. These artifacts may lead in bringing
difficulties in interpretation of test results. In addition to these, the requirement of

Figure 3.
Experimental set up.

42

Advances in Structural Health Monitoring

high peak power heat sources to probe high frequency thermal waves into the test
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ature variation over the surface of the structure is captured using an infrared camera)
but it differs from the involved post-processing on the captured temporal temperature
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and non-uniform illuminations [11]. Even though, it has above mentioned merits still
the requirement of high peak power heat sources limits its applicability [14].

In order to overcome the requirement of high peak power heat sources, modu-
lated thermographic techniques are introduced by driving the heat sources at a
predefined frequency, decided by the sample thickness and its thermal properties.
In general, this modulation is carried out by a single frequency to provide thermal
stimulus onto the test specimen and is named as lock-in thermography (LT) [10]. In
LT, a sinusoidal modulated heat flux is imposed onto the test specimen and the
resultant temporal temperature distribution is captured during the active heating.
Further, from the extracted temporal temperature response, the phase-grams are
reconstructed either by implementing quadrature phase shift or by Fourier Trans-
form approach. These reconstructed phase images not only have the advantages
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test specimen with enough resolution. In order to detect defects located at different
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band of frequencies having significant magnitude into the test sample in a single
experimentation cycle with relatively low peak power sources. To achieve this, the
present chapter focuses on one of the available aperiodic thermal wave imaging
techniques i.e. linear frequency modulated thermal wave imaging. This technique is
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duration of the excitation. This helps in probing the desired band of thermal waves
(decided by thermal properties of the test specimen, location and spatial dimen-
sions of the defects) with significant magnitude in a limited time span into the test
specimen which improves defect detection resolution.

However, smaller ratio of the concentration of the supplied energy in the main
lobe to that of side lobe levels of the compressed pulse obtained from the matched
filtering processing limits its defect detection resolution and sensitivity. The present
chapter highlights the concept of spectral reshaping considered for proposed
LFMTWI, in order to improve the pulse compression properties which lead to
enhance the defect detection resolution and sensitivity. It is incorporated by
reshaping the captured temporal thermal distribution obtained from LFMTWI
experimentation using a Gaussian window and is named as Gaussian windowed
frequency modulated thermal wave imaging (GWFMTWI). Further, the capabili-
ties of GWFMTWI for detection of corrosion in reinforced rebar are compared with
LFMTWI considering signal to noise ratio (SNR) as a figure of merit.

3. Theory

In LFMTWI, linear frequency modulated (LFM) heat flux is imposed onto the
test sample to probe thermal waves into it. These thermal waves diffuse into the test
sample by producing similar time varying temperature distributions over the sur-
face except a mean rise during the dynamic heating. The theoretical model
represented to study this thermal response can be derived from the one-
dimensional heat diffusion equation given as [14]:

∂
2T x0; t0ð Þ
∂
2x0

� 1
α

∂T x0; t0ð Þ
∂ t0

¼ 0 (2)

where α is the thermal diffusivity (α = k’/ρ.c); ρ, c, k’ are the density, specific
heat and thermal conductivity of the medium respectively. T x0; t0ð Þ is the tempera-
ture response over the surface and x’ is the spatial dimension in the direction of heat
flow.

The proposed (frequency modulated) heat fluxQ x0; t0ð Þ of duration τ [s], with a
bandwidth B [Hz], is obtained by means of the LFM excitation signal used to drive
the heat sources [14],
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where Q 0 is the envelope of the frequency modulated incident heat flux (chirp
signal), which is zero outside the time interval τ [s], f0 is the initial frequency [Hz]

and 2πj  f 0t
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is the phase of the LFM (chirp) incident heat flux.

The solution to heat equation (Eq. (2)) for a LFM heat flux (Eq. (3)) over the
test specimen by considering it as a semi-infinite solid with specified boundary
(x’ = 0, a similar kind of temperature response is expected and x’ ! ∞, ambient
temperature) and initial conditions (T(x’, t’ = 0) = 0)) is obtained as [14]:
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The second term in Eq. (4) is a transient disturbance caused by starting oscilla-
tions of surface temperature at initial time. It dies away as t’ increases, leaving the
first term which is a steady-state solution i.e.

T x0; t0ð Þ ¼ T0e2πj  f 0t
0þBt02

2τ

� �
e�x0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π
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where B/τ is the modulation factor and τ is duration of excitation. The thermal
diffusion length μ [m] from the above solution (Eq. (5)) can be derived as [14]:

μ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

α
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τ
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r
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Thus, it can be justified from Eq. (6) that LFMTWI ensures depth scanning of
the sample with time in a single experimentation cycle.

In GWFMTWI technique, the envelope of the obtained solution for LFMTWI
(Eq. (5)) is reshaped by using Gaussian window function given as in Eq. (7):

g t0ð Þ ¼ e
� t0�μ0ð Þ2

2 σ0ð Þ2 (7)

where μ’ and σ’ are the mean and standard deviation respectively.
To facilitate the spectral reshaping on LFMTWI, the Fourier transform (FT) of

g(t’),(G(f)) is multiplied with FT of the captured temporal temperature distribution
at a given location (T(xi’, f)) over the test specimen and then converting it back to
time domain using inverse Fourier transform (IFT). The obtained Gaussian win-
dowed chirp (GWC) response (TGWC) can be represented as in Eq. (8):

TGWC=Gaussian ¼ IFT G fð Þ:T xi0; fð Þð Þ (8)

4. Results and discussion

To validate the proposed approach, a concrete sample of 6.7 cm thickness,
containing 4 cm thickness mild steel rebar of length 13.24 cm is considered. The
rebar is placed in sample by wounding a cotton cloth to fill up the groves in order to
avoid incursion of concrete into the grooved area. A simulated corrosion has been
introduced to the rebar by introducing four grove cuts of different widths (a, b, c
and d) with a material loss of 5 mm from the surface of bar. The front view, side
view and its experimental orientation is as shown in Figure 4. Further, experiments
have been performed with LFMTWI technique on this sample. The experimental
setup is shown in Figure 5.

A linear frequency modulated (LFM) signal with a frequency variation from
0.01 to 0.1 Hz at a sampling rate of 25 Hz of 100 s duration, is generated to drive the
heat sources (two halogen lamps of each 1000 W/m2) by the power control unit.
During the active heating over the test structure for a frequency modulated incident
heat flux, temporal temperature distribution over the test specimen is captured by
an infrared camera (FLIR 5500) and images (thermograms) are captured at every
0.04 s time intervals for duration of 100 s. Further, temporal temperature distribu-
tion for each pixel is obtained from the thermal sequence and fitted with a linear fit.
Post processing of the obtained data has been carried out after removing the mean
rise of the thermal response for a given frequency modulated excitation for
obtaining the dynamic variation in the temperature data. Next, Gaussian windowed
(with mean 50 and standard deviation of 28) spectral reshaping have been
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The second term in Eq. (4) is a transient disturbance caused by starting oscilla-
tions of surface temperature at initial time. It dies away as t’ increases, leaving the
first term which is a steady-state solution i.e.

T x0; t0ð Þ ¼ T0e2πj  f 0t
0þBt02

2τ

� �
e�x0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π
α  f 0þBt0

τð Þp
e�jx0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π
α  f 0þBt0

τð Þp
(5)

where B/τ is the modulation factor and τ is duration of excitation. The thermal
diffusion length μ [m] from the above solution (Eq. (5)) can be derived as [14]:

μ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

α

π  f 0 þ Bt0
τ

� �
r

(6)

Thus, it can be justified from Eq. (6) that LFMTWI ensures depth scanning of
the sample with time in a single experimentation cycle.

In GWFMTWI technique, the envelope of the obtained solution for LFMTWI
(Eq. (5)) is reshaped by using Gaussian window function given as in Eq. (7):

g t0ð Þ ¼ e
� t0�μ0ð Þ2

2 σ0ð Þ2 (7)

where μ’ and σ’ are the mean and standard deviation respectively.
To facilitate the spectral reshaping on LFMTWI, the Fourier transform (FT) of

g(t’),(G(f)) is multiplied with FT of the captured temporal temperature distribution
at a given location (T(xi’, f)) over the test specimen and then converting it back to
time domain using inverse Fourier transform (IFT). The obtained Gaussian win-
dowed chirp (GWC) response (TGWC) can be represented as in Eq. (8):

TGWC=Gaussian ¼ IFT G fð Þ:T xi0; fð Þð Þ (8)

4. Results and discussion

To validate the proposed approach, a concrete sample of 6.7 cm thickness,
containing 4 cm thickness mild steel rebar of length 13.24 cm is considered. The
rebar is placed in sample by wounding a cotton cloth to fill up the groves in order to
avoid incursion of concrete into the grooved area. A simulated corrosion has been
introduced to the rebar by introducing four grove cuts of different widths (a, b, c
and d) with a material loss of 5 mm from the surface of bar. The front view, side
view and its experimental orientation is as shown in Figure 4. Further, experiments
have been performed with LFMTWI technique on this sample. The experimental
setup is shown in Figure 5.

A linear frequency modulated (LFM) signal with a frequency variation from
0.01 to 0.1 Hz at a sampling rate of 25 Hz of 100 s duration, is generated to drive the
heat sources (two halogen lamps of each 1000 W/m2) by the power control unit.
During the active heating over the test structure for a frequency modulated incident
heat flux, temporal temperature distribution over the test specimen is captured by
an infrared camera (FLIR 5500) and images (thermograms) are captured at every
0.04 s time intervals for duration of 100 s. Further, temporal temperature distribu-
tion for each pixel is obtained from the thermal sequence and fitted with a linear fit.
Post processing of the obtained data has been carried out after removing the mean
rise of the thermal response for a given frequency modulated excitation for
obtaining the dynamic variation in the temperature data. Next, Gaussian windowed
(with mean 50 and standard deviation of 28) spectral reshaping have been
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performed onto the zero mean data to improve the pulse compression properties.
Multi-transform techniques have been implemented both in time and frequency
domain in order to compare sub-surface defect detection capabilities of these
LFMTWI and GWFMTWI techniques. The conventional frequency domain ampli-
tude (magnitude) and phase images are obtained by taking the FT of the Gaussian
windowed temporal temperature data (TGaussian(x, y, t)), to the pixels in the field of
view as below [2, 11, 19]:

T x; y; kð Þ ¼ ∑
N�1

n¼0
TGauusian x; y; tð Þe�j2πkn

N ¼ Re T x; y; kð Þð Þ þ jImg T x; y; kð Þð Þ (9)

where k is the bin number, N is total number of frames, Re(T(x,y,k))and
Img(T(x,y,k)) are the real and imaginary parts of T(x,y,k) respectively. Further, the
magnitude images are reconstructed as [2, 11, 19]:

T x; y; kð Þj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re T x; y; kð Þð Þð Þ2 þ Img T x; y; kð Þð Þð Þ2

q
(10)

and the phase images are reconstructed by using the equation as [2, 11, 19]:

∠T x; y; kð Þ ¼ tan �1 Img T x; y; kð Þð Þ
Re T x; y; kð Þð Þ

� �
(11)

Figure 4.
Schematic of the experimental concrete sample.

Figure 5.
Schematic of infrared imaging system used for experimentation.
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The time domain matched filtering has been carried out in two different
approaches, in the first a linear correlation approach has been implemented on
the zero mean Gaussian temporal temperature distribution whereas in the later, a
circular correlation approach has been adopted. The flowchart representing the
pulse compression approach using linear correlation approach is as shown in
Figure 6, whereas Figure 7 represents the process for obtaining the pulse compres-
sion (PC) using circular correlation. Mathematically, pulse compression using linear
correlation can be obtained as [13–19]:

TPC x; y; τ0ð Þ ¼
ðþ∞

�∞

TGauusian x; y; t0ð Þ:TReference x; y; t0 � τ0ð Þð Þdt0 (12)

whereas, the pulse compression using circular correlation is obtained as:

TCCC x; y; t0ð Þ ¼ IFT FT TReference x; y; t0ð Þ� �∗
:FT TGaussian x; y; t0ð Þð Þ� �

(13)

The resultant images obtained after post processing are shown in Figure 8. The
magnitude images obtained at a frequency of 0.02 Hz as a result of frequency
domain analysis are as shown in Figure 8(a) using LFMTWI and (b) obtained for
GWFMTWI. It’s clear from the computed SNRs (as in Table 1) that the obtained
frequency domain magnitude image from GWFMTWI technique is having better
detection capabilities than that of the obtained frequency domain magnitude image
for the FMTWI technique. Further, the reconstructed phase images at a frequency
of 0.06 Hz and 6.84 Hz using LFMTWI and GWFMTWI techniques are as shown in
Figure 8(c) and (d), respectively. Unlike the facts mentioned in literature regard-
ing the depth resolvability of the frequency domain phase images and their advan-
tages and their merits over the magnitude images, the present studies over the
concrete structures showed the magnitude images have better resolvability than
that of the obtained phase grams to detect the corrosion of the rebar inside concrete
structures. This is evident from the computed SNRs tabulated in Table 1.

The obtained pulse compressed correlation coefficient images reconstructed by
the correlation approach for LFMTWI (at a time instant of 62.92 s) and GWFMTWI
(at a time instant of 46.32 s) techniques are as shown in Figure 8(e) and (f)
respectively. Due to the efficient pulse compression capabilities of the GWFMTWI
technique, obtained linear correlation coefficient results shows the better SNR in
comparison to that of LFMTWI technique. However, the time domain amplitude
(correlation coefficient) images reconstructed from circular correlation approach
(CCC) at a time instant of 56 s are as shown in Figure 8(g) and (h) obtained for
LFMTWI and GWFMTWI techniques respectively. It is clear that the obtained
results from the proposed CCC approach, proposed pulse compression approaches
are far superior than that of the conventional frequency domain phase approach in
order to detect the corrosion in rebar hidden inside the concrete structures.

It is observed from the results that the magnitude/correlation coefficient images
shows their merits in comparison to that of the conventional frequency domain
phase images in order to resolve the hidden corrosion of the rebar inside the
concrete structures.

For quantitative comparison among the adopted multi-transform schemes SNR
is taken as a figure of merit. The values of the SNRs are computed for the grove cuts
(a, b, c and d) and the comparison has been made for various time and frequency
domain multi-transform techniques with (LFM) and with spectral reshaping
(GWFM) are tabulated in Table 1 and also presented in the bar graph as shown in
Figure 9.
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The time domain matched filtering has been carried out in two different
approaches, in the first a linear correlation approach has been implemented on
the zero mean Gaussian temporal temperature distribution whereas in the later, a
circular correlation approach has been adopted. The flowchart representing the
pulse compression approach using linear correlation approach is as shown in
Figure 6, whereas Figure 7 represents the process for obtaining the pulse compres-
sion (PC) using circular correlation. Mathematically, pulse compression using linear
correlation can be obtained as [13–19]:

TPC x; y; τ0ð Þ ¼
ðþ∞

�∞

TGauusian x; y; t0ð Þ:TReference x; y; t0 � τ0ð Þð Þdt0 (12)

whereas, the pulse compression using circular correlation is obtained as:

TCCC x; y; t0ð Þ ¼ IFT FT TReference x; y; t0ð Þ� �∗
:FT TGaussian x; y; t0ð Þð Þ� �

(13)

The resultant images obtained after post processing are shown in Figure 8. The
magnitude images obtained at a frequency of 0.02 Hz as a result of frequency
domain analysis are as shown in Figure 8(a) using LFMTWI and (b) obtained for
GWFMTWI. It’s clear from the computed SNRs (as in Table 1) that the obtained
frequency domain magnitude image from GWFMTWI technique is having better
detection capabilities than that of the obtained frequency domain magnitude image
for the FMTWI technique. Further, the reconstructed phase images at a frequency
of 0.06 Hz and 6.84 Hz using LFMTWI and GWFMTWI techniques are as shown in
Figure 8(c) and (d), respectively. Unlike the facts mentioned in literature regard-
ing the depth resolvability of the frequency domain phase images and their advan-
tages and their merits over the magnitude images, the present studies over the
concrete structures showed the magnitude images have better resolvability than
that of the obtained phase grams to detect the corrosion of the rebar inside concrete
structures. This is evident from the computed SNRs tabulated in Table 1.

The obtained pulse compressed correlation coefficient images reconstructed by
the correlation approach for LFMTWI (at a time instant of 62.92 s) and GWFMTWI
(at a time instant of 46.32 s) techniques are as shown in Figure 8(e) and (f)
respectively. Due to the efficient pulse compression capabilities of the GWFMTWI
technique, obtained linear correlation coefficient results shows the better SNR in
comparison to that of LFMTWI technique. However, the time domain amplitude
(correlation coefficient) images reconstructed from circular correlation approach
(CCC) at a time instant of 56 s are as shown in Figure 8(g) and (h) obtained for
LFMTWI and GWFMTWI techniques respectively. It is clear that the obtained
results from the proposed CCC approach, proposed pulse compression approaches
are far superior than that of the conventional frequency domain phase approach in
order to detect the corrosion in rebar hidden inside the concrete structures.

It is observed from the results that the magnitude/correlation coefficient images
shows their merits in comparison to that of the conventional frequency domain
phase images in order to resolve the hidden corrosion of the rebar inside the
concrete structures.

For quantitative comparison among the adopted multi-transform schemes SNR
is taken as a figure of merit. The values of the SNRs are computed for the grove cuts
(a, b, c and d) and the comparison has been made for various time and frequency
domain multi-transform techniques with (LFM) and with spectral reshaping
(GWFM) are tabulated in Table 1 and also presented in the bar graph as shown in
Figure 9.
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Figure 6.
Flow chart for obtaining pulse compression using linear correlation approach [19].
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Figure 7.
Flow chart for obtaining pulse compression using circular correlation approach [19].
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Figure 7.
Flow chart for obtaining pulse compression using circular correlation approach [19].
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SNR is computed using formula as defined in (Eq. (14)) [13–19].

SNR ¼ 20Log
mean of defective area�mean of non defective area

standarddeviation of non defective area

� �
(14)

Figure 8.
Results obtained for frequency and time domain processing techniques. Frequency domain magnitude images
obtained at a frequency of 0.02 Hz (a) using LFMTWI and (b) using GWFMTWI. Frequency domain phase
image obtained (c) at a frequency of 0.06 Hz using LFMTWI and (d) at a frequency of 6.84 Hz using
GWFMTWI. Correlation image obtained by cross correlation approach (e) at 62.92 s using LFMTWI and
(f) at 46.32 s using GWFMTWI. Correlation images retrieved by circular correlation process at 56 s (g) using
LFMTWI and (h) using GWFMTWI [19].
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It is clear from Table 1 and Figure 9, the results obtained using pulse compres-
sion approach shows better detection capabilities with GWFMTWI technique due
to its inherent energy localization in time than that of the LFMTWI technique.

5. Conclusions

This present chapter highlights the capability of GWFMTWI technique to
improve the corrosion detection capabilities of LFMTWI. Further results obtained
from various multi-transform techniques in time and frequency domains are com-
pared by considering the signal to noise ratio as a figure of merit. It clearly indicates
that the GWFMTWI provides better detection performance in almost all the mag-
nitude/correlation coefficient related data processing schemes over the conven-
tional phase based data processing approaches. This chapter further highlights the
importance of magnitude based processing approaches than that of widely used
conventional frequency domain phase based approach for monitoring rebar corro-
sion in concrete structures.

Defect FT Amp FT phase Linear correlation CCC

LFM GWFM LFM GWFM LFM GWFM LFM GWFM

a 29.84 34.83 19.93 19.69 35.10 40.67 31.57 34.55

b 34.11 37.65 34.83 21.44 40 43.51 34.22 38.03

c 34.85 39.30 36.41 24.28 44.85 46.24 35.16 39.86

d 40.56 43.98 42.38 26.66 49.72 49.45 39.11 43.51

Table 1.
Signal to noise ratio (in dB) for different grove cuts [19].

Figure 9.
Comparison of computed SNRs using different post-processing techniques for different grove cuts [19].
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Abstract

This chapter presents advancements in structural health monitoring (SHM) 
using ultrasonic guided waves (UGW) technology for metallic structures to support 
their integrity and maintenance management. The focus is on pipelines and stor-
age tanks, which are critical assets in the Oil and Gas industry, whose operational 
conditions can greatly accelerate damage mechanisms. Conventional routine 
inspections are both costly and time consuming and affect the plant reliability and 
availability. These operational and economic disadvantages have led to development 
of SHM systems which can be permanently installed on these critical structures to 
provide information about developing damage and optimise maintenance planning 
and ensure structural integrity. These technology advancements enable inspection 
without interruption to operations, and generate diagnosis and prognosis data for 
condition-based maintenance, hence increasing safety and operational efficiency. 
The fundamentals, architecture and development of such SHM systems for pipes 
and above ground storage tanks are described here.

Keywords: ultrasonic guided waves, structural health monitoring,  
permanently installed, monitoring data analysis, defect detection,  
optimised maintenance planning

1. Introduction

Petroleum oil refining is an essential industry and an important element of the 
economic infrastructure. Refineries are large compared to other industrial plants 
because their production and storage capacities are designed to assure volume 
profitability. The industry deals with considerable amounts of flammable and toxic 
substances and is thus inherently hazardous. If loss of containment is not prevented 
or controlled, it can have serious economic and environmental consequences. The 
reduction of accidents is driving the development of better control technologies and 
risk management strategies. Corrosion remains one of the challenges which is further 
elevated because of ageing infrastructure and variation in concentration of crude oil.

According to a report from eMARS (Major Accident Reporting System) [1], 
corrosion of equipment is an important source of accidents in refineries, being 
responsible for one in five major refinery accidents occurring in the EU since 1984. 
The magnitude of a refinery unit and the complexity of the processes are great and a 
wide variety of equipment such as trays, drums and towers are subject to corrosion 
problems. The pipeline infrastructure and storage tanks are particularly vulnerable 
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and have high risk profiles due to the volumes they may contain. The same report 
analysed 99 corrosion failures, 71% of them originated in pipe works and 15% of 
them occurred in storage tanks.

Pipelines serve as basic components of refinery infrastructure as well as the 
chief transmission line between refineries and remote sites delivering the products 
to distribution points and customers. They are generally constructed from a variant 
of carbon steel and so are naturally susceptible to corrosion. The intense tempera-
tures and temperature fluctuations, and presence of corrosive agents can accelerate 
the corrosion process. Corrosion can cause oil leaks which may lead to explosion 
with severe consequences. One example is an underground oil pipeline operated 
by Sinopec, China’s largest oil refiner [2], which exploded following an oil leak due 
to corrosion. The blast killed 44 people and injured 136, and led to disruption in 
electricity and water supply and evacuation of around 18,000 people.

Failure of storage tanks is not as prevalent as pipe work failures but due to the 
hazardous substances stored, they are well represented in major accidents in the 
process industries. Storage tanks are extensively used in refineries to store fossil 
fuel, acids, solvents, benzene, sour water, asphalt and related products (heated 
storage). Both types of storage tanks are vulnerable to corrosion. Crude oil storage 
tanks suffer more aggressive corrosion compared to other refinery equipment due 
to the oil sulphur content. Another study on storage tank accidents [3] showed that 
74% of accidents involving them occurred in Petro-chemical refineries with 85% of 
the accidents leading to fire and explosions. One such incident happened at a fuel 
storage facility in Brazil in 2015 [4] which took more than 4 days to bring under 
control with 110 firefighters, road blockages and the shut-down of ports (Figure 1).

Over the years, numerous non-destructive testing (NDT) techniques have 
been used to inspect the condition of pipelines and storage tanks, e.g. penetrant 
testing, magnetic particle testing, radiography, eddy current, thermography, 
acoustic emission and conventional ultrasonic testing [5]. Many of these tech-
niques only offer localised inspection. Pipe inspection using these techniques 
requires removal of insulation to access pipe surfaces and may even require 
erection of scaffolding for difficult-to-access locations. For storage tanks, exterior 
corrosion, whether general or localised at crevices, is easy to detect using the 
aforementioned inspection methods. But for inspection of internal tank floors 
from exposure to corrosive agents in the product, requires the tank to be emptied 
and cleaned to gain access. These operations are both time-consuming and expen-
sive and cannot be used in-service.

Figure 1. 
The damage from (a) oil leakage of a corroded buried pipeline in China [2] and (b) tank at a fuel storage 
facility in Brazil [4], which led to explosions with severe consequences and put human in danger.
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Less than rigorous inspection is considered a major cause of corrosion failure [1]. 
For this reason, there has been increased emphasis on the development of damage 
prognosis systems that inform the operator of a structure’s health and of any devel-
oping damage. This will enable accurate estimation of the remaining useful life of 
the structures and can transform maintenance procedures from schedule-driven 
to condition-based implementation. These systems will significantly decrease the 
time these structures are offline, hence cutting life-cycle costs and labour require-
ments. Structural Health Monitoring (SHM) serves an essential part of any damage 
prognosis system. It monitors the structures whilst they are in-service and provides 
information about any detected damage.

The integration of Guided Wave Testing (GWT) technology into SHM is grow-
ing rapidly as it offers a remote solution with the ability to screen large structures. 
This chapter will detail the advances in SHM technologies using GWT for the two 
most critical metallic components in the Oil & Gas industry: pipelines and storage 
tanks. A brief description of GWT and the underlying physics of Ultrasonic Guided 
Waves (UGW) for tubular and plate like structures is provided. Its application to 
SHM of pipelines and storage tanks is described and the state-of-the-art in the 
enabling technologies including transducers and their coupling (transducer system) 
and data processing is presented. The design, operation and performance of SHM 
devices for pipelines and storage tanks are presented, and their current limitations 
are highlighted to direct future research and development activities.

2. Background of guided wave technology

Much research has been conducted on the use of UGWs to inspect elongated 
engineering structures, i.e. pipes, plates, rails and cables, because of their inherent 
long range propagation [6]. Commercial GWT systems have evolved vastly over 
the past two decades to fulfil many industrial inspection requirements. For pipes, 
initial realisation of UGW propagation in cylindrical structures by Gazis et al. 
[7], Zemanek [8] and Silk and Bainton [9], led to initial development of a GWT 
system [10–12] for pipes which were commercialised [13, 14] and rapidly adopted 
by the Oil and Gas industry. Worlton [15] and Viktorov [16] originally explored the 
potential of UGW for NDT of plate-like structures. Based on this, Mažeika et al. 
[17] studied the potential for GWT of tank floors.

2.1 Ultrasonic guided waves

Rayleigh waves [16] are surface waves that exist in half-space, a surface backed 
by a semi-infinite volume. These waves have an elliptical vibration with the major 
axis of vibration perpendicular to the direction of propagation. They can penetrate 
to a depth of 1.5 λ  below the surface. In contrast, Lamb waves fill the entire volume 
of the plate provided its thickness is less than 2 λ . These waves were first analysed 
on plates by Horace Lamb [18] and can be considered as Rayleigh waves bounded 
by two parallel surfaces. In plates, there are three fundamental wave modes in the 
operating frequency range for GWT: namely, the fundamental Symmetric Lamb 
mode, S0, the Asymmetric Lamb mode, A0, and the Shear Horizontal (SH) mode, 
SH0, as illustrated in Figure 2.

Just like plates, hollow cylindrical tubes also have a thin cross section bounded by 
two surfaces. Lamb wave theory of plates assumes an infinite plate extent, whereas 
in cylinders, the circumferential curvature results in a periodic boundary condi-
tion in one dimension. This increases the complexity of Lamb waves in tubes, and 
many more modes of wave propagation occur in tubes than in plates. In pipes, three 
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and have high risk profiles due to the volumes they may contain. The same report 
analysed 99 corrosion failures, 71% of them originated in pipe works and 15% of 
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to distribution points and customers. They are generally constructed from a variant 
of carbon steel and so are naturally susceptible to corrosion. The intense tempera-
tures and temperature fluctuations, and presence of corrosive agents can accelerate 
the corrosion process. Corrosion can cause oil leaks which may lead to explosion 
with severe consequences. One example is an underground oil pipeline operated 
by Sinopec, China’s largest oil refiner [2], which exploded following an oil leak due 
to corrosion. The blast killed 44 people and injured 136, and led to disruption in 
electricity and water supply and evacuation of around 18,000 people.

Failure of storage tanks is not as prevalent as pipe work failures but due to the 
hazardous substances stored, they are well represented in major accidents in the 
process industries. Storage tanks are extensively used in refineries to store fossil 
fuel, acids, solvents, benzene, sour water, asphalt and related products (heated 
storage). Both types of storage tanks are vulnerable to corrosion. Crude oil storage 
tanks suffer more aggressive corrosion compared to other refinery equipment due 
to the oil sulphur content. Another study on storage tank accidents [3] showed that 
74% of accidents involving them occurred in Petro-chemical refineries with 85% of 
the accidents leading to fire and explosions. One such incident happened at a fuel 
storage facility in Brazil in 2015 [4] which took more than 4 days to bring under 
control with 110 firefighters, road blockages and the shut-down of ports (Figure 1).

Over the years, numerous non-destructive testing (NDT) techniques have 
been used to inspect the condition of pipelines and storage tanks, e.g. penetrant 
testing, magnetic particle testing, radiography, eddy current, thermography, 
acoustic emission and conventional ultrasonic testing [5]. Many of these tech-
niques only offer localised inspection. Pipe inspection using these techniques 
requires removal of insulation to access pipe surfaces and may even require 
erection of scaffolding for difficult-to-access locations. For storage tanks, exterior 
corrosion, whether general or localised at crevices, is easy to detect using the 
aforementioned inspection methods. But for inspection of internal tank floors 
from exposure to corrosive agents in the product, requires the tank to be emptied 
and cleaned to gain access. These operations are both time-consuming and expen-
sive and cannot be used in-service.

Figure 1. 
The damage from (a) oil leakage of a corroded buried pipeline in China [2] and (b) tank at a fuel storage 
facility in Brazil [4], which led to explosions with severe consequences and put human in danger.
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Less than rigorous inspection is considered a major cause of corrosion failure [1]. 
For this reason, there has been increased emphasis on the development of damage 
prognosis systems that inform the operator of a structure’s health and of any devel-
oping damage. This will enable accurate estimation of the remaining useful life of 
the structures and can transform maintenance procedures from schedule-driven 
to condition-based implementation. These systems will significantly decrease the 
time these structures are offline, hence cutting life-cycle costs and labour require-
ments. Structural Health Monitoring (SHM) serves an essential part of any damage 
prognosis system. It monitors the structures whilst they are in-service and provides 
information about any detected damage.

The integration of Guided Wave Testing (GWT) technology into SHM is grow-
ing rapidly as it offers a remote solution with the ability to screen large structures. 
This chapter will detail the advances in SHM technologies using GWT for the two 
most critical metallic components in the Oil & Gas industry: pipelines and storage 
tanks. A brief description of GWT and the underlying physics of Ultrasonic Guided 
Waves (UGW) for tubular and plate like structures is provided. Its application to 
SHM of pipelines and storage tanks is described and the state-of-the-art in the 
enabling technologies including transducers and their coupling (transducer system) 
and data processing is presented. The design, operation and performance of SHM 
devices for pipelines and storage tanks are presented, and their current limitations 
are highlighted to direct future research and development activities.

2. Background of guided wave technology

Much research has been conducted on the use of UGWs to inspect elongated 
engineering structures, i.e. pipes, plates, rails and cables, because of their inherent 
long range propagation [6]. Commercial GWT systems have evolved vastly over 
the past two decades to fulfil many industrial inspection requirements. For pipes, 
initial realisation of UGW propagation in cylindrical structures by Gazis et al. 
[7], Zemanek [8] and Silk and Bainton [9], led to initial development of a GWT 
system [10–12] for pipes which were commercialised [13, 14] and rapidly adopted 
by the Oil and Gas industry. Worlton [15] and Viktorov [16] originally explored the 
potential of UGW for NDT of plate-like structures. Based on this, Mažeika et al. 
[17] studied the potential for GWT of tank floors.

2.1 Ultrasonic guided waves

Rayleigh waves [16] are surface waves that exist in half-space, a surface backed 
by a semi-infinite volume. These waves have an elliptical vibration with the major 
axis of vibration perpendicular to the direction of propagation. They can penetrate 
to a depth of 1.5 λ  below the surface. In contrast, Lamb waves fill the entire volume 
of the plate provided its thickness is less than 2 λ . These waves were first analysed 
on plates by Horace Lamb [18] and can be considered as Rayleigh waves bounded 
by two parallel surfaces. In plates, there are three fundamental wave modes in the 
operating frequency range for GWT: namely, the fundamental Symmetric Lamb 
mode, S0, the Asymmetric Lamb mode, A0, and the Shear Horizontal (SH) mode, 
SH0, as illustrated in Figure 2.

Just like plates, hollow cylindrical tubes also have a thin cross section bounded by 
two surfaces. Lamb wave theory of plates assumes an infinite plate extent, whereas 
in cylinders, the circumferential curvature results in a periodic boundary condi-
tion in one dimension. This increases the complexity of Lamb waves in tubes, and 
many more modes of wave propagation occur in tubes than in plates. In pipes, three 
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families of modes based on their displacement patterns are present. Axially symmet-
ric wave modes—Longitudinal (L) and Torsional (T); and non-axially symmetric 
—Flexural (F) modes are illustrated in Figure 3. The L and T modes in cylindrical 
structures are analogous to the Lamb waves and SH modes of vibration in plates, 
respectively. The wave mode designation is defined by Meitzler [19] and includes two 
numbers, for example L(0,1), where the first number is the circumferential wave-
number (also known as the order) and the second number represents the sequential 
mode. All axially symmetric torsional and longitudinal modes are zero order modes. 
Flexural modes are non-axially symmetric and of order higher than zero.

Phase velocity (  v  p   ) and group velocity (  v  g   ) are two important terms in UGW 
propagation.   v  p    is the speed at which a continuous wave propagates. For GWT, it is 
important to discriminate propagating wave modes by exciting them as a discrete 
wave pulse with a finite number of cycles. This pulse is controlled by a window 
function (e.g. hamming) which comprises a bandwidth of frequencies. The speed at 
which this envelope of discrete pulse propagates is   v  g   . Variation of phase velocity with 
frequency leads to dispersion occurring as the UGW propagates in the structure.

At any given frequency, a number of wave modes may be present in the structure. 
The wave modes with frequency dependent velocities are called dispersive as they 
spread in space over time. Dispersion curves illustrate guided waves and their behav-
iour with frequency for each possible mode in the given structure. Commercial soft-
ware packages [20, 21] are available to generate dispersion curves for multi-layered 
plates and cylindrical structures. Figure 4 shows the dispersion curves computed for 
a 6 inch Schedule 40 pipe (168.3 mm outer diameter, 7.11 mm wall thickness) and a 

Figure 2. 
Displacement of the fundamental symmetric (S0) and asymmetric (A0) wave mode. Note the displacement 
from the line of symmetry (red dashed line).

Figure 3. 
Displacement of the axisymmetric L(0,1); L(0,2) and T(0,1) wave modes. Note the dominant radial, axial 
and circumferential displacements from the central axis, respectively.
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1 mm thick steel plate [material properties used, density ( ρ )—7830 kg/m3, Young’s 
modulus (E)—207 GPa and Poisson’s ratio ( μ ) = 0.3].

For the pipe, axisymmetric L(0,1), T(0,1) and L(0,2) modes are highlighted and 
their respective associated flexural modes, F(n,1), F(n,2) and F(n,3) are coloured 
red. It should be noted that L(0,2) and T(0,1) in pipes are analogous to A0 and 
SH0 wave modes in plates. It can be seen that the T(0,1) wave mode is completely 
non-dispersive for all frequencies of interest for GWT as the phase velocity disper-
sion curve is flat. L(0,2) is relatively non-dispersive above a certain frequency and 
L(0,1) is relatively dispersive in comparison to the other two axisymmetric modes. 
Compared to a pipe, relatively low numbers of modes are present in plates, which 
makes mode separation and signal interpretation much less challenging. For GWT, 
it is desirable to use non-dispersive wave modes for easy data interpretation.

2.2 Guided wave excitation

In contrast to conventional ultrasonic testing (UT), where high frequencies 
are used to examine the material directly under the test location, in GWT, low 
frequency ultrasound is guided through the structural boundaries and can travel 
tens of metres. A transducer can excite all modes that exist within its frequency 
bandwidth and this can complicate the received signals, making their interpretation 
difficult. Dispersion and the presence of multiple guided wave modes are the two 
main problems for GWT [22], and for practical applications, it is important for the 
transducer system to excite a single, non-dispersive wave mode [23]. A procedure 
for identifying suitable modes for a particular inspection task has been proposed by 
Wilcox [24] which considers the properties of the structure (dispersion, attenuation 
and sensitivity) and transducer (excitability, detectability and selectivity).

There are a number of different transduction technologies for excitation and 
detection of UGW, including Electromagnetic Acoustic Transducer (EMAT) [25], 
magnetostrictive devices [26], laser [27], piezoelectric and piezocomposite transduc-
ers [28]. Piezoelectric transducers offer the most promising solution due to their sta-
bility and reliability, and cost-effectiveness with simple and light-weight construction 
[29]. Lead zirconate titanate (PZT) has been a popular choice for UGW as it shows 
good electromechanical properties (electromechanical coupling, k > 0.7) which is 
essential to achieve large coverage. Linear and circular PZT arrays on plates have 
achieved inspection range of 3000 times the dimensions of the array. Application of 
PZT material is however limited to temperature below ~150°C (1/2 Tc) above which 
it experiences accelerated performance degradation over time [30]. Piezoelectric 
materials for SHM at higher temperatures are available [31, 32] for steamlines.

Figure 4. 
Dispersion curves for 6 inch schedule 40 steel pipe (left) and 1 mm thick steel plate (right); showing the 
relationship between group velocity and frequency for different modes.
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SH0 wave modes in plates. It can be seen that the T(0,1) wave mode is completely 
non-dispersive for all frequencies of interest for GWT as the phase velocity disper-
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Compared to a pipe, relatively low numbers of modes are present in plates, which 
makes mode separation and signal interpretation much less challenging. For GWT, 
it is desirable to use non-dispersive wave modes for easy data interpretation.

2.2 Guided wave excitation

In contrast to conventional ultrasonic testing (UT), where high frequencies 
are used to examine the material directly under the test location, in GWT, low 
frequency ultrasound is guided through the structural boundaries and can travel 
tens of metres. A transducer can excite all modes that exist within its frequency 
bandwidth and this can complicate the received signals, making their interpretation 
difficult. Dispersion and the presence of multiple guided wave modes are the two 
main problems for GWT [22], and for practical applications, it is important for the 
transducer system to excite a single, non-dispersive wave mode [23]. A procedure 
for identifying suitable modes for a particular inspection task has been proposed by 
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There are a number of different transduction technologies for excitation and 
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essential to achieve large coverage. Linear and circular PZT arrays on plates have 
achieved inspection range of 3000 times the dimensions of the array. Application of 
PZT material is however limited to temperature below ~150°C (1/2 Tc) above which 
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materials for SHM at higher temperatures are available [31, 32] for steamlines.
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Dispersion curves for 6 inch schedule 40 steel pipe (left) and 1 mm thick steel plate (right); showing the 
relationship between group velocity and frequency for different modes.
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For pipes, excitation of axisymmetric wave modes [L(0,2) and T(0,1)] using piezo-
electric transducers requires a circumferential ring of transducers. The circumferential 
spacing between the transducers in the array should be even for a high level of mode 
purity. All transducers in the ring are excited equally and concurrently to launch these 
axisymmetric modes. Apart from being non-dispersive, both of these modes provide 
uniform stress over the whole pipe cross section area and provide 100% coverage. Two 
rings of dry-coupled piezoelectric shear transducers [33] can be used to obtain unidi-
rectional propagation of the L(0,2) mode with propagation distances approaching 50 
metres. The second axisymmetric mode, L(0,1), is excited alongside L(0,2) (Figure 5),  
and can complicate the interpretation of results [34]. Therefore, an additional ring 
of transducers is required to suppress this undesired L(0,1) mode. This however adds 
to the cost of the system, significantly for larger diameter pipes. On the contrary, the 
T(0,1) mode is the only axisymmetric torsional mode in the frequency range of interest 
for GWT, so to obtain a single mode and unidirectional excitation, only two rings of 
transducers are required. The torsional mode requires an excitation force in the circum-
ferential direction. This can be achieved by displacing the shear transducer used for 
axial longitudinal excitation by 90°. To cancel the propagation of non-axisymmetric 
Flexural modes, the number of transducers in a circumferential ring should be greater 
than the highest order of flexural mode present in the chosen frequency range [35].

For plates, the A0 Lamb mode is the easiest omnidirectional mode to excite as it 
only requires a point-source exerting a pure out-of-plane force on the surface of the 
plate. It is also the mode which has the smallest wavelength for a given frequency, 
therefore offering better resolution to defects compared to the S0 mode. However, 
due to the attenuation and higher dispersion characteristics, this mode has been 
predominantly neglected in favour of S0 and SH0. Figure 6 shows the propagation 
of these three modes excited using uniaxial in-plane vibration.

Commercially available in-plane thickness shear transducers can generate all 
fundamental plate modes in the GWT operating frequency range. Both Lamb modes 
are generated in the axis of vibration while the SH0 mode is generated perpendicular 
to the axis of vibration.

Figure 5. 
Displacement patterns and waveforms generated by array of shear transducers aligned (a) circumferentially 
and (b) axially. U1, U2 and U3 represent radial, circumferential and axial displacement caused by transducer 
vibration measured using a 3D vibrometer.
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2.3 Guided wave inspection

A typical GWT architecture in Figure 7 shows the key components of the sys-
tem. Apart from the transducers, the system comprises of a portable computer (PC) 
to control the test, and a pulser-receiver connected to the transducers to transmit 
and receive the ultrasonic signal to and from the structure under test. Narrow band 
signals such as several cycles of sine wave modulated with a window function (e.g. 
hamming), are generally used. These narrow band signals offer good signal strength 

Figure 6. 
Propagation of ultrasonic guided wave modes in a 3.5 m diameter, 10 mm thick steel plate from a uniaxial 
in-plane vibration.

Figure 7. 
Architecture of a typical guided wave inspection system [36].



Advances in Structural Health Monitoring

60

For pipes, excitation of axisymmetric wave modes [L(0,2) and T(0,1)] using piezo-
electric transducers requires a circumferential ring of transducers. The circumferential 
spacing between the transducers in the array should be even for a high level of mode 
purity. All transducers in the ring are excited equally and concurrently to launch these 
axisymmetric modes. Apart from being non-dispersive, both of these modes provide 
uniform stress over the whole pipe cross section area and provide 100% coverage. Two 
rings of dry-coupled piezoelectric shear transducers [33] can be used to obtain unidi-
rectional propagation of the L(0,2) mode with propagation distances approaching 50 
metres. The second axisymmetric mode, L(0,1), is excited alongside L(0,2) (Figure 5),  
and can complicate the interpretation of results [34]. Therefore, an additional ring 
of transducers is required to suppress this undesired L(0,1) mode. This however adds 
to the cost of the system, significantly for larger diameter pipes. On the contrary, the 
T(0,1) mode is the only axisymmetric torsional mode in the frequency range of interest 
for GWT, so to obtain a single mode and unidirectional excitation, only two rings of 
transducers are required. The torsional mode requires an excitation force in the circum-
ferential direction. This can be achieved by displacing the shear transducer used for 
axial longitudinal excitation by 90°. To cancel the propagation of non-axisymmetric 
Flexural modes, the number of transducers in a circumferential ring should be greater 
than the highest order of flexural mode present in the chosen frequency range [35].

For plates, the A0 Lamb mode is the easiest omnidirectional mode to excite as it 
only requires a point-source exerting a pure out-of-plane force on the surface of the 
plate. It is also the mode which has the smallest wavelength for a given frequency, 
therefore offering better resolution to defects compared to the S0 mode. However, 
due to the attenuation and higher dispersion characteristics, this mode has been 
predominantly neglected in favour of S0 and SH0. Figure 6 shows the propagation 
of these three modes excited using uniaxial in-plane vibration.

Commercially available in-plane thickness shear transducers can generate all 
fundamental plate modes in the GWT operating frequency range. Both Lamb modes 
are generated in the axis of vibration while the SH0 mode is generated perpendicular 
to the axis of vibration.

Figure 5. 
Displacement patterns and waveforms generated by array of shear transducers aligned (a) circumferentially 
and (b) axially. U1, U2 and U3 represent radial, circumferential and axial displacement caused by transducer 
vibration measured using a 3D vibrometer.

61

Monitoring of Critical Metallic Assets in Oil and Gas Industry Using Ultrasonic Guided Waves
DOI: http://dx.doi.org/10.5772/intechopen.83366

2.3 Guided wave inspection

A typical GWT architecture in Figure 7 shows the key components of the sys-
tem. Apart from the transducers, the system comprises of a portable computer (PC) 
to control the test, and a pulser-receiver connected to the transducers to transmit 
and receive the ultrasonic signal to and from the structure under test. Narrow band 
signals such as several cycles of sine wave modulated with a window function (e.g. 
hamming), are generally used. These narrow band signals offer good signal strength 

Figure 6. 
Propagation of ultrasonic guided wave modes in a 3.5 m diameter, 10 mm thick steel plate from a uniaxial 
in-plane vibration.

Figure 7. 
Architecture of a typical guided wave inspection system [36].



Advances in Structural Health Monitoring

62

and avoid dispersion while propagating long distances. The centre frequency of 
these signals are chosen based on the desired wave mode to achieve low dispersion 
over the frequencies in the narrow band.

There are two modes of operation: pulse-echo and pitch-catch. Pulse-echo mode 
is more common and utilises the same transducers to excite the UGW and receive the 
reflected signals as illustrated in Figure 7. Pitch-catch mode uses two sets of transduc-
ers, one to excite the UGW and the other to receive, and is only used if high resolution 
or a high inspection range are required. As the UGW propagates in the structure, a 
proportion of the energy contained in the propagating wave front will be reflected 
when an acoustic impedance change occurs at a feature or discontinuity in the struc-
ture. This enables full coverage of the cross section of the plate or pipe, detecting and 
locating both internal and external defects without disrupting operation.

Since the initial developments of GWT of pipes in late 1990s, several studies have 
been carried out to understand the interaction of T(0,1) and L(0,2) guided wave 
modes with pipe features (flanges and pipe supports) [37] and defects [35], and the 
effect of different defect characteristics and excitation frequencies has also been 
reported [38, 39]. This has led to definitions and standards for GWT instrumenta-
tion, data collection and analysis in ISO 18211:2016 [40]. When an axisymmetric 
mode is incident on an axisymmetric pipe feature such as a uniform weld or a flange, 
axisymmetric modes are reflected. With a non-axisymmetric feature such as corro-
sion, a non-axisymmetric wave will also be reflected back to the transducer array. 
The presence and axial location of defects can thus be determined by analysing these 
reflections and their time of arrival. Although the L(0,2) mode has shown ~2.5 times 
more flaw sensitivity compared to T(0,1) [34], it is difficult to excite in pure form 
and requires complex signal processing due to its dispersive nature. It is also affected 
by fluid in the pipe, so the torsional mode is more commonly used in practice. GWT 
using T(0,1) is most effective on straight sections achieving several tens of metres of 
inspection range but recent studies have evaluated its performance on bends [41].

3. Structural health monitoring

The desire to move from current periodic structural maintenance to a more 
cost-effective condition-based maintenance (CBM) philosophy to ensure integrity 
of critical structures has fostered research and development activities to develop 
SHM solutions. SHM using UGW has found a variety of practical applications for 
elongated engineering structures including pipes, plates, ship hulls, rails and cables, 
because of its inherent long range propagation [42].

3.1 Monitoring system design and architecture

The operational requirements of SHM systems for pipelines and storage tanks 
are tabulated in Table 1. Currently, costly acquisition of SHM data is only justifiable 
for structures with significantly high failure consequences. Transducer technologies 
play a critical role in the design of SHM system as they are permanently installed on 
the structure and required to repeatedly transmit excitation signals and analyse the 
received responses.

The transducers may need to be attached in environmentally hostile, safety-
critical or difficult-to-access areas and therefore they should be designed to per-
form reliably under prolonged exposure to harsh environmental and operational 
conditions (EOCs). Therefore, low cost and reliability are the two main factors to 
consider when designing a SHM sensor system for pipelines and storage tanks. One 
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cost-effective approach is to use a single pulser-receiver and PC to collect monitor-
ing data from multiple sensor locations at junction points, which can be located in 
easily accessible location. This significantly reduces cost of repeated access and of 
the overall system.

3.2 Monitoring system for pipelines

Current state-of-the-art in pipeline monitoring solutions includes corrosion 
coupons, acoustic emission and magnetostrictive sensors, flexible eddy current 
arrays, flexible ultrasonic transducers, guided wave sensors, impedance spec-
troscopy, microwave backscattering and fibre optic sensors. A review of these 
monitoring technologies can be found in [43]. Corrosion sensors based on electri-
cal resistance and electromechanical impedance spectroscopy can only provide 
coverage over a small area and are not suitable for non-uniform corrosion arte-
facts such as pits. Recent advances in acoustic emission (AE) sensor technology 
[44, 45] have led to corrosion detection and monitoring solutions where acoustics 
signals from micro-fractures and delamination of the oxide are analysed. These 
emissions release much less energy than emission from crack growth where AE 
has shown great potential. In low noise environments AE could be used to detect 
signals from corrosion with tens of metres range using monitoring frequencies 
of tens of kilohertz. However, in a live plant, high process noise requires several 
hundred kilohertz of monitoring frequencies and coverage is limited <0.5 m 
and requires complex signal processing. For this reason, AE is limited for this 
application. Magnetostrictive sensor (MsS) is another technology for pipeline 
monitoring first developed and patented by SwRI® [46]. They have lower power 
output compared to piezoelectric transducer, however, recent advancements have 
reported significant improvements in their power output, sensitivity and flaw 
characterisation [47]. Piezoelectric sensing offers the most promising solution 
due to their stability, reliability, and cost-effectiveness as described in Section 2.2. 
This has enabled the development of several SHM solutions. Guided Ultrasonic 
Ltd. offers one such monitoring system gPIMS [48] and this system’s stability and 
defect detection capabilities have been demonstrated [49] at temperatures up to 
90°C. Another example is the system developed by the authors and its installation, 

Operational requirement Pipelines Storage tank floor

Operating temperature −10 to 150°C −10 to 60°C

Signal to noise <6 dB <6 dB

Operating frequency range 20–100 kHz Resonant frequency

Transmission range Up to 100 m 30–100 m

Frequency of data collection Once a week Once a week (depending on the 
condition)

Wave mode selection T(0,1) S0 and SH0

Signal processing Thresholding/outlier analysis
Baseline subtraction
Pattern recognition

Tomography
Pattern recognition
Neural networking

Baseline subtraction

Data acquisition Pulse-echo/pitch-catch Pitch-catch

Table 1. 
Operational requirements of SHM systems.
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and avoid dispersion while propagating long distances. The centre frequency of 
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or a high inspection range are required. As the UGW propagates in the structure, a 
proportion of the energy contained in the propagating wave front will be reflected 
when an acoustic impedance change occurs at a feature or discontinuity in the struc-
ture. This enables full coverage of the cross section of the plate or pipe, detecting and 
locating both internal and external defects without disrupting operation.
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modes with pipe features (flanges and pipe supports) [37] and defects [35], and the 
effect of different defect characteristics and excitation frequencies has also been 
reported [38, 39]. This has led to definitions and standards for GWT instrumenta-
tion, data collection and analysis in ISO 18211:2016 [40]. When an axisymmetric 
mode is incident on an axisymmetric pipe feature such as a uniform weld or a flange, 
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sion, a non-axisymmetric wave will also be reflected back to the transducer array. 
The presence and axial location of defects can thus be determined by analysing these 
reflections and their time of arrival. Although the L(0,2) mode has shown ~2.5 times 
more flaw sensitivity compared to T(0,1) [34], it is difficult to excite in pure form 
and requires complex signal processing due to its dispersive nature. It is also affected 
by fluid in the pipe, so the torsional mode is more commonly used in practice. GWT 
using T(0,1) is most effective on straight sections achieving several tens of metres of 
inspection range but recent studies have evaluated its performance on bends [41].
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The desire to move from current periodic structural maintenance to a more 
cost-effective condition-based maintenance (CBM) philosophy to ensure integrity 
of critical structures has fostered research and development activities to develop 
SHM solutions. SHM using UGW has found a variety of practical applications for 
elongated engineering structures including pipes, plates, ship hulls, rails and cables, 
because of its inherent long range propagation [42].

3.1 Monitoring system design and architecture

The operational requirements of SHM systems for pipelines and storage tanks 
are tabulated in Table 1. Currently, costly acquisition of SHM data is only justifiable 
for structures with significantly high failure consequences. Transducer technologies 
play a critical role in the design of SHM system as they are permanently installed on 
the structure and required to repeatedly transmit excitation signals and analyse the 
received responses.

The transducers may need to be attached in environmentally hostile, safety-
critical or difficult-to-access areas and therefore they should be designed to per-
form reliably under prolonged exposure to harsh environmental and operational 
conditions (EOCs). Therefore, low cost and reliability are the two main factors to 
consider when designing a SHM sensor system for pipelines and storage tanks. One 
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cost-effective approach is to use a single pulser-receiver and PC to collect monitor-
ing data from multiple sensor locations at junction points, which can be located in 
easily accessible location. This significantly reduces cost of repeated access and of 
the overall system.

3.2 Monitoring system for pipelines

Current state-of-the-art in pipeline monitoring solutions includes corrosion 
coupons, acoustic emission and magnetostrictive sensors, flexible eddy current 
arrays, flexible ultrasonic transducers, guided wave sensors, impedance spec-
troscopy, microwave backscattering and fibre optic sensors. A review of these 
monitoring technologies can be found in [43]. Corrosion sensors based on electri-
cal resistance and electromechanical impedance spectroscopy can only provide 
coverage over a small area and are not suitable for non-uniform corrosion arte-
facts such as pits. Recent advances in acoustic emission (AE) sensor technology 
[44, 45] have led to corrosion detection and monitoring solutions where acoustics 
signals from micro-fractures and delamination of the oxide are analysed. These 
emissions release much less energy than emission from crack growth where AE 
has shown great potential. In low noise environments AE could be used to detect 
signals from corrosion with tens of metres range using monitoring frequencies 
of tens of kilohertz. However, in a live plant, high process noise requires several 
hundred kilohertz of monitoring frequencies and coverage is limited <0.5 m 
and requires complex signal processing. For this reason, AE is limited for this 
application. Magnetostrictive sensor (MsS) is another technology for pipeline 
monitoring first developed and patented by SwRI® [46]. They have lower power 
output compared to piezoelectric transducer, however, recent advancements have 
reported significant improvements in their power output, sensitivity and flaw 
characterisation [47]. Piezoelectric sensing offers the most promising solution 
due to their stability, reliability, and cost-effectiveness as described in Section 2.2. 
This has enabled the development of several SHM solutions. Guided Ultrasonic 
Ltd. offers one such monitoring system gPIMS [48] and this system’s stability and 
defect detection capabilities have been demonstrated [49] at temperatures up to 
90°C. Another example is the system developed by the authors and its installation, 

Operational requirement Pipelines Storage tank floor

Operating temperature −10 to 150°C −10 to 60°C

Signal to noise <6 dB <6 dB

Operating frequency range 20–100 kHz Resonant frequency

Transmission range Up to 100 m 30–100 m

Frequency of data collection Once a week Once a week (depending on the 
condition)

Wave mode selection T(0,1) S0 and SH0

Signal processing Thresholding/outlier analysis
Baseline subtraction
Pattern recognition

Tomography
Pattern recognition
Neural networking

Baseline subtraction

Data acquisition Pulse-echo/pitch-catch Pitch-catch

Table 1. 
Operational requirements of SHM systems.
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operation and performance is reported [50]. Figure 8 shows some of these pipe-
line monitoring devices.

3.3 Monitoring system for storage tanks

Monitoring of a tank floor is more important compared to the tank wall, due 
to the fact that degradation of the tank floor is not visible until it becomes severe. 
A tank floor comprises a large number of plates (dependent on the tank diameter) 
of 6–8 mm thickness joined with lap welds. SHM of tank floors using UGW is 
challenging due to this complicated layout, the propagation distance requirement, 
level of attenuation, and wave reflections and mode conversions at boundaries. 
GWT of above-ground storage tanks (AST) is an emerging technology and was 
first explored in 2006 by Mažeika et al. [17]. S0 mode was chosen as the principal 
mode of interest due to low energy losses from the fluid inside the tank compared 
to A0 mode [51]. Considering the large area and complexity of tank floor designs, 
guided waves should be transmitted with as much energy as possible. To achieve full 
coverage, a Pitch-Catch configuration (through transmission) is preferred for data 
acquisition and the appropriate transducer array layout was studied by Mažeika 
et al. [17] and Feng et al. [52].

Transducer bonding is also problematic as the tank annular chime gets heavily 
corroded over time due to environmental influences. Previous studies on selection 
of sensor location have evaluated two scenarios: wave excitation on tank annular 
chime; and tank wall. Currently, normal mode transducers (elongated type) are 
installed on the annular chime of the tank to transmit guided waves across the 
floor plate, and a tomographic technique is used to map the structural health of 
the tank floor [53]. The SH0 mode is an interesting alternative to the S0 mode for 
this application due to its non-dispersive characteristic [54]. Advances in flexible 
shear mode transducers led to a recent study [55] on their application to SHM of 
AST floors. This study evaluated the two modes of interest: S0 mode for normal 
excitation; and SH0 mode for shear excitations. Sensor location on both the tank 
wall and annular chime were considered for the two modes. The sensor location is 
illustrated in Figure 9.

The wave propagation for both cases is illustrated in Figure 10. A significant 
amplitude drop for the applied normal load on the tank wall was observed in 
comparison to the tank floor. However, in the case of shear loading, insignificant 
amplitude drop was observed.

The application of shear stress on tank wall for guided wave testing of tank 
floors was thus realised. This increases the potential market for tank floor inspec-
tion using UGW as the tank wall can be used to bond shear transducers for 
structural health monitoring.

Figure 8. 
Commercial pipeline SHM systems (left to right): MsS [46], gPIMS [48] and iPerm [50].
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Figure 9. 
Schematic of a tank (top) and layout of the point of excitation and reception of the two cases studied 
(bottom)—excitation and reception from the tank floor in Case 1 and tank wall in Case 2.

Figure 10. 
FEA showing UGW excitation on tank annular chime and tank wall: applied (a) normal and (b) shear stress 
on tank chime; and (c) normal and (d) shear stress on tank wall.
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4. Data processing for SHM

4.1 Effect of environmental and operating conditions

Several investigations into the effect of environmental and operational conditions 
on the recorded ultrasonic signals have been carried out, and change of temperature 
has been shown to be the main source of signal fluctuations [56–58]. The influence 
of temperature on GWT is a combination of effects due to the structure’s mechanical 
properties and the effects on ultrasonic transducers and their bonding. Previous study 
has reported that, for small ambient temperature variations of a few degrees, the 
effect on transducer performance is much less significant than that on the wave prop-
agation [59]. The UGW signals will undergo changes in the amplitude and phase. The 
change in UGW signal amplitude is attributable to changes in temperature-dependent 
properties of the ultrasonic transducer, particularly the piezoelectric materials and 
adhesives. To minimise this variability, careful selection of adhesives and transducer 
material for target temperature is recommended. The phase shift in the UGW signal 
is due to the change in wave propagation velocity due to variation in the mechanical 
properties of the waveguide [60], i.e. pipe or tank floor in this study. The material 
properties of relevance include elastic and shear moduli, and the density; which in 
turn relates to the elasto-acoustic properties of the material, acoustic absorption 
and ultrasonic wave velocity. Thermal expansion adds to this effect by changing the 
propagation distance directly and indirectly through changes in the thickness of the 
plate or the pipe. The relationship between the difference in time of arrival (TOA) of 
the signal and the change in temperature of the structure can be described as:

  𝛿𝛿t =   d __ v   (α − γ) δ  (1)

where  𝛿𝛿t  is the difference in TOA of the signals when the change in temperature 
of the structure is  𝛿𝛿T . d is the distance travelled by the wave and v is the wave veloc-
ity.  α  is the coefficient of thermal expansion and  γ  is the coefficient of change in 
phase velocity.  γ  is generally much greater than  α  and hence from Eq. (1), it can be 
seen that the main contribution to change of TOA is from change in wave velocity 
due to temperature variations. Also, since the time shift is directly proportional to 
the propagation distance, it can be noted that the effect of temperature on UGW will 
increase with propagation distance. This can be significant for the large propagation 
distances required for pipes. The inverse relationship between temperature and 
wave velocity suggests that faster modes will be less affected than slower ones. These 
temperature induced variations in UGW signals can adversely reduce the defect 
detection capabilities of the SHM system. An experimental study [61] showed that 
the effect of temperature variation on UGW from ambient temperature up to 70°C 
was much more pronounced than the effect of a drilled hole of 1 mm diameter.

4.2 Temperature compensation algorithms

The issues described in Section 4.1 led to several investigations within the SHM 
research community and a number of EOC compensation strategies have been 
proposed. Their main objective is to achieve UGW propagation time and amplitude 
correction for enhanced defect sensitivity. These correction strategies can be classi-
fied into two techniques: data-driven and analytical physics-based.

The data-driven techniques requires a large set of baseline measurements from 
the structure at different temperatures. A signal from the ‘bank’ of baselines is 
then selected to minimise the difference relative to the test signal for a particular 
temperature. This method is called Optimum Baseline Selection (OBS). A number 
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of selection criteria including mean square deviation [56] and maximum residual 
amplitude [62] have been proposed. This method has limitations for cases when a 
large set of baselines is not available and if the temperature of the selected baseline 
is different from the temperature of the test signal. Baseline signal stretch (BSS) 
was introduced as a complimentary technique that in its simplest form requires 
only one single baseline at a reference temperature. In BSS, time domain stretching 
is performed to adjust the selected baseline and the local coherence is estimated 
as a function of time. BSS can be performed in both time and frequency domain 
to achieve similar performance [63]. A number of researchers have explored these 
methods to provide enhanced temperature compensation with a reduced number of 
baseline data sets [62–65]. The temperature resolution of the baseline set is defined 
by the capability of BSS method as the stretching required for large temperature 
difference leads to distortion of the signal’s frequency content. The performance of 
BSS depends on signal complexity and mode purity and. For practical application, 
a temperature step of 1–2°C is recommended for baseline dataset [63]. Recently 
developed modified-BSS (MBBS) method outperformed BSS and is more effective 
for temperature differences of up to 13°C [66]. BSS can be computation intensive 
and alternative methods with improved computational speed have been proposed 
that operate on signals in the stretch factor and scale-transform domain [67].

Physics-based analytical techniques for temperature compensation [68, 69] 
utilise underlying physical principles such as changes in material properties and 
thermal expansion (described in Section 4.2) for transducer signal reconstruction at 
different temperatures. The advantage of these techniques is that it does not require 
a large set of baseline sensor measurements from the structure. The performance 
of these analytical temperature compensation models is shown to be at par with 
the state-of-the-art data driven techniques. They are however limited to simple 
structural geometries and boundary conditions. Combinations of analytical and 
data-driven strategies that require fewer baselines are being explored [70] which 
will offer an efficient, practical and useful approach for temperature compensation.

4.3 Damage detection strategies

A method for damage detection must be applied to the corrected data to see 
whether the structure being monitored has developed any damage. In structures 
containing high densities of structural elements, the time-traces obtained are often 
too complex to be directly interpreted due to a large number of overlapping reflec-
tions. A popular approach for SHM is baseline subtraction, which is based on the com-
parison of structure’s ultrasonic response at original state (baseline) with response at 
a later stage. The subtracted residual signal will remove reflections from pipe or tank 
floor features and isolate any damage scattered signals as illustrated in Figure 11.

Figure 11. 
Baseline subtraction of UGW time traces (a) undamaged structure (b) damaged structure (c) defect signal 
after baseline subtraction [71].
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properties of the ultrasonic transducer, particularly the piezoelectric materials and 
adhesives. To minimise this variability, careful selection of adhesives and transducer 
material for target temperature is recommended. The phase shift in the UGW signal 
is due to the change in wave propagation velocity due to variation in the mechanical 
properties of the waveguide [60], i.e. pipe or tank floor in this study. The material 
properties of relevance include elastic and shear moduli, and the density; which in 
turn relates to the elasto-acoustic properties of the material, acoustic absorption 
and ultrasonic wave velocity. Thermal expansion adds to this effect by changing the 
propagation distance directly and indirectly through changes in the thickness of the 
plate or the pipe. The relationship between the difference in time of arrival (TOA) of 
the signal and the change in temperature of the structure can be described as:

  𝛿𝛿t =   d __ v   (α − γ) δ  (1)

where  𝛿𝛿t  is the difference in TOA of the signals when the change in temperature 
of the structure is  𝛿𝛿T . d is the distance travelled by the wave and v is the wave veloc-
ity.  α  is the coefficient of thermal expansion and  γ  is the coefficient of change in 
phase velocity.  γ  is generally much greater than  α  and hence from Eq. (1), it can be 
seen that the main contribution to change of TOA is from change in wave velocity 
due to temperature variations. Also, since the time shift is directly proportional to 
the propagation distance, it can be noted that the effect of temperature on UGW will 
increase with propagation distance. This can be significant for the large propagation 
distances required for pipes. The inverse relationship between temperature and 
wave velocity suggests that faster modes will be less affected than slower ones. These 
temperature induced variations in UGW signals can adversely reduce the defect 
detection capabilities of the SHM system. An experimental study [61] showed that 
the effect of temperature variation on UGW from ambient temperature up to 70°C 
was much more pronounced than the effect of a drilled hole of 1 mm diameter.

4.2 Temperature compensation algorithms

The issues described in Section 4.1 led to several investigations within the SHM 
research community and a number of EOC compensation strategies have been 
proposed. Their main objective is to achieve UGW propagation time and amplitude 
correction for enhanced defect sensitivity. These correction strategies can be classi-
fied into two techniques: data-driven and analytical physics-based.

The data-driven techniques requires a large set of baseline measurements from 
the structure at different temperatures. A signal from the ‘bank’ of baselines is 
then selected to minimise the difference relative to the test signal for a particular 
temperature. This method is called Optimum Baseline Selection (OBS). A number 
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of selection criteria including mean square deviation [56] and maximum residual 
amplitude [62] have been proposed. This method has limitations for cases when a 
large set of baselines is not available and if the temperature of the selected baseline 
is different from the temperature of the test signal. Baseline signal stretch (BSS) 
was introduced as a complimentary technique that in its simplest form requires 
only one single baseline at a reference temperature. In BSS, time domain stretching 
is performed to adjust the selected baseline and the local coherence is estimated 
as a function of time. BSS can be performed in both time and frequency domain 
to achieve similar performance [63]. A number of researchers have explored these 
methods to provide enhanced temperature compensation with a reduced number of 
baseline data sets [62–65]. The temperature resolution of the baseline set is defined 
by the capability of BSS method as the stretching required for large temperature 
difference leads to distortion of the signal’s frequency content. The performance of 
BSS depends on signal complexity and mode purity and. For practical application, 
a temperature step of 1–2°C is recommended for baseline dataset [63]. Recently 
developed modified-BSS (MBBS) method outperformed BSS and is more effective 
for temperature differences of up to 13°C [66]. BSS can be computation intensive 
and alternative methods with improved computational speed have been proposed 
that operate on signals in the stretch factor and scale-transform domain [67].

Physics-based analytical techniques for temperature compensation [68, 69] 
utilise underlying physical principles such as changes in material properties and 
thermal expansion (described in Section 4.2) for transducer signal reconstruction at 
different temperatures. The advantage of these techniques is that it does not require 
a large set of baseline sensor measurements from the structure. The performance 
of these analytical temperature compensation models is shown to be at par with 
the state-of-the-art data driven techniques. They are however limited to simple 
structural geometries and boundary conditions. Combinations of analytical and 
data-driven strategies that require fewer baselines are being explored [70] which 
will offer an efficient, practical and useful approach for temperature compensation.

4.3 Damage detection strategies

A method for damage detection must be applied to the corrected data to see 
whether the structure being monitored has developed any damage. In structures 
containing high densities of structural elements, the time-traces obtained are often 
too complex to be directly interpreted due to a large number of overlapping reflec-
tions. A popular approach for SHM is baseline subtraction, which is based on the com-
parison of structure’s ultrasonic response at original state (baseline) with response at 
a later stage. The subtracted residual signal will remove reflections from pipe or tank 
floor features and isolate any damage scattered signals as illustrated in Figure 11.

Figure 11. 
Baseline subtraction of UGW time traces (a) undamaged structure (b) damaged structure (c) defect signal 
after baseline subtraction [71].
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Figure 12. 
Transmit-receive matrices for the imaging algorithms; (a) common source method (b) synthetic aperture 
focusing technique and (c) total focusing method [72].

For sensor arrays Full-Matrix Capture (FMC) is a data acquisition process which 
records all possible transmit-receive combinations of UGW data. This data col-
lection matrix is symmetric due to reciprocity (Figure 12) and only the lower and 
upper triangular parts of the matrix need be recorded. This data can then be used 
to obtain tomography images of the structure or perform sound energy focusing 
techniques to improve SNR.

For complex structures and if the data corresponding to the damage state is not 
known a priori, damage detection strategies based on unsupervised algorithms 
are used. One such strategy is based on the Outlier Analysis (OA) algorithm which 
extracts damage sensitive features from the UGW signals and aims to identify if 
they have deviated from their baseline distribution using Mahalanobis squared 
distance [73]. OA can be applied as univariate and multivariate depending on a 
number of features. For univariate implementation, root mean square (RMS) of 
the signal has been successfully used as a damage sensitive feature for detection 
of corrosion type defects in plates [56] and pipes [74]. To increase the damage 
sensitivity, multivariate OA is recommended, where a number of features are 
extracted from the UGW signals and classical methods of multivariate statistics 
such as principal component analysis (PCA) are applied. For UGW, the features 
of interest include time-of-flight, frequency centres, energies, modes of scattered 
waves, and time-frequency spread. A review of the feature extraction approaches 
based on time-frequency representations such as short-time Fourier transform, 
Wigner-Ville distribution, Hilbert-Huang transform, and wavelet transform can be 
found in [75]. Recent advances in the field of artificial intelligence led to research-
ers formulating defect detection as a machine learning problem. A study using an 
Artificial Neural Network (ANN) based strategy was applied for damage classifica-
tion [73] and was reported to outperform OA for damage detection using just one 
feature. Such supervised machine learning strategies will however require data 
from the structure with known types and levels of damage, which may not always 
be present.

5. Conclusions

This chapter presents the advances in guided wave technology for structural 
health monitoring of two of the most critical metallic assets, pipelines and storage 
tanks, in the Oil and Gas industry. These SHM technologies support cost-effective 
asset integrity management by enabling a condition based maintenance model, mov-
ing away from conventional routine inspection. The advances in SHM technologies 
of pipes and tanks are presented. Operational requirements of these SHM systems 
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temperature pipelines have also been identified for future research and development.

Author details

Anurag Dhutti1, Shehan Lowe1 and Tat-Hean Gan1,2*

1 Brunel University London, Uxbridge, Middlesex, UK

2 TWI Ltd, Cambridge, UK

*Address all correspondence to: tat-hean.gan@brunel.ac.uk



Advances in Structural Health Monitoring

68

Figure 12. 
Transmit-receive matrices for the imaging algorithms; (a) common source method (b) synthetic aperture 
focusing technique and (c) total focusing method [72].

For sensor arrays Full-Matrix Capture (FMC) is a data acquisition process which 
records all possible transmit-receive combinations of UGW data. This data col-
lection matrix is symmetric due to reciprocity (Figure 12) and only the lower and 
upper triangular parts of the matrix need be recorded. This data can then be used 
to obtain tomography images of the structure or perform sound energy focusing 
techniques to improve SNR.

For complex structures and if the data corresponding to the damage state is not 
known a priori, damage detection strategies based on unsupervised algorithms 
are used. One such strategy is based on the Outlier Analysis (OA) algorithm which 
extracts damage sensitive features from the UGW signals and aims to identify if 
they have deviated from their baseline distribution using Mahalanobis squared 
distance [73]. OA can be applied as univariate and multivariate depending on a 
number of features. For univariate implementation, root mean square (RMS) of 
the signal has been successfully used as a damage sensitive feature for detection 
of corrosion type defects in plates [56] and pipes [74]. To increase the damage 
sensitivity, multivariate OA is recommended, where a number of features are 
extracted from the UGW signals and classical methods of multivariate statistics 
such as principal component analysis (PCA) are applied. For UGW, the features 
of interest include time-of-flight, frequency centres, energies, modes of scattered 
waves, and time-frequency spread. A review of the feature extraction approaches 
based on time-frequency representations such as short-time Fourier transform, 
Wigner-Ville distribution, Hilbert-Huang transform, and wavelet transform can be 
found in [75]. Recent advances in the field of artificial intelligence led to research-
ers formulating defect detection as a machine learning problem. A study using an 
Artificial Neural Network (ANN) based strategy was applied for damage classifica-
tion [73] and was reported to outperform OA for damage detection using just one 
feature. Such supervised machine learning strategies will however require data 
from the structure with known types and levels of damage, which may not always 
be present.

5. Conclusions

This chapter presents the advances in guided wave technology for structural 
health monitoring of two of the most critical metallic assets, pipelines and storage 
tanks, in the Oil and Gas industry. These SHM technologies support cost-effective 
asset integrity management by enabling a condition based maintenance model, mov-
ing away from conventional routine inspection. The advances in SHM technologies 
of pipes and tanks are presented. Operational requirements of these SHM systems 

69

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

Monitoring of Critical Metallic Assets in Oil and Gas Industry Using Ultrasonic Guided Waves
DOI: http://dx.doi.org/10.5772/intechopen.83366

are discussed with a thorough review of the state-of-the-art and fundamentals 
of pipelines and tank floor inspection using UGW. Limitations of SHM for high 
temperature pipelines have also been identified for future research and development.

Author details

Anurag Dhutti1, Shehan Lowe1 and Tat-Hean Gan1,2*

1 Brunel University London, Uxbridge, Middlesex, UK

2 TWI Ltd, Cambridge, UK

*Address all correspondence to: tat-hean.gan@brunel.ac.uk



70

Advances in Structural Health Monitoring

[1] Wood MH, Arellano ALV, Van 
Wijk L. Corrosion related accidents in 
petroleum refineries. Eur Comm Jt Res 
Centre, Rep no EUR. 2013:26331. DOI: 
10.2788/37909

[2] China oil pipe blast: Qingdao pipeline 
blast “kills 44” – BBC News [Internet]. 
Available from: https://www.bbc.co.uk/
news/world-asia-china-25050300 
[Accessed: October 31, 2018]

[3] Chang JI, Lin C-C. A study of 
storage tank accidents. Journal of Loss 
Prevention in the Process Industries. 
2006;19:51-59. DOI: 10.1016/j.
jlp.2005.05.015

[4] Fire rages for fourth day at fuel 
storage facility in Brazil’s largest port 
Santos – Society’s Child – Sott.net 
[Internet]. Available from: https://www.
sott.net/article/294831-Fire-rages-for-
fourth-day-at-fuel-storage-facility-in-
Brazils-largest-port-Santos [Accessed: 
October 31, 2018]

[5] Anderson MT, Kunerth DC, 
Davidson JR. Nondestructive 
examination technologies for 
inspection of radioactive waste 
storage tanks. 1995;27(8). DOI: 
10.2172/114637. Available from: 
https://inis.iaea.org/search/search.
aspx?orig_q=RN:27026430

[6] Su Z, Ye L. Identification of 
Damage Using Lamb Waves: From 
Fundamentals to Applications. 
London: Springer; 2009. p. 346. DOI: 
10.1007/978-1-84882-784-4

[7] Gazis DC, Herman R, Wallis RF.  
Surface elastic waves in cubic crystals. 
Physics Review. 1960;119:533-544. DOI: 
10.1103/PhysRev.119.533

[8] Zemanek J. An experimental and 
theoretical investigation of elastic wave 
propagation in a cylinder. The Journal 
of the Acoustical Society of America. 
1972;51:265-283. DOI: 10.1121/1.1912838

[9] Silk MG, Bainton KF. The 
propagation in metal tubing of 
ultrasonic wave modes equivalent to 
Lamb waves. Ultrasonics. 1979;17:11-19. 
DOI: 10.1016/0041-624X(79)90006-4

[10] Alleyne D, Cawley P. The practical 
excitation and measurement of Lamb 
waves using piezoelectric transducers. 
Review of Progress in Quantitative 
Nondestructive Evaluation. 1994;13:181

[11] Mudge PJ, Lank AM, Alleyne DN. A 
long range method of detection of 
corrosion under insulation in process 
pipework. Journal of Japanese Society 
for Non-Destructive Inspection 
(JSNDI). 1997;46:314-319

[12] Alleyne DN, Cawley P, Lank AM, 
Mudge PJ. The Lamb wave inspection 
of chemical plant pipework. In: 
Review of Progress in Quantitative 
Nondestructive Evaluation. Boston, 
MA: Springer US; 1997. pp. 1269-1276. 
DOI: 10.1007/978-1-4615-5947-4_165

[13] Eddyfi. Long-Range Guided Wave 
Testing with Teletest Focus+ [Internet]. 
2018. Available from: https://www.
teletestndt.com/ [Accessed: October 06, 
2018]

[14] Guilded Ultrasonic Ltd. Inspection 
[Internet]. Available from: http://www.
guided-ultrasonics.com/inspection/ 
[Accessed: October 06, 2018]

[15] Worlton DC. Ultrasonic testing with 
Lamb waves. Technical Report. GE US. 
1956

[16] Viktorov IA. Rayleigh and Lamb 
Waves. Boston, MA: Springer US; 1967. 
p. 154. DOI: 10.1007/978-1-4899-5681-1

[17] Mažeika L, Kažys R, Raišutis R, 
Demčenko A, Šliteris R. Long-range 
ultrasonic non-destructive testing 
of fuel tanks. In: Proceedings of 9th 
ECNDT. Berlin; 25-29 Sept 2006. pp. 1-8

References

71

Monitoring of Critical Metallic Assets in Oil and Gas Industry Using Ultrasonic Guided Waves
DOI: http://dx.doi.org/10.5772/intechopen.83366

[18] Lamb H. On waves in an 
elastic plate. Proceedings of the 
Royal Society A: Mathematical, Physical 
and Engineering Science. 1917;93: 
114-128. DOI: 10.1098/rspa.1917.0008

[19] Meitzler AH. Mode coupling 
occurring in the propagation of 
elastic pulses in wires. The Journal 
of the Acoustical Society of 
America. 1961;33:435-445. DOI: 
10.1121/1.1908685

[20] Lowe MJS. A model for predicting 
the properties of guided ultrasonic 
waves, and illustration of its application 
to NDT. In: IEE Colloquium New 
Applications in Modelling and Inversion 
Techniques for NDT; 29 Jan 1999; 
London. DOI: 10.1049/ic:19990111

[21] Bocchini P, Marzani A, Viola E.  
Graphical user Interface for 
guided acoustic waves. Journal of 
Computing in Civil Engineering. 
2011;25:202-210. DOI: 10.1061/(ASCE)
CP.1943-5487.0000081

[22] Wilcox PD, Lowe MJS, Cawley P. 
The effect of dispersion on long-range 
inspection using guided waves. NDT 
and E International. 2001;34:1-9. DOI: 
10.1016/S0963-8695(00)00024-4

[23] Galvagni A, Cawley P. The reflection 
of guided waves from simple support 
in pipes. The Journal of the Acoustical 
Society of America. 2011;129:1869-1880. 
DOI: 10.1121/1.3543958

[24] Wilcox PD, Lowe MJS, Cawley P.  
Mode & transducer selection for long 
range Lamb wave inspection. Journal 
of Intelligent Material Systems and 
Structures. 2001;12:553-565. DOI: 
10.1106/N9PB-Y62E-P0Y2-50QF

[25] Clough M, Fleming M, Dixon S.  
Circumferential guided wave EMAT 
system for pipeline screening 
using shear horizontal ultrasound. 
NDT&E international. 2017;86:20-27. 
DOI: 10.1016/j.ndteint.2016.11.010

[26] Zhu L, Wang Y, Sun F. Single 
torsional guided wave excitation in 
pipes by frequency selection using 
magnetostrictive sensor technology. 
ICEMI 2013. 2013;2:872-876. DOI: 
10.1109/ICEMI.2013.6743158

[27] Jeon JY, Jung HK, Kim DH, Park G. 
Experimental Study on Guided & 
Standing Waves Based Full Field Laser 
Scanning for Damage Detection. 9th 
EWSHM; 10-13 Jul 2018; Manchester, UK

[28] Gao H. Ultrasonic guided wave 
annular array transducers for structural 
health monitoring. AIP Conference 
Proceedings. 2006;25:1680-1686. DOI: 
10.1063/1.2184723

[29] Jiang X, Kim K, Zhang S, Johnson J,  
Salazar G. High-temperature 
piezoelectric sensing. Sensors 
(Switzerland). 2013;14:144-169. DOI: 
10.3390/s140100144

[30] Gotmare SW, Leontsev SO, Eitel 
RE. Thermal degradation and aging 
of high-temperature piezoelectric 
ceramics. Journal of the American 
Ceramic Society. 2010;93:1965-1969. 
DOI: 10.1111/j.1551-2916.2010.03663.x

[31] Stevenson T, Martin DG, 
Cowin PI, Blumfield A, Bell AJ, 
Comyn TP, et al. Piezoelectric 
materials for high temperature 
transducers and actuators. Journal 
of Materials Science: Materials in 
Electronics. 2015;26:9256-9267. DOI: 
10.1007/s10854-015-3629-4

[32] Zhang S, Yu F. Piezoelectric 
materials for high temperature sensors. 
Journal of the American Ceramic 
Society. 2011;94:3153-3170. DOI: 
10.1111/j.1551-2916.2011.04792.x

[33] Alleyne DN, Cawley P. The 
excitation of Lamb waves in pipes using 
dry-coupled piezoelectric transducers. 
Journal of Nondestructive Evaluation. 
1996;15:11-20. DOI: 10.1007/
BF00733822



70

Advances in Structural Health Monitoring

[1] Wood MH, Arellano ALV, Van 
Wijk L. Corrosion related accidents in 
petroleum refineries. Eur Comm Jt Res 
Centre, Rep no EUR. 2013:26331. DOI: 
10.2788/37909

[2] China oil pipe blast: Qingdao pipeline 
blast “kills 44” – BBC News [Internet]. 
Available from: https://www.bbc.co.uk/
news/world-asia-china-25050300 
[Accessed: October 31, 2018]

[3] Chang JI, Lin C-C. A study of 
storage tank accidents. Journal of Loss 
Prevention in the Process Industries. 
2006;19:51-59. DOI: 10.1016/j.
jlp.2005.05.015

[4] Fire rages for fourth day at fuel 
storage facility in Brazil’s largest port 
Santos – Society’s Child – Sott.net 
[Internet]. Available from: https://www.
sott.net/article/294831-Fire-rages-for-
fourth-day-at-fuel-storage-facility-in-
Brazils-largest-port-Santos [Accessed: 
October 31, 2018]

[5] Anderson MT, Kunerth DC, 
Davidson JR. Nondestructive 
examination technologies for 
inspection of radioactive waste 
storage tanks. 1995;27(8). DOI: 
10.2172/114637. Available from: 
https://inis.iaea.org/search/search.
aspx?orig_q=RN:27026430

[6] Su Z, Ye L. Identification of 
Damage Using Lamb Waves: From 
Fundamentals to Applications. 
London: Springer; 2009. p. 346. DOI: 
10.1007/978-1-84882-784-4

[7] Gazis DC, Herman R, Wallis RF.  
Surface elastic waves in cubic crystals. 
Physics Review. 1960;119:533-544. DOI: 
10.1103/PhysRev.119.533

[8] Zemanek J. An experimental and 
theoretical investigation of elastic wave 
propagation in a cylinder. The Journal 
of the Acoustical Society of America. 
1972;51:265-283. DOI: 10.1121/1.1912838

[9] Silk MG, Bainton KF. The 
propagation in metal tubing of 
ultrasonic wave modes equivalent to 
Lamb waves. Ultrasonics. 1979;17:11-19. 
DOI: 10.1016/0041-624X(79)90006-4

[10] Alleyne D, Cawley P. The practical 
excitation and measurement of Lamb 
waves using piezoelectric transducers. 
Review of Progress in Quantitative 
Nondestructive Evaluation. 1994;13:181

[11] Mudge PJ, Lank AM, Alleyne DN. A 
long range method of detection of 
corrosion under insulation in process 
pipework. Journal of Japanese Society 
for Non-Destructive Inspection 
(JSNDI). 1997;46:314-319

[12] Alleyne DN, Cawley P, Lank AM, 
Mudge PJ. The Lamb wave inspection 
of chemical plant pipework. In: 
Review of Progress in Quantitative 
Nondestructive Evaluation. Boston, 
MA: Springer US; 1997. pp. 1269-1276. 
DOI: 10.1007/978-1-4615-5947-4_165

[13] Eddyfi. Long-Range Guided Wave 
Testing with Teletest Focus+ [Internet]. 
2018. Available from: https://www.
teletestndt.com/ [Accessed: October 06, 
2018]

[14] Guilded Ultrasonic Ltd. Inspection 
[Internet]. Available from: http://www.
guided-ultrasonics.com/inspection/ 
[Accessed: October 06, 2018]

[15] Worlton DC. Ultrasonic testing with 
Lamb waves. Technical Report. GE US. 
1956

[16] Viktorov IA. Rayleigh and Lamb 
Waves. Boston, MA: Springer US; 1967. 
p. 154. DOI: 10.1007/978-1-4899-5681-1

[17] Mažeika L, Kažys R, Raišutis R, 
Demčenko A, Šliteris R. Long-range 
ultrasonic non-destructive testing 
of fuel tanks. In: Proceedings of 9th 
ECNDT. Berlin; 25-29 Sept 2006. pp. 1-8

References

71

Monitoring of Critical Metallic Assets in Oil and Gas Industry Using Ultrasonic Guided Waves
DOI: http://dx.doi.org/10.5772/intechopen.83366

[18] Lamb H. On waves in an 
elastic plate. Proceedings of the 
Royal Society A: Mathematical, Physical 
and Engineering Science. 1917;93: 
114-128. DOI: 10.1098/rspa.1917.0008

[19] Meitzler AH. Mode coupling 
occurring in the propagation of 
elastic pulses in wires. The Journal 
of the Acoustical Society of 
America. 1961;33:435-445. DOI: 
10.1121/1.1908685

[20] Lowe MJS. A model for predicting 
the properties of guided ultrasonic 
waves, and illustration of its application 
to NDT. In: IEE Colloquium New 
Applications in Modelling and Inversion 
Techniques for NDT; 29 Jan 1999; 
London. DOI: 10.1049/ic:19990111

[21] Bocchini P, Marzani A, Viola E.  
Graphical user Interface for 
guided acoustic waves. Journal of 
Computing in Civil Engineering. 
2011;25:202-210. DOI: 10.1061/(ASCE)
CP.1943-5487.0000081

[22] Wilcox PD, Lowe MJS, Cawley P. 
The effect of dispersion on long-range 
inspection using guided waves. NDT 
and E International. 2001;34:1-9. DOI: 
10.1016/S0963-8695(00)00024-4

[23] Galvagni A, Cawley P. The reflection 
of guided waves from simple support 
in pipes. The Journal of the Acoustical 
Society of America. 2011;129:1869-1880. 
DOI: 10.1121/1.3543958

[24] Wilcox PD, Lowe MJS, Cawley P.  
Mode & transducer selection for long 
range Lamb wave inspection. Journal 
of Intelligent Material Systems and 
Structures. 2001;12:553-565. DOI: 
10.1106/N9PB-Y62E-P0Y2-50QF

[25] Clough M, Fleming M, Dixon S.  
Circumferential guided wave EMAT 
system for pipeline screening 
using shear horizontal ultrasound. 
NDT&E international. 2017;86:20-27. 
DOI: 10.1016/j.ndteint.2016.11.010

[26] Zhu L, Wang Y, Sun F. Single 
torsional guided wave excitation in 
pipes by frequency selection using 
magnetostrictive sensor technology. 
ICEMI 2013. 2013;2:872-876. DOI: 
10.1109/ICEMI.2013.6743158

[27] Jeon JY, Jung HK, Kim DH, Park G. 
Experimental Study on Guided & 
Standing Waves Based Full Field Laser 
Scanning for Damage Detection. 9th 
EWSHM; 10-13 Jul 2018; Manchester, UK

[28] Gao H. Ultrasonic guided wave 
annular array transducers for structural 
health monitoring. AIP Conference 
Proceedings. 2006;25:1680-1686. DOI: 
10.1063/1.2184723

[29] Jiang X, Kim K, Zhang S, Johnson J,  
Salazar G. High-temperature 
piezoelectric sensing. Sensors 
(Switzerland). 2013;14:144-169. DOI: 
10.3390/s140100144

[30] Gotmare SW, Leontsev SO, Eitel 
RE. Thermal degradation and aging 
of high-temperature piezoelectric 
ceramics. Journal of the American 
Ceramic Society. 2010;93:1965-1969. 
DOI: 10.1111/j.1551-2916.2010.03663.x

[31] Stevenson T, Martin DG, 
Cowin PI, Blumfield A, Bell AJ, 
Comyn TP, et al. Piezoelectric 
materials for high temperature 
transducers and actuators. Journal 
of Materials Science: Materials in 
Electronics. 2015;26:9256-9267. DOI: 
10.1007/s10854-015-3629-4

[32] Zhang S, Yu F. Piezoelectric 
materials for high temperature sensors. 
Journal of the American Ceramic 
Society. 2011;94:3153-3170. DOI: 
10.1111/j.1551-2916.2011.04792.x

[33] Alleyne DN, Cawley P. The 
excitation of Lamb waves in pipes using 
dry-coupled piezoelectric transducers. 
Journal of Nondestructive Evaluation. 
1996;15:11-20. DOI: 10.1007/
BF00733822



Advances in Structural Health Monitoring

72

[34] Lowe PS, Sanderson RM, Boulgouris 
NV, Haig AG, Balachandran W. 
Inspection of cylindrical structures using 
the first longitudinal guided wave mode 
in isolation for higher flaw sensitivity. 
IEEE Sensors Journal. 2016;16:706-714. 
DOI: 10.1109/JSEN.2015.2487602

[35] Lowe MJSJS, Alleyne DNN, Cawley 
P. Defect detection in pipes using guided 
waves. Ultrasonics. 1998;36:147-154. 
DOI: 10.1016/S0041-624X(97)00038-3

[36] Kuroishi T, Sakata F. New application 
of non-destructive inspection technology 
guided wave pipe inspection and 
monitoring system. Journal of the Japan 
Welding Society. 2006;75:220-224. DOI: 
10.2207/jjws.75.220

[37] Alleyne DN, Cawley P. The effect 
of discontinuities on the long-range 
propagation of Lamb waves in pipes. 
Proceedings of the Institution of 
Mechanical Engineers - Part E: Journal 
ofProcess Mechanical Engineering. 
1996;210:217-226. DOI: 10.1243/
PIME_PROC_1996_210_316_02

[38] Cawley P, Lowe MJS, Simonetti F,  
Chevalier C, Roosenbrand AG. The 
variation of the reflection coefficient 
of extensional guided waves in pipes 
from defects as a function of defect 
depth, axial extent, circumferential 
extent and frequency. Proceedings of 
the Institution of Mechanical Engineers, 
Part C: Journal of Mechanical 
Engineering Science. 2002:1131-1143. 
DOI: 10.1243/095440602761609498

[39] Rojas E, Baltazar A, Treesatayapun 
C. Investigation on damage identification 
in a pipe using torsional guided waves. 
In: AIP Conference Proceedings. 2017. 
DOI: 10.1063/1.4974586

[40] ISO 18211:2016. Non-destructive 
testing–Long-range inspection of above-
ground pipelines and plant piping 
using guided wave testing with axial 
propagation; 2016

[41] Heinlein S, Cawley P, Vogt TK.  
Reflection of torsional T(0,1) guided 
waves from defects in pipe bends. 
NDT&E international. 2018;93:57-63. 
DOI: 10.1016/j.ndteint.2017.09.007

[42] Rose JL. Ultrasonic guided waves 
in structural health monitoring. Key 
Engineering Materials. 2004; 
270-273:14-21. DOI: 10.4028/www.
scientific.net/KEM.270-273.14

[43] Liu Z, Kleiner Y. State-of-the-
art review of technologies for pipe 
structural health monitoring. IEEE 
Sensors Journal. 2012;12:1987-1992. 
DOI: 10.1109/JSEN.2011.2181161

[44] Tscheliesnig P, Lackner G, 
Jagenbrein A. Corrosion detection by 
means of acoustic emission monitoring. 
In: 19th WCNDT; 13-17 June 2016; 
Munich Germany

[45] Cole PT, Watson JR. Acoustic 
emission for corrosion detection. 
Advances in Materials Research. 
2006;13-14:231-236. DOI: 10.4028/
www.scientific.net/AMR.13-14.231

[46] Kwun H, Holt AE. Feasibility 
of under-lagging corrosion 
detection in steel pipe using the 
magnetostrictive sensor technique. 
NDT&E international. 1995;28:211-214. 
DOI: 10.1016/0963-8695(95)00019-T

[47] Vinogradov S, Leonard J.  
Development of Magnetostrictive 
sensor Technology for Guided Wave 
Examinations of piping. In: 10th 
ECNDT, 7-11 June 2010; Moscow, Russia

[48] Guided Ultrasonics Ltd. gPIMS 
[Internet]. Available from: https://
www.guided-ultrasonics.com/gpims/ 
[Accessed: October 05, 2018]

[49] Cawley P, Cegla F, Galvagni A.  
Guided waves for NDT and 
permanently-installed monitoring. 
Insight – Non-Destructive 
Testing and Condition Monitoring. 

73

Monitoring of Critical Metallic Assets in Oil and Gas Industry Using Ultrasonic Guided Waves
DOI: http://dx.doi.org/10.5772/intechopen.83366

2012;54:594-601. DOI: 10.1784/
insi.2012.54.11.594

[50] Dhutti A, Gan TH, Kanfoud J. iPerm 
– A structural health monitoring device 
for pipelines In: 9th EWSHM; 10-13 July 
2018; Manchester, UK

[51] Raišutis R, Kažys R, Mažeika L, 
Šliteris R. Application of the ultrasonic 
transmission tomography for inspection 
of the petroleum tank floor. Ultragarsas. 
2007;62:26-32

[52] Feng Z, Wang W, Tong W, Yuan K,  
Han Z, Chen Y. Storage tank floor and 
wall defect in-situ inspection with 
ultrasonic guided wave technique. In: 
8th International Pipeline Conference. 
1 Oct 2010. pp. 229-232. DOI: 10.1115/
IPC2010-31065

[53] Mažeika L, Kažys R, Raišutis R, 
Šliteris R. Guided wave tomography 
for inspection of the fuel tanks floor. 
International Journal of Materials and 
Product Technology. 2011;41:128-139. 
DOI: 10.1504/IJMPT.2011.040291

[54] Rose JL. Standing on the shoulders 
of giants: An example of guided wave 
inspection. Materials Evaluation. 
2002;60:53-59

[55] Lowe PS, Duan W, Kanfoud J, Gan 
T-H. Structural health monitoring of 
above-ground storage tank floors by 
ultrasonic guided wave excitation on the 
Tank Wall. Sensors 2017;17:2542. DOI: 
10.3390/s17112542

[56] Lu Y, Michaels JE. A methodology 
for structural health monitoring with 
diffuse ultrasonic waves in the presence 
of temperature variations. Ultrasonics. 
2005;43:717-731. DOI: 10.1016/j.
ultras.2005.05.001

[57] Mazzeranghi A, Vangi D.  
Methodology for minimizing effects 
of temperature in monitoring 
with the acousto-ultrasonic 
technique. Experimental Mechanics. 

1999;39:86-91. DOI: 10.1007/
BF02331110

[58] Konstantinidis G, Drinkwater BW, 
Wilcox PD. The temperature stability 
of guided wave structural health 
monitoring systems. Smart Materials 
and Structures. 2006;15:967-976. DOI: 
10.1088/0964-1726/15/4/010

[59] Konstantinidis G, Wilcox PD, 
Drinkwater BW. An investigation into 
the temperature stability of a guided 
wave structural health monitoring 
system using permanently attached 
sensors. IEEE Sensors Journal. 
2007;7:905-912. DOI: 10.1109/
JSEN.2007.894908

[60] Wilcox PD, Konstantinidis G, 
Croxford AJ, Drinkwater BW. Strategies 
for guided wave structural health 
monitoring. AIP Conference 
Proceedings. 2007;894:1469-1476.  
DOI: 10.1063/1.2718139

[61] Lee BC, Staszewski WJ. Modelling 
of Lamb waves for damage detection 
in metallic structures: Part II. Wave 
interactions with damage. Smart 
Materials and Structures. 2003;12:815-
824. DOI: 10.1088/0964-1726/12/5/019

[62] Clarke T, Simonetti F, Cawley P.  
Guided wave health monitoring of 
complex structures by sparse array 
systems: Influence of temperature 
changes on performance. Journal of 
Sound and Vibration. 2009;329:2306-
2322. DOI: 10.1016/j.jsv.2009.01.052

[63] Croxford AJ, Moll J, Wilcox PD, 
Michaels JE. Efficient temperature 
compensation strategies for guided 
wave structural health monitoring. 
Ultrasonics. 2010;50:517-528. DOI: 
10.1016/j.ultras.2009.11.002

[64] Croxford AJ, Wilcox PD, 
Drinkwater BW, Konstantinidis G.  
Strategies for guided-wave structural 
health monitoring. Proceedings of 
the Royal Society A: Mathematical, 



Advances in Structural Health Monitoring

72

[34] Lowe PS, Sanderson RM, Boulgouris 
NV, Haig AG, Balachandran W. 
Inspection of cylindrical structures using 
the first longitudinal guided wave mode 
in isolation for higher flaw sensitivity. 
IEEE Sensors Journal. 2016;16:706-714. 
DOI: 10.1109/JSEN.2015.2487602

[35] Lowe MJSJS, Alleyne DNN, Cawley 
P. Defect detection in pipes using guided 
waves. Ultrasonics. 1998;36:147-154. 
DOI: 10.1016/S0041-624X(97)00038-3

[36] Kuroishi T, Sakata F. New application 
of non-destructive inspection technology 
guided wave pipe inspection and 
monitoring system. Journal of the Japan 
Welding Society. 2006;75:220-224. DOI: 
10.2207/jjws.75.220

[37] Alleyne DN, Cawley P. The effect 
of discontinuities on the long-range 
propagation of Lamb waves in pipes. 
Proceedings of the Institution of 
Mechanical Engineers - Part E: Journal 
ofProcess Mechanical Engineering. 
1996;210:217-226. DOI: 10.1243/
PIME_PROC_1996_210_316_02

[38] Cawley P, Lowe MJS, Simonetti F,  
Chevalier C, Roosenbrand AG. The 
variation of the reflection coefficient 
of extensional guided waves in pipes 
from defects as a function of defect 
depth, axial extent, circumferential 
extent and frequency. Proceedings of 
the Institution of Mechanical Engineers, 
Part C: Journal of Mechanical 
Engineering Science. 2002:1131-1143. 
DOI: 10.1243/095440602761609498

[39] Rojas E, Baltazar A, Treesatayapun 
C. Investigation on damage identification 
in a pipe using torsional guided waves. 
In: AIP Conference Proceedings. 2017. 
DOI: 10.1063/1.4974586

[40] ISO 18211:2016. Non-destructive 
testing–Long-range inspection of above-
ground pipelines and plant piping 
using guided wave testing with axial 
propagation; 2016

[41] Heinlein S, Cawley P, Vogt TK.  
Reflection of torsional T(0,1) guided 
waves from defects in pipe bends. 
NDT&E international. 2018;93:57-63. 
DOI: 10.1016/j.ndteint.2017.09.007

[42] Rose JL. Ultrasonic guided waves 
in structural health monitoring. Key 
Engineering Materials. 2004; 
270-273:14-21. DOI: 10.4028/www.
scientific.net/KEM.270-273.14

[43] Liu Z, Kleiner Y. State-of-the-
art review of technologies for pipe 
structural health monitoring. IEEE 
Sensors Journal. 2012;12:1987-1992. 
DOI: 10.1109/JSEN.2011.2181161

[44] Tscheliesnig P, Lackner G, 
Jagenbrein A. Corrosion detection by 
means of acoustic emission monitoring. 
In: 19th WCNDT; 13-17 June 2016; 
Munich Germany

[45] Cole PT, Watson JR. Acoustic 
emission for corrosion detection. 
Advances in Materials Research. 
2006;13-14:231-236. DOI: 10.4028/
www.scientific.net/AMR.13-14.231

[46] Kwun H, Holt AE. Feasibility 
of under-lagging corrosion 
detection in steel pipe using the 
magnetostrictive sensor technique. 
NDT&E international. 1995;28:211-214. 
DOI: 10.1016/0963-8695(95)00019-T

[47] Vinogradov S, Leonard J.  
Development of Magnetostrictive 
sensor Technology for Guided Wave 
Examinations of piping. In: 10th 
ECNDT, 7-11 June 2010; Moscow, Russia

[48] Guided Ultrasonics Ltd. gPIMS 
[Internet]. Available from: https://
www.guided-ultrasonics.com/gpims/ 
[Accessed: October 05, 2018]

[49] Cawley P, Cegla F, Galvagni A.  
Guided waves for NDT and 
permanently-installed monitoring. 
Insight – Non-Destructive 
Testing and Condition Monitoring. 

73

Monitoring of Critical Metallic Assets in Oil and Gas Industry Using Ultrasonic Guided Waves
DOI: http://dx.doi.org/10.5772/intechopen.83366

2012;54:594-601. DOI: 10.1784/
insi.2012.54.11.594

[50] Dhutti A, Gan TH, Kanfoud J. iPerm 
– A structural health monitoring device 
for pipelines In: 9th EWSHM; 10-13 July 
2018; Manchester, UK

[51] Raišutis R, Kažys R, Mažeika L, 
Šliteris R. Application of the ultrasonic 
transmission tomography for inspection 
of the petroleum tank floor. Ultragarsas. 
2007;62:26-32

[52] Feng Z, Wang W, Tong W, Yuan K,  
Han Z, Chen Y. Storage tank floor and 
wall defect in-situ inspection with 
ultrasonic guided wave technique. In: 
8th International Pipeline Conference. 
1 Oct 2010. pp. 229-232. DOI: 10.1115/
IPC2010-31065

[53] Mažeika L, Kažys R, Raišutis R, 
Šliteris R. Guided wave tomography 
for inspection of the fuel tanks floor. 
International Journal of Materials and 
Product Technology. 2011;41:128-139. 
DOI: 10.1504/IJMPT.2011.040291

[54] Rose JL. Standing on the shoulders 
of giants: An example of guided wave 
inspection. Materials Evaluation. 
2002;60:53-59

[55] Lowe PS, Duan W, Kanfoud J, Gan 
T-H. Structural health monitoring of 
above-ground storage tank floors by 
ultrasonic guided wave excitation on the 
Tank Wall. Sensors 2017;17:2542. DOI: 
10.3390/s17112542

[56] Lu Y, Michaels JE. A methodology 
for structural health monitoring with 
diffuse ultrasonic waves in the presence 
of temperature variations. Ultrasonics. 
2005;43:717-731. DOI: 10.1016/j.
ultras.2005.05.001

[57] Mazzeranghi A, Vangi D.  
Methodology for minimizing effects 
of temperature in monitoring 
with the acousto-ultrasonic 
technique. Experimental Mechanics. 

1999;39:86-91. DOI: 10.1007/
BF02331110

[58] Konstantinidis G, Drinkwater BW, 
Wilcox PD. The temperature stability 
of guided wave structural health 
monitoring systems. Smart Materials 
and Structures. 2006;15:967-976. DOI: 
10.1088/0964-1726/15/4/010

[59] Konstantinidis G, Wilcox PD, 
Drinkwater BW. An investigation into 
the temperature stability of a guided 
wave structural health monitoring 
system using permanently attached 
sensors. IEEE Sensors Journal. 
2007;7:905-912. DOI: 10.1109/
JSEN.2007.894908

[60] Wilcox PD, Konstantinidis G, 
Croxford AJ, Drinkwater BW. Strategies 
for guided wave structural health 
monitoring. AIP Conference 
Proceedings. 2007;894:1469-1476.  
DOI: 10.1063/1.2718139

[61] Lee BC, Staszewski WJ. Modelling 
of Lamb waves for damage detection 
in metallic structures: Part II. Wave 
interactions with damage. Smart 
Materials and Structures. 2003;12:815-
824. DOI: 10.1088/0964-1726/12/5/019

[62] Clarke T, Simonetti F, Cawley P.  
Guided wave health monitoring of 
complex structures by sparse array 
systems: Influence of temperature 
changes on performance. Journal of 
Sound and Vibration. 2009;329:2306-
2322. DOI: 10.1016/j.jsv.2009.01.052

[63] Croxford AJ, Moll J, Wilcox PD, 
Michaels JE. Efficient temperature 
compensation strategies for guided 
wave structural health monitoring. 
Ultrasonics. 2010;50:517-528. DOI: 
10.1016/j.ultras.2009.11.002

[64] Croxford AJ, Wilcox PD, 
Drinkwater BW, Konstantinidis G.  
Strategies for guided-wave structural 
health monitoring. Proceedings of 
the Royal Society A: Mathematical, 



Advances in Structural Health Monitoring

74

Physical and Engineering Science. 
2007;463:2961-2981. DOI: 10.1098/
rspa.2007.0048

[65] Wilcox PD, Croxford AJ, Michaels 
JE, Lu Y, Drinkwater BW. A comparison 
of temperature compensation 
methods for guided wave structural 
health monitoring. AIP Conference 
Proceedings. 2008;975:1453-1460. DOI: 
10.1063/1.2902606

[66] Salmanpour M, Sharif Khodaei Z, 
Aliabadi M. Guided wave temperature 
correction methods in structural health 
monitoring. Journal of Intelligent 
Material Systems and Structures. 2016: 
1-15. DOI: 10.1177/1045389X16651155

[67] Harley JB, Moura JMF, Fry 
FEJ. Scale transform signal processing 
for optimal ultrasonic temperature 
compensation. IEEE Transactions 
on Ultrasonics, Ferroelectrics, and 
Frequency Control. 2012;59:2226-
2236. DOI: 10.1146/annurev.
ph.20.030158.001231

[68] Dan CA, Kudela P, Ostachowicz W,  
et al. Compensation of temperature 
effects on guided wave based structural 
health monitoring systems. In: 7th 
EWSHM; 8-11 July 2014; Nantes, France

[69] Roy S, Lonkar K, Janapati V, Chang 
F-K. A novel physics-based temperature 
compensation model for structural 
health monitoring using ultrasonic 
guided waves. Structural Health 
Monitoring. 2014;13:321-342. DOI: 
10.1177/1475921714522846

[70] Neerukatti RK, Hensberry K, 
Kovvali N, Chattopadhyay A. A novel 
probabilistic approach for damage 
localization and prognosis including 
temperature compensation. Journal 
of Intelligent Material Systems and 
Structures. 2016;27:592-607. DOI: 
10.1177/1045389X15575084

[71] Clarke T. Guided Wave Health 
Monitoring of Complex Structures. 

Department of Mechanical Engineering, 
Imperial College London; 2009

[72] Davies JO. Inspection of pipes using 
low frequency focused guided waves. 
[Thesis]. Imperial College London; 
2008

[73] Bagheri A, Pistone E, Rizzo P.  
Outlier analysis and artificial 
neural network for the noncontact 
nondestructive evaluation of immersed 
plates. Research in Nondestructive 
Evaluation. 2015;26:154-173. DOI: 
10.1080/09349847.2015.1022677

[74] Mountassir MEL, Yaacoubi S, 
Mourot G, Maquin D. Studies on 
data correction of structural health 
monitoring using ultrasonic guided 
waves: Case of study. In: Proceedings 
8th EWSHM Conference; 5-8 July 2016; 
Bilbao, Spain

[75] Raghavan A. Guided-wave 
structural health monitoring. [Thesis]. 
University of Michigan; 2007

75

Chapter 6

Application of a Frequency-Based 
Detection Method for Evaluating 
Damaged Concrete Sleepers
Kodai Matsuoka and Tsutomu Watanabe

Abstract

Frequency-based damage detection (FDD) has been studied for a long time. 
Generally, it is pointed out that FDD is less sensitive to detect the damage in civil struc-
tures, which are composed of many members precisely. However, for the structural 
members on the premise of replacement like concrete sleepers, the FDD approach that 
has been accumulated so far may be effective. In addition, its ease and simplicity of the 
system are an advantage of realizing regularly and inexpensive inspection on the sites. 
Here we introduce the damage influence on the concrete sleepers based on the labora-
tory tests and demonstration of the practical use of FDD through some filed tests.

Keywords: concrete sleeper, frequency, damage detection, field test

1. Introduction

A railway prestressed concrete sleeper is one of the important components 
supporting rails and distributing train axle loads into ballast [1]. Mono-block type 
concrete sleepers, one of the most common sleeper types, are conventionally used in 
countries such as Australia, Canada, China, Italy, the UK, the USA, and Japan [2]. In 
Japan, a large number of these sleepers have been continuously introduced into rail-
way lines since the 1950s [3], with some exceeding 50 years of operational lifetime. 
Thus, sound methodologies and tools for achieving effective maintenance of such a 
vast number of concrete sleepers are ultimately required [4].

An impact axle load is a typical scenario that can promote cracks and influence the 
deterioration of concrete sleepers [5–9]. In particular, some impact loads due to wheel 
irregularities (e.g., flat wheels), rail irregularities, and rail joints would likely over 
time produce concrete cracks at the bottom of rail seats and at the top of midspans 
where the maximum or minimum bending moment arises as shown in Figure 1 [3, 7]. 
A low-occurrence probability of such significant loads acting upon concrete sleepers 
actually exists; however, when they do occur, yielding of steel members, residual 
displacement, and/or open cracking of surrounding concrete will often result. Open 
cracking allows water to penetrate into the sleeper ultimately causing corrosion of 
reinforced steel, which then leads to a loss in bending strength [8].

Currently in Japan, the inspection of concrete sleeper deterioration/damage is typi-
cally carried out by visual inspection via foot patrol. However, concrete sleeper bodies, 
with the exclusion of their top surfaces, are usually covered by ballast (as shown in 
Figure 1). It is therefore difficult, in general, to detect damage by visual inspection. 
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Generally, it is pointed out that FDD is less sensitive to detect the damage in civil struc-
tures, which are composed of many members precisely. However, for the structural 
members on the premise of replacement like concrete sleepers, the FDD approach that 
has been accumulated so far may be effective. In addition, its ease and simplicity of the 
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1. Introduction

A railway prestressed concrete sleeper is one of the important components 
supporting rails and distributing train axle loads into ballast [1]. Mono-block type 
concrete sleepers, one of the most common sleeper types, are conventionally used in 
countries such as Australia, Canada, China, Italy, the UK, the USA, and Japan [2]. In 
Japan, a large number of these sleepers have been continuously introduced into rail-
way lines since the 1950s [3], with some exceeding 50 years of operational lifetime. 
Thus, sound methodologies and tools for achieving effective maintenance of such a 
vast number of concrete sleepers are ultimately required [4].

An impact axle load is a typical scenario that can promote cracks and influence the 
deterioration of concrete sleepers [5–9]. In particular, some impact loads due to wheel 
irregularities (e.g., flat wheels), rail irregularities, and rail joints would likely over 
time produce concrete cracks at the bottom of rail seats and at the top of midspans 
where the maximum or minimum bending moment arises as shown in Figure 1 [3, 7]. 
A low-occurrence probability of such significant loads acting upon concrete sleepers 
actually exists; however, when they do occur, yielding of steel members, residual 
displacement, and/or open cracking of surrounding concrete will often result. Open 
cracking allows water to penetrate into the sleeper ultimately causing corrosion of 
reinforced steel, which then leads to a loss in bending strength [8].

Currently in Japan, the inspection of concrete sleeper deterioration/damage is typi-
cally carried out by visual inspection via foot patrol. However, concrete sleeper bodies, 
with the exclusion of their top surfaces, are usually covered by ballast (as shown in 
Figure 1). It is therefore difficult, in general, to detect damage by visual inspection. 
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Even if the ballast around sleepers is scraped out, damage such as cracks cannot always 
be detected due to the clogging of cracks with soil dust. Moreover, scraping out ballast 
to inspect sleeper states is not realistic due to the enormous number of concrete sleep-
ers that require inspection. Vibration-based structural damage detection, however, is a 
potential method that may be employed for effectively remedying this challenge.

Vibration-based structural damage detection is a well-known concept and 
widely invoked within the domain of structural health monitoring [10, 11]. For civil 
engineered structures, many researchers and engineers have performed such related 
assessments [12, 13]. Thus far, varying degrees of success for state evaluations of 
actual structures focusing on local and higher vibration modes and vibration charac-
teristic changes before and after earthquakes have been reported [14–16]. In contrast, 
however, substantial numbers of structural damage occurrences have been detected 
impractically, thereby resulting in general detection methodologies that do not 
specifically focus on actual structural systems or accrued associated damage thereof. 
Assuming a damage detection method for practical applications, however, charac-
teristics of target structure types and their typically incurred damage modes should 
be investigated. From this point of view, an advanced methodology is not always 
required but rather typically depends on characteristics of the target structure.

Concrete sleepers typically display a characteristic in which a singularly dam-
aged sleeper does not usually prompt a major impact on train-running safety or 
riding-comfort provided they can transmit trainloads and retain a gage [3]. Only in 
instances of multiple and consecutive concrete sleepers maintaining serious damage 
levels are the potential impacts on safety or comfort. This means that a state evalu-
ation method based on continuous monitoring or advanced detection techniques is 
not necessary for concrete sleepers. If one can ascertain whether or not a measured 
concrete sleeper needs replacement, it could sufficiently contribute to the achieve-
ment of an effective maintenance protocol for them even if the utilized detection 
methodology is widely regarded as antiquated.

Several related references have previously pointed out the possibility of detecting 
concrete sleeper damage based on measured modal characteristics. Lam et al. [17, 18] 
and Kaewunruen and Remennikov [19, 20] developed ballast damage detection meth-
ods using the natural frequency and mode shape of in-situ concrete sleepers. In those 
studies, frequency-based damage detection for concrete sleepers was described as “an 
important future task”. In addition, Kaewunruen and Remennikov [21] investigated 
the effects of rail pad stiffness on the modal parameters of sleepers, and Matsuoka 
et al. also investigated the modal properties of damaged sleepers [22]. Despite these 
contributions, the overall feasibility of the damaged-sleeper detection process remains 
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concrete sleeper damage on modal characteristics, influences of specification variations 
of other track members, and a simple and efficient measurement process for practical 
use. An important contribution of this study is the provision of valuable data relating to 
impacts of typical damage modes, such as cracks and steel rod fractures, on the modal 
characteristics of general concrete sleepers in Japanese railway. Another contribution 
of this study is to propose a simple and efficient detection method assuming a practical 
application. As for vibration measurement methods of concrete sleepers, they have not 
been investigated other than via the use of accelerometers [19]. It is, however, difficult 
to apply such practical uses in which more than several tens of thousands of sleepers 
would require inspection per a rail line. This study therefore focuses on a detection 
method based on a hammering sound with a well-known impulse hammer technique 
to improve detection efficiency by omitting the installation of accelerometers.

2. Experimental methods

In this research, in order to verify the proposed damage detection system, several 
experiment series were set up, and necessary concrete sleepers were collected for 
each experiment. First series are new concrete sleepers. These are used to investigate 
the relationship between damage and mode characteristics through the stepwise 
bending test. These are also used to evaluate the influence of other track members 
(i.e., pad stiffness and ballast-supporting stiffness) on modal characteristics of 
sleepers on the actual environmental tests. Second series are concrete sleepers with 
actual damaged. Comparative studies of these concrete sleepers can provide an 
empirical validation of the feasibility of vibration-based damaged-sleeper detection. 
In addition, measurements using both accelerometers and sound-level meters were 
ultimately performed; comparison of such results can provide substantive evidence 
of applicability for the effectiveness of the sound-based detection method.

2.1 Test concrete sleepers

Figure 2 and Table 1 provide design drawings and nominal specifications of test 
sleepers in this research endeavor. Specifically, this study focuses on 3PR and 3PO 
sleepers which are the most widely used types of sleepers on meter-gauged railway 
lines in Japan. 3PR/3PO are pre/posttension and mass/individual-production types, 
respectively. Posttensioning types utilize an unbonded system in which the steel-
concrete bond is removed by an asphalt-based resin material.

Table 2 provides a list of test concrete sleepers. Six pretension and seven postten-
sion type sleepers, which had been previously used in actual railway lines in Japan, 
were collected. Sleeper Nos. 1 and 9 shown as intact in Table 2 were given artificial 
damage by stepwise bending tests, with vibration measurements. Sleeper Nos. 2–5 
and 11–14 had different degrees of cracking or steel rod fractures generated through 
actual operational history. Table 2 also presents these damage levels as “cracked 
sketches.” Sleeper Nos. 6 and 13 are destroyed sleepers resulting from bending tests, 
in order to evaluate excessively damaged sleeper states. Other vibration measure-
ments in a full-scale test line (described later) were performed on six intact sleepers 
(Nos. 17–22). In contrast, sleeper Nos. 7, 8, and 16 were used for verification of a 
simple and efficient detection method per the use of a sound-level meter.

2.2 Bending test method

Figure 3 presents the scheme of a bending test focusing on the cross-sections at 
the rail seats of Sleeper Nos. 1 and 9. This scheme complies with Japanese Industrial 
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Standards E 1201 and 1202. In order to validate the impact of damage levels on modal 
characteristics, loading/unloading and vibration measurements were performed 
stepwise. Procedures for the bending test and the vibration measurement test are 
described as follows. First, a vibration measurement was performed in the intact 
state; second, vibration levels were measured after loading and unloading of the 

Figure 2. 
Specifications of prestressed concrete sleeper on meter-gauged line prescribed in Japanese Industrial Standard: 
(a) the pretension type named 3PR and (b) the posttension type named 3PO.

Table 1. 
Nominal specifications of test concrete sleeper.
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design-proof load; and third, after loading and unloading of the “cracking load,” 
vibrational levels were again measured. The cracking load was determined by visual 
inspection which was conducted during the loading of this latter step. Subsequently, 

Table 2. 
List of collected concrete sleepers and associated damage levels.

Figure 3. 
Bending test scheme following the Japan Industrial Standards for concrete sleepers: (a) loading and supporting 
condition and (b) picture of installed concrete sleeper.
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after loading and unloading 1.2 times the cracking load observed in the last step, 
the vibration level was again measured. Finally, after loading and unloading of the 
“ultimate load,” the resulting vibration levels were once again determined. The 
“ultimate load” is defined as the maximum load. Bending tests with these procedures 
were conducted for both cross sections of rail seats for concrete Sleeper Nos. 1 and 9.

2.3 Vibration and sound pressure test method

Table 3 provides the specifications of measurement equipment associated with 
this study. In order to identify vibration characteristics up to 1 kHz, all acceleration 
and sound pressure responses were recorded on a Laptop PC with a 5 kHz sampling 
rate via a preamplifier and an A/D converter. Accelerometers and sound-level 
meters were employed (models PV85 and NL62, Rion Co. LTD.) that have frequency 
ranges up to 7 and 20 kHz, respectively. Sound pressures were measured by a 
sound-level meter with a flat input window. An impulse hammer was adopted per 
PCB PREZORTONICS INC. model 086C03 with a 2.25 mV/N sensitivity load cell 
to excite up to a level of 1 kHz. The weight of the unit was 136 g. Figure 4(a) shows 
the observed input forces of the impulse hammer and indicates an overall relative 
flat-frequency response. Figure 4(b) represents the distribution of all input forces, 
with the average of the forces being 0.079 N.

Figure 5 describes the four vibration test methods and shows TEST I using 11 
accelerometers in order to validate the impact of artificial or actual damage on mode 
characteristics of sleepers. Each concrete sleeper was supported by a soft urethane 
mattress of 600 mm thickness to simulate a free-free boundary condition [23]. 
TEST I was conducted on Sleeper Nos. 1–7 and 9–13. Figure 5(b) presents TEST 
II using nine accelerometers for the purpose of estimating the influences of other 
track members. TEST II was performed in a test line on the premises of the Railway 
Technical Research Institute, in which sleepers with two rails and rail pads were laid 
on ballast similar to an actual railway environment. Concrete Sleeper Nos. 17–22, all 
which were intact, were evaluated in TEST II.

Figure 5(c) and (d) presents TEST III and IV using two and one accelerometers 
and a single sound-level meter to validate the feasibility of an effective detection 
method. These tests were conducted on Sleeper Nos. 7, 8 and 16. TEST III and TEST 
IV adopted the supporting method via the use of a soft urethane mattress and ballast, 
respectively. TEST III also investigated the impact of other vibration modes, excita-
tion points, and sound-level meter distances to investigate the optimal measurement 
method and to clarify the potential limitations of usage in practical applications. In 
all tests, free-vibration responses excited by an impulse hammer were measured. 
Impact forces were applied at the midspan (and at the rail seat for TEST III) of sleep-
ers, with responses being recorded three separate times for the respective sleepers.

Table 3. 
Specifications of measurement equipment.
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2.4 Identification methods

Two well-known methods, ERA (Eigensystem Realization Algorithm) [23] and 
peak-picking were employed to identify the modal characteristics, natural frequency, 
modal damping ratio (ERA only), and modal shape (ERA only). Peak-picking was 
embedded into portable equipment for practical applications. Both identification 
methods, however, were neither capable of considering nonlinearity nor nonstationar-
ity that may be caused by damage, such as breathing cracks. Several publications [24] 
have previously indicated that unsteady modal characteristics can express smaller 
structural damage scenarios. Concrete sleeper management, however, does not require 
the detection of such smaller-type damage events; being able to exclusively detect 
damaged sleepers that are in need of exchange is sufficient. Thus, this study adopted 
well-known time-invariant identification methods. As for ERA, more information 
about identification via the ERA method can be found in Refs. [25, 26]. Peak pick-
ing, which is the most simple and straightforward identification method for natural 
frequencies, was employed to develop an efficient detection system in the practical 
field. A 0.5-s acceleration just after impact excitation at the sleeper midspans was used 
for identification; thus, the resulting frequency increments were 2 Hz.

Figure 4. 
Input force by impulse hammer: (a) time and frequency series and (b) distribution of input force.

Figure 5. 
Sensor arrangement and impact position of vibration and sound pressure test methods: (a) TEST I assuming 
free-free boundary condition; (b) TEST II assuming actual boundary condition; (c) TEST III assuming free-
free boundary condition; and (d) TEST IV with ballast support.
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2.5 Numerical calculation method

In order to characterize the dynamics of concrete sleepers, many types of 
numerical models for concrete sleepers have been proposed. Grassie [5] proposed 
a simplified two-dimensional dynamic model in the free-free condition, with their 
analytical results having been verified by comparisons with 12 different types of 
sleepers. Dahlberg and Nielsen [27] developed a concrete sleeper model popularly 
denoted as the “Timoshenko Beam on an Elastic Foundation,” for both free-free 
and in-situ conditions. Lam et al. [17, 18] also modeled the sleeper as a Timoshenko 
beam, the supporting ballast as discretized springs, and the rails as masses (with 
reference to previous studies [28, 29]). Furthermore, Kaewunruen and Remennikov 
[20] modeled the in-situ concrete sleeper as the sleeper, and the ballast and pads 
using the effective stiffness of the rails and pads.

In order to characterize affecting mechanisms of sleeper damage on modal char-
acteristics, numerical calculations based on a finite-element model were performed 
in this study. Figure 6 shows the subject numerical model for the concrete sleepers. 
Numerical analysis for the concrete sleepers was performed by LS-DYNA, version 
R8.0.0 [30]. A sleeper’s concrete was modeled as hexahedral solid elements, and its 
steel wires and stirrups were modeled as beam elements. Supports and loading points 
for loading test analyses were modeled as rigid elements. A sleeper itself was modeled 
as a symmetrical model. Solid elements (concrete) and beam elements (steel wire and 
stirrups) share actual nodes to prevent slippage from occurring. Table 4 shows the 
material properties of each element in the sleeper model. Young’s modulus of concrete 
was set from the stress-strain curve. Uniaxial compression strength and uniaxial tensile 
strength of concrete was set from Young’s modulus and Design Standards for Railway 
Structures and Commentary (Concrete Structures) [31]. For concrete, a material that 
can address cracking with tension softening and crushing was ultimately used [32]. 
Prestressing was reproduced by initial stress to the steel wires in the axial direction.

In order to reproduce the influence of bending damage upon modal characteristics, 
numerical simulations of loading and unloading under the same experimental bend-
ing conditions were first calculated, and then, the modal characteristics of damaged 
sleepers were investigated by eigenvalue analysis in each loading-unloading step.

Table 4. 
Element types and specifications of the numerical model.

Figure 6. 
Numerical model of a concrete sleeper: (a) finite-element of concrete and (b) reinforced steel.
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3. Results

3.1 Bending test results

Figure 7 shows the load-displacement relationship at the rail seat, and Table 5 
shows applied loads of each state. In all cases, the cracking loads and ultimate loads 
were overdesign-proof and design-ultimate oriented. It can be confirmed that the 
bending of sleepers tends to soften gradually after the load exceeds cracking levels 
(i.e., around 110 kN). Both the cracking and ultimate loadings of Sleeper No. 9 in 
the posttension system are larger than those of Sleeper No. 1 in the pretension sys-
tem. Although bending tests were performed at the right and left rail seats, explicit 
differences between the respective cases were not observed.

Figure 7, moreover, presents numerical calculation results. The results agree 
well with the experimental findings for pretension type Sleeper No. 1. A first crack 
occurred at the bottom of the rail seat as shown in Figure 8. The crack load is 
altogether depicted in Table 5, and the 112 kN cracking load agrees with the 111 kN 

Figure 7. 
Load-displacement envelope curve on bending test.

Table 5. 
Bending test results.

Figure 8. 
Contours of cracks at (a) 112 kN and (b) 184 kN applied loads.



Advances in Structural Health Monitoring

82

2.5 Numerical calculation method

In order to characterize the dynamics of concrete sleepers, many types of 
numerical models for concrete sleepers have been proposed. Grassie [5] proposed 
a simplified two-dimensional dynamic model in the free-free condition, with their 
analytical results having been verified by comparisons with 12 different types of 
sleepers. Dahlberg and Nielsen [27] developed a concrete sleeper model popularly 
denoted as the “Timoshenko Beam on an Elastic Foundation,” for both free-free 
and in-situ conditions. Lam et al. [17, 18] also modeled the sleeper as a Timoshenko 
beam, the supporting ballast as discretized springs, and the rails as masses (with 
reference to previous studies [28, 29]). Furthermore, Kaewunruen and Remennikov 
[20] modeled the in-situ concrete sleeper as the sleeper, and the ballast and pads 
using the effective stiffness of the rails and pads.

In order to characterize affecting mechanisms of sleeper damage on modal char-
acteristics, numerical calculations based on a finite-element model were performed 
in this study. Figure 6 shows the subject numerical model for the concrete sleepers. 
Numerical analysis for the concrete sleepers was performed by LS-DYNA, version 
R8.0.0 [30]. A sleeper’s concrete was modeled as hexahedral solid elements, and its 
steel wires and stirrups were modeled as beam elements. Supports and loading points 
for loading test analyses were modeled as rigid elements. A sleeper itself was modeled 
as a symmetrical model. Solid elements (concrete) and beam elements (steel wire and 
stirrups) share actual nodes to prevent slippage from occurring. Table 4 shows the 
material properties of each element in the sleeper model. Young’s modulus of concrete 
was set from the stress-strain curve. Uniaxial compression strength and uniaxial tensile 
strength of concrete was set from Young’s modulus and Design Standards for Railway 
Structures and Commentary (Concrete Structures) [31]. For concrete, a material that 
can address cracking with tension softening and crushing was ultimately used [32]. 
Prestressing was reproduced by initial stress to the steel wires in the axial direction.

In order to reproduce the influence of bending damage upon modal characteristics, 
numerical simulations of loading and unloading under the same experimental bend-
ing conditions were first calculated, and then, the modal characteristics of damaged 
sleepers were investigated by eigenvalue analysis in each loading-unloading step.

Table 4. 
Element types and specifications of the numerical model.

Figure 6. 
Numerical model of a concrete sleeper: (a) finite-element of concrete and (b) reinforced steel.

83

Application of a Frequency-Based Detection Method for Evaluating Damaged Concrete Sleepers
DOI: http://dx.doi.org/10.5772/intechopen.82711

3. Results

3.1 Bending test results

Figure 7 shows the load-displacement relationship at the rail seat, and Table 5 
shows applied loads of each state. In all cases, the cracking loads and ultimate loads 
were overdesign-proof and design-ultimate oriented. It can be confirmed that the 
bending of sleepers tends to soften gradually after the load exceeds cracking levels 
(i.e., around 110 kN). Both the cracking and ultimate loadings of Sleeper No. 9 in 
the posttension system are larger than those of Sleeper No. 1 in the pretension sys-
tem. Although bending tests were performed at the right and left rail seats, explicit 
differences between the respective cases were not observed.

Figure 7, moreover, presents numerical calculation results. The results agree 
well with the experimental findings for pretension type Sleeper No. 1. A first crack 
occurred at the bottom of the rail seat as shown in Figure 8. The crack load is 
altogether depicted in Table 5, and the 112 kN cracking load agrees with the 111 kN 

Figure 7. 
Load-displacement envelope curve on bending test.

Table 5. 
Bending test results.

Figure 8. 
Contours of cracks at (a) 112 kN and (b) 184 kN applied loads.



Advances in Structural Health Monitoring

84

experimental result. For the ultimate state, three total cracks were found at the rail 
seat. This fracture mode is likewise consistent with the experimental one, as shown 
in Figure 9. Thus, it can be confirmed that the numerical model can accurately 
reproduce those realistically propagated in the damaged state.

Figure 10 shows the crack-width at the bottom of the rail seat calculated by the 
numerical model. Figure 10(a) indicates the general trend of prestressed concrete 
and that the maximum width of the first crack, crack 2, becomes wider with increas-
ing load. In contrast, Figure 10(b) shows the residual crack-width after unloading. 
Residual cracks first appeared after an approximate 170 kN loading, which is close 
to the ultimate load. This means that most opened cracks due to such a loading can 
ultimately close back together after unloading, due to residual prestresses.

3.2 Modal identification results with bending tests

Figure 11 presents the time history and Fourier spectrum of measured accel-
erations at Sleeper No. 1 prior to the bending test. The vibrational measurements 
of Sleeper Nos. 1 and 9 (intact) were conducted based on TEST I, and the modal 
characteristics were identified by the ERA method.

Figure 12 shows the identified and numerically calculated natural frequencies 
and modal shapes from the first to third modes of Sleeper No. 1. These numerical 
results were calculated using the calibrated numerical model. The model displayed a 
value of 1.3 times that of the nominal elastic modulus for concrete based on the core 

Figure 9. 
Photograph of cracking at ultimate condition.

Figure 10. 
Relationship between maximum applied load and crack width: (a) maximum crack width under load and 
(b) residual crack width after unloading.
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test result of Sleeper No. 1. The numerical and identified natural frequencies and 
modal shapes showed good agreement within each mode.

3.3 Impact of applied loads on modal characteristics

Figures 13–15 show natural frequencies, modal damping ratios, and mode 
shapes of the first to third modes. These were identified by the ERA method using 
TEST I, which were conducted for each loading-unloading step. Numerical results, 
natural frequencies, and modal shapes, obtained by eigenvalue analysis, are shown 
in Figures 13 and 15.

Figure 11. 
Measured acceleration time history and spectrum on the midspan of Sleeper No. 1.

Figure 12. 
Comparison of identified and calculated natural frequencies and mode shapes: (a)–(c) identified first-third 
bending mode; (d)–(f) calculated first-third bending mode of Sleeper No. 1.

Figure 13. 
Impact of applied load on natural frequency: (a) first bending mode; (b) second bending mode; and (c) third 
bending mode.
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experimental result. For the ultimate state, three total cracks were found at the rail 
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in Figure 9. Thus, it can be confirmed that the numerical model can accurately 
reproduce those realistically propagated in the damaged state.

Figure 10 shows the crack-width at the bottom of the rail seat calculated by the 
numerical model. Figure 10(a) indicates the general trend of prestressed concrete 
and that the maximum width of the first crack, crack 2, becomes wider with increas-
ing load. In contrast, Figure 10(b) shows the residual crack-width after unloading. 
Residual cracks first appeared after an approximate 170 kN loading, which is close 
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erations at Sleeper No. 1 prior to the bending test. The vibrational measurements 
of Sleeper Nos. 1 and 9 (intact) were conducted based on TEST I, and the modal 
characteristics were identified by the ERA method.

Figure 12 shows the identified and numerically calculated natural frequencies 
and modal shapes from the first to third modes of Sleeper No. 1. These numerical 
results were calculated using the calibrated numerical model. The model displayed a 
value of 1.3 times that of the nominal elastic modulus for concrete based on the core 
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test result of Sleeper No. 1. The numerical and identified natural frequencies and 
modal shapes showed good agreement within each mode.

3.3 Impact of applied loads on modal characteristics

Figures 13–15 show natural frequencies, modal damping ratios, and mode 
shapes of the first to third modes. These were identified by the ERA method using 
TEST I, which were conducted for each loading-unloading step. Numerical results, 
natural frequencies, and modal shapes, obtained by eigenvalue analysis, are shown 
in Figures 13 and 15.

Figure 11. 
Measured acceleration time history and spectrum on the midspan of Sleeper No. 1.

Figure 12. 
Comparison of identified and calculated natural frequencies and mode shapes: (a)–(c) identified first-third 
bending mode; (d)–(f) calculated first-third bending mode of Sleeper No. 1.

Figure 13. 
Impact of applied load on natural frequency: (a) first bending mode; (b) second bending mode; and (c) third 
bending mode.
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Figure 13 indicates that the natural frequency decreases rapidly when the 
applied load reaches a value of 1.2 times the cracking load (about 130 kN) or 
greater. This tendency is consistent with the numerical model when a concrete crack 
remains open even after unloading. Thus, it is perceived that a reduction in bending 
rigidity due to an open crack has a greater impact on a decrease in natural frequency 
than other bending-damage modes such as the plasticizing of steel rods or stranded 
wires, or reduction of introduced pretension. As shown in Figure 13, the natural 
frequency of the third mode in the ultimate state drops by approximately 150 Hz 
(17%) in all samples. It can therefore be asserted that the agreement of location 
between a crack generation and a higher modal amplitude might cause these large 
decreases in natural frequency within the third mode.

Figure 14 represents well-known large variations in mode-damping ratios. Some 
increasing tendencies of damping ratios due to increased applied loads can be seen 
in the first and second modes of Sleeper No. 9. Modal damping ratios are, however, 
difficult to apply as damage detection indicators due to a lack of certainty.

Figure 15 shows the modal shapes of Sleeper No. 1 from bending tests conducted 
at the left rail seat. It is typically difficult to find the impact of loading influences 
on modal shapes. If a modal shape is ultimately adapted as a detection indicator, 
another challenge would be at hand in which the use of numerous sensors would be 
required for carrying out multipoint measurements.

Figure 16 shows identified natural frequencies of concrete sleepers, in which 
damage has been generated during actual service. Vibration measurements were 
performed via TEST I on Sleeper Nos. 1–6 and 9–15 as shown in Table 1. Results of 
Sleeper Nos. 1 and 9 are representative of intact states prior to bending tests.

For the first mode frequency, some of the sleepers (e.g., Nos. 6 and 9) differ 
with the overall trend of decreasing frequency due to damage. The bending-tested 
Sleeper No. 6 and the intact Sleeper No. 9 have relatively high and low frequencies, 
respectively. Accordingly, it is not easy to detect damaged sleepers using first mode 
frequencies. With respect to the second mode, the frequencies of damaged sleepers 

Figure 14. 
Impact of applied load on modal damping ratio: (a) first bending mode; (b) second bending mode; and (c) third 
bending mode.

Figure 15. 
The impact of applied load on right rail seat (−0.45 m position in each figure) and modal shape: (a) first 
bending mode; (b) second bending mode; and (c) third bending mode.
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are low in comparison to those of intact ones. The natural frequencies of Sleeper No. 
14 with a steel rod fracture and Sleeper Nos. 6 and 15 after postloading are signifi-
cantly reduced. For the third mode, frequencies of damaged sleepers are clearly 
less compared with those of intact ones. In essence, the overall tendency seems to 
point to the notion that severity of damage typically corresponds to a proportional 
decrease in frequency. An inconsistency in this trend can be seen only in Sleeper No. 
5 which has cracks in nearly all areas and yet exhibits a slightly higher frequency than 
that of less-damaged Sleeper No. 2. Sleeper Nos. 2 and 5, however, show sufficient 
declines in frequency to be able to clearly identify their relative levels of damage.

Thus, there were no hindrances to detect damaged sleepers when third bending 
frequencies were adopted as a detection index. Frequency-based damage detection is a 
well-known method based on simple concepts carried out through numerical analysis 
and laboratory tests; there are however, only limited examples of such application 
achievements within the civil structural domain. In response to this notion, this subject 
study strives to empirically validate the feasibility of a detection method using third 
bending mode frequency via experimental evaluation of actual damaged sleepers.

3.4 Impact of the actual environment on natural frequency

For operational railway tracks, concrete sleepers are laid on supporting ballast, 
along with two rails and pads. In particular, ballast-supporting stiffness has been 

Figure 16. 
Impact of actual damage and actual environment on natural frequency: (a) first bending mode; (b) second 
bending mode; and (c) third bending mode.
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Figure 13 indicates that the natural frequency decreases rapidly when the 
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remains open even after unloading. Thus, it is perceived that a reduction in bending 
rigidity due to an open crack has a greater impact on a decrease in natural frequency 
than other bending-damage modes such as the plasticizing of steel rods or stranded 
wires, or reduction of introduced pretension. As shown in Figure 13, the natural 
frequency of the third mode in the ultimate state drops by approximately 150 Hz 
(17%) in all samples. It can therefore be asserted that the agreement of location 
between a crack generation and a higher modal amplitude might cause these large 
decreases in natural frequency within the third mode.

Figure 14 represents well-known large variations in mode-damping ratios. Some 
increasing tendencies of damping ratios due to increased applied loads can be seen 
in the first and second modes of Sleeper No. 9. Modal damping ratios are, however, 
difficult to apply as damage detection indicators due to a lack of certainty.

Figure 15 shows the modal shapes of Sleeper No. 1 from bending tests conducted 
at the left rail seat. It is typically difficult to find the impact of loading influences 
on modal shapes. If a modal shape is ultimately adapted as a detection indicator, 
another challenge would be at hand in which the use of numerous sensors would be 
required for carrying out multipoint measurements.

Figure 16 shows identified natural frequencies of concrete sleepers, in which 
damage has been generated during actual service. Vibration measurements were 
performed via TEST I on Sleeper Nos. 1–6 and 9–15 as shown in Table 1. Results of 
Sleeper Nos. 1 and 9 are representative of intact states prior to bending tests.

For the first mode frequency, some of the sleepers (e.g., Nos. 6 and 9) differ 
with the overall trend of decreasing frequency due to damage. The bending-tested 
Sleeper No. 6 and the intact Sleeper No. 9 have relatively high and low frequencies, 
respectively. Accordingly, it is not easy to detect damaged sleepers using first mode 
frequencies. With respect to the second mode, the frequencies of damaged sleepers 
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bending mode.

Figure 15. 
The impact of applied load on right rail seat (−0.45 m position in each figure) and modal shape: (a) first 
bending mode; (b) second bending mode; and (c) third bending mode.
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are low in comparison to those of intact ones. The natural frequencies of Sleeper No. 
14 with a steel rod fracture and Sleeper Nos. 6 and 15 after postloading are signifi-
cantly reduced. For the third mode, frequencies of damaged sleepers are clearly 
less compared with those of intact ones. In essence, the overall tendency seems to 
point to the notion that severity of damage typically corresponds to a proportional 
decrease in frequency. An inconsistency in this trend can be seen only in Sleeper No. 
5 which has cracks in nearly all areas and yet exhibits a slightly higher frequency than 
that of less-damaged Sleeper No. 2. Sleeper Nos. 2 and 5, however, show sufficient 
declines in frequency to be able to clearly identify their relative levels of damage.

Thus, there were no hindrances to detect damaged sleepers when third bending 
frequencies were adopted as a detection index. Frequency-based damage detection is a 
well-known method based on simple concepts carried out through numerical analysis 
and laboratory tests; there are however, only limited examples of such application 
achievements within the civil structural domain. In response to this notion, this subject 
study strives to empirically validate the feasibility of a detection method using third 
bending mode frequency via experimental evaluation of actual damaged sleepers.

3.4 Impact of the actual environment on natural frequency

For operational railway tracks, concrete sleepers are laid on supporting ballast, 
along with two rails and pads. In particular, ballast-supporting stiffness has been 

Figure 16. 
Impact of actual damage and actual environment on natural frequency: (a) first bending mode; (b) second 
bending mode; and (c) third bending mode.
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historically measured in large variations [33]. Thus, a superior detection indicator 
should not only be sensitive to damage but also “insensitive” to the states of other 
track members such as ballast and pads. In order to validate the feasibility of fre-
quency-based damaged-sleeper detection in the actual field, potential impacts from 
the external environment were investigated. Vibration measurement TEST II and 
modal identification were hence conducted on intact concrete Sleeper Nos. 17–22, 
which were on a test line within Railway Technical Research Institute premises.

Figure 16 presents the identified natural frequencies of Sleeper Nos. 17–22. A large 
variation could be confirmed in the first and second bending modes. It can thus be 
asserted that the variation of specifications in other track members causes this large 
variation because completely intact concrete sleepers themselves all display the same 
properties. On the other hand, the variations in the third bending mode are small. These 
empirical results are consistent with the trends pointed out in the existing literature [22], 
in which the variation of ballast-supporting stiffness mainly affects low-order modes, 
such as first and second bending. These results therefore imply that the third bending 
mode frequency is a suitable detection indicator, which consistently exhibits desirable 
characteristics for efficient damaged-sleeper detection, as described above.

4. Discussion about the simplification

4.1 Applicability of peak picking

The applicability of peak picking, one of the simplest methods for identifying 
third bending mode frequencies, was investigated. A Fourier spectrum was created 
by a 0.5-s acceleration at the midspan of sleepers just after an impact excitation. 
Peak frequencies corresponding to the third bending mode were picked up from the 
range of 500–1000 Hz frequency according to the aforementioned results discussed 
in this study.

Figure 17 presents identified third bending mode frequencies by ERA and peak 
picking. Both sets of results show excellent agreement; thus, peak picking can effec-
tively identify the third bending mode frequency (i.e., suitable detection indicator) 
based on a simple measurement using only a single accelerometer.

Figure 18 presents measured FFT spectra of three tests, which translates to a cer-
tain reliability level within the peak picking method. Peaks of three measured spectra 
were in good agreement for each test sleeper. It should be noted that only damaged 
Sleeper Nos. 3, 4, 12, and 14 have some minor peaks and discrepancies at frequency 
ranges other than the peaks between test cases. This complex influence might be 
caused by nonlinearity or nonstationarity due to damage; thus, there is some degree 

Figure 17. 
Comparison of identification methods of third bending mode frequency based on TEST I and TEST II.
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of possibility that such damage can be detected by focusing on those influences. The 
peak frequency of concrete sleepers is, however, reduced because of damage and can 
be easily and reliably found by the peak picking method in the absence of information 
regarding nonlinearity or nonstationarity. Thus, it can be concluded that peak picking 
is sufficient for damaged concrete sleeper detection as maintained in this study.

4.2 Applicability of hammering sound

In the quest for additional simple measurement techniques, damage detection 
by sound-level meters that do not require the installation of accelerometers was 
experimentally investigated focusing on Sleeper Nos. 7, 8, and 16.

Structural vibrations can be propagated to peripheral regions as acoustic radia-
tion via the air. Thus, sound pressure caused by impulse hummer test has possibility 
to be used for indirectly identification of concrete sleepers. Considering the modal 
characteristics and convenience of practical use, this study sets the sound-level 
meter position to above the midspan of the sleepers, which can match the anti-
node positions of the third bending modal shape. In addition, this feasibility study 
experimentally investigated the effect of each mode on measured sound pressure 
and then provided an optimized measurement method to ultimately obtain the 
third bending mode frequency of test sleepers to apply it for practical uses.

Figure 19 shows Fourier spectra of acceleration responses and sound pressure. 
The acceleration spectra at the midspan and near the rail seats of a sleeper, in addition 
to sound pressure, are depicted in the Figure 19. Figure 19(a) presents the results 
when an impulse hammer excitement occurs at the midspan, and Figure 19(b) 
corresponds to when the hammer is excited at the rail seat. Figure 19 indicates good 
agreement between spectra of acceleration and sound pressure around the frequency 
peak corresponding to the third mode (750–800 Hz). This fact supports the applica-
bility of sound pressure measurement as a robust tool for damaged-sleeper detection. 
Another peak of sound pressure(s) in the realm of 350–400 Hz corresponds to the 
accelerations not at the midspan, but exclusively at the rail seat. Thus, these peaks 
are caused by second bending vibrations of sleepers. The sound pressure can thus 
surveil not only the third mode but also the second mode. However, when comparing 

Figure 18. 
Reliability of measured spectrum based on TEST I: (a) Sleeper No. 1; (b) Sleeper No. 3; (c) Sleeper No. 4; (d) 
Sleeper No. 9; (e) Sleeper No. 12; and (f) Sleeper No. 14.



Advances in Structural Health Monitoring

88

historically measured in large variations [33]. Thus, a superior detection indicator 
should not only be sensitive to damage but also “insensitive” to the states of other 
track members such as ballast and pads. In order to validate the feasibility of fre-
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of possibility that such damage can be detected by focusing on those influences. The 
peak frequency of concrete sleepers is, however, reduced because of damage and can 
be easily and reliably found by the peak picking method in the absence of information 
regarding nonlinearity or nonstationarity. Thus, it can be concluded that peak picking 
is sufficient for damaged concrete sleeper detection as maintained in this study.

4.2 Applicability of hammering sound

In the quest for additional simple measurement techniques, damage detection 
by sound-level meters that do not require the installation of accelerometers was 
experimentally investigated focusing on Sleeper Nos. 7, 8, and 16.

Structural vibrations can be propagated to peripheral regions as acoustic radia-
tion via the air. Thus, sound pressure caused by impulse hummer test has possibility 
to be used for indirectly identification of concrete sleepers. Considering the modal 
characteristics and convenience of practical use, this study sets the sound-level 
meter position to above the midspan of the sleepers, which can match the anti-
node positions of the third bending modal shape. In addition, this feasibility study 
experimentally investigated the effect of each mode on measured sound pressure 
and then provided an optimized measurement method to ultimately obtain the 
third bending mode frequency of test sleepers to apply it for practical uses.

Figure 19 shows Fourier spectra of acceleration responses and sound pressure. 
The acceleration spectra at the midspan and near the rail seats of a sleeper, in addition 
to sound pressure, are depicted in the Figure 19. Figure 19(a) presents the results 
when an impulse hammer excitement occurs at the midspan, and Figure 19(b) 
corresponds to when the hammer is excited at the rail seat. Figure 19 indicates good 
agreement between spectra of acceleration and sound pressure around the frequency 
peak corresponding to the third mode (750–800 Hz). This fact supports the applica-
bility of sound pressure measurement as a robust tool for damaged-sleeper detection. 
Another peak of sound pressure(s) in the realm of 350–400 Hz corresponds to the 
accelerations not at the midspan, but exclusively at the rail seat. Thus, these peaks 
are caused by second bending vibrations of sleepers. The sound pressure can thus 
surveil not only the third mode but also the second mode. However, when comparing 
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between midspan and rail seat excitation, the midspan excitation can ultimately 
reduce the second mode vibration level and hence make it easier to identify the third 
mode frequency by peak picking. It should be noted that the first mode (150–200 Hz) 
has little impact on the sound pressure because the vibration magnitude is signifi-
cantly smaller than those of the second and third modes.

Figure 20(a) and (b) shows the impulse hammer test scheme to investigate the 
influence of sound observation positions. As shown in Figure 20(a), the position 
of the sound-level meter was varied among 0.1, 0.3, and 0.5 m from the top surface 
of the sleeper. In addition, a convenient method of wearing the sound-level meter 
around the worker’s neck (as shown in Figure 20(c)) was performed. The peak 
frequencies of the third mode for Sleeper No. 16 were extracted by peak picking. 
Figure 20(d) shows the extracted peak frequencies of measured acceleration and 
sound pressure corresponding to the third mode. It was confirmed that the peak 
frequency of sound pressure can estimate the third mode at the same value for all 
positions in this test and that these were consistent with the peak frequencies of 

Figure 20. 
Influence of distance of sound-level meter from excitation point: (a) test position; (b) example of sound-level 
meter condition; (c) wearing around the worker’s neck and (d) comparison of peak frequencies.

Figure 19. 
Comparison between acceleration and sound pressure based on Fourier spectrum in TEST III: (a) Sleeper No. 7 
with midspan excitation and (b) Sleeper No. 7 with rail seat excitation.
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acceleration at the midspan. Thus, appropriate positioning of the sound-level meter 
is required to set it in the vicinity of the excitation point. Figure 20(d) illustrates 
that the same peak frequencies are obtained by a worker who performs an impulse 
excitation measurement by wearing a sound-level meter about the neck. This dem-
onstrates an efficient damaged-sleeper detection protocol that can excite, measure, 
and provide a determination all via a single worker.

Figure 21(a) and (b) summarizes the peak frequencies of acceleration and 
sound pressure obtained based on TEST III and TEST IV, which were performed on 
concrete Sleeper Nos. 7, 8, and 16. The excitation points were at the sleeper mid-
spans, and sound-level meters were worn around the worker’s neck. Peak frequen-
cies of acceleration and sound pressure were all found to be in good agreement. In 
addition, the peak frequency of damaged Sleeper No. 7 was clearly less than that of 
intact Sleeper No. 8 in both TEST III and IV. Therefore, it can be empirically verified 
that induced damages decrease frequencies within the third mode and that such fre-
quencies can be accurately estimated via sound pressure measurements, even if the 
supporting method is changed to ballast (Test IV) from a soft urethane mattress.

5. Conclusions

In order to validate the feasibility of a frequency-based damage detection 
method, which is a well-known concept but has seen minimal practical application 
within the realm of railway concrete sleepers, this study experimentally investi-
gated the impacts of artificial or actual damage on the modal characteristics of such 
sleeper. In addition, an efficient detection method based on sound pressure and its 
applicability for practical use was empirically validated. The associated resulting 
conclusions are summarized as follows:

1. Based on vibration measurements performed in parallel with bending tests, it 
was confirmed that natural frequencies start to be reduced when greater than 
1.2 times the cracking load is applied.

2. Via numerical study, it was confirmed that reductions in natural frequency are 
caused by open cracks which remain open after unloading has occurred.

3. It was verified empirically that the natural frequency of the third mode (which 
is not only sensitive against damage but also less influenced by pad stiffness 
and ballast-supporting stiffness) is a suitable indicator for damaged-sleeper 
detection based on acceleration measurement tests of sleepers with actual 
damage and measurement tests on full-scale test lines.

Figure 21. 
Peak frequencies of acceleration and sound pressure based on (a) TEST III with support at both ends and (b) 
TEST IV with ballast support.
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between midspan and rail seat excitation, the midspan excitation can ultimately 
reduce the second mode vibration level and hence make it easier to identify the third 
mode frequency by peak picking. It should be noted that the first mode (150–200 Hz) 
has little impact on the sound pressure because the vibration magnitude is signifi-
cantly smaller than those of the second and third modes.

Figure 20(a) and (b) shows the impulse hammer test scheme to investigate the 
influence of sound observation positions. As shown in Figure 20(a), the position 
of the sound-level meter was varied among 0.1, 0.3, and 0.5 m from the top surface 
of the sleeper. In addition, a convenient method of wearing the sound-level meter 
around the worker’s neck (as shown in Figure 20(c)) was performed. The peak 
frequencies of the third mode for Sleeper No. 16 were extracted by peak picking. 
Figure 20(d) shows the extracted peak frequencies of measured acceleration and 
sound pressure corresponding to the third mode. It was confirmed that the peak 
frequency of sound pressure can estimate the third mode at the same value for all 
positions in this test and that these were consistent with the peak frequencies of 

Figure 20. 
Influence of distance of sound-level meter from excitation point: (a) test position; (b) example of sound-level 
meter condition; (c) wearing around the worker’s neck and (d) comparison of peak frequencies.

Figure 19. 
Comparison between acceleration and sound pressure based on Fourier spectrum in TEST III: (a) Sleeper No. 7 
with midspan excitation and (b) Sleeper No. 7 with rail seat excitation.
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acceleration at the midspan. Thus, appropriate positioning of the sound-level meter 
is required to set it in the vicinity of the excitation point. Figure 20(d) illustrates 
that the same peak frequencies are obtained by a worker who performs an impulse 
excitation measurement by wearing a sound-level meter about the neck. This dem-
onstrates an efficient damaged-sleeper detection protocol that can excite, measure, 
and provide a determination all via a single worker.

Figure 21(a) and (b) summarizes the peak frequencies of acceleration and 
sound pressure obtained based on TEST III and TEST IV, which were performed on 
concrete Sleeper Nos. 7, 8, and 16. The excitation points were at the sleeper mid-
spans, and sound-level meters were worn around the worker’s neck. Peak frequen-
cies of acceleration and sound pressure were all found to be in good agreement. In 
addition, the peak frequency of damaged Sleeper No. 7 was clearly less than that of 
intact Sleeper No. 8 in both TEST III and IV. Therefore, it can be empirically verified 
that induced damages decrease frequencies within the third mode and that such fre-
quencies can be accurately estimated via sound pressure measurements, even if the 
supporting method is changed to ballast (Test IV) from a soft urethane mattress.

5. Conclusions

In order to validate the feasibility of a frequency-based damage detection 
method, which is a well-known concept but has seen minimal practical application 
within the realm of railway concrete sleepers, this study experimentally investi-
gated the impacts of artificial or actual damage on the modal characteristics of such 
sleeper. In addition, an efficient detection method based on sound pressure and its 
applicability for practical use was empirically validated. The associated resulting 
conclusions are summarized as follows:

1. Based on vibration measurements performed in parallel with bending tests, it 
was confirmed that natural frequencies start to be reduced when greater than 
1.2 times the cracking load is applied.

2. Via numerical study, it was confirmed that reductions in natural frequency are 
caused by open cracks which remain open after unloading has occurred.

3. It was verified empirically that the natural frequency of the third mode (which 
is not only sensitive against damage but also less influenced by pad stiffness 
and ballast-supporting stiffness) is a suitable indicator for damaged-sleeper 
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Figure 21. 
Peak frequencies of acceleration and sound pressure based on (a) TEST III with support at both ends and (b) 
TEST IV with ballast support.
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4. Natural frequencies of third mode suitable for damage detection coincide with 
the peak frequencies of acceleration at the central sleeper segments, and, the peak 
frequency of acceleration matches the peak frequency of sound pressure meas-
ured by a noise meter. Thus, it became clear that it is possible to detect damaged 
sleepers via a noncontact measurement mode per the use of a sound-level meter.

5. As the results of investigation for the noncontact measurement method inher-
ently assume a practical application, the protocol of wearing a sound-level 
meter around a worker’s neck could suitably estimate the frequency of the 
third mode for concrete sleepers and altogether enable the efficient detection 
of damaged sleepers, including the likes of excitation, measurement, and 
determination by a singular worker.

When comparing the natural frequencies of the third mode obtained by the 
noncontact measurement techniques presented in this study, many deep dam-
aged concrete sleepers can ultimately be detected from a large number of those 
measured. Furthermore, the proposed process can significantly contribute in the 
determination of sleeper-exchanging priorities according to the amount of mea-
sured frequency reduction in various cases.
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Abstract

Composite materials, having better properties than traditional materials, are
susceptible to potential damage during operating conditions, and this issue is usu-
ally not found until it is too late. Thus, it is important to identify when cracks occur
within a structure, to avoid catastrophic failure. The objective of this chapter is to
fabricate a new generation of strain sensors in the form of a wire/thread that can be
incorporated into a material to detect damage before they become fatal. This
microscale strain sensor consists of flexible, untwisted nylon yarn coated with a thin
layer of silver using electroless plating process. The electromechanical response of
this sensor wire was tested experimentally using tensile loading and then verified
numerically with good agreement in results. This flexible strain sensor was then
incorporated into a composite specimen to demonstrate the detection of damage
initiation before the deformation of structure becomes fatal. The specimens were
tested mechanically in a standard tensometer machine, while the electrical response
was recorded. The results were very encouraging, and the signal from the sensor
was correlated perfectly with the mechanical behavior of the specimen. This
showed that these flexible strain sensors can be used for in situ structural health
monitoring (SHM) and real-time damage detection applications.

Keywords: composites, structural health monitoring, flexible yarn, strain sensor,
conductive film Ag-coating, electromechanical behavior

1. Introduction

Composite materials, despite having better physical properties, are not exempt
from limitations and drawbacks [1–4]. The mechanisms of damage initiation and
propagation leading to ultimate fracture in these materials are very complex but
very well established [5–11]. Structural health monitoring (SHM) is a well-known
technique to examine the mechanical behavior of the structure during operation
and to avoid its sudden failure [12]. In situ real-time SHM has been used frequently
for detecting different types of damages in materials such as corrosion, deforma-
tion, debonding/delamination, fiber cracking, thermal degradation, intralaminar
cracking, etc. to ensure safe and durable service life of the structures [13–18]. So,
vast research had been carried out during the past years to develop SHM sensors,
and this development took place gradually over time from strain gages, fiber optic
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sensors, and piezoelectric sensors to microelectromechanical systems (MEMSs)
[19–21]. But they all have some limitations such as strain gauges behave as
defects or inclusions, fiber optic sensors require lot of instrumentation and data
analysis, brittle material is used in manufacturing piezoelectric sensors, and
MEMSs are manufactured at microscale, which makes the manufacturing process
difficult [22–25].

Another class of sensors, known as textile sensors or flexible sensors, is the new
focus of study for many researchers. These are conductive strain sensor wires/
threads in which electrical resistance varies reversibly to applied stress [26–29].
They can be developed at nanoscale or microscale and can overcome the limitation
of brittle behavior of conventional piezo-resistive strain gauges. So, it is essential to
understand the mechanical behavior of these flexible sensors for better structural
integrity and longer service life. Moreover, it is also important to understand the
concept of computational modeling of these flexible yarns to model and analyze
their behavior numerically. However, very less research has been conducted to use
the concept of coated yarn as a flexible piezo-resistive strain sensor for structural
health monitoring without jeopardizing the mechanical behavior of core material
especially numerically. Different researchers had worked on numerical models and
had used finite element analysis (FEA) to predict the mechanical behavior of yarn
[30–32]. With the advancement of computer-aided design (CAD) and computer-
aided engineering (CAE), it is possible to investigate the mechanical behavior of
yarn using finite element modeling (FEM) [33]. Many CAD models of filaments,
yarns, and fabrics have been developed by researchers with most of them related to
geometrical modeling of yarns based on single line yarn path also known as pitch
length [34–37]. Some researchers have attempted to overcome difficulties like
small- and large-scale deformation, complex material properties, and 3D modeling
[38]. Several analytical models had been established for the estimation of mechan-
ical tensile performance of yarns. The tensile behavior of yarn, using force method,
was first studied 90 years ago, which was then extended to examine the mechanical
behavior of continuous filament yarns [39, 40]. Other than force method, energy
method was used to study the continuous filament and to predict the whole stress-
strain behavior in Tenasco yarn which was first proposed by Treloar and Riding
[41]. Then, Riding and Wilson [42] extended this study and predicted the stress-
strain relations for materials such as low-tenacity Terylene, Super Tenasco, and
Nylon 6-6. Moreover, energy method was also used to study the tensile and tor-
sional behavior of bulky wool single yarn [43]. Cartraud and Messager [44] studied
the model of 1 + 6 (six cylindrical filaments were wrapped around a straight
filament at core) stranded fibrous structure under tensile loading. Vassiliadis et al.
[38] suggested a computational method to study the mechanical behavior of
multifilament twisted yarn from 2 to 1200 filaments based on FEM. However, up to
this date and to the best knowledge of the author, very limited or no research has
been conducted to experimentally and/or numerically analyze a coated yarn and to
study the electromechanical response of coated yarn-based wire models.

In this chapter, the overall objective is to fabricate a conductive wire that func-
tions like a piezo-resistive strain gage while not jeopardizing the structural integrity
of the composite and acting as a real-time sensor during the operating condition.
This was achieved by using untwisted nylon yarn and depositing silver metal coat-
ing on its surface. Initially, experimental tests were conducted to quantify the
electromechanical behavior of this detector and analyze its performance. Then, a
numerical model was developed to validate this sensor design and confirm the
reproducibility of results. Due to their extremely small size and large-scale integra-
tion degree, the sensors had the remarkable characteristics of light weight, flexibil-
ity in design, low power consumption and noise level, short response time, high
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reliability, and low cost. Once the experimental results were validated numerically,
these microscale flexible sensor wires were incorporated in the composite specimen
to demonstrate its SHM application. The specimens were then tested in standard
tensometer machine mechanically while the electrical response was recorded,
which correlated perfectly with the mechanical behavior of composite specimen.
This showed that these flexible yarn wires can be used as piezo-resistive strain
sensors for SHM applications of composite structures.

2. Sensor fabrication and characterization

Sensors were developed using untwisted nylon yarn and by depositing a silver
(Ag) metal film on the surface of its filaments because even though nylon yarn
behaved well mechanically, it was poor in electrical conductance. Thin film coating
was applied to overcome the conductance issue without jeopardizing structural
integrity of each material. Electroless plating process was used for this purpose, and
the sensor specimens were characterized by the following dimensions: length
50 mm, diameter of yarn 225 μm, and coating thickness 1–2 μm. This thickness of
the coating film is the best compromise between uniform thickness throughout the
yarn and good conductive flexible coating. These dimensions were confirmed when
scanning electron microscopy (SEM) of sample wires was performed for the char-
acterization of samples after deposition of silver coating.

3. Experimental test setup for sensor wires

Uniaxial tensile testing machine and oscilloscope were used simultaneously to
examine the sensing behavior of this flexible strain sensor wire. Three experimental

Figure 1.
Flexible sensor wire was attached with electrodes and paper support, placed in the tensile machine, and
electrodes were attached to the data acquisition system.
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tests were performed to confirm the reproducibility of the results. Paper frame was
used specifically to provide support to such a small specimen in the tensile machine;
however, it was cut from the sides before starting the test so it could not affect the
behavior of sensor during the test. In addition, electrodes were attached at both
ends of the specimen to provide better connection. Then, the specimen was placed
in the tensile machine and test was performed at low strain rate, that is 5 mm/min,
Figure 1. As a result, the stress-strain behavior with resistance profile was obtained.

4. Numerical modeling of sensor wire

Coupled field analysis in commercial Abaqus/standard software was used to
model the electromechanical behavior and verify experimental results. The sample
geometry of conductive thin film-coated monofilament was developed at the
microscale to avoid aspect ratio problems during meshing and reduce the computa-
tional time, Figure 2a and b. Before performing the finite element analysis, it was

Figure 2.
Schematic representation of the coated yarn: (a) front view, (b) side view, and (c) mesh of the yarn.
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important to ensure the convergence of the mesh. So, mesh convergence study was
performed on the model to eliminate the dependency upon the mesh for which 5
mesh sizes, 1, 0.5, 0.1, 0.08, and 0.05 were considered, and, based on the study,
mesh size 0.05 was used for discrete model because it was the best compromise
between less computational work and accuracy of results, Figure 2c. The applied
boundary conditions consisted of both mechanical and electrical loads, Figure 3.

5. Fabrication of composite specimens incorporated with sensor

Standard specimens of composites for tensile test were prepared and a full
integration of sensors into the composite structure was achieved, Figure 4. Silicon

Figure 3.
Electromechanical boundary conditions applied to the 3D model.

Figure 4.
Fabrication of composite specimen with sensor wire.

101

Nanotechnology and Development of Strain Sensor for Damage Detection
DOI: http://dx.doi.org/10.5772/intechopen.82871



tests were performed to confirm the reproducibility of the results. Paper frame was
used specifically to provide support to such a small specimen in the tensile machine;
however, it was cut from the sides before starting the test so it could not affect the
behavior of sensor during the test. In addition, electrodes were attached at both
ends of the specimen to provide better connection. Then, the specimen was placed
in the tensile machine and test was performed at low strain rate, that is 5 mm/min,
Figure 1. As a result, the stress-strain behavior with resistance profile was obtained.

4. Numerical modeling of sensor wire

Coupled field analysis in commercial Abaqus/standard software was used to
model the electromechanical behavior and verify experimental results. The sample
geometry of conductive thin film-coated monofilament was developed at the
microscale to avoid aspect ratio problems during meshing and reduce the computa-
tional time, Figure 2a and b. Before performing the finite element analysis, it was

Figure 2.
Schematic representation of the coated yarn: (a) front view, (b) side view, and (c) mesh of the yarn.

100

Advances in Structural Health Monitoring

important to ensure the convergence of the mesh. So, mesh convergence study was
performed on the model to eliminate the dependency upon the mesh for which 5
mesh sizes, 1, 0.5, 0.1, 0.08, and 0.05 were considered, and, based on the study,
mesh size 0.05 was used for discrete model because it was the best compromise
between less computational work and accuracy of results, Figure 2c. The applied
boundary conditions consisted of both mechanical and electrical loads, Figure 3.

5. Fabrication of composite specimens incorporated with sensor

Standard specimens of composites for tensile test were prepared and a full
integration of sensors into the composite structure was achieved, Figure 4. Silicon

Figure 3.
Electromechanical boundary conditions applied to the 3D model.

Figure 4.
Fabrication of composite specimen with sensor wire.

101

Nanotechnology and Development of Strain Sensor for Damage Detection
DOI: http://dx.doi.org/10.5772/intechopen.82871



molds were used for the preparation of samples and glass fiber fabric was used as
reinforcement. The glass fabric was cut into segments and placed into a mold and a
sensor (nylon yarn coated with silver) was inserted between the plies of fiberglass.
Then, resin mixed with hardener with a ratio of 1:4 was poured into the mold. Once
the molds were filled, one could no longer see the fiberglass layers, the samples
were completely transparent. Now, one could view all of the sensors easily. After
that, samples were left to cure for 48 hours at room temperature.

6. Experimental test of composite with sensor wire

A cured composite sample with integrated sensor was tested using an Instron
test machine and the oscilloscope was connected to sensor lids. Uniaxial tensile
testing machine and oscilloscope were used simultaneously to correlate the
mechanical behavior of the composite specimen with the electrical response of the
strain sensor wire. Three experimental tests were performed to confirm the repro-
ducibility of the results. In addition, electrodes were attached at both ends of the
specimen to provide better connection. Then, the specimen was placed in the tensile
machine and test was performed, Figure 5. As a result, the stress-strain behavior of
composite specimen with resistance profile of the sensor was obtained.

7. Results and discussion

7.1 SEM characterization of flexible strain sensor wires

All the filaments were uniformly coated; however, after large magnification, it
appeared that some filaments exhibited cracks or gaps. Another phenomenon
observed during the SEM characterization was that the silver coating was made of

Figure 5.
Composite sample mounted on test frame for mechanical test. Sensor lids are connected to the oscilloscope.
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nanoparticle grains, or aggregates less than one micro-meter in size, Figure 6. SEM
characterization of the coated untwisted yarn showed uniform coating with some
minute discontinuities and defects and also confirmed that the Ag thin film coating
consisted of deposition of nanoparticles of silver. Regardless of the imperfections in
the Ag film coating in some filaments, it did not seem to affect the electrical
conductivity.

7.2. Experimental testing

7.2.1 Electromechanical response

Three tensile tests of piezo-resistive sensor wire were performed. The Young
modulus and yield strength of the tested samples were about 1348.5 and 20.13 MPa,
respectively. The stress-strain behavior of untwisted coated yarn is shown in
Figure 7a. Stress and electrical response of the untwisted yarn are plotted simulta-
neously in Figure 7b. The resistance was changed at the same time as the failure
started to initiate, and, as the test progressed, the resistance increased gradually
when the number of fractured filaments was increased. Ultimately, when the
untwisted yarn was fractured completely, the resistance went to maximum value.
The results were very encouraging, and piezo-resistive flexible sensor was
responding very well to any change in load.

7.2.2 Damage modes

After tensile test, fractured samples were studied using SEM technique, and it
appeared that there were two distinct morphologies. Some filaments exhibited a
clean ductile failure in which both the coating and the fiber showed a clean cut;
however, other filaments showed a pull-out of the coating or flaking off, Figure 8.

Figure 6.
SEM characterization of the Ag thin film-coated untwisted yarn: (a) shows the uniform coating with some
minute discontinuities and defects in the coating and (b) confirms that the Ag thin film coating on the nylon
surface consisted of deposition of nanoparticles of silver.
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Figure 7.
Electromechanical behavior of untwisted nylon yarn: (a) mechanical behavior of untwisted nylon yarn and
(b) electromechanical response.

Figure 8.
SEM characterization of fractured samples confirms that the coating thickness was approximately 1–2 μm:
(a) shows a clear ductile failure of both core and coating material and (b) depicts the second phenomenon, that
is, flaking off of coating.
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This established that some parts of the coating might not have developed strong
adherence with the nylon fiber during the fabrication process. However, it did not
affect the overall response of the sensor because of two reasons: first, the pull-out of
coating happened during damage initiation and damage propagation just before the
failure and did not affect the performance of the sensor before that; the second
reason is that there were approximately 100 fibers in the single yarn and fiber pull-
out happened in less than 5–10% of fibers, which is almost negligible. Nevertheless,
the surface adhesion can be improved during the fabrication process by further
improving the surface roughness by etching process before application of coating
because rough surfaces have better adhesion properties.

7.3 FE analysis

The untwisted coated yarn was modeled as a ductile material using the built-in
elastic, plastic, and ductile damage criteria of Abaqus because both silver and nylon
are ductile in nature. Electrical conductance of both materials nylon and Ag thin
film was defined in Abaqus to model the electrical response during the mechanical
analysis, Table 1. For the numerical analysis, experimental tensile behavior of pure
silver thin film was applied [45] in addition to the mechanical response of untwisted
nylon yarn, Table 1.

Furthermore, the rate-dependent power law was defined using the experimental
curves in the plasticity model because it plays a vital role in damage initiation and
neck formation during ductile failure. Therefore, strain hardening stress coefficient
K and strain hardening index n were calculated using Eqs. (1) and (2).

n ¼ log σ2 � log σ1
log ε2 � log ε1

(1)

logK � log σ1 ¼ n log x� log ε1ð Þ (2)

where σ1,2 are stress points in the plastic region, ε1,2 are the corresponding strain
points in the plastic region, K is the strain hardening stress, and n is the strain
hardening exponent.

Ductile damage criteria built in Abaqus was used to define model failure. Dam-
age initiation depended on fracture strain, strain rate, and stress triaxiality whereas
damage evolution required displacement at failure, Table 1. The evolution of the
damage defined the material’s behavior by illustrating the degradation of material
stiffness after damage initiation. Scalar damage approach was used for formulating
the rate of damage as given in (3). D is the overall damage variable showing the
combined effect of all active damage mechanisms, and when it reached 1, fracture
occurred.

σ ¼ 1� Dð Þ σ ́ (3)

Material Electrical
conductance,

S/mm

Young’s
modulus, MPa

Poisson
ratio

Yield
strength,

MPa

Fracture
strain

Strain rate,
mm/min

Nylon 1 � 10�15 1348.5 0.39 20.13 0.12 5

Silver 63 � 103 47,230 0.37 431.1 0.08 60 � 10�5

Table 1.
Experimental elastic, plastic, and failure data of nylon and pure Ag-thin film.
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where σ is the stress due to damage response, D is the damage variable, and σ ́ is
the stress due to undamaged response.

7.4 Verification of sensor response

The nylon monofilament coated with silver thin film was subjected to tensile
elongation until failure. Results showed that it was viable to use one filament to
validate the piezo-resistive behavior of untwisted coated yarn. The true stress-strain
behavior showed a good correlation with the experimental results in the elastic-
plastic region, Figure 9. It can be seen in the results that it was fine to use coated
monofilament model to verify the result because the plane of stress is same. How-
ever, there is a slight difference in the failure initiation and breakage, which is
understandable because: in experimental results, the failure shows gradual breakage
of all the monofilaments, whereas in the numerical model, the set of monofilaments
is modeled by a single thread. Electrical response was recorded as electrical current
density (ECD) in Abaqus which was then converted to resistance response using
Eqs. (4)‑(6) to validate the experimental piezo-resistive behavior of sensor wire.
Electromechanical behavior of the monofilament is shown in Figure 10.

J ¼ αE with α ¼ 1
ρ

(4)

J ¼ E
ρ
) J∝

1
ρ

(5)

R ¼ ρL
A

(6)

where J is the current density, E is the electric field, α is the electrical conduc-
tivity, ρ is the resistivity, L is the length, A is the cross-sectional area, and R is the
resistance.

It was observed that till the plastic region, the electrical resistivity of the yarn
changed, but this change in resistance was very small as compared to change in
resistance on damage when there was complete breakage in current flow. No grad-
ual increase in the resistance was seen like in experimental results because of the
monofilament model. The 3D discrete model of coated monofilament before and
after failure is shown in Figure 11.

Figure 9.
Numerical verification of experimental mechanical behavior of Ag-coated untwisted nylon yarn.
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7.5 Experimental results of instrumented composite specimen with nylon/silver
sensor

Three tensile tests were performed with the composite specimen incorporated
with sensor wire. The mechanical response including Young’s modulus and yield
strength of the tested samples showed that it was not affected by insertion of sensor
in the sample and the sensor did not act as intrusive element. The mechanical
response of composite specimen and electrical response of the sensor were corre-
lated simultaneously. The resistance was changed at the same time as the failure
started to initiate, and, as the test progressed, at the point of failure, the resistance
of the sensor started to increase and eventually went to infinity, Figure 12. The
sensor was reporting what was going on as the fracture formed. The results were

Figure 11.
3D discrete model (a) before failure and (b) after failure.

Figure 10.
FE analysis of electromechanical response of Ag-coated monofilament.

107

Nanotechnology and Development of Strain Sensor for Damage Detection
DOI: http://dx.doi.org/10.5772/intechopen.82871



where σ is the stress due to damage response, D is the damage variable, and σ ́ is
the stress due to undamaged response.

7.4 Verification of sensor response

The nylon monofilament coated with silver thin film was subjected to tensile
elongation until failure. Results showed that it was viable to use one filament to
validate the piezo-resistive behavior of untwisted coated yarn. The true stress-strain
behavior showed a good correlation with the experimental results in the elastic-
plastic region, Figure 9. It can be seen in the results that it was fine to use coated
monofilament model to verify the result because the plane of stress is same. How-
ever, there is a slight difference in the failure initiation and breakage, which is
understandable because: in experimental results, the failure shows gradual breakage
of all the monofilaments, whereas in the numerical model, the set of monofilaments
is modeled by a single thread. Electrical response was recorded as electrical current
density (ECD) in Abaqus which was then converted to resistance response using
Eqs. (4)‑(6) to validate the experimental piezo-resistive behavior of sensor wire.
Electromechanical behavior of the monofilament is shown in Figure 10.

J ¼ αE with α ¼ 1
ρ

(4)

J ¼ E
ρ
) J∝

1
ρ

(5)

R ¼ ρL
A

(6)

where J is the current density, E is the electric field, α is the electrical conduc-
tivity, ρ is the resistivity, L is the length, A is the cross-sectional area, and R is the
resistance.

It was observed that till the plastic region, the electrical resistivity of the yarn
changed, but this change in resistance was very small as compared to change in
resistance on damage when there was complete breakage in current flow. No grad-
ual increase in the resistance was seen like in experimental results because of the
monofilament model. The 3D discrete model of coated monofilament before and
after failure is shown in Figure 11.

Figure 9.
Numerical verification of experimental mechanical behavior of Ag-coated untwisted nylon yarn.

106

Advances in Structural Health Monitoring

7.5 Experimental results of instrumented composite specimen with nylon/silver
sensor

Three tensile tests were performed with the composite specimen incorporated
with sensor wire. The mechanical response including Young’s modulus and yield
strength of the tested samples showed that it was not affected by insertion of sensor
in the sample and the sensor did not act as intrusive element. The mechanical
response of composite specimen and electrical response of the sensor were corre-
lated simultaneously. The resistance was changed at the same time as the failure
started to initiate, and, as the test progressed, at the point of failure, the resistance
of the sensor started to increase and eventually went to infinity, Figure 12. The
sensor was reporting what was going on as the fracture formed. The results were

Figure 11.
3D discrete model (a) before failure and (b) after failure.

Figure 10.
FE analysis of electromechanical response of Ag-coated monofilament.

107

Nanotechnology and Development of Strain Sensor for Damage Detection
DOI: http://dx.doi.org/10.5772/intechopen.82871



very promising and piezo-resistive flexible sensor was responding very well to the
mechanical change in the composite specimen.

8. Conclusions

In this study, a flexible strain sensor was fabricated using the electroplating
process. The coating was carried out on nylon yarn, and it appeared thin and
uniform. Then, the strain sensor was characterized and tested experimentally, and
its behavior verified numerically. The results were very encouraging and reproduc-
ible. Next, the yarn sensor was incorporated into a composite material and stan-
dardized specimens were prepared and tested. The signal from the sensor was
correlated perfectly with the local stress-signal of the composite panel. The follow-
ing conclusions are drawn from this study:

• It confirmed the feasibility of fabricating a flexible strain sensor. The sensor
was made of nylon yarn, coated with silver. The resistivity change was
recorded in the elastic-plastic region, which showed that these flexible strain
sensor wires can be used for SHM in different structures and can sense
deformation or damage prior to failure.

• Numerical results verified damage behavior, that is, ductile failure and flaking
off of coating as seen in experimentally fractured samples.

• It was found that the incorporation of these sensor wires would not affect the
structural integrity of the specimen.

Figure 12.
Electrical response of the sensor with mechanical behavior of composite specimen.
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