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Chapter 1

Wireless Communications 
Challenges to Flying Ad Hoc 
Networks (FANET)
Miguel Itallo B. Azevedo, Carlos Coutinho,  
Eylon Martins Toda, Tassio Costa Carvalho and José Jailton

Abstract

The increasing demand for Internet access from more and more different 
devices in recent years has provided a challenge for companies and the academic 
community to research and develop new solutions that support the increasing flow 
in the network, applications that require very low latencies and more dynamic and 
scalable infrastructures, in this context the mobile ad hoc networks (MANETs) 
emerged as a possible solution and applying this technology in unmanned aerial 
vehicles (UAVs) was developed the flying ad hoc networks (FANETs) which are 
wireless networks independent, its main characteristics are to have high mobility, 
scalability for different applications and scenarios and robustness to deal with 
possible communication failures. However, they still have several constraints such 
as limited flight time of UAVs and routing protocols that are capable of supporting 
network dynamics. To analyze this scenario, two simulations were developed where 
it was possible to observe the behavior of FANET with different routing protocols 
both during data transmission and video transmission. The results show that the 
choice of the best routing protocol must take into account the mobility of the UAVs 
and the necessary communication priority in the network.

Keywords: FANET, UAV, routing, protocols, QoS, QoE

1. Introduction

The mobile ad hoc networks (MANETs) have evolved significantly in recent 
decades, where the differential of this type of network is the independence of a 
centralized infrastructure to organize flow, a router or switch, for example, so if 
any device present in this network is disconnected or damaged, it can automatically 
adjust to a new topology, and the routing tables are updated [1].

From the freedom provided by the MANETs, several other devices have started 
to be connected to the Internet in addition to cell phones, tablets, and notebooks, so 
that together with wireless sensor networks (WSN), they can play an essential role 
in the development of applications aimed at Internet of things (IoT) [2].

Among these devices, stand out cars, other types of cars and the highway itself 
in which they are, i.e., using a MANET network to connect them is the first step 
toward the creation of autonomous vehicles, vehicular ad hoc networks (VANET), 
for further study, see [3–5].
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They represent a major advance in mobile network technology in general, since 
several routing protocols have been developed or adapted for this type of network 
[6]. In addition, maintaining the quality of service (QoS) even at the high speed 
that the vehicles reach is one of the main challenges to be overcome in this area.

More recently, because of the popularization and cost reduction of unmanned 
aerial vehicles (UAVs), flying ad hoc networks (FANETs) [7–11] have emerged, 
which are networks composed only of aerial devices that can communicate between 
UAV-to-UAV and other ground-based UAV-to-ground devices. According to [12] 
UAVs can be divided into UAVs of high-altitude and long-range and medium-range, 
small drones and mini drones, the first two being military. In this chapter only the 
small drones and mini drones will be addressed.

The FANETs can operate either independently and by transmitting the flow 
received from land-based devices to a remote server or can also support other types 
of networks, for example, via satellite or cellular, if they are overloaded or unavail-
able as shown in Figure 1.

Therefore, such technology can play an essential role in the next generation of 
cellular networks, offering future support to 5G networks [13, 14], which it will 
reach very high speed and minimum latency, but due to the higher frequency in 
which they operate, the range is limited in relation to 4G. Thus, FANETs present 
themselves as a low-cost, scalable solution for maintenance and expansion of the 
Internet infrastructure worldwide, and it is essential to research, simulate, and 
validate their utility in different applications, taking into account the limitations of 
both UAVs and network itself.

In this chapter the main challenges for the implementation of FANETs in 
Section 2 will be addressed; in Section 3 the applications that can use the FANETs 
will be discussed and classified according to their characteristics, and Section 4 will 
address several available routing protocols and their advantages and limitations. 
Finally, Section 5 will demonstrate simulations of FANET behavior in different 
scenarios and routing protocols with data transmission and video.

2. Challenges

Despite several advances in recent years, FANET networks still have restrictions 
that may be critical to their operation depending on the application. The main 
one is energy consumption [15–17] because it limits the flight time of the drones, 
the speed of connection, and the range of the signal transmitted by them, so the 
challenges that need to be overcome to make FANET a reality involve primarily the 
search for solutions to these limitations, and in addition other factors can affect 

Figure 1. 
FANET replacing LTE antenna.
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the performance of the network as the mobility and storage capacity of the drones. 
Possible solutions to these challenges will be discussed below.

Directional antennas: Most router antennas are omnidirectional, that is to say 
that the signal transmitted by them is sent equally in all directions, but when using 
these same antennas in drones, the results may not be very efficient as regards the 
quality of the antenna and energy consumption. Therefore, new antennas have been 
developed with beamforming technology [18, 19]; this change allows the transmit-
ted signal to be directed to a specific area close to the UAV as shown in Figure 2. 
In this way the signal quality at the specific location is significantly better, and the 
energy consumption of the UAV is also reduced. However, it is still relatively a new 
technology and still needs to be better evaluated and implemented.

Mobility: One of the biggest differentials of UAVs is the high mobility and speed 
variation they have, which allows them to access hard-to-reach places and travel 
long distances in a short time, depending on the UAV model.

Thus, regardless of the mode of operation of the drones being both fully autono-
mous and controlled by a base station, it is necessary that critical information for 
the mobility of one or more drones is transmitted to the other drones in the network 
or to the base station as prevention alerts collision, GPS, flight time, environmental 
and climatic conditions, as well as the transmission of drone drive commands if 
they are controlled by a base station (Figure 3).

Routing protocols: Routing protocols are the brain of FANETs and control 
all flow both between UAVs and other devices connected to them, and although 
there are already several routing protocols available, these protocols sometimes 
cannot cope with mobility and the speed of the UAVs which causes a high rate 

Figure 2. 
UAV signal beamforming.

Figure 3. 
UAV communication scheme.
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of errors in the connection and until the drop of the network in certain cases. 
In this way, new protocols were developed with the focus on mobile ad hoc 
networks, with FANETs being one of them, and just like beamforming, these 
protocols are still being tested but at a later stage. Because the evaluation of rout-
ing protocols is one of the main research focuses in FANETs, it will be addressed 
in more depth in Section 4.

3. Applications

Due to its physical and architectural characteristics, there are several applica-
tions for FANETs. Some of them are mentioned in different scenarios.

3.1 Disaster monitoring

In some cases of disasters, a human being may encounter obstacles that prevent 
the analysis of the entire affected area. In this situation, it is possible to use FANETs 
to evaluate the scenario completely [7].

3.2 Monitoring of agricultural areas

There are several possibilities for the use of FANETs in agriculture such as 
complete crop evaluation, plant health analysis, and mapping of possible areas for 
planting expansion (Figure 4) [7].

Figure 4. 
FANET applications.
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3.3 Search and rescue operations

In rescue situations where conventional mobile networks are damaged, the 
FANETs can be used to search for hostages in the affected area. And, because of 
the size of the UAVs, it is possible to access places in which a human would have 
 difficulty [9].

3.4 Sensor networks

Sensor networks are mainly used for data collection and can be used together 
with FANETs in various situations [20]. Due to the ease of the UAVs to access 
any location without great difficulties, there will be an improvement in the 
performance of the networks when evaluating the scenarios in which they are 
applied [9].

3.5 Construction

With the use of FANETs, it is possible to analyze constructions, verify their 
progress and their quality, and also evaluate in advance the conditions of the envi-
ronment to be used for the work in order to prevent possible calamities [7].

3.6 Product delivery

In order to reduce their costs and improve the quality of their services, some 
companies already idealize the use of UAVs for product delivery [7]. The service will 
be done autonomously through the implementation of an intelligent system in the 
UAVs [21].

3.7 Military service

The FANETs are widely used by military personnel primarily for communication 
between soldiers or between their barracks. It also can be used in civil operations to 
maintain the security of society [9].

4. Protocols

Due to some characteristics such as high mobility, the constant changes in 
network topology, unpredictable environmental and climatic factors, and energy 
consumption, the communication of nodes in FANETs becomes a challenge [7]. The 
nodes represent communication points in the networks, being computers, servers, 
or, in the case of FANETs, UAVs [22]. Therefore, in order for the network to have 
the desired performance, it is necessary that the routing protocols are adequate to 
handle various scenarios and conditions [23]. Here are the three types of protocols 
used in FANETs, which are proactive, reactive, and hybrid (Figure 5).

4.1 Proactive

Proactive protocols are those that update their routing tables at fixed time inter-
vals. This feature allows the packets to be sent faster through the network because 
the nodes already know the changes in the routes [23]. The disadvantage of this type 
of protocol is the need for greater bandwidth to make constant updates [7]. The two 
main proactive protocols for FANETs are:
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4.1.1 Optimized link state routing (OLSR)

The OLSR is a specific protocol of ad hoc networks, and it has the main charac-
teristic to select some nodes of the network to act as relays, called multipoint relay 
(MPR) [24]. The purpose of this mechanism is to avoid flooding in the network, 
caused by the excess of packets received by each node [25].

4.1.2 Destination-sequenced distance vector (DSDV)

In the DSDV protocol, in addition to the information of the network itself, the 
routing tables contain a sequence of numbers that changes according to the network 
topology [3]. These numbers are sent to all the nodes of the network, keeping them 
always updated, in order to avoid loops occurring between the nodes [23].

4.2 Reactive

Unlike the proactive ones, the reactive protocols only establish communica-
tion in the network when requested by the nodes [7]. Due to this feature, routing 
tables are only updated when there are packets to be sent [23]. Therefore, since it is 
necessary for the node to search the route before sending the package, the time to 
complete the entire process until the delivery is made becomes greater [9]. For use 
in FANETs, the following protocols are proposed:

4.2.1 Ad hoc on-demand distance vector (AODV)

The AODV protocol first makes the discovery of routes when necessary to send 
a packet and stores that route, just after the packet is sent to its destination [26]. In 
addition, because it is a mobile network protocol, if there is a connection interrup-
tion, the maintenance of routes starts to update the routing tables and thus main-
tains the communication between the nodes [24].

4.2.2 Dynamic source routing (DSR)

The DSR is a widely used protocol in multi-hop wireless networks, and it has the 
feature of its source node storing the entire route up to the destination node [24]. As 
the AODV, the DSR protocol also performs route discovery when there is a need for 
communication between two nodes to send packets [27]. And it performs mainte-
nance of routes if there is a change in the topology of the network and communica-
tion is interrupted [24].
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4.3 Hybrid

The hybrid protocols are the combination of reactive and proactive protocols, 
using the best resources of each, being used mainly for large networks [24]. They 
are based on the concept of zones, where proactive protocols are used for intra-zone 
routing (nodes within the same zone) and reactive routing protocols are used for 
inter-zone routing [23]. The main protocols of this type are:

4.3.1 Zone routing protocol (ZRP)

In this protocol, each node has a different zone, so the neighboring node zones 
overlap [24]. In intra-zone routing, proactive protocols are used to maintain the 
routes; due to this, if the source and destination nodes are in the same zone, packet 
sending is done immediately [23]. Already in the inter-zone routing, we use reactive 
protocols to find the routes and maintain them [23].

4.3.2 Temporarily ordered routing algorithm (TORA)

The TORA protocol is characterized by each node of the network maintaining 
only the routing information of its neighbors updated [23]. Because it is a highly 
adaptive protocol, its reactions to network topology changes are reduced in order 
to minimize the propagation of control messages, so the network does not look for 
new routes when there is no need [24]. The TORA mainly uses reactive protocols 
but also uses proactive protocols in some situations [23].

5. Performance evaluation

The performance of FANET networks can be analyzed through computer 
simulations. In order to correctly evaluate these network types, two scenarios were 
simulated to simulate different transmission types, and each one used three of the 
aforementioned routing protocols: AODV, OLSR, and DSDV [28].

The network simulator 3 (NS-3) software was used for the construction of 
simulation scenarios based on C++ language [29]. Each simulation has specific 
parameters that constitute different situations for this type of network. The details 
of each scenario were defined according to Tables 1 and 2.

The scenario of Table 1 is to evaluate the performance of packet flow between 
UAVs and a server; this type of application is very common in a network of sensors 
for data collection or monitoring. In this scenario, all drones send data to the server 
at the same time and vice versa.

The scenario in Table 2 seeks to evaluate the performance of a video transmis-
sion between a drone and a server; this type of application is widely used in disaster 
monitoring and rescue in locations inaccessible by the ground. In this scenario, a 
drone flies on a certain space while transmitting a video to the server on the ground.

5.1 Simulation parameters

Different types of simulation parameters were considered for each of the ana-
lyzed scenarios. In simulation 1, three network performance parameters were con-
sidered: packet received rate, delay, and network throughput. In simulation 2, only a 
few parameters were considered in relation to simulation 1, the received packet rate 
and the delay. However, the video transmission that occurs in this scenario requires 
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The hybrid protocols are the combination of reactive and proactive protocols, 
using the best resources of each, being used mainly for large networks [24]. They 
are based on the concept of zones, where proactive protocols are used for intra-zone 
routing (nodes within the same zone) and reactive routing protocols are used for 
inter-zone routing [23]. The main protocols of this type are:
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In this protocol, each node has a different zone, so the neighboring node zones 
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to minimize the propagation of control messages, so the network does not look for 
new routes when there is no need [24]. The TORA mainly uses reactive protocols 
but also uses proactive protocols in some situations [23].
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The performance of FANET networks can be analyzed through computer 
simulations. In order to correctly evaluate these network types, two scenarios were 
simulated to simulate different transmission types, and each one used three of the 
aforementioned routing protocols: AODV, OLSR, and DSDV [28].

The network simulator 3 (NS-3) software was used for the construction of 
simulation scenarios based on C++ language [29]. Each simulation has specific 
parameters that constitute different situations for this type of network. The details 
of each scenario were defined according to Tables 1 and 2.

The scenario of Table 1 is to evaluate the performance of packet flow between 
UAVs and a server; this type of application is very common in a network of sensors 
for data collection or monitoring. In this scenario, all drones send data to the server 
at the same time and vice versa.

The scenario in Table 2 seeks to evaluate the performance of a video transmis-
sion between a drone and a server; this type of application is widely used in disaster 
monitoring and rescue in locations inaccessible by the ground. In this scenario, a 
drone flies on a certain space while transmitting a video to the server on the ground.

5.1 Simulation parameters

Different types of simulation parameters were considered for each of the ana-
lyzed scenarios. In simulation 1, three network performance parameters were con-
sidered: packet received rate, delay, and network throughput. In simulation 2, only a 
few parameters were considered in relation to simulation 1, the received packet rate 
and the delay. However, the video transmission that occurs in this scenario requires 
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specific quality of experience (QoE) parameters to be analyzed, such as structural 
similarity (SSIM), signal peaks (PSNR), and video quality metrics (VQM).

5.1.1 Packet delivery ratio

This parameter is defined by the ratio between the number of packets that are 
sent and the number of packets that are actually received at the destination. The 
final fee is displayed as a percentage based on total packets sent.

Simulation 2: Streaming video on a FANET network with UAVs

Parameter Value

Time simulation 80 s

Simulation area 400 × 400 × 100 (L × P × A) m2

UAVs’ quantity 1

UAVs’ speed 0–15 m/s

Mobility model Gauss-Markov

Transmission range 40 m

MAC protocol IEEE 802.11b

Routing protocols OLSR, AODV, and DSDV

Transport protocol TCP

Internet protocol IPv4

Application Evalvid

Video st_highway_cif.st

Table 2. 
Simulation parameters for QoE.

Simulation 1: UDP flow on a FANET network with UAVs

Parameter Value

Simulation time 60 s

Simulation area 400 × 400 × 400 m2

UAVs’ quantity 4

UAVs’ speed 0–15 m/s

Mobility model Gauss-Markov

Transmission range 40 m

MAC protocol IEEE 802.11a

Routing protocols OLSR, AODV, and DSDV

Transport protocol UDP

Internet protocol IPv4

Maximum transmission rate 100 kbps

Packet size 512 bytes

Table 1. 
Simulation parameters for QoS.
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5.1.2 Delay

This parameter is defined by the amount of time a packet takes to traverse from 
the source to the destination in a transmission. Several factors directly influence this 
parameter, such as the routing protocols and the transmission rate of the network.

5.1.3 Throughput

This parameter is defined by the bandwidth of a transmission between two 
nodes of a network over time. It is generally expressed in bits/sec.

5.1.4 Structural similarity (SSIM)

It is a method used to measure the similarity between two images, determining 
the quality of the image received in the transmission [30]. In simulation 2, because 
it is a video, each frame receives a specific value. The SSIM metric was developed to 
extract structural characteristics of images, configuring the proximity between the 
pixels as a key factor to quantify the structures and to approach the visual quality of 
the images.

5.1.5 Peak signal-to-noise ratio (PSNR)

It is defined by the ratio between the signal power and the noise introduced by 
the transmission thereof [31]. In the case of video transmission, this noise influ-
ences the fidelity of the video representation at the destination. The PSNR is an 
approximation of human perception of the quality of reconstruction and is gener-
ally measured in decibels (dB).

5.1.6 Video quality metric (VQM)

This parameter is defined by the perceptual defect measurements of various 
video deficiencies, such as blur, rough motion, overall noise, block distortion, and 
color distortion. These measures are combined into a single metric that provides an 
overall quality forecast [32].

5.2 Results

In order to obtain the data, it is essential to organize and manipulate this data in 
a correct way, in order to analyze the performance of each parameter individually, 
considering the relation between them. In both scenarios, the flow monitor capture 
library [33] was used, which enabled the capture of the discrete-time performance 
parameters in each stream in the simulation scenario.

It was necessary to treat the data of the video transmission made by Evalvid in 
simulation 2 to extract the metrics of the network as delay and loss of packages. In 
order to obtain the PSNR and SSIM metrics, it was necessary to use the MSU Video 
Quality Measurement Tool (MSU VQMT), which reconstructs the transmitted 
video and compares it with the original Evalvid library video [34].

5.2.1 Simulation 1: UDP flow on a FANET network with UAVs

Comprising four UAVs and one server, the scenario simulates UDP packet flow 
between the server and the UAVs, which is initially in the server sense for UAVs 
(download) and UAVs for the server (upload).
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This parameter is defined by the amount of time a packet takes to traverse from 
the source to the destination in a transmission. Several factors directly influence this 
parameter, such as the routing protocols and the transmission rate of the network.

5.1.3 Throughput

This parameter is defined by the bandwidth of a transmission between two 
nodes of a network over time. It is generally expressed in bits/sec.
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It is a method used to measure the similarity between two images, determining 
the quality of the image received in the transmission [30]. In simulation 2, because 
it is a video, each frame receives a specific value. The SSIM metric was developed to 
extract structural characteristics of images, configuring the proximity between the 
pixels as a key factor to quantify the structures and to approach the visual quality of 
the images.

5.1.5 Peak signal-to-noise ratio (PSNR)

It is defined by the ratio between the signal power and the noise introduced by 
the transmission thereof [31]. In the case of video transmission, this noise influ-
ences the fidelity of the video representation at the destination. The PSNR is an 
approximation of human perception of the quality of reconstruction and is gener-
ally measured in decibels (dB).

5.1.6 Video quality metric (VQM)

This parameter is defined by the perceptual defect measurements of various 
video deficiencies, such as blur, rough motion, overall noise, block distortion, and 
color distortion. These measures are combined into a single metric that provides an 
overall quality forecast [32].

5.2 Results

In order to obtain the data, it is essential to organize and manipulate this data in 
a correct way, in order to analyze the performance of each parameter individually, 
considering the relation between them. In both scenarios, the flow monitor capture 
library [33] was used, which enabled the capture of the discrete-time performance 
parameters in each stream in the simulation scenario.

It was necessary to treat the data of the video transmission made by Evalvid in 
simulation 2 to extract the metrics of the network as delay and loss of packages. In 
order to obtain the PSNR and SSIM metrics, it was necessary to use the MSU Video 
Quality Measurement Tool (MSU VQMT), which reconstructs the transmitted 
video and compares it with the original Evalvid library video [34].

5.2.1 Simulation 1: UDP flow on a FANET network with UAVs

Comprising four UAVs and one server, the scenario simulates UDP packet flow 
between the server and the UAVs, which is initially in the server sense for UAVs 
(download) and UAVs for the server (upload).
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Figure 7. 
Received packets in download.

Two graphs were generated for each analyzed parameter, one for upload flow 
and the other for download flow. Each displayed data represents the average of all 
the flows captured at that instant of time. After 60 seconds of simulation, all the 
performance parameters were analyzed.

5.2.1.1 Packet delivery

The received packet rate had similar results in both directions of flow. 
Figure 6 shows the performance in the upload; the OLSR had the best perfor-
mance, remaining above 70% in most of the simulation; on the other hand, the 
DSDV showed the worst performance, remaining below 40% in almost all the 
simulation.

In the download flow, the protocols had similar results throughout the transmis-
sion. The biggest difference between them can be seen in stability, especially the 
OLSR, which has remained stable close to 70% in most of the transmission. The 
AODV protocol exhibits poor performance in the initial simulation period, due to 
the reduced routing table of the protocol, which updates according to the need for 
transmission (Figure 7).

5.2.1.2 Delay

The resulting delay in the upload flow was noticeable only in the OLSR protocol, 
due to the common overhead of the proactive protocols [25]. On the other hand, in 
the download flow, the result was equivalent in all the protocols, concentrating the 
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greater delays at the beginning and the end of the transmission. Despite the high 
mobility of the drones, the delay had good results in download flow, in which no 
routing protocol exceeded 60 ms, as can be seen in Figures 8 and 9.

5.2.1.3 Throughput

The protocols performed differently depending on the flow direction. In the 
upload flow, shown in Figure 10, the OLSR had the highest average bandwidth 
between the protocols tested; on the other hand, the AODV and DSDV stabilized 
below half of the available maximum bandwidth, damaging the packet delivery, 
as previously seen in Figure 6. In the download flow, all the protocols have stabi-
lized over time, since there being only one transmitter and several receivers, the 
packet flow became simpler, improving the overall performance of the protocols 
(Figure 11).

5.2.2 Simulation 2: streaming video on a FANET network with UAVs

Comprised of one UAV and one server, simulation 2 performs a video transmis-
sion between the server and the sleeping device. With the help of the Evalvid utility 
for NS-3, it was possible to analyze performance parameters and quality of experi-
ence (QoE) in all frames of the video, resulting in a detailed capture of protocol 
performance in this scenario. One was generated for each performance parameter, 
and four graphs for each QoE parameter.

Figure 8. 
Delay packets in upload.

Figure 9. 
Delay packets in download.
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greater delays at the beginning and the end of the transmission. Despite the high 
mobility of the drones, the delay had good results in download flow, in which no 
routing protocol exceeded 60 ms, as can be seen in Figures 8 and 9.
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5.2.2.1 Packet delivery rate

The AODV and OLSR protocols had similar results along the transmission, with 
a higher performance in the first 17 seconds, followed by a significant decay due to 
the mobility of the FANET. The DSDV had the worst performance, as a result of an 
even greater decline, with no significant stability (Figure 12).

Figure 11. 
Throughput in download.

Figure 12. 
Received packets in video application.

Figure 10. 
Throughput in upload.
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5.2.2.2 Delay

The delay was well-designed in all protocols, which stabilized throughout the 
transmission. The main factor that contributed to the result shown in Figure 8 was 
the implementation of the Aar WiFi Manager function in simulation 2, an algorithm 
that works on the physical layer of the NS-3, which controls the transmission rate 
in the network [35]. With values below 3 ms in most of the transmission, the delay 
cannot be considered one of the reasons for packet loss (Figure 13).

5.2.2.3 Structural similarity (SSIM)

Figure 14 shows the mean SSIM in each protocol, which may have values of 
maximum 1 and have a minimum of 0.994 and a maximum of 0.998, highlighting a 
very low variation in transmission quality.

Figure 13. 
Delay in video application.

Figure 14. 
SSIM average values.
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Figures 15, 16, and 17 show the SSIM value in each frame of the video, further 
emphasizing the similarity in performance between the protocols. Thus, the 
routing protocols did not interfere directly in this metric; this was due to the direct 

Figure 15. 
SSIM to AODV protocol.

Figure 16. 
SSIM to OLSR protocol.

Figure 17. 
SSIM to DSDV protocol.

Figure 18. 
PSRN average values.
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connection between drone and server during the simulation, without the need to 
perform much jumps in the network.

5.2.2.4 Peak signal-to-noise ratio (PSNR)

The PSNR shows the relationship between signal and video noise where a higher 
ratio means better quality. According to Figure 18, the DSDV obtained the best 
result, well above the other protocols, which are almost 7 dB difference, a signifi-
cant value in this metric because it is a logarithmic scale.

5.2.2.5 Video quality metric (VQM)

The resulting VQM of Figure 19 composes a correlation between seven differ-
ent video quality parameters. The results show a low correlation coefficient in the 
AODV and OLSR protocol tests of slightly more than 0.4 between the original and 
transmitted videos. With the DSDV protocol, the resultant was even worse, with a 
value <0.05 correlation. In visual perception, this disparity results in a significant 
loss in video quality, something that was not shown in the other QoE parameters.

6. Conclusions

The evolution of the FANETs will allow a new range of application of this net-
work, making several other devices connected to the Internet, such as sensors, cars, 
etc. Soon, FANETs will be essential for the construction of interim air networks. 
The applications discussed in this chapter have demonstrated the high flexibility 
of such networks, such as the use in rescue and monitoring, smart grids, etc. The 
challenges present in the FANETs are limited to problems in energy efficiency and 
routing protocols as seen in the simulations.

Due to the high mobility and flexibility of the UAVs, it is difficult to guarantee 
efficiency in all cases; simulations 1 and 2 have shown that proactive protocols are 

Figure 19. 
VQM average values.
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loss in video quality, something that was not shown in the other QoE parameters.

6. Conclusions

The evolution of the FANETs will allow a new range of application of this net-
work, making several other devices connected to the Internet, such as sensors, cars, 
etc. Soon, FANETs will be essential for the construction of interim air networks. 
The applications discussed in this chapter have demonstrated the high flexibility 
of such networks, such as the use in rescue and monitoring, smart grids, etc. The 
challenges present in the FANETs are limited to problems in energy efficiency and 
routing protocols as seen in the simulations.

Due to the high mobility and flexibility of the UAVs, it is difficult to guarantee 
efficiency in all cases; simulations 1 and 2 have shown that proactive protocols are 

Figure 19. 
VQM average values.
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Chapter 2

An Overview of Query-
Broadcasting Techniques in
Ad Hoc Networks
Naeem Ahmad and Shuchi Sethi

Abstract

This chapter presents query-broadcasting techniques used to minimize expenses
of the route discovery in ad hoc networks. A broad variety of such techniques have
been proposed that improved the effectiveness and efficiency in various aspects of
route discovery considering time and energy. Time-to-live based broadcast is the most
common controlled flooding scheme widely used in routing protocols. One category
of such techniques leveraged the routing history, while other category used broadcast
repealing strategy to cancel the query-broadcast after successful route discovery.

Keywords: ad hoc networks, query-broadcasting, time-to-live, route discovery

1. Introduction

Freely moving mobile nodes arbitrarily create temporary structures called
mobile ad hoc networks (MANETs). Low cost and ease of deploying attributes exist,
owing to no requirement of preestablished infrastructure or centralized supervision
for its configuration [1]. Each node in the network acts as a router with limited
transmission range and is unable to directly communicate with nodes out of its
transmission range. To communicate route discovery, using broadcasting query
packet is employed, which can lead to flooding and broadcast storm [2, 3] and
hence network congestion. This congestion takes toll on the energy consumption
and average latency, thereby degrading the performance of the network. Research
in the area has produced diverse set of techniques pertaining to packet broadcast
expense control, keeping network congestion free.

This paper surveys and reviews all such proposed and adopted techniques under
two major categories: confined broadcasting and unconfined broadcasting techniques
as shown in Figure 2. In unconfined broadcasting techniques, source node broad-
casting has no terminating condition, and each node [4] probes the set of selected
neighbors based on metrics like weighted rough set (WRS) [5]. A cost-effective
approach is that only participating neighbor nodes forward the query packets, while
the rest discard the same [2].

These techniques have an edge of being reliable with assured success in finding
optimal path in minimal time, thereby reducing packet duplication. The shortcom-
ing of this category of techniques lies in its inability to control unnecessary
retransmission of query packets despite known route. On the other hand, confined
broadcasting set of techniques permits controlled flooding of the packets in a
specified ring, thereby reducing congestion in networks. However, they
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compromise on the speed, and such approaches are very slow in finding the
requested path [6]. Authors review all relevant and contemporary broadcasting
approaches attempting to reduce such flooding expenses.

2. Route discovery in ad hoc networks

Route discovery is a process of finding optimal route (e.g., shortest, less
congested, etc.) between two communicating nodes in the network. It is one of the
characteristics of routing protocols, which may be reactive (on-demand) or proac-
tive depending on the nature of routing protocols. The proactive route is made
available in the table through periodic messages resulting in faster transmission. A
few examples are OLSR [7], DSDV [1], etc. A class of power-aware routing pro-
tocols belongs to the proactive routing category. These protocols are loop free
providing route in minimum time although the regular exchange of periodic mes-
sages congests the entire network using considerable storage space and draining
energy of nodes [8]. Thus reactive routing protocols came into existence to reduce
congestion and storage issues. Such protocols function on an on-demand basis (also
called source-initiated routing protocols) initiating when the node needs to trans-
mit, not requiring periodic transmission. Apparently, a large amount of battery
power and bandwidth is saved. In reactive routing process, the source node broad-
casts the query packet to the entire network, and intermediate nodes look in its
cache for a route. If no route is available, re-broadcasting is done till the route to the
destination is found. AODV [1] and DSR [9] use reactive routing.

To offset the limitations of each type, hybrid routing protocols emerged. These
protocols use hierarchical approach to discover the route. It employs proactive
approach within the proximity of the node and reactive approach between the
proximity of nodes. Some examples are ZRP, IZRP, TZRP, AntHocNet, and
HOPNET [10] and cluster-based routing protocols such as DWCA, DMAC, LEACH,
and DTMNS [11].

In the above approaches, deploying flooding actually increases the cost to net-
work by packet diffusion making routing expensive. To overcome its detrimental
effects, various techniques are used at all levels from Mac layer to higher levels.
Consequences of packet diffusion can be analyzed in AODV [1], Least Clusterhead
Change (LCC), and ZRP [12] that are overcome in [10, 13] respectively. Similar
broadcasting techniques were also proposed to reduce cost of packet diffusion [3].
The next section describes these approaches in detail.

3. Flooding of query packets

The process of disseminating the query packet to discover the optimal path
(flooding) is the simplest form of broadcasting. Since every path is explored, the
shortest and ideal path for effective transmission is guaranteed. Flooding was
employed in many routing protocols such as AODV, OLSR, DSR, and DSDV.

Since packets traverse every outgoing edge of the directed graph shown in
Figure 1, most nodes receive several copies of the same packet, and the intermedi-
ate nodes continue to forward the query packets to explore path, even after the
route has been found, thus consuming a large bandwidth of the channel along with
battery power of the participating nodes. This lowers the efficiency of the routing
protocol. Two measures are taken to overcome the issue. First, the precautionary
measure is opting for selective flooding, thus preventing redundancy of the packet
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at intermediate nodes. Second, controlled flooding is employed to circumvent
unnecessary propagation of query packets.

Assume that a graph represents a network. This network is a connected acyclic
network where vertices of the graph are nodes and the edges between two nodes are
connections. This network has N nodes creating an imaginary circle of diameter D.
The average degree of each node is d (d > 2) representing the number of neighbor
nodes.

Let PDC be the packet diffusion cost at a specified hop count, and it can be
defined as

PDC ¼ Total number of node at k hops
Total number of node at k� 1 hops

(1)

PDC ¼
Pk

i¼1d d� 1ð Þi�1

Pk�1
i¼1 d d� 1ð Þi�1 (2)

PDC of flooding excluding redundancy of packets at intermediate nodes for the
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Assuming a = d � 1, we have the value of packet diffusion cost at R hop count
given by the equation below:
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(5)

Larger packet diffusion cost increases congestion in the network that leads to
energy consumption problem, thus affecting network life calculated by the equation
below:

ECn ¼ n� Er (6)

where n is the number of nodes and Er denotes the energy drained per node. In
route discovery, energy is consumed in two ways: query-packet broadcast and

Figure 1.
Flooding of query packets in the network.

25

An Overview of Query-Broadcasting Techniques in Ad Hoc Networks
DOI: http://dx.doi.org/10.5772/intechopen.89609



compromise on the speed, and such approaches are very slow in finding the
requested path [6]. Authors review all relevant and contemporary broadcasting
approaches attempting to reduce such flooding expenses.

2. Route discovery in ad hoc networks

Route discovery is a process of finding optimal route (e.g., shortest, less
congested, etc.) between two communicating nodes in the network. It is one of the
characteristics of routing protocols, which may be reactive (on-demand) or proac-
tive depending on the nature of routing protocols. The proactive route is made
available in the table through periodic messages resulting in faster transmission. A
few examples are OLSR [7], DSDV [1], etc. A class of power-aware routing pro-
tocols belongs to the proactive routing category. These protocols are loop free
providing route in minimum time although the regular exchange of periodic mes-
sages congests the entire network using considerable storage space and draining
energy of nodes [8]. Thus reactive routing protocols came into existence to reduce
congestion and storage issues. Such protocols function on an on-demand basis (also
called source-initiated routing protocols) initiating when the node needs to trans-
mit, not requiring periodic transmission. Apparently, a large amount of battery
power and bandwidth is saved. In reactive routing process, the source node broad-
casts the query packet to the entire network, and intermediate nodes look in its
cache for a route. If no route is available, re-broadcasting is done till the route to the
destination is found. AODV [1] and DSR [9] use reactive routing.

To offset the limitations of each type, hybrid routing protocols emerged. These
protocols use hierarchical approach to discover the route. It employs proactive
approach within the proximity of the node and reactive approach between the
proximity of nodes. Some examples are ZRP, IZRP, TZRP, AntHocNet, and
HOPNET [10] and cluster-based routing protocols such as DWCA, DMAC, LEACH,
and DTMNS [11].

In the above approaches, deploying flooding actually increases the cost to net-
work by packet diffusion making routing expensive. To overcome its detrimental
effects, various techniques are used at all levels from Mac layer to higher levels.
Consequences of packet diffusion can be analyzed in AODV [1], Least Clusterhead
Change (LCC), and ZRP [12] that are overcome in [10, 13] respectively. Similar
broadcasting techniques were also proposed to reduce cost of packet diffusion [3].
The next section describes these approaches in detail.

3. Flooding of query packets

The process of disseminating the query packet to discover the optimal path
(flooding) is the simplest form of broadcasting. Since every path is explored, the
shortest and ideal path for effective transmission is guaranteed. Flooding was
employed in many routing protocols such as AODV, OLSR, DSR, and DSDV.

Since packets traverse every outgoing edge of the directed graph shown in
Figure 1, most nodes receive several copies of the same packet, and the intermedi-
ate nodes continue to forward the query packets to explore path, even after the
route has been found, thus consuming a large bandwidth of the channel along with
battery power of the participating nodes. This lowers the efficiency of the routing
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at intermediate nodes. Second, controlled flooding is employed to circumvent
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reply-packet unicast. Let Hi be the number of nodes at ith ring and R be the radius
of network. The energy consumption for flooding can then be shown as

ECn ¼
XHR

i¼0

Ei þ Errep (7)

where Errep is the consumed energy in unicasting reply packet. Following the
aforementioned analysis, packet diffusion cost and energy drained for confined
broadcasting techniques are calculated and shown in Table 1.

An optimization of blind flooding is broadcasting to intended nodes only.
Broadcasting is essential to discover the choicest path along with other varied
objectives. Some of them are listed below:

3.1 Reducing the flooding expenses

As already discussed, a main drawback of blind flooding is the broadcast storm
[2] that congests the entire network. This congestion develops due to the redundant
propagation of query packets. This undesirable circulation is reduced by the use of a
suitable broadcast repealing technique.

3.2 Limiting the packet dropping

In ad hoc networks, multiple classes of congestion exist, leading to dropping of
the packets. A traffic control technique is employed during the packet broadcast to
estimate the traffic in the network. This enhances the reliability of the packet
transmission [6, 14].

3.3 Optimizing the path length

End-to-end delay is the average time taken by the source node to transfer the
packet successfully [15]. The length and traffic of the path determines the delay.
Therefore, careful adoption of broadcasting technique optimizes the desired path.

3.4 Increasing reliability of the path

Reliability is determined by the stability of the path. Independent movement of
the mobile nodes changes network topology which in turn causes link breakage.

Broadcasting techniques Packet diffusion cost Energy drained

LBA a2R�1
a2�1

PHr
i¼0Ei þ Errep

TTL-ERS a2 a2l�1ð Þ
a2�1ð Þ2 � l

a2�1
Hr ∗Er þ

PHr
i¼1

Pi
j¼1Ej þ Errep

BERS a2 a2 k�lð Þ�1ð Þ
a2�1ð Þ2 � k�l

a2�1
2
PHr

i¼0Ei þ Errep

BERS+ a2k�1
a2�1

PHr
i¼0Ei þ Errep

CMBERS+ a2k�1
a2�1 � CR

PHr
i¼0Ei þ Errep

Table 1.
Comparative study of different controlled flooding techniques.
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Frequent link breakage decreases the reliability of the path [1, 9]. Therefore,
broadcasting of the query packet is done in such a way that the packet can cover the
least area which is sufficient to obtain the set of nodes with maximum battery life.
Length of the path is another attribute determining the stable route with the
shortest length.

3.5 Utilizing unicast and multicast modes

Although several routing protocols exist that work for unicast and multicast
communication in MANETs, no routing protocol fits all scenarios due to varied
nature of routing properties [1]. These properties are in turn dependent on broad-
casting techniques. Consider a case, for example, there are five clients with each
transmitting at 50 kbps in unicast mode. The group bandwidth turns out to be
250 kbps. While in multicast mode, the same load is experienced by 1 client to 250
clients. Thus the use of multicasting in confined broadcasting can reduce the cost of
packet diffusion by customizing packet diffusion for group communication where
the source node needs to find multiple routes at once for a set of nodes. In the
unicast mode, unconfined broadcasting is useful along with the adoption of
selective flooding.

Figure 2.
Classification of broadcasting techniques.
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Frequent link breakage decreases the reliability of the path [1, 9]. Therefore,
broadcasting of the query packet is done in such a way that the packet can cover the
least area which is sufficient to obtain the set of nodes with maximum battery life.
Length of the path is another attribute determining the stable route with the
shortest length.
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casting techniques. Consider a case, for example, there are five clients with each
transmitting at 50 kbps in unicast mode. The group bandwidth turns out to be
250 kbps. While in multicast mode, the same load is experienced by 1 client to 250
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4. Unconfined broadcasting techniques

Efficient and effective packet broadcasting during route discovery phase is piv-
otal to MANETs. As dynamic changes in topology occur, packet flooding gets
costlier and poses the broadcast storm problem as well [2]. This situation worsens,
when the source and destination nodes do not have record of previous communica-
tion. To prevent this situation, unconfined broadcasting techniques have been pro-
posed. These approaches are based on the selective flooding, and thus blind flooding
does not occur.

This is just like a modeled graph representing a network where initially all nodes
are colored white. The source node determines a set of neighbor nodes based on
attributes like position, knowledge, previous record, etc. The query packet is
processed by nodes of the set, and such nodes are then colored either black or red as
shown in Figure 3. This algorithm is iterative and the resultant set of participating
nodes is obtained. As an example, WRS uses weight metric to choose forwarding set
of nodes.

Similarly, position-based broadcasting techniques like LAR and DREAM, being
scalable, reduce participating nodes by a considerable margin by exchanging loca-
tion information in comparison to non-position-based techniques. But location-
based techniques are not suitable where GPS signal reception is poor or inaccurate.

Another approach for reducing the congestion is knowledge-based technique.
They have an advantage of not requiring any special device. These rely on previous
communication, and with the increase in iterations, accuracy improves, and these
techniques like HoWL and QLT [8] find a desirable route with much less effort than
location-based techniques [2]. Comparative study of performance metrics is
depicted in Table 2. These techniques prevent redundancy at intermediate nodes,
thereby reducing congestion. But unconfined broadcasting does not have the capa-
bility to prevent unnecessary circulation of packets.

Anchor-based flooding employs primitive search in order to find the route.
Anchor nodes are those nodes that have found the desirable route most recently.
Every node maintains an encountering history consisting of the time of its last
encounter with every other node. Source node searches the nearest anchor in its
proximity using ERS [15]. Upon receiving route discovery packets, the anchor node
informs the source node about itself and starts to search the next nearest anchor

Figure 3.
A sample of the network representing the covered nodes in route discovery.
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node. This practice is continued until the route node receives the query packet.
These anchor nodes form the path from the source node to the destination node. An
example of this approach is FRESH [17].

PARBE [18] is a probabilistic approach, aimed at reducing issues related to the
route discovery process in AODV [1]. It helps in the reduction of unwanted searches
during the route establishment process by considering the previous behavior of the
network. Source node sends the query packet to only those intermediate nodes that
have the probability to find the route to the destination. This probability is calcu-
lated using the previous record of requested path from the routing table. Unlike
flooding, it does not require any freshet of the packet for route discovery.

5. Confined broadcasting techniques

The goal of confined techniques is preventing unnecessary circulation of query
packets by limiting its hop count. Techniques like LBA [19], LHBA [20], revisiting-
TTL ERS [21], blocking ERS [22], blocking ERS+ [15], BCIR [4], and tBERS [23]
belong to this category. Chase-based strategy is used in almost all broadcasting
techniques, revisiting-TTL ERS being an exception. LBA, for example, works in the
following fashion: when a node starts route discovery, it broadcasts the query
packet. On receiving, the destination node sends back a reply packet. After route
discovery, the source node broadcasts the chase packets to terminate further prop-
agation of the query packets. Limitations of high overhead were overcome in LHBA
in a manner that single packet, based on reference bit, behaves as query, reply, or
chase packet [19].

On the other hand, revisiting-TTL ERS shown in Figure 4(a) is an expanding
ring search-based technique to control the flooding. It broadcasts the query packet
periodically with increased time-to-live (TTL) value as attempts fail instead of
using the chase packet to limit disseminated area of query packets. BERS,
BERS*, and BERS+[24] are improvised versions of revisiting-TTL ERS depicted in
Figures 4(b) and (c).

The major advantage of chase-based approach is the guaranteed controlled
flooding by canceling the packet broadcast at a specified hop in only one attempt
though it causes channel overhead. Revisiting-TTL ERS, on the other hand, uses
periodic packet broadcast to carry out the route discovery and increases the average
latency and energy consumption and induces retransmission overhead. Other ver-
sions of this algorithm like BERS, BERS*, tBERS, tBERS*, BCIR, and BCIR* incur the

Broadcasting techniques Path strategy Type Complexity Hello message

FRESH ABF Proactive O(n) Yes

HoWL RBF Reactive O(n) No

WRS NKBF Reactive O(n2) Yes

LAR LBF Reactive O(n) No

DREAM LBF Proactive O(n) Yes

QLT RBF Reactive O(p + k) No

PARBE PBF Reactive O(n) Yes

ABF, anchor-based flooding; NKBF, neighbor knowledge-based flooding; RBF, record-based flooding; LBF, location-
based flooding; PBF, probability-based flooding; p, set of nodes lie in previous recorded route; k, threshold value.

Table 2.
Comparative study of the unconfined broadcasting schemes.
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node. This practice is continued until the route node receives the query packet.
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same cost as conventional TTL-ERS in the worst-case scenario which is when
predefined TTL value is small. This methodology is not adaptive in the case distance
between the source and destination increases. BERS+ is adaptive to the mobility of
the destination node and is best suitable where no previous communication exists.
The drawback of BERS+ is that its broadcast termination is source initiated causing
additional latency in the processing of control packets. However, BCIR, BCIR*,
tBERS, and tBERS* apply destination-initiated broadcast termination approach
offering higher retransmission efficiency over BERS, BERS*, and BERS+ [3, 6, 11, 14].

Figure 4.
Processing of ERS-based algorithm. (a) TTL sequenced-based ERS, (b) blocking ERS, and (c) blocking ERS+.

Broadcasting
technique
class

Unconfined broadcasting technique Confined broadcasting technique

Method Selective flooding Controlled flooding

Packet
disseminated
area

Large enough area of the network to find the
route; usually depends on the routing
history and location as well, e.g., QLT, LAR,
and DREAM

Small enough area of the network
which depends on the predefined time-
to-live (TTL) count

Control
packets

No, prone to unnecessary propagation of
query packets, e.g., WRS, HoWL

Yes, except using to control the further
propagation of query packets, e.g.,
BERS, BERS+, tBERS

Applicable in Proactive routing protocols where source
node has link information of the whole
network, which helps to prune the
conveying intermediate nodes

Reactive routing protocols where the
source node makes the first route
discovery for any node

Storage
requirement

Yes, increases as the number of nodes
increases

No, however, some type of cache is
used to track the predefined TTL value

Preferred for Unicast mode Multicast mode

Average
latency

Very low, due to proactive nature Higher due to added delay in the
processing of query packet at each
intermediate nodes

Periodic
updates

Yes, require to gain previous routing
information

Not required

Suitable For small networks with high mobility For large networks with slower to
moderate mobility where no previous
communication is available

Table 3.
Overall comparisons of broadcasting techniques.
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Apparently, there are a few more ways to tackle controlling the flooding.
The method used to reduce the packet retransmission is cluster-based broadcast.
The cluster heads and gateway nodes participate in packet retransmission, and
other ordinary nodes remain silent. CBERS+ [16] is one such example. BERS+ is
implemented in a destination-initiated manner, over a distributed clustered
network that achieves scalability and broadcast termination. In highly dynamic
networks, maintaining clusters is a difficult task as routing processing charges
increase. Therefore, CMBERS+ is suitable for medium-sized networks with slow to
moderate mobility with nodes that move in groups and where nodes are more likely
to stay in groups. Overall comparisons of all techniques along with their features
and applications are presented in Table 3.

6. Conclusion

In this chapter, almost all broadcasting techniques are reviewed under two
categories: confined and unconfined. The unconfined broadcasting techniques,
mainly derived from selective flooding, eliminate query packet redundancy at
intermediate nodes in the route discovery, while confined broadcasting techniques
reduce retransmission of query packets by controlling flooding. Most of the flat
routing protocols employ only one broadcasting property of the two categories.
Hybrid routing protocols, on the other hand, employ both properties by
maintaining selective flooding within the proximity of node and controlled flooding
between the proximity of nodes. Each technique has its merits and demerits.
Unconfined approach of WRS and QLT and probabilistic approach offer simplicity
in implementation where previous communications exist, while unnecessary
flooding may be controlled with the use of a special device like NOVSTAR GPS to
reduce conveying nodes as done in location-based algorithms DREAM and LAR.
Though signal is weak, low accuracy due to atmosphere remains an issue. Confined
broadcasting techniques save energy by employing strategies like TTL value to
confine the region. Broadcasting techniques like TTL sequence-based ERS and its
variants such as BERS and tBERS converge slowly for short predefined TTL value.
BERS+ improves speed by introducing added delay after a maximum limit of TTL
value. An enhanced version of CMBERS+ further increases the speed by issuing
control packets at the route node. Moreover, scalability issue also has been resolved
by dividing the network into distributed clusters. The advantage of these techniques
over unconfined broadcasting techniques is that route discovery can be accomplished
with controlled flooding when record of previous communication does not exist.

The central challenge in MANETs is exploring optimal path with minimal cost.
A lot of research efforts have been devoted to the discovery of route using efficient
and effective broadcasting technique. This chapter surveys shortcomings of the
existing broadcasting techniques as well as discusses possible measures. Here are a
few challenges that can be taken up in future research in the domain:

1.Blocking ERS+ introduced added delay after threshold to capture the query
packets that slow down the route discovery after kth failed attempt. It can also
be improved by reducing the added delay.

2.A comparative analysis of broadcasting techniques can be done in the clustered
network which is still lacking in the majority of works.

3.Destination unreachability problem in LHBA can be removed to prevent the
dropping of the gratuitous reply packet.
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Suitable For small networks with high mobility For large networks with slower to
moderate mobility where no previous
communication is available

Table 3.
Overall comparisons of broadcasting techniques.
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Apparently, there are a few more ways to tackle controlling the flooding.
The method used to reduce the packet retransmission is cluster-based broadcast.
The cluster heads and gateway nodes participate in packet retransmission, and
other ordinary nodes remain silent. CBERS+ [16] is one such example. BERS+ is
implemented in a destination-initiated manner, over a distributed clustered
network that achieves scalability and broadcast termination. In highly dynamic
networks, maintaining clusters is a difficult task as routing processing charges
increase. Therefore, CMBERS+ is suitable for medium-sized networks with slow to
moderate mobility with nodes that move in groups and where nodes are more likely
to stay in groups. Overall comparisons of all techniques along with their features
and applications are presented in Table 3.

6. Conclusion

In this chapter, almost all broadcasting techniques are reviewed under two
categories: confined and unconfined. The unconfined broadcasting techniques,
mainly derived from selective flooding, eliminate query packet redundancy at
intermediate nodes in the route discovery, while confined broadcasting techniques
reduce retransmission of query packets by controlling flooding. Most of the flat
routing protocols employ only one broadcasting property of the two categories.
Hybrid routing protocols, on the other hand, employ both properties by
maintaining selective flooding within the proximity of node and controlled flooding
between the proximity of nodes. Each technique has its merits and demerits.
Unconfined approach of WRS and QLT and probabilistic approach offer simplicity
in implementation where previous communications exist, while unnecessary
flooding may be controlled with the use of a special device like NOVSTAR GPS to
reduce conveying nodes as done in location-based algorithms DREAM and LAR.
Though signal is weak, low accuracy due to atmosphere remains an issue. Confined
broadcasting techniques save energy by employing strategies like TTL value to
confine the region. Broadcasting techniques like TTL sequence-based ERS and its
variants such as BERS and tBERS converge slowly for short predefined TTL value.
BERS+ improves speed by introducing added delay after a maximum limit of TTL
value. An enhanced version of CMBERS+ further increases the speed by issuing
control packets at the route node. Moreover, scalability issue also has been resolved
by dividing the network into distributed clusters. The advantage of these techniques
over unconfined broadcasting techniques is that route discovery can be accomplished
with controlled flooding when record of previous communication does not exist.

The central challenge in MANETs is exploring optimal path with minimal cost.
A lot of research efforts have been devoted to the discovery of route using efficient
and effective broadcasting technique. This chapter surveys shortcomings of the
existing broadcasting techniques as well as discusses possible measures. Here are a
few challenges that can be taken up in future research in the domain:

1.Blocking ERS+ introduced added delay after threshold to capture the query
packets that slow down the route discovery after kth failed attempt. It can also
be improved by reducing the added delay.

2.A comparative analysis of broadcasting techniques can be done in the clustered
network which is still lacking in the majority of works.

3.Destination unreachability problem in LHBA can be removed to prevent the
dropping of the gratuitous reply packet.
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Moreover, Internet of Things (IoT) is a buzzword in the information and com-
munications technology which covers a variety of routing protocols and their
applications. In such scenarios, broadcasting techniques can play an important role
in monitoring power theft, animals in the forest, automobiles with built-in sensors,
etc. In this growing field, a controlled flooding will be required for multicast or
group communication.

Notes/Thanks/Other declarations

Not Applicable.

Acronyms and abbreviations

ERS expanding ring search
AODV ad hoc on-demand distance vector
BERS blocking expanding ring search
BERS+ enhanced BERS
BERS* blocking expanding ring search*
tBERS time-efficient BERS
tBERS* time-efficient BERS*
BCIR broadcast cancelation initiated on resource
MBERS+ modified BERS+
CMBERS+ cluster-based MBERS+
PARBE probabilistic approach to reduce the broadcast expenses
LBA limited broadcasting algorithm
LHBA limited hop broadcasting algorithm
HoWL hop-wise limited broadcasting
TSERS two-sided ERS
QPM query packet minimize technique
FRESH fresher encounter search
QLT query localization technique
DREAM distance routing effect algorithm for mobility
WRS weighted rough set
LAR location aided routing
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Chapter 3

Importance of Fifth Generation 
Wireless Systems
K. Sakthidasan Sankaran, G. Ramprabu and V.R. Prakash

Abstract

Fifth generation wireless communications are denoted by 5G technology. 5G 
schemes are coming from first generation analog communication, 2G of Global 
System for Mobile communication (GSM), then 3G of Code Division Multiple 
Access (CDMA), after that fourth generation of long-term evaluation (LTE), and 
now fifth generation World Wide Wireless Web (WWWW). This research inves-
tigation presents issues, challenges, and the importance of 5G Wifi communica-
tion. In the 5G digital cellular network, the coverage area of the service providers 
is separated into small area called cells. All the audio, video, and image files are 
digitized and converted by an ADC (Analog to Digital Converter) and transmitted 
through stream of bits. 5G wireless devices are communicated using radio waves in 
a geographically reusable common pool of frequency band. Using wireless backhaul 
connection, the local antennas are connected with the internet/telephone network. 
Spectrum speed is substantially higher in millimeter wave. Hence, this was consid-
ered in this work.

Keywords: 5G, wifi communication systems, WWWW, challenges, issues and 
importance of 5G

1. Introduction

First, the goal of 5G network is to offer an extremely high speed data rate to 
enormous customers. Subsequently, to deploy a huge sensors in order to support 
abundant simultaneous connections, there must be a significant improvement 
inside the spectral performance of 5G [1] network when compared to 4G network. 
The telecommunication region has been introducing every 10 years a brand new 
generation of mobile networks in view that the creation of 1G. Introduction to any 
new cellular network requires new frequency assignment and a wide spectral BW 
(bandwidth). Table 1 shows the progress of different telecommunication structures 
and their corresponding spectral bandwidth.

Other parameters like bit rate (higher peak), managing of concurrently con-
nected devices, spectral performance, lesser battery intake, outage opportunity, 
higher bit rate, lower latencies, no. of supported gadgets, lower deployment cost 
and an additional dependable communication are predicted to be better in 5G. The 
anticipated deployment for this community is 2020.

Network will not suitable to support such increasingly more community usages 
is the major issue. In an effort to boom want to set up a flatter and greater dis-
pensed community. The abundant file formats which includes all supported image, 
video, audio and information via NW (network) suggests that new source coding 
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along with H.264 is needed for sharing and shifting. Some other aspect that ought 
to be taken into consideration is using superior radio access networks (RANs) 
including heterogeneous networks, and complex methodologies for RAT which 
includes a new WWAN (wireless wide area network). In the future demand of 5G, 
improvement in technologies that are associated with transportation cell, network 
speed and interoperability should be increased. Typically, the optimization can 
be done on the programs, devices and network. 5G wifi method offers a huge 
excessive bandwidth by the way we use wifi devices. Further about 5G is, without 
any boundary limit, 5G will interconnect the complete world through an exclu-
sive clever era. In order to offer an actual worldwide wireless web (WWWW), a 
new innovative idea of a multipath data course scheme is applied. To implement 
this kind of wifi globally network mixing is required. The final 5G architecture 
is designed in reality with multi-bandwidth path by collecting the current and 
network destiny. Figure 1 depicts the structure, which incorporates the prevailing 
and destiny system.

Consequently, in such an actual 5G, code-division multiple access (CDMA), 
multicarrier code-division multiple access (MCCDMA), ultra wide band (UWB), 

Figure 1. 
5G structure for future networks.

Network generation Year of appearance Spectrum value

4G 2012 <100 MHz

3G 2001 <20 MHz

2G 1991 <200 KHz

1G 1981 <30 KHz

Table 1. 
Network generations and its spectrum value.
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orthogonal frequency-division multiplexing (OFDM), and Internet protocol 
version 6 (IPv6) will maintain the complete system. Because of such an in depth 
structure, by way of the use of 5G it will be potential to have super records 
talents and join limitless decision volumes and endless records broadcast. This 
potential needs that the implemented generation for access points and transfer in 
5G has to offer an excessive connection for the community. Some other expecta-
tion of 5G is its potential to allocate net get admission to networks across the 
world at a clean velocity. The use of 5G, the furnished decision for a wifi com-
munity could be excessive and there may be big bandwidth shaping in both the 
direction. Capacity in remote diagnostics is an extremely good characteristic 
of 5G era. Through faraway management users will experience a network with 
speedy solutions.

2. Challenges and issues in fifth generation wireless systems

The maximum appealing objective for destiny attacker within the impending 
communications system of 5G can be the consumer instrumentation, accessing of 
a network, communication through mobile operator and outside IP networks. To 
assist the density protection problems and challenge in 5G system parts, we bequest 
cell structures which will have a sway on the future 5G communications systems 
have a tendency to gift adviser samples of viable threats and assaults explicit to 
those parts [2]. To receive these examples, we have a tendency to discover threats 
and assaults against by means of exploiting explicit capabilities with this latest com-
munication principle. For the instance attacks, we have a tendency to in addition 
speak potential mitigation methods resultant from the literature that enables you 
for a roadmap nearer to an additional bigger counter measures.

2.1 Access networks

In fifth generation wireless systems, access points are anticipated to be notably 
complicated and heterogeneous, together with a couple of distinctive radio get right 
of entry to technologies and other advanced get admission to schemes, consisting of 
femtocells in order to guarantee the carrier availability. In non-existence of 4G for 
a while, the UE have to set up the connection over networks of 2G or 3G. Still, the 
reality that 5G network structures will help to inherit all the protection troubles of 
the fundamental entry to network [3].

During the transition from 4G to 5G communication, more desirable safety 
techniques must be carried out to counter prominent protection threats on 5G get 
right of entry to networks. To cope with this trouble, potential safety threats to the 
future 5G get right of entry to networks need to be first of all diagnosed. In this 
phase, awareness on attack presence on modern 4G access points and HeNB femto-
cells which can also be viable assaults at the 5G networks.

2.2 User equipment

In the fifth generation wireless systems era, User Equipment (UE), which 
includes powerful clever phones and pills, may be a completely important a part of 
our day by day existence. Such system will provide an extensive range of attractive 
functions to permit give up consumers to access an abundance of high-first-rate 
customized offerings. In any case, the normal creating acknowledgment of the fate 
UE, joined with the increased measurements transmission skills of 5G systems, the 
colossal selection of open working structures and the truth that the future UE will 
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help a tremendous style of network choices are issues that provides the future UE 
an ideal objective for cyber-criminals. Aside from the customary SMS/MMS-based 
absolutely Denial of Service (DoS) assaults, the future UE can likewise be revealed 
to more noteworthy refined assaults started from portable malware with the goal 
that you can focus on each the UE and the 5G cell network. The unprotected run-
ning structures will permit stop clients to introduce programs on gadgets, no longer 
easiest from trusted yet additionally from suspicious resources. Therefore, cell 
malware, which will be ensured in bundles made to give off an impression of being 
blameless programming, will be downloaded and introduced on stop client’s cell 
devices presenting them to numerous dangers. Portable malware can be intended 
to empower aggressors to exploit the put away private realities on the gadget or to 
discharge assaults contrary to different substances, which incorporates diverse UE, 
the cell get right of section to systems, the cell administrator’s middle system and 
distinctive outer systems connected to the cell focus network. Henceforth, traded 
off future cell phones will now not exclusively be a peril to their clients, anyway 
likewise to the whole 5G cell network serving those [4].

2.3 External IP networks

In 5G wifi systems, the goal of DDoS attack is an external IP networks, 
wherein cellular back end generates traffic and finally transmits it to the goal over 
the core cellular network. Moreover, outside internet protocol systems, which 
incorporate organization systems, might be a delicate objective for being under-
mined by methods for malware through tainted cell contraptions getting to them. 
In this subsection, we blessing a delegate situation, in view of on [5], of how an 
association network might be undermined through the kindled 5G cell phone of a 
worker.

2.4 Core network for mobile operators

Because of their IP-primarily depends open structure, 5G versatile structures 
may be powerless to IP ambushes which are ordinary compared to the Internet. 
DoS attacks, that are a central shot at the Internet these days, will be blessing on the 
predetermination 5G correspondences structures concentrated on substances on the 
portable administrator’s center network [2]. In any case, the 5G versatile adminis-
trator’s middle network might be moreover influenced by DDoS assaults focused 
on outside elements, anyway moving their malevolent site guests over it. Potential 
ambushes include:

Mobile Operator’s Core Network is targeted by DDoS attacks:

• Signaling Amplification

• HSS Saturation

• External units over a Mobile Operator’s Core Network are targeted by DDoS 
attacks.

3. Importance of fifth generation

Few importances of fifth generation wireless systems are demonstrated in 
Figure 2. In the subsequent, all of the importances is intricate and highlights their 
function and importance for accomplishing fifth generation.
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3.1 Existing RATs evolution

5th generation will rarely be a particular RAT, as a substitute it’s miles possibly 
that it is going to be a combination of RATs along with the development of current 
methodology with new innovative plan complimented. In that capacity, the first 
and the most extreme intensely evaluated answer for adapt to the 1000× capacity 
crunch is the development of current RATs as far as SE, EE and inactivity, just as 
helping adaptable RAN sharing among more than one supplier. In particular, LTE 
needs to comply with help enormous/3-D MIMO to what’s more exploit the spatial 
degree of freedom (DOF) by means of cutting edge multi-consumer bar shaping, 
to comparably decorate impedance crossing out and obstruction coordination 
capacities in a hyper thick small-cell sending situation. WiFi also wishes to conform 
to higher make the most to be had unauthorized spectrum. IEEE 802.11 ac, the 
modern-day enhancement of the WiFi era, can offer broadband wifi pipes with 
multi-Gbps facts charges. It uses the bandwidth extensively of hundred and sixty 
MHz on the much less polluted 5 GHz ISM band, using as much as 256 Quadrature 
Amplitude Modulation (QAM). It bolster concurrent transmissions up to 4 streams 
utilizing multi-person MIMO system [2]. The included shaft framing approach has 
helped the protection by methods for a few sets of significance, contrasted with its 
antecedent (IEEE 802.11n). At last, significant telecom organizations comprehen-
sive of Qualcomm have as of late been running on creating LTE in the unlicensed 
range just as coordinating 3G/4G/WiFi handsets into a solitary multi-mode base 
station (BS) unit. In such manner, its miles expected that the upcoming UE will 

Figure 2. 
Importance of fifth generation networks.
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be shrewd adequate to lift the pleasant interface for making connection with the 
RAN fundamentally dependent on the QoS necessities of the currently running 
implementation.

3.2 Hyper dense small-cell deployment

When an additional EE is brought up in the device, hyper dense deployment 
of small-cell is every other challenging task to achieve the capacity in multiples 
of 1000. It is also called HetNet, Which in turn noticeably beautify the spectral 
efficiency (b/s/Hz/m2) of the region. Recently, many extraordinary ways are there 
to understand HetNet: (i) covering a cell device with small cells of identical tech-
nology with micro-, P.C.-, or femtocells; (ii) small-scale cells of various technology 
are masked in dissimilarity to simply the cellular one. The method is known as 
multi-tier HetNet, at latter point it has been denoted as multi-RAT HetNet.

On Qualcomm, a main organization in addressing 1000× potential undertak-
ing via hyper dense small-cellular usage, has established that including small cells 
has the ability to scale the community nearly in a progressively increasing style, as 
depicted through diagram 3 [6]. That is, when small cells are increased then the 
capability also increased every time. Also, signal utilization and inter-mobile inter-
ference are increased when the cell length is reduced. To triumph over this down-
side, complex inter-cellular interference management strategies are wanted on the 
system stage together with complementary interference cancelation methods at the 
UEs. Enhancement of small-mobile changed into focus of LTE R-12, where the New 
Carrier Type (NCT) changed into delivered to manage small-scale cells by its host 
macro-cell. This lets in extra green manage plane functioning via the macro-layer at 
the same time by offering a maximum capacity and spectrally green records plane 
through the small-scale cells [7]. At last, reduction of cellular size enhances the 
network energy efficiency by keeping the community nearer to the UEs (Figure 3).

3.3 Self-organizing network

Self-Organizing Network (SON) usefulness is very important thing of 5G. SON 
benefits additional energy when the mass of little cells build. Practically 80% of the 
wifi site guests is created inside. To convey this enormous site guests, we need hyper 
thick small-cellular arrangements in houses—set up and kept up specifically with 
the guide of the clients—refractory administrators. Indoor little cells should be self-
customizable and mounted in an attachment and recreational way [2]. Besides, the 

Figure 3. 
Capacity scales linearly with the number of added small cells.

43

Importance of Fifth Generation Wireless Systems
DOI: http://dx.doi.org/10.5772/intechopen.89345

ability of SON is required to shrewdly adjust to the neighboring little cells to restrain 
inter-mobile obstruction. For exemplar, a little versatile can do that through self-
governing synchronizing with the network and astutely altering its radio inclusion.

3.4 Machine type communication

Aside from people, interfacing cell machines is some other key issue of 
5G. Machine type communication (MTC) is bringing programming up in which 
both one and both of the stop clients of the verbal trade meeting include machines. 
MTC forces two chief requesting circumstances on the system. To start with, 
the amount of gadgets that should be connected is generally enormous. Ericsson 
anticipates that 50 billion devices should be joined together inside the fate arranged 
society; the association imagines ‘anything which can pick up from being connected 
may be connected’ [8]. In the cell structure mechanism of a network, the diverse 
test forced with the guide of MTC is very quickening call for the management of 
actual-time and remote. It needs a truly low dormancy of considerably lower than 
an ms, so- alluded to as “tactile Internet” [9], managing 20× inactivity development 
from 4G to 5G.

3.5 Millimeter-wave rats development

The ordinary sub-three GHz range is to transform into progressively more 
clogged and the current RATs are drawing close to Shannon’s capacity limitation. 
All things considered, examines on investigating cm- and mmWave groups for 
versatile correspondences has just been initiated. Despite the fact that the examina-
tions on this era are still in its early stages, the output looks encouraging. It has 
three principle obstacles for mmWave portable correspondences. To begin with, 
the course misfortune is exceptionally better at those groups, contrasted with a 
standard sub-3GHz groups. Secondly, EM signals have a tendency to proliferate in 
the Line-Of-Sight (LOS) way, representing the connections of radio inclined and 
found to be obstructed by utilizing moving contraptions or individuals. Finally and 
yet importantly, the infiltration misfortune through the homes is considerably huge 
at these groups, shutting the exit way for indoor clients of RATs.

In spite of these confinements, there are heap gifts for mmWave interchanges. 
A significant measure of range is accessible in mmWave band; for instance, at 
60 GHz, there might be 9 GHz of unlicensed range accessible. This is huge range, 
particularly the worldwide designated range for every cell innovation barely 
surpasses 780 MHz [10]. This measure of range can completely change portable 
interchanges through expert viding extremely-broadband remote pipes that can 
flawlessly stick the focused and the remote systems. Different advantages of mm 
Wave interchanges comprise of the little reception apparatus sizes (λ/2) and their 
little detachments, empowering many radio wire variables to be pressed in just one 
square centimeter. This in flip grants us to achieve exceptionally exorbitant bar 
shaping benefits in immensely little region, in such a way it can be connected at 
each the BS and the UE. Consolidating savvy staged cluster receiving wires, we will 
totally exploit the spatial level of opportunity of the wifi channel that may further 
improve the machine potential. At last, in light of the fact that the versatile station 
moves round, bar shaping loads can be balanced adaptively all together that the 
receiving wire shaft is always indicating the BS.

As of late, a manufacturing company boss is investigating mm Wave groups for 
cell correspondences, tried an innovation which could accomplish 2 Gbps realities 
cost with 1 km assortment in a city surroundings [11]. Besides, Professor Theodore 
Rappaport and his examinations bunch on the Polytechnic Institute of New York 
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University have approved that cell interchanges at 28 GHz in a thick metropolitan 
condition alongside Manhattan, NY, is reasonable with a portable size of 200 m the 
utilization of dual 25 dBi reception apparatuses, one in base station and second in 
the UE, it promptly sensible the utilization of cluster receiving wires and the shaft 
shaping strategy [10].

Finally, foliage misfortune for mmWaves is full-size and might confinement the 
engendering. Besides, mmWave transmissions may likewise encounter tremendous 
weakenings in the event of a substantial downpour for the reason that rain droplets 
are equivalent to the radio wavelength size (millimeters) and subsequently can reason 
dispersing. In this manner, a reinforcement cell contraption working in inheritance 
sub-3 GHz groups is most likely required as a piece of the mmWave answer [10].

3.6 Redesign of backhaul links

Updating the backhaul hyperlinks is consequent crucial trouble of 5th gen-
eration network. To improve the RAN in parallel backhaul interfaces should be 
reengineered to hold the huge client traffic produced in network cells. Something 
else, the backhaul connections will before long become bottlenecks, undermining 
the correct activity of the entire contraption. This issue increases more prominent 
energy on the grounds that the number of inhabitants in little cells increments [2]. 
Diverse verbal trade method can be thought by including optical fiber, mmWave 
and microwave. Explicitly, mmWave factor-to-point connections misusing exhibit 
radio wires with exceptionally sharp shafts are considered for solid self-backhauling 
in the absence of meddling with different cells or with the entrance hyperlinks.

3.7 Energy efficiency

EE is a challenging factor while growing 5G. Currently, Information and 
Communication Technology (ICT) expends as a decent arrangement as 5% of the 
power delivered far and wide and is responsible for about 2% of overall nursery fuel 
outflows—generally equivalent to the emanations made with the guide of the aero-
nautics venture. What issues more prominent is the truth that on the off chance that 
we do never again take any degree to decrease the carbon emanations, the commit-
ment is anticipated to twofold by 2020 [12]. Consequently, it is important to seek after 
electricity-efficient format forms from RAN and backhaul connections for the UEs.

The advantage of power-green system layout is manifold. To begin with, it can 
assume a basic job in supportable improvement by lessening the carbon impression 
of a cell endeavor itself. Secondly, ICT in light of the way that the inside allowing 
development of the fate shrewd towns similarly can play an essential limit in cutting 
down the carbon impression of different parts. Third, it might expand the offers of 
portable administrators by bringing down their operational consumption by saving 
money with their quality bills. Before the last step, bringing down the ‘Joule per 
bit’ cost can save versatile contributions ease for the clients, permitting level rate 
evaluating paying little mind to the 10–100× measurements expense advancement 
foreseen through 2020. Last anyway no longer least, the battery life of the UEs can 
be extended, this has been observed by methods for the statistical surveying organi-
zation TNS [13] in light of the fact that the main measure of the overall population 
of the shoppers obtaining a wireless.

3.8 New spectrum allocation for 5G

Spectrum allocation of new gas wifi communications in the subsequent decade 
is an additional concern about 5G. The 1000× site visitors flow can infrequently be 
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adjusted by means of most effective spectral performance enhancement or by using 
hyper-compaction. Actually, the main telecom groups which include Qualcomm 
and NSN consider that beyond technology modernization, extra bandwidth in 
multiples of 10 is wanted to fulfill the call for [2]. Allocating 100 MHz spectrums at 
700 MHz and 400 MHz bandwidth at 3.6 GHz, in addition to the ability of numer-
ous GHz bandwidth allocations in cm or mm wavelength to 5G can be focused the 
following WRC convention, classified by ITU-R in 2015.

3.9 Bandwidth sharing

Original spectrum management is highly time ingesting. Hence the utilization 
of available bandwidth is critical. Sharing bandwidth in various methods may 
be accepted to conquer the verified regulatory boundaries. Military radars are 
allocated with huge radio spectrums, where it is not completely applied over the 
period of 24 hours for all the days in a week or within the complete coverage area. 
In contrast, bandwidth purification is highly hard as a few spectrum are impossible 
to clean or will take very long time to clean it effectively; beyond that, the spectrum 
may be cleaned in a few locations however no longer in the whole state. Exactly, 
the Authorized/Licensed Shared Access (ASA/LSA) technique has been sug-
gested via Qualcomm in order to obtain the advantage of spectrum in small-scale 
regions without interfering with the regime person [14]. This kind of allocation of 
spectrum can balance the spectrum cleaning slowly. This is well significant citing 
that as cell site visitor increase quickens, spectrum reforming becomes essential to 
smooth an already allotted bandwidth and ensuring its availability for 5G. Cognitive 
Radio ideas are also rechecked to mutually make use of certified and unlicensed 
spectrums. Finally, an innovative model to share the spectrum may be required as 
multi-tenant community operation and it will become sizeable.

3.10 Ran virtualization

The final but no longer least important is virtualization of RAN by enabling 5G, 
permits to share wifi infrastructure over multiple carriers. Network virtualization 
has to be driven from stressed out core community towards the RAN. For network 
virtualization, the intelligence wishes to be drawn out from the RAN and guided in 
a centralized method the usage of a software program mind, it can be accomplished 
in various community coats. Network virtualization can bring numerous blessings to 
the wifi area, inclusive of each Capex and Opex financial savings through multiple 
user network and sharing of the network system, stepped forward EE, increasing 
the required assets on-demand basis, by reducing the TTM (time to market) of 
modern offerings leads to expand the community agility, in addition to clean main-
tenance and rapid troubleshooting via improved transparency of the community 
[15–18]. Virtualization can serve converge for both wired and the wifi mesh by 
means of mutually coping with the entire community using primary orchestration 
set, also to improve the network performance. At last, multiple RANs assisting 3G, 
4G or wireless may be accepted wherein exclusive interfaces using radio signals may 
be grew to become OFF or ON via CSPCU (central software program control unit) to 
enhance Quality of Experience (QoE) or Energy Efficiency (EE) of stop consumers.

4. Conclusion

The concept of fifth generation wireless communication technology WWWW 
is initiated from fourth generation LTE technique. Accordingly, fifth generation 
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development of the fate shrewd towns similarly can play an essential limit in cutting 
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3.8 New spectrum allocation for 5G

Spectrum allocation of new gas wifi communications in the subsequent decade 
is an additional concern about 5G. The 1000× site visitors flow can infrequently be 
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adjusted by means of most effective spectral performance enhancement or by using 
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multiples of 10 is wanted to fulfill the call for [2]. Allocating 100 MHz spectrums at 
700 MHz and 400 MHz bandwidth at 3.6 GHz, in addition to the ability of numer-
ous GHz bandwidth allocations in cm or mm wavelength to 5G can be focused the 
following WRC convention, classified by ITU-R in 2015.
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multi-tenant community operation and it will become sizeable.

3.10 Ran virtualization

The final but no longer least important is virtualization of RAN by enabling 5G, 
permits to share wifi infrastructure over multiple carriers. Network virtualization 
has to be driven from stressed out core community towards the RAN. For network 
virtualization, the intelligence wishes to be drawn out from the RAN and guided in 
a centralized method the usage of a software program mind, it can be accomplished 
in various community coats. Network virtualization can bring numerous blessings to 
the wifi area, inclusive of each Capex and Opex financial savings through multiple 
user network and sharing of the network system, stepped forward EE, increasing 
the required assets on-demand basis, by reducing the TTM (time to market) of 
modern offerings leads to expand the community agility, in addition to clean main-
tenance and rapid troubleshooting via improved transparency of the community 
[15–18]. Virtualization can serve converge for both wired and the wifi mesh by 
means of mutually coping with the entire community using primary orchestration 
set, also to improve the network performance. At last, multiple RANs assisting 3G, 
4G or wireless may be accepted wherein exclusive interfaces using radio signals may 
be grew to become OFF or ON via CSPCU (central software program control unit) to 
enhance Quality of Experience (QoE) or Energy Efficiency (EE) of stop consumers.

4. Conclusion

The concept of fifth generation wireless communication technology WWWW 
is initiated from fourth generation LTE technique. Accordingly, fifth generation 
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should create a significant divergence and include few extra services and traits 
to the global over fourth generation. Fifth generation must be gifted technology 
that communicates the globe with no edges. Consequently, in this article the main 
importance of fifth generation wireless communication systems are proposed and 
also the issues and challenges of fifth generation communication systems are also 
described. The major benefit of switching to 5G is convergence of multi-network 
functions in order to reduce the complexity, cost, power, rapid speed and incredibly 
low latency. Even though 5G provides better infrastructure for new business models, 
help to streamline communications, organizing to handle big data using its efficient 
transfer speed without going away from its core function. That is to serve as a 
mobile network. Also 5G enable us to explore technologies like virtual reality (VR) 
and augmented reality (AR). In the future, it will lend his hands on new innovations 
such as remote robotic surgery and personalized wearable health trackers. Not but 
the least IoT security will be a source of major investment in forthcoming years.

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
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Chapter 4

Softwarization in Future Mobile 
Networks and Energy Efficient 
Networks
Thembelihle Dlamini

Abstract

The data growth generated by pervasive mobile devices and the Internet of 
Things at the network edge (i.e., closer to mobile users), couple with the demand 
for ultra-low latency, requires high computation resources which are not available 
at the end-user device. This demands a new network design paradigm in order 
to handle user demands. As a remedy, a new MN network design paradigm has 
emerged, called Mobile Edge Computing (MEC), to enable low-latency and location-
aware data processing at the network edge. MEC is based on network function 
virtualization (NFV) technology, where mobile network functions (NFs) that 
formerly existed in the evolved packet core (EPC) are moved to the access network 
[i.e., they are deployed on local cloud platforms in proximity to the base stations 
(BSs)]. In order to reap the full benefits of the virtualized infrastructure, the NFV 
technology shall be combined with intelligent mechanisms for handling network 
resources. Despite the potential benefits presented by MEC, energy consumption 
is a challenge due to the foreseen dense deployment of BSs empowered with com-
putation capabilities. In the effort to build greener 5G mobile network (MN), we 
advocate the integration of energy harvesting (EH) into future edge systems.

Keywords: softwarization, energy harvesting, soft-scaling, energy self-sustainability, 
forecasting

1. Introduction

The evolution towards a softwarized evolved packet core (EPC) is the driving 
force towards overcoming the challenges observed in current mobile networks 
(MNs) and set the way for handling the high data rate and ultra-low latency 
demands required by mobile users. This change avails the possibility of running net-
work functions (NFs) in software, instead of proprietary hardware devices, and also 
it permits the possibility of dynamically scaling the network resources for a more 
robust network management in 5G and beyond as network complexity is reduced. 
Softwarization and virtualization of resources and services are undoubtedly among 
the main drivers of 5G and beyond 5G networks, as they will provide the mechanism 
for network management, that is, network flexibility and adaptability is guaranteed 
[1, 2], and also facilitate network maintenance and update all networks with ease.

To address the need for MN evolution, different design approaches have been 
investigated towards the state-of-the-art EPC architecture where vendors and 
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researchers proposed the (i) grouping of the EPC functions [3–5], (ii) running the 
virtualized functions on clouds [6, 7], (iii) partitioning the network resources into 
network slices [8–11], which refers to an isolated set of (programmable) resources 
to enable NFs and services, and (iv) redesigning the network to be based on net-
work function virtualization (NFV) technology [12, 13].

The architectural evolution involving the redesigning of the network based on 
NFV is currently appealing towards 5G and beyond, as it allows the virtualization of 
the mobile NFs and then placing them within the access network. This is motivated 
by the expected data explosion in the volume, variety, and velocity, generated by 
pervasive mobile devices and the Internet of Things [14] at the network edge (i.e., 
in close proximity to mobile devices, sensors, actuators, and connected things). 
This is coupled with the demand for stringent latency, requiring high computation 
resources which are not available at the end-user device. As a remedy, Mobile Edge 
Computing (MEC) has recently emerged to enable ultra-low latency, distributed 
intelligence and location-aware data processing closer to mobile users [2, 12, 13]. 
Undoubtedly, offloading to a powerful computation resource-enriched MEC server 
located closer to mobile users is an ideal solution.

Software-defined networking (SDN) and NFV are the emerging virtualization 
technologies that will enable flexibility and agility in MNs. SDN supports program-
mable interfaces to provide flexibility and agility on the network control manage-
ment [14, 15], and NFV softwarizes the mobile NFs [16]. Both technologies limit the 
use of specialized hardware devices as they have been the limiting factor towards 
MNs evolution and the fast deployment of new services within the mobile space. 
The technologies can co-exist within the same network, where SDN employs a cen-
tralized approach on switching and routing elements [3], while NFV migrates the 
NFs out of dedicated hardware into software that is imported into general purpose 
hardware. In addition, these technologies are expected to facilitate the ease of effi-
cient network management. The key to virtualization is that it enables on-demand 
or utility computing, a just in time resource provisioning model in which computing 
resources such as central processing unit (CPU), memory, and disk space are made 
available to applications only as needed and not allocated statistically based on the 
peak workload demand [17].

In light of the dense deployment pattern that is foreseen in 5G systems [18], 
the expected dense deployment of MEC servers and base stations (BSs) raises 
concerns related to energy consumption. Specifically, energy drained in BSs is 
due to the always-on approach (dimensioned for maximum expected capacity, yet 
traffic varies during the day), and in MEC servers, it is due to the computing-plus- 
communication processes associated with: (i) the running virtual entities [virtual 
machines (VMs) or containers] [19, 20]; (ii) the communication within the server’s 
virtual local area network (VLAN) [21], and the presence of transmission (optical) 
drivers (fast tunable optical drivers for data transfer) within the MN infrastructure 
[22, 23]. Since energy consumption is a challenge within a BS system and the virtu-
alized computing nodes (i.e., MEC servers), quantifying the energy consumption 
within computing platforms and transmission nodes is of great importance towards 
the development of robust energy management procedures. In addition, to address 
the carbon footprint emission and dependence in the powered grid, methods for 
using renewable (green) energy coupled with sustainable energy storage solutions 
are now receiving more attention than before. The motivation towards green energy 
is that the components in solar- and wind-based systems are usually modular, which 
makes the design, expansion, and installation of these types of systems for the BS 
sites very practical and feasible. This result in energy harvesting (EH)-powered BSs 
(EH BSs) and MEC (EH-MEC) systems.
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1.1 Softwarization of mobile networks

Softwarization and virtualization is the driving force towards network evolu-
tion. Towards this end, researchers from industry and academia have presented dif-
ferent proposals towards the EPC architectural evolution. Their contributions result 
into fragmented inputs (see [2] for more details about EPC architectural proposals), 
with a unified goal of having an energy efficient EPC architecture for future MNs. 
The outcome is designs/proposals that are somehow overlapping in terms of the 
functions being softwarized, technologies used, and so forth.

1.1.1 Virtualization technologies and tools

The virtualization tools consist of the hypervisor and docker engine, and they 
are illustrated in Figure 1. Virtualization making use of the hypervisor is referred 
to as hypervisor-based virtualization, with the VMs as the computing resources or 
computer emulators, and for the environment using docker engine is referred to 
as container-based virtualization, with the containers as the computing resources. 
These different virtualization techniques share a similar architectural structure. 
However, the way in which each technique builds virtualized applications on top of 
the underlying supporting software is rather different.

A hypervisor-based virtualization simply isolates the operating system (OS) and 
applications from the underlying computer hardware [24]. This abstraction allows 
the underlying “host machine” hardware to independently operate one or more 
VMs as “guest machines” (also referred to as guest VMs), allowing them to share 
the systems physical computing resources, such as processing time, memory space, 
network bandwidth, etc. The hypervisor is the software that provides the environ-
ment in which the VMs operate. A new agnostic OS is generated to manage the 
underlying resources. Since the hypervisor sit between the actual physical hardware 
and the guest OS, it is also referred to as virtual machine monitor (VMM).

Container-based virtualization involves the use of containers as the computing 
resources within the virtualized computing platforms. Containers are abstraction 
units for isolating applications and their dependencies that can run in any environ-
ment. They can run on the same machine, on top of the docker engine, sharing the 
OS kernel with other containers. The docker engine is a software technology written 

Figure 1. 
An illustration showing the architectures of virtualization technologies: hypervisor-based virtualization (left) 
and container-based virtualization (right) [2].



Mobile Computing

52

researchers proposed the (i) grouping of the EPC functions [3–5], (ii) running the 
virtualized functions on clouds [6, 7], (iii) partitioning the network resources into 
network slices [8–11], which refers to an isolated set of (programmable) resources 
to enable NFs and services, and (iv) redesigning the network to be based on net-
work function virtualization (NFV) technology [12, 13].

The architectural evolution involving the redesigning of the network based on 
NFV is currently appealing towards 5G and beyond, as it allows the virtualization of 
the mobile NFs and then placing them within the access network. This is motivated 
by the expected data explosion in the volume, variety, and velocity, generated by 
pervasive mobile devices and the Internet of Things [14] at the network edge (i.e., 
in close proximity to mobile devices, sensors, actuators, and connected things). 
This is coupled with the demand for stringent latency, requiring high computation 
resources which are not available at the end-user device. As a remedy, Mobile Edge 
Computing (MEC) has recently emerged to enable ultra-low latency, distributed 
intelligence and location-aware data processing closer to mobile users [2, 12, 13]. 
Undoubtedly, offloading to a powerful computation resource-enriched MEC server 
located closer to mobile users is an ideal solution.

Software-defined networking (SDN) and NFV are the emerging virtualization 
technologies that will enable flexibility and agility in MNs. SDN supports program-
mable interfaces to provide flexibility and agility on the network control manage-
ment [14, 15], and NFV softwarizes the mobile NFs [16]. Both technologies limit the 
use of specialized hardware devices as they have been the limiting factor towards 
MNs evolution and the fast deployment of new services within the mobile space. 
The technologies can co-exist within the same network, where SDN employs a cen-
tralized approach on switching and routing elements [3], while NFV migrates the 
NFs out of dedicated hardware into software that is imported into general purpose 
hardware. In addition, these technologies are expected to facilitate the ease of effi-
cient network management. The key to virtualization is that it enables on-demand 
or utility computing, a just in time resource provisioning model in which computing 
resources such as central processing unit (CPU), memory, and disk space are made 
available to applications only as needed and not allocated statistically based on the 
peak workload demand [17].

In light of the dense deployment pattern that is foreseen in 5G systems [18], 
the expected dense deployment of MEC servers and base stations (BSs) raises 
concerns related to energy consumption. Specifically, energy drained in BSs is 
due to the always-on approach (dimensioned for maximum expected capacity, yet 
traffic varies during the day), and in MEC servers, it is due to the computing-plus- 
communication processes associated with: (i) the running virtual entities [virtual 
machines (VMs) or containers] [19, 20]; (ii) the communication within the server’s 
virtual local area network (VLAN) [21], and the presence of transmission (optical) 
drivers (fast tunable optical drivers for data transfer) within the MN infrastructure 
[22, 23]. Since energy consumption is a challenge within a BS system and the virtu-
alized computing nodes (i.e., MEC servers), quantifying the energy consumption 
within computing platforms and transmission nodes is of great importance towards 
the development of robust energy management procedures. In addition, to address 
the carbon footprint emission and dependence in the powered grid, methods for 
using renewable (green) energy coupled with sustainable energy storage solutions 
are now receiving more attention than before. The motivation towards green energy 
is that the components in solar- and wind-based systems are usually modular, which 
makes the design, expansion, and installation of these types of systems for the BS 
sites very practical and feasible. This result in energy harvesting (EH)-powered BSs 
(EH BSs) and MEC (EH-MEC) systems.

53

Softwarization in Future Mobile Networks and Energy Efficient Networks
DOI: http://dx.doi.org/10.5772/intechopen.89607

1.1 Softwarization of mobile networks

Softwarization and virtualization is the driving force towards network evolu-
tion. Towards this end, researchers from industry and academia have presented dif-
ferent proposals towards the EPC architectural evolution. Their contributions result 
into fragmented inputs (see [2] for more details about EPC architectural proposals), 
with a unified goal of having an energy efficient EPC architecture for future MNs. 
The outcome is designs/proposals that are somehow overlapping in terms of the 
functions being softwarized, technologies used, and so forth.

1.1.1 Virtualization technologies and tools

The virtualization tools consist of the hypervisor and docker engine, and they 
are illustrated in Figure 1. Virtualization making use of the hypervisor is referred 
to as hypervisor-based virtualization, with the VMs as the computing resources or 
computer emulators, and for the environment using docker engine is referred to 
as container-based virtualization, with the containers as the computing resources. 
These different virtualization techniques share a similar architectural structure. 
However, the way in which each technique builds virtualized applications on top of 
the underlying supporting software is rather different.

A hypervisor-based virtualization simply isolates the operating system (OS) and 
applications from the underlying computer hardware [24]. This abstraction allows 
the underlying “host machine” hardware to independently operate one or more 
VMs as “guest machines” (also referred to as guest VMs), allowing them to share 
the systems physical computing resources, such as processing time, memory space, 
network bandwidth, etc. The hypervisor is the software that provides the environ-
ment in which the VMs operate. A new agnostic OS is generated to manage the 
underlying resources. Since the hypervisor sit between the actual physical hardware 
and the guest OS, it is also referred to as virtual machine monitor (VMM).

Container-based virtualization involves the use of containers as the computing 
resources within the virtualized computing platforms. Containers are abstraction 
units for isolating applications and their dependencies that can run in any environ-
ment. They can run on the same machine, on top of the docker engine, sharing the 
OS kernel with other containers. The docker engine is a software technology written 

Figure 1. 
An illustration showing the architectures of virtualization technologies: hypervisor-based virtualization (left) 
and container-based virtualization (right) [2].
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in the Go programming language and it avails the environment for developing and 
running applications. It runs natively on Linux systems (in recent Linux kernels), 
where it uses Linux kernel features like namespaces, to provide a private, restricted 
view on certain system resources within a container (i.e., a form of sandboxing), 
and control groups (cgroups), a technology that limits an application to a specific 
set of resources (i.e., provides resource management, e.g., limits and priorities, 
for groups of processes). We observe that the entire OS level architecture is being 
shared across them. The only parts that are created from scratch are the Bins and 
Libs. Despite the process isolation and lightweight character, containers are less 
secure and more vulnerable compared to hypervisor-based virtualization, and thus, 
they can be used as alternatives of hypervisor-based virtualization.

Determining the most suitable technology for a specific scenario requires a 
thorough analysis of the scenario design and performance requirements, along 
with an ultra-careful analysis of the benefits and drawbacks associated with the 
use of one tool over the other. What can be observed is that virtualization tools can 
play a role towards energy efficiency (EE) improvement within MNs. Considering 
the hypervisor-based virtualization, the hypervisor can report resource usage to 
the orchestrator in order to trigger system automated sleep mode states and also 
to implement policies that are provided by management and orchestration entity, 
which includes power management and power stepping [24]. On the other hand, 
container-based virtualization can be considered as an alternative of hypervisor-
based virtualization, as containers demand less memory space, portable and 
lightweight, and have a shorter start-up time which translates to low latency and 
power consumption [19].

1.1.2 NFV-based EPC architectural evolution

The works of [6, 7] proposed the use of a cloud-based approach with NFV 
platform, for the EPC evolution, in order to enable dynamic deployment of edge 
networks, the scaling of NFs, network monitoring, and load management. Both 
architectures avail the possibility of intelligently pooling capacity of resources when 
required.

In [6], the key elements of the architecture are (1) data-driven network intel-
ligence for optimizing network resources usage and planning and (2) relaying 
and nesting techniques: to support multiple devices, group mobility, and nomadic 
hotspots. The EPC is virtualized into three parts, namely: (i) control plane entity 
(CPE), which is responsible for authentication, mobility management, radio 
resource control, and non-access stratum (NAS) and access stratum (AS) integra-
tion, (ii) the user plane entity (UPE), acting as a gateway, mobility anchor, and over-
the-air (OTA) security provisioner. Lastly, (iii) the network intelligence (NI) plane 
is for the extraction of actionable insights from big data, orchestration or required 
services and functionalities (e.g., traffic optimization, caching, etc.). The realization 
of the network cloud can be achieved by enabling virtual function instances to be 
hosted in data centers when needed. The use of virtualization techniques will enable 
quick deployment and scalability of CPE and UPE functions. For example, in case of 
a natural disaster, with this technology, the local data center maybe unable to cope 
with the traffic upsurge; therefore, additional capacity can be sourced quickly from 
other data centers. A different strategy is employed in [7]. In that paper, the EPC 
architectural proposal simply abstracts the EPC network functions, decomposing 
and allowing them to run as software instances (virtual machines), on standard 
servers. This allows service providers to customize services and policies to design 
networks in new ways, to reduce costs, and simplify operations.
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The aforementioned architecture proposals differ from one another. SDN is 
integrated with NFV in [6] to provide network control and to host the network 
intelligence, and in [7] only the NFV platform is available for enabling network 
services provision. Moreover, the architecture proposed in [7] is commercially 
available. Their contributions towards energy efficiency is as follows: (i) both 
make use of NFV and cloud computing platforms, and this avails the possibility of 
dynamically scaling resources based on demand as presented in [6] and (ii) through 
the information centric approach (collection of user-centric, network-centric, and 
context-centric data), intelligent algorithms, mainly network optimization tools, 
can be applied to the aggregated data in order to provide useful outlook for network 
planning and resource management.

2. Energy efficient in future mobile networks

There is growing awareness to the fact that the communication sector uses 
significant amount of energy [25]. This is especially true for wireless and in particu-
lar for the BSs of cellular networks, where energy costs make up a large part of the 
operating expenses of mobile operators. In addition, in future MNs, the BSs will be 
empowered with computation capabilities to enable local workload offloading (com-
putation) and the provision of ultra-low latency services, as well as EH systems. 
This gives rise to the need for efficient energy management procedures employing 
machine learning and control-theoretic techniques, within the MEC paradigm.

2.1 Network infrastructure

As EH technologies advance, powering the network apparatuses (edge systems) 
with green energy (e.g., solar and/or wind) is a promising solution to reduce on-
grid power due to their location, reliability, carbon footprint, and cost. The network 
infrastructure is illustrated in Figure 2, where a computing site is shown. The 
virtualized computing platform (MEC server) consists of the VMs (this can also be 

Figure 2. 
The virtualized network infrastructure powered by hybrid energy sources: On-grid power and green energy. 
The electro-mechanical switch (SW) selects the appropriate source of energy [26].
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in the Go programming language and it avails the environment for developing and 
running applications. It runs natively on Linux systems (in recent Linux kernels), 
where it uses Linux kernel features like namespaces, to provide a private, restricted 
view on certain system resources within a container (i.e., a form of sandboxing), 
and control groups (cgroups), a technology that limits an application to a specific 
set of resources (i.e., provides resource management, e.g., limits and priorities, 
for groups of processes). We observe that the entire OS level architecture is being 
shared across them. The only parts that are created from scratch are the Bins and 
Libs. Despite the process isolation and lightweight character, containers are less 
secure and more vulnerable compared to hypervisor-based virtualization, and thus, 
they can be used as alternatives of hypervisor-based virtualization.

Determining the most suitable technology for a specific scenario requires a 
thorough analysis of the scenario design and performance requirements, along 
with an ultra-careful analysis of the benefits and drawbacks associated with the 
use of one tool over the other. What can be observed is that virtualization tools can 
play a role towards energy efficiency (EE) improvement within MNs. Considering 
the hypervisor-based virtualization, the hypervisor can report resource usage to 
the orchestrator in order to trigger system automated sleep mode states and also 
to implement policies that are provided by management and orchestration entity, 
which includes power management and power stepping [24]. On the other hand, 
container-based virtualization can be considered as an alternative of hypervisor-
based virtualization, as containers demand less memory space, portable and 
lightweight, and have a shorter start-up time which translates to low latency and 
power consumption [19].

1.1.2 NFV-based EPC architectural evolution

The works of [6, 7] proposed the use of a cloud-based approach with NFV 
platform, for the EPC evolution, in order to enable dynamic deployment of edge 
networks, the scaling of NFs, network monitoring, and load management. Both 
architectures avail the possibility of intelligently pooling capacity of resources when 
required.

In [6], the key elements of the architecture are (1) data-driven network intel-
ligence for optimizing network resources usage and planning and (2) relaying 
and nesting techniques: to support multiple devices, group mobility, and nomadic 
hotspots. The EPC is virtualized into three parts, namely: (i) control plane entity 
(CPE), which is responsible for authentication, mobility management, radio 
resource control, and non-access stratum (NAS) and access stratum (AS) integra-
tion, (ii) the user plane entity (UPE), acting as a gateway, mobility anchor, and over-
the-air (OTA) security provisioner. Lastly, (iii) the network intelligence (NI) plane 
is for the extraction of actionable insights from big data, orchestration or required 
services and functionalities (e.g., traffic optimization, caching, etc.). The realization 
of the network cloud can be achieved by enabling virtual function instances to be 
hosted in data centers when needed. The use of virtualization techniques will enable 
quick deployment and scalability of CPE and UPE functions. For example, in case of 
a natural disaster, with this technology, the local data center maybe unable to cope 
with the traffic upsurge; therefore, additional capacity can be sourced quickly from 
other data centers. A different strategy is employed in [7]. In that paper, the EPC 
architectural proposal simply abstracts the EPC network functions, decomposing 
and allowing them to run as software instances (virtual machines), on standard 
servers. This allows service providers to customize services and policies to design 
networks in new ways, to reduce costs, and simplify operations.
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The aforementioned architecture proposals differ from one another. SDN is 
integrated with NFV in [6] to provide network control and to host the network 
intelligence, and in [7] only the NFV platform is available for enabling network 
services provision. Moreover, the architecture proposed in [7] is commercially 
available. Their contributions towards energy efficiency is as follows: (i) both 
make use of NFV and cloud computing platforms, and this avails the possibility of 
dynamically scaling resources based on demand as presented in [6] and (ii) through 
the information centric approach (collection of user-centric, network-centric, and 
context-centric data), intelligent algorithms, mainly network optimization tools, 
can be applied to the aggregated data in order to provide useful outlook for network 
planning and resource management.

2. Energy efficient in future mobile networks

There is growing awareness to the fact that the communication sector uses 
significant amount of energy [25]. This is especially true for wireless and in particu-
lar for the BSs of cellular networks, where energy costs make up a large part of the 
operating expenses of mobile operators. In addition, in future MNs, the BSs will be 
empowered with computation capabilities to enable local workload offloading (com-
putation) and the provision of ultra-low latency services, as well as EH systems. 
This gives rise to the need for efficient energy management procedures employing 
machine learning and control-theoretic techniques, within the MEC paradigm.

2.1 Network infrastructure

As EH technologies advance, powering the network apparatuses (edge systems) 
with green energy (e.g., solar and/or wind) is a promising solution to reduce on-
grid power due to their location, reliability, carbon footprint, and cost. The network 
infrastructure is illustrated in Figure 2, where a computing site is shown. The 
virtualized computing platform (MEC server) consists of the VMs (this can also be 

Figure 2. 
The virtualized network infrastructure powered by hybrid energy sources: On-grid power and green energy. 
The electro-mechanical switch (SW) selects the appropriate source of energy [26].
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containers), as the computing resources, empowered with EH capabilities through 
a solar panel and an energy buffer (EB) that enables energy storage. The power grid 
is also available for energy back up. The MEC node is assumed to be equipped with 
higher computational and storage resources compared to the end-user device. The 
energy manager (EM) is an entity responsible for selecting the appropriate energy 
source and for monitoring the energy level of the EB. The virtualized access control 
router (ACR) acts as an access gateway, responsible for routing, and it is locally 
hosted as an application. The input and output buffer are responsible for buffering 
admitted computation workload and storing aggregate computation results.

2.1.1 Energy consumption

As suggested by ETSI [12, 27], the virtualized network functions (VNFs) can be 
deployed at the base station (BS), that is, the BS site is empowered with computa-
tion capabilities where the MEC server is co-located with the BS or placed at an 
aggregation point (a point in close proximity to a group of BS) for edge network 
management.

We consider a MEC deployment scenario where the BS is co-located with a 
MEC server, as an example, and the total energy consumption ([J]) for the com-
munication site is formulated as follows, inspired by [28, 29] and the virtualization 
knowledge from [21]:

   θ  Tot   (t)  =  θ  BS   (t)  +  θ  MEC   (t) ,  

where   θ  BS   (t)   is the BS transmission energy (the load independent and the load 
dependent component),   θ  MEC   (t)   is the energy drained due to computation and due 
to intra-communications processes in the MEC server at time slot t. It is worth not-
ing that the computational (MEC) energy cost includes: (i) the energy drained due 
to the running computing resources (VMs or containers), w.r.t CPU utilization,  
(ii) the energy drained due to VM/containers switching their processing rates, and 
(iii) the energy induced by the transmission control protocol (TCP)/Internet pro-
tocol (IP) offload on the network interface card (NIC, partial computation at the 
network adapter such as TCP/IP checksum offload). Regarding the communication 
energy cost, we have energy drained due to the communication links (to-and-from 
each VM/container) and the energy drained due to the number of transmission 
(optical) drivers used for the data transfer to target BS(s).

2.2 Energy saving strategies in MEC

Considering the ultra-dense deployment of BSs and the dynamic characteris-
tics of MNs, energy saving is of importance in green networks in order to exploit 
the benefits of sustainable computing and networking within edge systems. The 
sources of energy consumption in MEC are the BSs and the computing platforms. 
Towards this end, two large trends appear in the literature to address the energy 
efficiency challenge: (i) search for more energy efficient transmission devices and 
technologies; (ii) new technology proposals aimed at improving energy con-
sumption in BSs, such as sleep mode, as it is known that switching on/off the BS 
transmission power during low traffic demand can yield significant energy savings 
[30–32]. Trend (ii) is more appealing due to the fact that future BS functions will 
be virtualized [1], thus enabling the ease of deactivating some of the BS functions. 
Within MEC servers, a joint soft-scaling (the reduction of computing resources per 
time instance) of the computing resources and the provision of minimum number 
of transmission drivers for data transfer to BS(s) in real-time is appealing.
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2.2.1 Sleep-modes strategies in MNs

The dramatic growth in mobile data has spurred the dense deployment of small 
cell BSs to enhance spectrum efficiency and increase network capacity. Although 
small cell BSs consume less power compared with macro BSs, the overall power 
consumption of a large number of small cell BSs is phenomenal. To address the 
energy saving procedures, sleep mode is adopted. The sleep mode application can be 
observed from a single mobile operator or multiple operators perspective, with the 
main goal of maximizing energy savings without any significant network impact.

Towards energy savings in dense environment clustering algorithms have been 
proposed as a way of switching off BSs to reduce the energy consumption within 
MNs [33, 34]. However, the dynamic BS switching on/off strategies may have an 
impact on the network due to the traffic load that is offloaded to the neighboring 
BSs. To avoid this, the BS to be switched off must be carefully identified within a 
BS cluster. In [35], the network impact is used to identify the BS to be switched off 
within a cluster, one at a time, with no significant network performance degrada-
tion. Moreover, the network impact has been used in [36] to identify a BS to be 
switched off within a BS cluster where each BS is empowered with computation 
capabilities. With the advent of EH, it is desirable to incorporate the green energy 
utilization as a performance metric in traffic load balancing strategies [37, 38].

In the effort of greening future MNs, BSs are expected to be powered by green 
energy sources. On the other hand, NFV technology is expected to improve energy 
consumption by enabling the BS sleep modes, that is, scaling down the NFs during 
low traffic periods [24] or at low EB levels. Along the lines of MN softwariza-
tion, a distributed user association scheme that makes use of the soft-radio access 
network (RAN) concept for traffic load balancing via the RAN controller (RANC) 
is presented in [37]. Here, the user association algorithm is proposed and it runs 
in the RANC. The role of the algorithm is to enhance the network performance by 
reducing the average traffic delivery latency in BSs as well as to reduce the on-grid 
power consumption by optimizing the green energy usage. In cases where there 
is no centralized entity for edge network management, the need for distributed 
algorithm arises, which is the case with BSs co-located with MEC servers.

Furthermore, towards the effort of reducing the energy consumption through 
BS sleep modes, it is observed in the literature that most of the existing works 
considered clusters of BSs from a single mobile operator perspective, where some 
functions of the BS can be switched off and then the remaining active BSs handle 
the upcoming traffic. A new mechanism is presented in [39], which exploits the 
coexistence of multiple BSs from different mobile operators in the same area. An 
intra-cell roaming-based infrastructure-sharing strategy is proposed, followed 
by a distributed game-theoretic switching-off scheme that takes into account the 
conflicts and interaction among the different operators. Then, the work [40] of 
investigate the energy and cost efficiency of multiple HetNets [i.e., each HetNet 
is composed of eNodeBs (eNBs) and small cell BSs from one operator] that share 
their infrastructure and also are able to switch off part of it. Here, a form of 
roaming-based sharing is also adopted, whereby the operator can roam its traffic 
to a rival operator during a predefined period of time and area. An energy effi-
cient optimization problem is formulated and solved using a cooperative greedy 
heuristic algorithm.

2.2.2 Energy savings in virtualized platforms using soft-scaling

To address 5G use cases in a more energy efficient way, visibility into power 
usage is required for developing power management policies in virtualized 
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containers), as the computing resources, empowered with EH capabilities through 
a solar panel and an energy buffer (EB) that enables energy storage. The power grid 
is also available for energy back up. The MEC node is assumed to be equipped with 
higher computational and storage resources compared to the end-user device. The 
energy manager (EM) is an entity responsible for selecting the appropriate energy 
source and for monitoring the energy level of the EB. The virtualized access control 
router (ACR) acts as an access gateway, responsible for routing, and it is locally 
hosted as an application. The input and output buffer are responsible for buffering 
admitted computation workload and storing aggregate computation results.

2.1.1 Energy consumption

As suggested by ETSI [12, 27], the virtualized network functions (VNFs) can be 
deployed at the base station (BS), that is, the BS site is empowered with computa-
tion capabilities where the MEC server is co-located with the BS or placed at an 
aggregation point (a point in close proximity to a group of BS) for edge network 
management.

We consider a MEC deployment scenario where the BS is co-located with a 
MEC server, as an example, and the total energy consumption ([J]) for the com-
munication site is formulated as follows, inspired by [28, 29] and the virtualization 
knowledge from [21]:

   θ  Tot   (t)  =  θ  BS   (t)  +  θ  MEC   (t) ,  

where   θ  BS   (t)   is the BS transmission energy (the load independent and the load 
dependent component),   θ  MEC   (t)   is the energy drained due to computation and due 
to intra-communications processes in the MEC server at time slot t. It is worth not-
ing that the computational (MEC) energy cost includes: (i) the energy drained due 
to the running computing resources (VMs or containers), w.r.t CPU utilization,  
(ii) the energy drained due to VM/containers switching their processing rates, and 
(iii) the energy induced by the transmission control protocol (TCP)/Internet pro-
tocol (IP) offload on the network interface card (NIC, partial computation at the 
network adapter such as TCP/IP checksum offload). Regarding the communication 
energy cost, we have energy drained due to the communication links (to-and-from 
each VM/container) and the energy drained due to the number of transmission 
(optical) drivers used for the data transfer to target BS(s).

2.2 Energy saving strategies in MEC

Considering the ultra-dense deployment of BSs and the dynamic characteris-
tics of MNs, energy saving is of importance in green networks in order to exploit 
the benefits of sustainable computing and networking within edge systems. The 
sources of energy consumption in MEC are the BSs and the computing platforms. 
Towards this end, two large trends appear in the literature to address the energy 
efficiency challenge: (i) search for more energy efficient transmission devices and 
technologies; (ii) new technology proposals aimed at improving energy con-
sumption in BSs, such as sleep mode, as it is known that switching on/off the BS 
transmission power during low traffic demand can yield significant energy savings 
[30–32]. Trend (ii) is more appealing due to the fact that future BS functions will 
be virtualized [1], thus enabling the ease of deactivating some of the BS functions. 
Within MEC servers, a joint soft-scaling (the reduction of computing resources per 
time instance) of the computing resources and the provision of minimum number 
of transmission drivers for data transfer to BS(s) in real-time is appealing.
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2.2.1 Sleep-modes strategies in MNs

The dramatic growth in mobile data has spurred the dense deployment of small 
cell BSs to enhance spectrum efficiency and increase network capacity. Although 
small cell BSs consume less power compared with macro BSs, the overall power 
consumption of a large number of small cell BSs is phenomenal. To address the 
energy saving procedures, sleep mode is adopted. The sleep mode application can be 
observed from a single mobile operator or multiple operators perspective, with the 
main goal of maximizing energy savings without any significant network impact.

Towards energy savings in dense environment clustering algorithms have been 
proposed as a way of switching off BSs to reduce the energy consumption within 
MNs [33, 34]. However, the dynamic BS switching on/off strategies may have an 
impact on the network due to the traffic load that is offloaded to the neighboring 
BSs. To avoid this, the BS to be switched off must be carefully identified within a 
BS cluster. In [35], the network impact is used to identify the BS to be switched off 
within a cluster, one at a time, with no significant network performance degrada-
tion. Moreover, the network impact has been used in [36] to identify a BS to be 
switched off within a BS cluster where each BS is empowered with computation 
capabilities. With the advent of EH, it is desirable to incorporate the green energy 
utilization as a performance metric in traffic load balancing strategies [37, 38].

In the effort of greening future MNs, BSs are expected to be powered by green 
energy sources. On the other hand, NFV technology is expected to improve energy 
consumption by enabling the BS sleep modes, that is, scaling down the NFs during 
low traffic periods [24] or at low EB levels. Along the lines of MN softwariza-
tion, a distributed user association scheme that makes use of the soft-radio access 
network (RAN) concept for traffic load balancing via the RAN controller (RANC) 
is presented in [37]. Here, the user association algorithm is proposed and it runs 
in the RANC. The role of the algorithm is to enhance the network performance by 
reducing the average traffic delivery latency in BSs as well as to reduce the on-grid 
power consumption by optimizing the green energy usage. In cases where there 
is no centralized entity for edge network management, the need for distributed 
algorithm arises, which is the case with BSs co-located with MEC servers.

Furthermore, towards the effort of reducing the energy consumption through 
BS sleep modes, it is observed in the literature that most of the existing works 
considered clusters of BSs from a single mobile operator perspective, where some 
functions of the BS can be switched off and then the remaining active BSs handle 
the upcoming traffic. A new mechanism is presented in [39], which exploits the 
coexistence of multiple BSs from different mobile operators in the same area. An 
intra-cell roaming-based infrastructure-sharing strategy is proposed, followed 
by a distributed game-theoretic switching-off scheme that takes into account the 
conflicts and interaction among the different operators. Then, the work [40] of 
investigate the energy and cost efficiency of multiple HetNets [i.e., each HetNet 
is composed of eNodeBs (eNBs) and small cell BSs from one operator] that share 
their infrastructure and also are able to switch off part of it. Here, a form of 
roaming-based sharing is also adopted, whereby the operator can roam its traffic 
to a rival operator during a predefined period of time and area. An energy effi-
cient optimization problem is formulated and solved using a cooperative greedy 
heuristic algorithm.

2.2.2 Energy savings in virtualized platforms using soft-scaling

To address 5G use cases in a more energy efficient way, visibility into power 
usage is required for developing power management policies in virtualized 
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computing platforms (i.e., MEC servers or data centers). In virtualized computing 
platforms, the energy consumption is related to the computing and communication 
processes. To minimize energy consumption within such environments, energy 
saving studies have involved the scaling up/down of servers/VMs [29, 41–43], VM 
migration (process of duplicating and transmitting the VM memory image over the 
network, in virtualized data centers, without or least service interruption [44]), 
and soft resource scaling (shortening the access time to physical resources [45]). 
With the advent of NFV, it is expected that the NFV framework [24, 46] can 
exploit the benefits of virtualization technologies to significantly reduce the energy 
consumption of large scale network infrastructures. In addition, the EE control 
framework [47] shall provide the control sequence and procedures for controlling 
and managing energy efficiency, within self-managed automated edge systems. 
Virtualization provides a promising approach for consolidating multiple online 
services onto few computing resources within an enterprise data center. By dynami-
cally provisioning VMs, consolidating the workload, and switching servers on/off 
as needed, service providers can maintain the desired QoS while achieving higher 
server utilization and EE. In [17], a dynamic resource provisioning framework for a 
virtualized computing environment is presented and it is experimentally validated 
on a small server cluster that provides online services. Along the lines of MEC [28, 
36], the long-term short memory (LSTM) neural network is used for forecasting 
the traffic load and harvested energy, and then the limited lookahead control (LLC) 
technique uses the forecasted traffic load and harvested energy to obtain the best 
control input that will drive the edge systems into the desired behavior.

3. Mobile datasets for network solutions

To enable power transmission adaptation and load balancing across BSs, traffic 
load information (operator mobile traffic datasets) obtained from the EPC can be 
utilized to extract relevant demand patterns to design dynamic BS management 
mechanisms [48, 49]. Optimization based on mobile traffic datasets, obtained from 
multiple network elements described in [49], will make it possible to minimize the 
amount of time it takes to steer traffic on a real time basis, thus provisioning the 
network resources for computing and communication. From a networking perspec-
tive, the understanding and characterization of the traffic consumption within 
the network can pave the way towards more efficient and user/traffic-oriented 
networking solutions.

A greedy algorithm is used to estimate the energy savings through dynamic 
BS operation based on real cellular traffic traces and actual BS location, within 
an urban environment [48]. In addition, during crowded events (e.g., concerts 
and soccer games), MNs face voice and data traffic volumes that are often orders 
of magnitude higher than what they face during normal days. In [50], datasets 
usage show the potential of dynamically switching on/off BSs around a stadium 
(soccer field), as some of the BSs experience low traffic load during a large 
event. Moreover, it is shown that the use of real-world voice and data traces can 
provide insights about when to tune the radio resource allocation and to make 
use of opportunistic connection sharing (the aggregating of traffic from multiple 
devices into a single cellular connection) towards network improvement, without 
incurring any costs related to infrastructure changes [51]. To improve energy 
savings and guarantee QoS, within the MEC paradigm, in [28, 36] the traffic load 
and energy datasets (solar and wind) are used to provide a short-term forecast, 
that is then used by the foresighted optimization algorithm towards dynamic 
resource allocation.
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4. Conclusion

Future mobile networks are envisioned to be softwarized and the network 
functions virtualized. In light of this evolution, MEC has emerged to enable ultra-
low latency services, distributed intelligence, and location-aware data processing 
at the network edge. The foreseen dense deployment of base stations empowered 
with computation capabilities motivates the need for energizing the edge systems 
(BSs and MEC servers) with green energy (solar and/or wind energy) in order to 
minimize the carbon footprint and the dependence on the power grid. Moreover, 
the use of green energy promotes energy self-sustainability within the network. In 
order to improve the energy efficiency, mobile traffic datasets can be used to come 
up with traffic-oriented network management solutions. For dynamic resource 
management, over a look-ahead prediction horizon, machine learning methods and 
control-theoretic techniques (foresighted optimization) are foreseen as tools for 
edge network management, i.e., for green energy-aware network apparatuses.
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computing platforms (i.e., MEC servers or data centers). In virtualized computing 
platforms, the energy consumption is related to the computing and communication 
processes. To minimize energy consumption within such environments, energy 
saving studies have involved the scaling up/down of servers/VMs [29, 41–43], VM 
migration (process of duplicating and transmitting the VM memory image over the 
network, in virtualized data centers, without or least service interruption [44]), 
and soft resource scaling (shortening the access time to physical resources [45]). 
With the advent of NFV, it is expected that the NFV framework [24, 46] can 
exploit the benefits of virtualization technologies to significantly reduce the energy 
consumption of large scale network infrastructures. In addition, the EE control 
framework [47] shall provide the control sequence and procedures for controlling 
and managing energy efficiency, within self-managed automated edge systems. 
Virtualization provides a promising approach for consolidating multiple online 
services onto few computing resources within an enterprise data center. By dynami-
cally provisioning VMs, consolidating the workload, and switching servers on/off 
as needed, service providers can maintain the desired QoS while achieving higher 
server utilization and EE. In [17], a dynamic resource provisioning framework for a 
virtualized computing environment is presented and it is experimentally validated 
on a small server cluster that provides online services. Along the lines of MEC [28, 
36], the long-term short memory (LSTM) neural network is used for forecasting 
the traffic load and harvested energy, and then the limited lookahead control (LLC) 
technique uses the forecasted traffic load and harvested energy to obtain the best 
control input that will drive the edge systems into the desired behavior.

3. Mobile datasets for network solutions

To enable power transmission adaptation and load balancing across BSs, traffic 
load information (operator mobile traffic datasets) obtained from the EPC can be 
utilized to extract relevant demand patterns to design dynamic BS management 
mechanisms [48, 49]. Optimization based on mobile traffic datasets, obtained from 
multiple network elements described in [49], will make it possible to minimize the 
amount of time it takes to steer traffic on a real time basis, thus provisioning the 
network resources for computing and communication. From a networking perspec-
tive, the understanding and characterization of the traffic consumption within 
the network can pave the way towards more efficient and user/traffic-oriented 
networking solutions.

A greedy algorithm is used to estimate the energy savings through dynamic 
BS operation based on real cellular traffic traces and actual BS location, within 
an urban environment [48]. In addition, during crowded events (e.g., concerts 
and soccer games), MNs face voice and data traffic volumes that are often orders 
of magnitude higher than what they face during normal days. In [50], datasets 
usage show the potential of dynamically switching on/off BSs around a stadium 
(soccer field), as some of the BSs experience low traffic load during a large 
event. Moreover, it is shown that the use of real-world voice and data traces can 
provide insights about when to tune the radio resource allocation and to make 
use of opportunistic connection sharing (the aggregating of traffic from multiple 
devices into a single cellular connection) towards network improvement, without 
incurring any costs related to infrastructure changes [51]. To improve energy 
savings and guarantee QoS, within the MEC paradigm, in [28, 36] the traffic load 
and energy datasets (solar and wind) are used to provide a short-term forecast, 
that is then used by the foresighted optimization algorithm towards dynamic 
resource allocation.
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4. Conclusion

Future mobile networks are envisioned to be softwarized and the network 
functions virtualized. In light of this evolution, MEC has emerged to enable ultra-
low latency services, distributed intelligence, and location-aware data processing 
at the network edge. The foreseen dense deployment of base stations empowered 
with computation capabilities motivates the need for energizing the edge systems 
(BSs and MEC servers) with green energy (solar and/or wind energy) in order to 
minimize the carbon footprint and the dependence on the power grid. Moreover, 
the use of green energy promotes energy self-sustainability within the network. In 
order to improve the energy efficiency, mobile traffic datasets can be used to come 
up with traffic-oriented network management solutions. For dynamic resource 
management, over a look-ahead prediction horizon, machine learning methods and 
control-theoretic techniques (foresighted optimization) are foreseen as tools for 
edge network management, i.e., for green energy-aware network apparatuses.

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Localization Enhanced Mobile 
Networks
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Abstract

The interest in mobile ad-hoc networks (MANETs) and often more precisely 
vehicular ad-hoc networks (VANETs) is steadily growing with many new applica-
tions, and even anticipated support in the emerging 5G networks. Particularly in 
outdoor scenarios, there are different mechanisms to make the mobile nodes aware 
of their geographical location at all times. The location information can be utilized 
at different layers of the protocol stack to enhance communication services in the 
network. Specifically, geographical routing can facilitate route management with 
smaller overhead than the traditional proactive and reactive routing protocols. In 
order to achieve similar advantages for radio resource management (RRM) and 
multiple access protocols, the concept of virtual cells is devised to exploit fully dis-
tributed knowledge of node locations. The virtual cells define clusters of MANET 
nodes assuming a predefined set of geographically distributed anchor points. It 
enables fast response of the network to changes in the nodes spatial configuration. 
More importantly, the notion of geographical location can be generalized to other 
shared contexts which can be learned or otherwise acquired by the network nodes. 
The strategy of enhancing communication services by shared contexts is likely to be 
one of the key features in the beyond-5G networks.

Keywords: context, distributed protocol, localization, MANET,  
radio resource management, routing, VANET

1. Introduction

The support for mobility was a large step towards realizing the full potential of 
wireless networks. The mobility of nodes brings about two large concerns. It affects 
radio propagation conditions making the propagation channels between transmit-
ters and receivers more volatile and less predictable. It also complicates the network 
management at higher layers of the protocol stack, since the network need to be aware 
about the present locations of all mobile nodes. The solutions to address these two con-
cerns are fundamentally dependent whether there is a supporting infrastructure such 
as fixed base stations and access points, or whether the nodes can only communicate 
directly with each other. The former scenario was introduced with the first generations 
of cellular networks whereas the latter scenario appeared in MANETs. The emerging 
5G networks are expected to provide support not only to individual mobile nodes, but 
newly also to MANETs. Alternative strategy to conventional networks comprising 
named nodes are the so-called data-centric networks which were also assumed for 
MANETs. In these networks, the nodes advertise and replicate named data, so the 
network routing is driven by the requests for given data rather than for given nodes.



65

Chapter 5

Localization Enhanced Mobile 
Networks
Salman Al-Shehri, Pavel Loskot and Michael J. Hirsch

Abstract

The interest in mobile ad-hoc networks (MANETs) and often more precisely 
vehicular ad-hoc networks (VANETs) is steadily growing with many new applica-
tions, and even anticipated support in the emerging 5G networks. Particularly in 
outdoor scenarios, there are different mechanisms to make the mobile nodes aware 
of their geographical location at all times. The location information can be utilized 
at different layers of the protocol stack to enhance communication services in the 
network. Specifically, geographical routing can facilitate route management with 
smaller overhead than the traditional proactive and reactive routing protocols. In 
order to achieve similar advantages for radio resource management (RRM) and 
multiple access protocols, the concept of virtual cells is devised to exploit fully dis-
tributed knowledge of node locations. The virtual cells define clusters of MANET 
nodes assuming a predefined set of geographically distributed anchor points. It 
enables fast response of the network to changes in the nodes spatial configuration. 
More importantly, the notion of geographical location can be generalized to other 
shared contexts which can be learned or otherwise acquired by the network nodes. 
The strategy of enhancing communication services by shared contexts is likely to be 
one of the key features in the beyond-5G networks.

Keywords: context, distributed protocol, localization, MANET,  
radio resource management, routing, VANET

1. Introduction

The support for mobility was a large step towards realizing the full potential of 
wireless networks. The mobility of nodes brings about two large concerns. It affects 
radio propagation conditions making the propagation channels between transmit-
ters and receivers more volatile and less predictable. It also complicates the network 
management at higher layers of the protocol stack, since the network need to be aware 
about the present locations of all mobile nodes. The solutions to address these two con-
cerns are fundamentally dependent whether there is a supporting infrastructure such 
as fixed base stations and access points, or whether the nodes can only communicate 
directly with each other. The former scenario was introduced with the first generations 
of cellular networks whereas the latter scenario appeared in MANETs. The emerging 
5G networks are expected to provide support not only to individual mobile nodes, but 
newly also to MANETs. Alternative strategy to conventional networks comprising 
named nodes are the so-called data-centric networks which were also assumed for 
MANETs. In these networks, the nodes advertise and replicate named data, so the 
network routing is driven by the requests for given data rather than for given nodes.



Mobile Computing

66

Most MANETs are formed by interconnected manned or unmanned vehicles on 
the ground or in the air, so they are also referred to as VANETs. Many new applica-
tions are envisioned particularly for networks of unmanned aerial vehicles (UAVs) 
or drones, and other high altitude platforms (HAPs) such as balloons [1]. Another 
prominent example of MANETs are the upcoming networks of the low-Earth orbit 
(LEO) satellite networks where inter-satellite communications will be a critical 
component for delivering the envisioned broadband services and the global Earth 
coverage.

The radio propagation environment and the node mobility drive intermittent 
and often unpredictable connectivity between nodes in MANETs. The challenge is 
to define the corresponding mathematical models which are tractable as well as suf-
ficiently accurate [2]. At minimum, the radio propagation models need to incorpo-
rate path-loss, random shadowing and multi-path shadowing can be approximated 
by a two-ray ground reflection model. The mobility models require much more 
sophisticated strategies to account for individual and group behaviors of nodes 
including responses to various events, terrain profile, physical laws and many other 
aspects [3]. The discrepancy between the measurements in real-world networks and 
the protocol performances predicted from simulations can be largely attributed to 
inaccurate or inappropriate mobility models.

The dynamic nature of MANETs necessitates development of bespoke 
protocols, since conventional protocols such as TCP/IP used in wired networks 
would be very inefficient or even unusable, mainly due to very large overhead. 
For instance, MANETs require frequent packet retransmissions, re-establishing 
network routes to maintain connected paths between nodes, session management 
to deal with dropped connections, and security provisioning against internal 
and external attacks. Moreover, the bandwidth and packet payload is often 
limited, and the nodes may have reduced computing, communication and storage 
capabilities. This calls for carefully designed protocols to optimize the resource, 
so it is not surprising that protocol suits in the commercial MANETs are often 
proprietary, possibly modified versions of the protocols from research literature. 
Practical implementation of protocols also faces many common issues of soft-
ware development including hidden bugs which may be extremely difficult to 
discover.

At the physical layer, the node mobility creates fast fading channels which can 
be mitigated by various diversity signaling techniques including error-correction 
channel coding schemes, multicarrier modulations, and multiple antennas systems. 
In MANETs, the mobility is limited to a given geographical area, and the nodes 
participating in the network are usually known beforehand. This simplifies the 
protocols for mobility management in MANETs by allowing fixed node identifiers. 
On the other hand, MANETs are more vulnerable to security attacks than cellular 
networks. For example, there is no centralized authority in MANETs which can be 
trusted, and relatively short lifespan and small traffic volumes do not allow statisti-
cally significant intrusion detection.

The main strategy of the upcoming 5G networks is to unite telecommunica-
tion systems and provide unified and transparent access in different scenarios 
using different technologies. Hence, the 5G networks should provide support for 
MANETs as well. However, unlike (D2D) single-hop communication links in the 
long-term evolution (LTE) 4G networks, the MANET support in the 5G networks 
is likely to enable more flexible integration of mobile sub-networks within the 
cellular infrastructure with computing centers. Especially the VANETs of connected 
vehicles on the ground or in the air is a highly anticipated application supported 
in the 5G systems. However, some degree of autonomy required for MANETs or 
VANETs while exploiting the 5G infrastructure if or when it is available will make 
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the orchestration of communication and computing resources in these networks 
extremely challenging. Exploiting the location information of mobile nodes could 
significantly reduce the complexities of network control and management in the 
envisioned 5G systems.

Several key network services which must be provided in mobile networks are 
discussed in Section 2. We describe mobility management, and introduce different 
types of context. Geographical location is shown to be a specific case of a shared 
context within telecommunication networks which can be utilized to enhance 
the network services. We also briefly outline localization services in the 4G and 
5G networks, since these networks are expected to support MANETs in future. In 
Section 3, we review conventional and geographical routing strategies in mobile 
networks that have been studied extensively in literature. In contrast, geographical 
RRM and multiple access schemes received much less attention in the literature. A 
new concept of virtual cells for geographical protocols at the link layer providing a 
fast response with minimum overhead to varying MANET topology is presented in 
Section 4. The chapter is concluded in Section 5.

2. Network services in mobile networks

2.1 Mobility management

We review three concepts which are crucial for decentralized applications in 
MANETs: mobility management, network contexts, and localization services. In 
particular, the applications in MANETs need to be at least partially distributed 
including node localization. The distributed applications rely on and are greatly 
affected by the characteristics of inter-node connectivity such as time varying 
capacity of links. The end-to-end path stability and delay is also affected by the 
network traffic load with possible congestion effects, the number of hops and the 
number of alternative routes between the source and the sink. From computing 
perspective, the mobility management requires information about locations of 
clients and server instances, and maintaining states of sessions to provide robust-
ness against disruptions. The applications offering suspend and resume functions 
are less common in highly dynamic MANETs. Provided that there is enough band-
width and additional latency can be tolerated, off-loading applications into a cloud 
solves the computing constraints of nodes. Distributed clouds known as cloudlets 
which are more easily accessible by the network nodes were introduce to balance 
the requirements for bandwidth, latency and computing. The resource utilization is 
optimized by profiling applications, devices and network connectivity. The recent 
trend is to run synchronized identical instances of an application in the network 
nodes as well as in the cloud in order to optimize fine-grain off-loading in real-time 
[4]. The application can call micro-services to alleviate the latency for setting up 
and configuring full virtual machine instances while utilizing more efficiently the 
cloud resources.

In highly mobile environments such as in MANETs, the decentralized applica-
tions can be implemented as smart messages combining data and code [4]. The 
code manipulating data is executed as needed along the route as the message is 
passed among the nodes. This approach offers good scalability while executing the 
application within a desired context, for example, when the message reaches a node 
in a given location. Smart messages also solve the problem of migrating services 
among nodes as needed. In addition, akin to data-centric networks with named 
data chunks, it is possible to use smart messages with unique global names to be 
requested by the network nodes.
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the network services. We also briefly outline localization services in the 4G and 
5G networks, since these networks are expected to support MANETs in future. In 
Section 3, we review conventional and geographical routing strategies in mobile 
networks that have been studied extensively in literature. In contrast, geographical 
RRM and multiple access schemes received much less attention in the literature. A 
new concept of virtual cells for geographical protocols at the link layer providing a 
fast response with minimum overhead to varying MANET topology is presented in 
Section 4. The chapter is concluded in Section 5.

2. Network services in mobile networks

2.1 Mobility management

We review three concepts which are crucial for decentralized applications in 
MANETs: mobility management, network contexts, and localization services. In 
particular, the applications in MANETs need to be at least partially distributed 
including node localization. The distributed applications rely on and are greatly 
affected by the characteristics of inter-node connectivity such as time varying 
capacity of links. The end-to-end path stability and delay is also affected by the 
network traffic load with possible congestion effects, the number of hops and the 
number of alternative routes between the source and the sink. From computing 
perspective, the mobility management requires information about locations of 
clients and server instances, and maintaining states of sessions to provide robust-
ness against disruptions. The applications offering suspend and resume functions 
are less common in highly dynamic MANETs. Provided that there is enough band-
width and additional latency can be tolerated, off-loading applications into a cloud 
solves the computing constraints of nodes. Distributed clouds known as cloudlets 
which are more easily accessible by the network nodes were introduce to balance 
the requirements for bandwidth, latency and computing. The resource utilization is 
optimized by profiling applications, devices and network connectivity. The recent 
trend is to run synchronized identical instances of an application in the network 
nodes as well as in the cloud in order to optimize fine-grain off-loading in real-time 
[4]. The application can call micro-services to alleviate the latency for setting up 
and configuring full virtual machine instances while utilizing more efficiently the 
cloud resources.

In highly mobile environments such as in MANETs, the decentralized applica-
tions can be implemented as smart messages combining data and code [4]. The 
code manipulating data is executed as needed along the route as the message is 
passed among the nodes. This approach offers good scalability while executing the 
application within a desired context, for example, when the message reaches a node 
in a given location. Smart messages also solve the problem of migrating services 
among nodes as needed. In addition, akin to data-centric networks with named 
data chunks, it is possible to use smart messages with unique global names to be 
requested by the network nodes.
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In the 5G networks, the nodes in MANETs can benefit from mobility manage-
ment mechanisms including tracking area lists and NAS (non-access stratum) 
messages, provided that these nodes are governed directly or indirectly by the 5G 
network controllers. The interesting and open research question is how to manage 
the mobility in networks where some but not all nodes in a MANET are controlled 
by the 5G network. Another open research question is how to exploit predicted 
node trajectories to simplify the mobility management by inferring the future node 
positions.

2.2 Context in mobile networks

Context in telecommunication networks can have different meanings [5]. It 
can be related to some objective in delivering telecommunication services which 
is supported by directly observable or implied conditions. Typical characteristics 
describing the context in telecommunication networks are following:

• Context can be defined locally or globally, and it can be set, managed, synchro-
nized, combined, and transferred.

• Context often varies in time, but context-based adaptation can go beyond 
simply adjusting a few parameters, for example, to improve efficiency and 
resilience of the network.

• Context usually describes more complex conditions in the network, and it can 
be defined for a single node, a group of nodes or all nodes in network.

• Context can be shared, and learned individually or cooperatively, or predicted 
from past observations.

Context sharing is illustrated in Figure 1 where either information about indi-
vidual contexts is shared explicitly, or some shared network conditions are observed 
individually by different network entities. In some cases, revealing the context such 
as geographical location could cause privacy and security concerns, which may 
require defining and enforcing context sharing policies. A trivial example of the 
shared context is time synchronization of nodes in a network required, for example, 
to define time slots for multiple access protocol.

We can assume different types of contexts such as context defined for con-
nectivity, devices, applications and networks including availability of different 
resources. Here, our focus is specifically on geographical location as the context 
which is naturally shared among the network nodes. Similarly to time context, the 
shared location context can be acquired with the aid of an external source such as 

Figure 1. 
Sharing the context among different network entities.
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global satellite navigation system (GNSS), or the nodes can cooperate to define their 
locations relative to each other. Moreover geographical locations can be defined 
in the same or multiple spatial frames with the corresponding points of origin. In 
addition, geographical location can be defined more loosely as a position belonging 
to some specified geographical area such as a base station cell, inside the building 
and similar. Such coarse-grained localization is often sufficient in many applica-
tions, for example, to make off-loading decisions.

2.3 Localization in mobile networks

The most straightforward for determining the absolute locations of nodes in 
a geographical area is to employ GNSS which is cost-affordable technology with 
ubiquitous coverage outdoors. Recently, a number of countries launched their own 
now fully operational GNSS including USA (GPS), GLONASS (Russia), Galileo 
(Europe), Compass (China), and IRNSS (India). Localization errors of GNSS can 
be improved by correcting errors due to atmospheric propagation effects, using 
overlay signals from other satellites, and using terrestrial augmentation systems. 
Another strategy particularly suitable for mobile nodes is to employ inertial naviga-
tion systems (INS) onboard the nodes to perform dead reckoning. The INS can be 
used as a fallback system when the GNSS signals are temporarily unavailable, for 
instance, in between the satellite measurements.

Localization techniques in mobile networks which are independent of external 
signals assume measurements of signal strength, time of light, time differences, 
angle of arrival and others [6]. However, the measurements are always noisy, so 
more sophisticated statistical signal processing such as Kalman filtering is usually 
necessary. The localization by inferring distances to several other nodes known 
as trilateration is probably the most common. There are also network assisted 
localization methods which will support mobile networks in future (5G) systems. 
For instance, the node may inquiry about the identifier of the base station, or it can 
identify some other suitable radio beacon nearby to determine its approximate loca-
tion. The 4G/5G base stations can assist the GNSS localization in order to reduce 
the location acquisition time. The 4G/5G standard also defines several references 
signals to assist the mobile nodes in measuring signal strength and observed differ-
ence in time of arrival for determining their location.

The positioning methods defined in the latest LTE standard adopted as the New-
Radio (NR) 5G system are intended to provide a broad compatibility with other radio 
access technologies and exploit different measurements, especially in the uplink. 
The LTE positioning protocol (LPP) can assist the mobile nodes in determining 
their location using the control plane or user plane signaling. For instance, the base 
station can calculate the position using the GNSS measurements reported by the 
node, or the base station can provide the current satellite data to the node to facilitate 
its GNSS positioning. However, in situations when the GNSS signal is not be avail-
able, the preferred localization method in the 4G networks is based on the observed 
time difference of arrival (OTDOA) at the node from two or more base stations. The 
timing advance information which is used to synchronize multiple base station cells 
can be used for node localization. The locations of base stations are exactly known, 
so they can be utilized as anchors in conventional wireless localization techniques. 
There are also specifically defined positioning reference signals for signal timing and 
strength measurements, and the radio-frequency signature inference in the LTE. The 
open research question is how to provide network assisted localization services for 
MANETs where only some nodes are controlled by the 5G network.
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3. Routing in mobile networks

3.1 Conventional routing protocols

Routing is a primary function of the network layer. The routing strategy is one of 
the key factors affecting the achievable QoS in the network. It is usually a compro-
mise between fairness and traffic prioritization. The routing protocols need to define 
services for route creation, maintenance, updates, release and deletion, and it can 
also provide backup path to a faster recovery from link failures. The routing proto-
cols in MANETs are fully distributed, and need to support mobility and the dynamic 
network topology, so they are often some variation of adaptive distance vector rout-
ing. The lifespan of links and routes in MANETs is dependent on the node mobility. 
The routing algorithm needs to be robust in order to improve the network stability 
despite existence of short-lived links. The local coordination among nodes is neces-
sary to create longer-lived routes. The neighboring nodes periodically and iteratively 
share their knowledge of the dynamic network topology. The neighboring nodes 
are commonly discovered by sending hello and echo messages, for instance, using 
selective or controlled flooding. A simple flooding suffers from packet duplication to 
the point of packet implosion due to routes overlap. A straightforward improvement 
of flooding known as gossiping assumes a random walk to forward packets to the 
randomly selected outgoing links, but it cannot guarantee that all packets will reach 
all destinations. However, any routing protocols based on flooding do not scale well 
with the network size, if the network topology remains flat.

Apart from flooding, other basic mechanisms for route discovery assume next 
hop routing, and source based routing. The hello messages are also used to probe 
existing connections, if there were no other packets sent within a given time period 
to ensure that the neighboring nodes are still available.

The fundamental requirement for routing protocols is to discover optimum 
or near optimum routes which are loop-free. The loop-free routing is related to 
count-to-infinity problem which can occur if one of the intermediate routers goes 
down, or the routing updates between two or more nodes appear at the same time. 
The routing path optimality can be measured as end-to-end latency and bandwidth 
which can be approximated by the number of hops, or geographical distances. In 
many scenarios, the optimum routing is constrained by availability and fair use of 
resources. Although QoS-aware routing in MANETs is less common, the energy-
aware routing algorithms are frequently assumed to avoid exhausting the battery 
life of the nodes serving as routers for all the other nodes. This can be achieved by 
periodically changing the group of nodes assigned to act as routers. The energy 
dissipation in nodes is greatly affected by the uniformity of traffic in the network. 
The battery life can be also extended by defining duty cycles with sleep modes and 
periodic awakening.

The routing is often combined with scheduling which can be reservation based 
to avoid collisions, or contention based scheduling is more efficient with smaller 
network traffic loads. The routing defines a particular network topology such as a 
chain topology which is useful for data aggregation, and cycle-free spanning tree 
for packet broadcasting and multicasting. Determining spanning tree is, however, 
problematic in dynamic networks where it is usually approximated, for example, 
using a reverse-path forwarding mechanism. The spanning tree topology can be 
also established at the level of multicast groups, and there can be multiple spanning 
trees from the same source to different multicast groups.

The data aggregation creates ever larger payload as the packet traverse along the 
route in exchange of reducing the number of packets to be sent. The overhead of 
routing protocols increases substantially with the network size and its dynamics. 
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The updates via control messages consume the bandwidth and energy. The fre-
quency of updates determines the temporal resolution, i.e., the maximum dynamics 
of network which can be supported. It is also possible to limit the spatial resolution 
of updates by constraining how far they can propagate in the network. This issues 
are more problematic for flat peer-to-peer MANETs, so creating a two-tier hier-
archy of nodes by assigning nodes to clusters is usually desirable. The clusters are 
created by clustering algorithms, and each cluster elects a cluster head to forward 
packets to other clusters whereas the nodes in the cluster can communicate directly. 
The clustering of network reduces the number of hops to destination which reduces 
the end-to-end delay. The geographical distances between clusters can be measured 
by assuming the cluster centroids.

In general, different routing protocols are required for different scenarios and 
applications. The basic classification of routing protocols whether they provide 
route discovery on demand or a priori. These two classes are referred to as reactive 
and proactive protocols, respectively. Reactive protocols start the route discovery 
only when it is needed, i.e., there are data to be transported over the network. The 
process is initiated by the source with the data which avoids the need for routing 
tables in intermediate nodes and their periodic updates. However, the routing 
overhead and the packet payload increases with the number of hops as the route 
grows towards the destination, and each intermediate node appends its identifier 
to the packet header. However, the large packet size can create problems for the link 
layer protocol as it normally sends packets of predefined length, and larger packets 
must be sliced into multiple pieces. The route discovery is supported by broadcast-
ing RREQ (route request) and receiving RREP (route reply) messages.

The discovered routes can be cached to improve efficiency and reduce the control 
overhead. However, the cached routing information eventually becomes stale. In 
addition, sudden changes to the route such as broken links are not detected. The on-
demand routing strategy is more efficient for less frequent data transfers, and when 
the network topology is less dynamic, even though there is some delay before the route 
is set up. The reactive protocols are usually based on distance vector routing. The most 
well-known examples of reactive routing protocols in MANETs are AODV, DSR, and 
TORA [7]. For instance, the DSR protocol is useful for unicast traffic with multiple 
routes between source and destination, but it suffers from the growing packet size. The 
AODV protocol has constant packet sizes by keeping routing information in routing 
tables at intermittent nodes. Each route is assigned an expiry time, and only the routes 
in use are maintained. In addition, the sequence numbers in packets are used to keep 
track of active routes. The AODV protocol also supports multicast routing.

Next-hop routing protocols optimize only the following hop unlike the source 
based routing which considers the whole end-to-end path to the destination. The 
reactive protocols can update the route if the detected changes are above a certain 
threshold in order to reduce the frequent route updates in time-sensitive applica-
tions. The TEEN protocol is an example of this approach. The diffusion routing 
protocols propagate data along the reverse path of the initial query. Each path is 
associated with a gradient which is formed by propagating the initial data query or 
so-called the interest message. The data-query based routing protocols are unsur-
prisingly used in data-centric networks. The SPIN protocol is one example of these 
kinds of protocols.

Alternative strategy to reactive protocols is to assume proactive protocols which 
establish routes a priori, even if there are no data to be sent. This routing strategy is 
more suited to networks which larger traffic loads, but smaller mobility compared 
to reactive protocols. The proactive protocols can assume both distance vector and 
link state routing algorithms, and since they primarily rely on routing tables. The 
routing protocols can afford to search for the shortest path or the least cost route, 
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3. Routing in mobile networks
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aware routing algorithms are frequently assumed to avoid exhausting the battery 
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TORA [7]. For instance, the DSR protocol is useful for unicast traffic with multiple 
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tables at intermittent nodes. Each route is assigned an expiry time, and only the routes 
in use are maintained. In addition, the sequence numbers in packets are used to keep 
track of active routes. The AODV protocol also supports multicast routing.
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based routing which considers the whole end-to-end path to the destination. The 
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protocols propagate data along the reverse path of the initial query. Each path is 
associated with a gradient which is formed by propagating the initial data query or 
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prisingly used in data-centric networks. The SPIN protocol is one example of these 
kinds of protocols.

Alternative strategy to reactive protocols is to assume proactive protocols which 
establish routes a priori, even if there are no data to be sent. This routing strategy is 
more suited to networks which larger traffic loads, but smaller mobility compared 
to reactive protocols. The proactive protocols can assume both distance vector and 
link state routing algorithms, and since they primarily rely on routing tables. The 
routing protocols can afford to search for the shortest path or the least cost route, 
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and exploit multiple routes between the source and destination. The timers as well 
as sequence numbers are again utilized to detect stale routes and remove them from 
routing tables. The main disadvantage is periodic dissemination of routing informa-
tion to maintain the routing tables.

The LEACH protocol is a popular example of proactive protocol used with 
topology clustering. The PEGASIS protocol improves the LEACH protocol, and 
uses sequential data aggregation over chain topology, although parallel aggregation 
strategies were also considered. Both these protocols are much more efficient for 
broadcasting than flooding based algorithms, since they assume topology clustering, 
however, their support for mobility is limited, and there are no considerations for QoS 
provisioning. Other examples of proactive protocols include OLSR, DSDV and WRP.

There are also hybrid routing protocols combing reactive and proactive protocols 
to maximize the benefits of both, for example, GRP and ZRP protocols.

3.2 Geographical routing protocols

Unlike previously described topology-based routing protocols, the geographical 
protocols derive their routing strategy from knowledge of geographical locations 
of other nodes in the network [7–12]. The geographical locations can be also used 
to forecast the propagation conditions either by simple mathematical models if it 
needs to be performed in real time or by simulations if the off-line channel model-
ing is acceptable. Geographical locations can also represent the network node 
addresses, but this is less practical in mobile networks. There is also a concept of 
so-called virtual embeddings which assign the nodes with virtual stationary points 
serving as their addresses in order to alleviate the need for determining the actual 
geographical positions of each node.

The key idea of geographical routing which goes back to 1980 is to forward 
packets closer to the destination without prior path discovery, similarly to reactive 
routing protocols. Hence, geographical routing is particularly useful for MANETs 
with frequent topology changes, provided that the geographical locations of the 
neighboring nodes can be tracked. The common challenges of geographical rout-
ing protocols are difficulty in obtaining geographical locations of other nodes 
apart from the immediate neighbors, and accuracy and timeliness of determining 
the locations. Another issues is timeliness of location information as the nodes in 
MANETs are constantly moving, and before the relevant information is forwarded 
to other nodes, it may be obsolete. The performance of these protocols can be 
improved by predicting node locations knowing their mobility patterns which can 
be then used to predict the quality of links. It should be also noted that these proto-
cols were primarily developed for 2D locations. The extension to 3D space including 
the airborne nodes may not be straightforward.

There are two basic strategies employed in geographical routing protocols. The 
first strategy is the one-hop greedy forwarding. The idea is to bring packet closer to 
the destination. As illustrative example in Figure 2, the source is connected to four 
nodes A, B, C, and D within its transmission radius. The node A is selected as the 
nearest node providing a forwarding progress towards the destination. The node B 
offers the best forwarding progress towards the destination among all the nodes con-
nected with the source. The node C is selected as the one being closest to the azimuth 
towards the destination, so this strategy is referred to as compass routing. Finally, 
selecting the node D as the one being closest to the destination corresponds to a basic 
greedy strategy. More importantly, neither compass routing nor the nearest node 
with forwarding progress guarantees the loop free routing. The greedy forwarding 
can lead to a dead-end once there are no other nodes closer to the destination.
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The second strategy is known as face routing. The faces are polygons depicted 
in blue and red color lines in Figure 2, and correspond to the node connections. 
The two red paths in Figure 2 are the face routes which are passing through nodes 
closest to but never crossing the line connecting the source and the destination. In 
order to guarantee the loops-free paths, it is common to combine both of these basic 
strategies. For instance, a well-known GPSR protocol combines greedy forwarding 
with face routing.

It should be noted all the geographical routing protocols described in Figure 2 
assume unicast traffic, however, it is straightforward to extend these protocols for 
directional flooding. Similarly to multicast, geocast sends packets to a target group 
of nodes located in a given geographical area. There are also many geographical 
routing protocols for connected vehicles which exploit packet caching geographical 
maps of cities to predict the vehicle movements, for instance, GSR, GPCR, A-STAR, 
COIN, BREADCOMM, UMB and many others.

The location-aided routing (LAR) algorithm facilitates the geographical rout-
ing by partitioning the geographical area into two zones [8]. The expected zone 
narrows down the expected location of the destination. Such zone can be predicted 
from the past locations of the destination and information about the nodes mobility. 
The request zone defines the area where the search for a new route should be con-
fined, for example, to flood the route request packet in order to significantly reduce 
the number of route-finding messages. If the packet is forward to a node outside the 
request zone, the packet is discarded. The LAR protocol can be combined with the 
greedy forwarding or directional flooding.

Geographical forwarding with expected zones is combined in the DREAM rout-
ing protocol. This protocol utilizes a position database where each entry contains a 
time-stamped information about the node current location, speed and direction in 
order to enable dead-reckoning predictions of location. The GRID routing protocol 
partitions the geographical area into a regular grid. At the local level, the packet 
routing is performed by some proactive routing algorithm whereas location-based 
routing is used to forward packets between the fields. The so-called home zone 
concept enforces all nodes within the home zone to keep information about the 
nodes belonging to that home zone, but which are temporarily away. In data centric 
networks, geographic location can be hashed to provide a unique key for data nam-
ing which also scales well in large networks.

Figure 2. 
Greedy one-hop forwarding and face routing in geographical routing protocols.
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and exploit multiple routes between the source and destination. The timers as well 
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4. Geographical RRM

Geographical RRM and multiple access schemes did not receive comparable 
attention as the geographical routing. Here, we partition the geographical region 
into non-overlapping areas referred to as virtual cells [13]. Unlike a partitioning into 
regular grid as for the GRID routing protocol discussed in the previous section, we 
define partitioning by the set of a priori chosen anchor points and partitioning is 
then form by the corresponding Voronoi regions. The virtual cells can be treated as 
the base station cells in cellular networks. It is then possible to pre-assign these cells 
with communication channels and other radio resources to facilitate distributed 
RRM and limit the exchange of control messages as well as to assume various chan-
nel reuse schemes. It is not necessary that the anchor points are static, or countably 
finite. The node clusters in MANET does not have to be fully contained within the 
virtual cells, although the virtual cells can be exploited to simply the clustering. 
In general, the utilization of virtual cells for RRM and multiple access is strongly 
dependent on the nodes mobility.

The RRM in wireless networks includes allocating communication channels, 
and setting the transmitting powers and data rates in order to use the limited radio 
resources as efficiently as possible. Unlike the cellular networks with centralized 
base station controllers, the RRM in MANETs is fully distributed, so the network 
nodes have to exchange enough information to coordinate multiple access, create 
network topology, manage interference, and determine routing. The scalability 
of MANETs is often achieved by a two-tier topology with clusters controlled by 
their respective cluster-heads. The nodes communicate with their cluster head who 
provide the centralized RRM within the cluster, however, the allocation of radio 
resources among the clusters remains distributed.

Virtualization of radio resources has recently emerged as a new paradigm to 
provide flexibility in efficiently sharing the network physical infrastructure. For 
instance, the network physical resources can be aggregated into a cloud, and then 
optimally partitioned to match the current demands of different users. It enables 
to define network function virtualization (NFV), virtual radio access networks 
(V-RAN), virtual operators and so on. Virtualization is expected to be the key 
design feature in the upcoming 5G networks. On the other hand, virtualization of 
the distributed radio resources in infrastructure-less networks is less straightfor-
ward, and it was rarely considered previously.

4.1 Virtual cells

The mobility model determines the optimum location of anchor points. Let the 
nodes in MANET follow the reference point group mobility (RPGM) model [14]. 
Such mobility consists of deterministic and random components. We assume that 
the random component represents a random waypoint (RWP) mobility, and for 
simplicity, the deterministic component representing a shared drift is the same 
for all nodes. For this mobility model, we can show that the optimum distribution 
of anchor points creates a hexagonal grid of equal-sized cells which is well known 
in the homogenous cellular networks. More precisely, the spatial mean of the 
RWP mobility is zero, i.e., such a node, on average, stays in one place. The opti-
mum anchor point distribution is then given by the deterministic component of 
mobility, is also dependent on the initial placement of the network nodes. A large 
number of anchor points yield smaller virtual cells and more frequent handovers 
between them as the nodes move around. On the other hand, the virtual cells with 
large area may contain too many nodes, so the benefits of separating nodes into 
virtual cells diminish.
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Assuming the deterministic component of the mobility is constant and the same 
for all nodes, and the random component of mobility for all nodes follows the same 
RWP model, the optimum anchor points lie on a rectangular grid with the dimen-
sions √3R/2 and 3R/2, respectively, where R > 0 is a scaling factor. The scaling factor 
is set to match the RWP model, i.e., the variance of the random mobility component 
in order to evenly distribute the nodes among the virtual cells. The anchor grid is 
rotated, so that it is aligned with the mean direction of the mobility. The corre-
sponding anchor points are located in the 2D positions,

   a  m,n   =  [Rm  mod  2    (n − 1) ,  n √  3R / 2 ]   (1)

where m and n are integers. The virtual cells are defined by the Voronoi regions 
corresponding to the anchor points, and R represents the virtual cell radius. The list 
of anchor points is communicated to every network node. The nodes can determine 
in which virtual cell they are presently located by finding the closest anchor point. 
The virtual cells can be further sectored to aid the RRM.

4.2 Transmission channel allocation

The radio propagation model adopted greatly affects the performance of the net-
work protocols. For our purposes to illustrate the concept of virtual cells, we assume 
that every node is equipped with an omnidirectional antenna. The transmitted 
signals are attenuated by independently and identically distributed fading coeffi-
cients drawn from the Rayleigh distribution. In addition, the signals are attenuated 
by the free-space path-loss modeled as,

  PL (d)  =  PL  0   ×  d   −u   (2)

where d is the distance from the transmitter antenna, and u > 1 is the path-loss 
coefficient. The attenuation factor PL0 = λc/(4π) and λc denotes the carrier wave-
length. The nodes are capable of full duplex transmissions, and they can transmit 
and receive at different frequency channels simultaneously.

As in the legacy cellular networks, the frequency channels can be reused in dif-
ferent virtual cells to increase the overall network capacity. The reuse distance for 
the hexagonal virtual cells defined by the anchor locations (1) is calculated as,

    d  reuse   = R √   ( 3N  cl  )    (3)

where Ncl = (u2 + v2 + uv) is the number of cells in the cell cluster, and u and v are 
the number of cells which are crossed in order to arrive to the nearest co-channel 
cell within the hexagonal grid. Typical values of Ncl are 1, 3, 4, 7, and 9. In general, 
the larger the ratio dreuse/R, the better the isolation between reused frequency chan-
nels, and the smaller the co-channel interference.

The cell coverage of the legacy cells and the proposed virtual cells are compared 
in Figure 3. In the former, the base station is at the cell center, so the cell radius R 
and the base station transmission range r are equal. In the latter, the transmission 
range r of the node at the virtual cell edge would have to be at least r > 2R in order to 
cover the whole area of the virtual cell.

In order to assign the transmission channels, we assume there are F orthogonal 
frequency channels defined within the total bandwidth allocated to the network. Let 
F/Ncl be an integer, so the channels can be divided equally among the virtual cells in 
the same cell cluster. In order to provide the frequency diversity, the transmissions 
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Assuming the deterministic component of the mobility is constant and the same 
for all nodes, and the random component of mobility for all nodes follows the same 
RWP model, the optimum anchor points lie on a rectangular grid with the dimen-
sions √3R/2 and 3R/2, respectively, where R > 0 is a scaling factor. The scaling factor 
is set to match the RWP model, i.e., the variance of the random mobility component 
in order to evenly distribute the nodes among the virtual cells. The anchor grid is 
rotated, so that it is aligned with the mean direction of the mobility. The corre-
sponding anchor points are located in the 2D positions,

   a  m,n   =  [Rm  mod  2    (n − 1) ,  n √  3R / 2 ]   (1)

where m and n are integers. The virtual cells are defined by the Voronoi regions 
corresponding to the anchor points, and R represents the virtual cell radius. The list 
of anchor points is communicated to every network node. The nodes can determine 
in which virtual cell they are presently located by finding the closest anchor point. 
The virtual cells can be further sectored to aid the RRM.

4.2 Transmission channel allocation

The radio propagation model adopted greatly affects the performance of the net-
work protocols. For our purposes to illustrate the concept of virtual cells, we assume 
that every node is equipped with an omnidirectional antenna. The transmitted 
signals are attenuated by independently and identically distributed fading coeffi-
cients drawn from the Rayleigh distribution. In addition, the signals are attenuated 
by the free-space path-loss modeled as,

  PL (d)  =  PL  0   ×  d   −u   (2)

where d is the distance from the transmitter antenna, and u > 1 is the path-loss 
coefficient. The attenuation factor PL0 = λc/(4π) and λc denotes the carrier wave-
length. The nodes are capable of full duplex transmissions, and they can transmit 
and receive at different frequency channels simultaneously.

As in the legacy cellular networks, the frequency channels can be reused in dif-
ferent virtual cells to increase the overall network capacity. The reuse distance for 
the hexagonal virtual cells defined by the anchor locations (1) is calculated as,

    d  reuse   = R √   ( 3N  cl  )    (3)

where Ncl = (u2 + v2 + uv) is the number of cells in the cell cluster, and u and v are 
the number of cells which are crossed in order to arrive to the nearest co-channel 
cell within the hexagonal grid. Typical values of Ncl are 1, 3, 4, 7, and 9. In general, 
the larger the ratio dreuse/R, the better the isolation between reused frequency chan-
nels, and the smaller the co-channel interference.

The cell coverage of the legacy cells and the proposed virtual cells are compared 
in Figure 3. In the former, the base station is at the cell center, so the cell radius R 
and the base station transmission range r are equal. In the latter, the transmission 
range r of the node at the virtual cell edge would have to be at least r > 2R in order to 
cover the whole area of the virtual cell.

In order to assign the transmission channels, we assume there are F orthogonal 
frequency channels defined within the total bandwidth allocated to the network. Let 
F/Ncl be an integer, so the channels can be divided equally among the virtual cells in 
the same cell cluster. In order to provide the frequency diversity, the transmissions 
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adopt a frequency hopping patterns, so each node selects a different frequency 
channel for transmission at every time slot. The co-channel interference within the 
virtual cell is mitigated by defining a set of orthogonal frequency hopping patterns 
for the nodes in that cell. Note that these hopping patterns are only orthogonal as 
long as all transmissions are time-slot synchronized. Since the neighboring cells 
within the same cell cluster may not be time synchronized, we can reduce the result-
ing co-channel interference by requiring that every frequency channel is used within 
the cell cluster only once every X > 0 consecutive time slots. In particular, assuming 
X = 3, the channel allocation matrix F is resilient against the time-slot misalignment 
of the neighboring transmissions by up to one time slot. The following Matlab code 
generates the orthogonal channel allocation matrix F of X × Ncl frequency tones over 
T consecutive time slots for Ncl cells in the cell cluster. The resilience of the channel 
allocation matrix F will be shown numerically in the subsequent section.

The following Matlab code is used to generate the frequency hopping matrix F 
with the parameters X, Ncl, and T. The function randint (K) generates a random 
integer between 1 and K.

NA = zeros(X*Ncl,T); % auxiliary matrix
FF = zeros(Ncl,T); % channel matrix
for u = 1:Ncl
for t = 1:T
       i = find(NA(:,t)==0);
       j = randint(length(i));
FF(u,t) = i(j);
NA(i(j),t) = 1;
if t==T, t1 = 1; else t1 = t + 1; end
NA(i(j),t1) = 1;
if t==1, t1 = T; else t1 = t-1; end
NA(i(j),t1) = 1;
end
end

4.3 Geographical multiple access

Many general multiple access (MAC) link layer protocols were developed 
for MANETs such as Z-MAC, reservation MAC, distributed MAC, and spatial 

Figure 3. 
The legacy cell coverage (left), and the virtual cell coverage (right). The square node represents the anchor 
point of the virtual cell.
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correlations based MAC. These protocols usually assume synchronized time-slots 
and carrier sensing to mitigate packet collisions. Here, we only consider a simple 
MAC scheme which can be supported by the virtual cells. We assume a two-tier 
network topology where the nodes are grouped in node clusters, so the packets are 
routed within and among the clusters. Each cluster elects a single cluster head node. 
The nodes connected to more than one cluster head serve as the gateway nodes 
between those clusters. The nodes can play other roles such as relaying the packets 
for other nodes as well as they can originate and consume traffic. We assume that 
each virtual cell is assigned a single frequency channel or a set of frequency hopping 
patterns. The node transmissions follow these rules:

1. The nodes in a given virtual cell can transmit only using the frequency channel 
or the frequency hopping pattern assigned to that cell. However, the nodes can 
listen to transmissions at multiple frequencies assigned to other neighboring 
cells.

2. The nodes within a given virtual cell use TDMA or mutually orthogonal 
frequency hopping patterns.

3. The nodes in different cells of the virtual cell cluster use FDMA or the 
assigned frequency hopping patterns.

In general, it is important to distinguish between the node clusters defined 
among the network nodes, and the cell clusters defined for the frequency channel 
reuse among the virtual cells. Consequently, the network clusters can be created 
independently of the nodes locations within the virtual cells. The virtual cells can 
contain nodes belonging to different node clusters, or there may be no cluster head 
within the virtual cell to time-synchronize the nodes and make their transmissions 
orthogonal. In order to overcome these issues and form the node clusters within the 
virtual cells, we assume the following assignment of the roles for nodes within the 
virtual cells:

1. The nodes located within the same virtual cell form a single cluster.

2. The node closest to the anchor point (i.e., the virtual cell center) becomes the 
cluster head.

3. The nodes at the edge between the virtual cells assume the roles of the gateway 
nodes for the other nodes in the cluster.

Choosing the cluster head close to the cell center leads to more efficient coverage 
of the cell, and smaller transmission distances from the other less centered nodes. 
The gateway nodes are selected to be close to the cell edge, and at the same time, they 
should be in different angular sectors. Since the packet relaying increases the number 
of transmissions in the cell, it should be limited. The role assignment for the nodes 
can be done by modifying the existing protocols used for creating the node clusters. 
Additional splitting of the virtual cells can be used to selectively poll the nodes in a 
predetermined order, for instance, the polling message requests the response from 
the nodes in a given cell sector. The node roles should be periodically updated as they 
move around. The node handover when leaving one cell and joining another cell 
can be performed by contacting the cluster head in the new cell and requesting the 
allocation of radio resources in that cell. The RRM performed by the cluster heads 
can be aided by exchanging location information of nodes in the same virtual cell.
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correlations based MAC. These protocols usually assume synchronized time-slots 
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network topology where the nodes are grouped in node clusters, so the packets are 
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The nodes connected to more than one cluster head serve as the gateway nodes 
between those clusters. The nodes can play other roles such as relaying the packets 
for other nodes as well as they can originate and consume traffic. We assume that 
each virtual cell is assigned a single frequency channel or a set of frequency hopping 
patterns. The node transmissions follow these rules:
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or the frequency hopping pattern assigned to that cell. However, the nodes can 
listen to transmissions at multiple frequencies assigned to other neighboring 
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2. The nodes within a given virtual cell use TDMA or mutually orthogonal 
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3. The nodes in different cells of the virtual cell cluster use FDMA or the 
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In general, it is important to distinguish between the node clusters defined 
among the network nodes, and the cell clusters defined for the frequency channel 
reuse among the virtual cells. Consequently, the network clusters can be created 
independently of the nodes locations within the virtual cells. The virtual cells can 
contain nodes belonging to different node clusters, or there may be no cluster head 
within the virtual cell to time-synchronize the nodes and make their transmissions 
orthogonal. In order to overcome these issues and form the node clusters within the 
virtual cells, we assume the following assignment of the roles for nodes within the 
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1. The nodes located within the same virtual cell form a single cluster.

2. The node closest to the anchor point (i.e., the virtual cell center) becomes the 
cluster head.

3. The nodes at the edge between the virtual cells assume the roles of the gateway 
nodes for the other nodes in the cluster.

Choosing the cluster head close to the cell center leads to more efficient coverage 
of the cell, and smaller transmission distances from the other less centered nodes. 
The gateway nodes are selected to be close to the cell edge, and at the same time, they 
should be in different angular sectors. Since the packet relaying increases the number 
of transmissions in the cell, it should be limited. The role assignment for the nodes 
can be done by modifying the existing protocols used for creating the node clusters. 
Additional splitting of the virtual cells can be used to selectively poll the nodes in a 
predetermined order, for instance, the polling message requests the response from 
the nodes in a given cell sector. The node roles should be periodically updated as they 
move around. The node handover when leaving one cell and joining another cell 
can be performed by contacting the cluster head in the new cell and requesting the 
allocation of radio resources in that cell. The RRM performed by the cluster heads 
can be aided by exchanging location information of nodes in the same virtual cell.
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4.4 Numerical examples

We assume that the anchor points are regularly distributed according to 
Eq. (1), and the cell radius R = 500 m. There are N = 200 nodes initially uni-
formly distributed in the observation rectangular area of 2500 × 2500 m. The 
deterministic component of the node movements is exactly horizontal whereas 
the random mobility component assumes the RWM model. As the nodes move 
around in the Eastern direction, their roles reestablished every 10 time slots. 
There is exactly one cluster head and up to three gateway nodes in each virtual 
cell. The gateways are the nodes furthest away from the cell center in each of 
the three sectors: 30 to 150°, 150 to 270°, and −90 to 30°, respectively. Hence, it 
is possible that, in some virtual cells, the cluster-head also acts as a gateway to 
transmit packets to the neighboring cells, otherwise, the cluster-head transmits 
packets to the nodes within the same cell. The remaining nodes in the virtual 
cells only retransmit packets to the other nodes within the same cell. The pairs of 
transmitting and receiving nodes in the virtual cells are chosen at random with a 
uniform probability. The pairs are selected independently from one time slot to 
another as well as independently among different cells. Thus, all transmissions 
within the same cell are orthogonal unlike the simultaneous transmissions in 
different cells. Furthermore, the transmissions assume frequency hopping where 
every cluster of the virtual cells is assigned a distinctive set of mutually orthogo-
nal frequency hopping patterns. These patterns are generated by the algorithm 
presented in the previous section. Even though the transmissions in each cell at 
every time slot are orthogonal, the co-channel interference can still appear due to 
a lack of time-slot synchronization among the virtual cells, even within the same 
cell cluster. We assume the virtual cell clusters with Ncl = 7 and Ncl = 3 cells equal 
to the respective frequency reuse factors. The simulation snapshots for these two 
cases are shown in Figure 4A and 4B, respectively. The arrows in these figures 
indicate randomly chosen transmissions. There are either one or two orthogonal 
transmissions per cell in each time slot.

We compare the following four transmission schemes. The first scheme, denoted 
as FR = 7/2 × 7, uses 2 × 7 = 14 distinct and orthogonal frequency channels with 
two of these channels allocated to every cell in the cluster of Ncl = 7 cells. Hence, 
there can be up to two simultaneous orthogonal transmissions in each cell in any 
given time slot. The frequency hopping pattern is created by randomly selecting 
two of the allocated frequency channels during each time slot. The second scheme, 
denoted as FR = 7/1 × 7, assumes seven orthogonal frequency hopping patterns over 
3 × Ncl = 21 frequencies; one such pattern is allocated to each cell in the cell cluster. 
An example of these orthogonal patterns generated by the algorithm given in the 
previous section is presented in Table 1.

The third scheme, denoted as FR = 3/2 × 3, uses 2 × 3 = 6 distinct and orthogonal 
frequency channels the same way as the first scheme, but assuming only Ncl = 3 
cells in the cell cluster. The fourth scheme, denoted as FR = 3/1 × 3, assumes three 
orthogonal frequency hopping patterns over 3 × Ncl = 9 frequencies which are 
generated and used the same way as in the second scheme.

The simulations in Matlab were performed to investigate the importance of time 
synchronization on the level of co-channel interference measured as the  average 
signal-to-interference-plus-noise ratio (ASINR). The results for T = 100 time slots 
are shown in Figure 5 assuming that the transmissions at the neighboring cells can 
be misaligned by up to one time-slot corresponding to ∆T = 100%. More specifically, 
given the value ∆T, the transmissions in (Ncl − 1) neighboring cells are delayed by 
a fixed but randomly chosen time from the interval (0, ∆T). We observe that the 
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frequency hopping patterns generated by the presented algorithm are constrained 
such that the time delays by up to one time slot do not create any additional co-
channel interference. On the other hand, the schemes 7/2 × 7 and 3/2 × 3 generate 
additional co-channel interference if the transmissions at subsequent time slots at 
the neighboring cells are occurring at the same frequency.

Figure 4. 
(A) A snapshot of transmissions in the 7-cell cluster network. (B) A snapshot of transmissions in the 3-cell 
cluster network.
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frequency hopping patterns generated by the presented algorithm are constrained 
such that the time delays by up to one time slot do not create any additional co-
channel interference. On the other hand, the schemes 7/2 × 7 and 3/2 × 3 generate 
additional co-channel interference if the transmissions at subsequent time slots at 
the neighboring cells are occurring at the same frequency.

Figure 4. 
(A) A snapshot of transmissions in the 7-cell cluster network. (B) A snapshot of transmissions in the 3-cell 
cluster network.
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4.5 Discussion

The localization methods including GNSSS consume additional energy, how-
ever, these methods are now routinely used in MANETs operating in the outdoor 
environments. The geographical partitioning of the area using a set of predeter-
mined locations referred to as anchor points and the corresponding Voronoi regions 
can facilitate the frequency, or more generally, transmission channel planning. The 
reuse and assignment of communication channels in the cells is one of the main 
tasks of the base station controllers in the legacy cellular networks. Here, this task 
is accomplished without any supporting physical infrastructure, so the MANETs 
can take advantage of the virtually defined cells. The infrastructure-less virtual cells 
should be contrasted with the NFV and other virtualization strategies which are 
used to pool and partition the shared radio resources in radio access networks.

We illustrated the key concept of virtual cells, and how they can be used to 
facilitate distributed RRM and multiple access without any additional overhead. We 
made several simplifying assumptions, for instance, the deterministic component 

Figure 5. 
The average SINR versus the timing difference ∆T for 4 channel allocation schemes.

Cell Frequency channels

1 20 17 5 19 7 4 19 21 9 6

2 18 10 8 11 5 18 5 13 17 14

3 4 16 2 16 10 20 17 20 1 2

4 11 12 15 1 13 8 12 15 4 3

5 19 1 21 14 21 9 1 11 7 15

6 5 3 18 3 6 15 14 6 12 8

7 9 14 4 17 12 3 10 16 10 13

Table 1. 
A sample orthogonal allocation of 21 frequency channels to a cluster of 7 cells over 10 time-slots.
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of the node mobility is aligned in one direction for all nodes, although the cell 
handovers and the reassignments of node roles were performed. The simula-
tions were only concerned with the link layer protocols, but neither routing nor 
scheduling was considered, so traffic congestion in the network was not modeled. 
We investigated the transmission rules where the nodes can only transmit in the 
channels pre-assigned to the virtual cells whereas there was otherwise no restric-
tion to which communication channels the nodes can listen to. We did not consider 
how the nodes can further exploit sharing their location information other than in 
determining their roles within the virtual cells. The interference due to asynchro-
nous transmissions could be mitigated by employing spread-spectrum and multi-
antenna techniques.

Much more sophisticated patterns of anchor points could be devised. The 
hexagonal regular cells are only optimum for very specific mobility model consid-
ered. Defining the optimum anchor points for general mobility models is an open 
research problem. Furthermore, the cluster heads in each virtual cell can adaptively 
request or advertise additional radio resources in collaboration with the neighboring 
cells. This could be triggered if the number of nodes in the cell goes above or below 
defined thresholds. The virtual cells can be adaptively adjusted by changing the 
number and positions of anchor points, or only some nodes may exploit virtual cells 
for RRM while other nodes operate under conventional RRM protocols. Such RRM 
strategies can better match the spatial node distribution over the area with virtual 
cells. Moreover, the node clusters may not be exactly contained within the virtual 
cells as considered in our simulations. In this case, a cluster head may be managing 
multiple virtual cells, or a virtual cell may be managed by multiple cluster heads. 
Another interesting problem is to investigate the co-existence of multiple MANETs 
in the area with defined virtual cells, the case of overlay multiple virtual cellular 
networks, and how to support virtual cells in the upcoming 5G networks. The geo-
graphical spectrum management can resolve many spectrum allocation problems.

5. Conclusion

The location information at nodes in wireless networks is becoming a commod-
ity. It is likely that all transmissions in future wireless networks will be linked to 
exact geographical locations, and the wireless networks may be classified whether 
the use of location information at nodes is mandatory, optional or not used. The 
location information is readily available in outdoor environments using the GNSS 
service. The wireless localization techniques are more complicated to implement, 
and they consume bandwidth and energy. Hence, it is important to evaluate 
whether geographical protocols can outweigh these drawbacks. The key motivation 
for assuming geographical protocols is to improve the network efficiency while 
reducing the amount of overhead required for setting up and controlling network 
services, and to generally facilitate better mobility management.

We pointed out that geographical location is a trivial example of context 
which is naturally shared among the nodes in the network. It can be acquired 
internally within the network, for example, by means of collaborative localization 
techniques, or externally with the help of GNSS or terrestrial radio transmitters. 
There are works which exploit the GNSS timing signal to synchronize the nodes 
in the network. There may be other context types related to applications, devices 
or the network itself which can be exploited to improve the network protocols and 
services. This can be a fruitful area of research to explore in the 5G networks.

Geographical routing protocols were explained how they utilize geographical 
location information to improve the routing decisions and reduce the number of 
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tions were only concerned with the link layer protocols, but neither routing nor 
scheduling was considered, so traffic congestion in the network was not modeled. 
We investigated the transmission rules where the nodes can only transmit in the 
channels pre-assigned to the virtual cells whereas there was otherwise no restric-
tion to which communication channels the nodes can listen to. We did not consider 
how the nodes can further exploit sharing their location information other than in 
determining their roles within the virtual cells. The interference due to asynchro-
nous transmissions could be mitigated by employing spread-spectrum and multi-
antenna techniques.

Much more sophisticated patterns of anchor points could be devised. The 
hexagonal regular cells are only optimum for very specific mobility model consid-
ered. Defining the optimum anchor points for general mobility models is an open 
research problem. Furthermore, the cluster heads in each virtual cell can adaptively 
request or advertise additional radio resources in collaboration with the neighboring 
cells. This could be triggered if the number of nodes in the cell goes above or below 
defined thresholds. The virtual cells can be adaptively adjusted by changing the 
number and positions of anchor points, or only some nodes may exploit virtual cells 
for RRM while other nodes operate under conventional RRM protocols. Such RRM 
strategies can better match the spatial node distribution over the area with virtual 
cells. Moreover, the node clusters may not be exactly contained within the virtual 
cells as considered in our simulations. In this case, a cluster head may be managing 
multiple virtual cells, or a virtual cell may be managed by multiple cluster heads. 
Another interesting problem is to investigate the co-existence of multiple MANETs 
in the area with defined virtual cells, the case of overlay multiple virtual cellular 
networks, and how to support virtual cells in the upcoming 5G networks. The geo-
graphical spectrum management can resolve many spectrum allocation problems.

5. Conclusion

The location information at nodes in wireless networks is becoming a commod-
ity. It is likely that all transmissions in future wireless networks will be linked to 
exact geographical locations, and the wireless networks may be classified whether 
the use of location information at nodes is mandatory, optional or not used. The 
location information is readily available in outdoor environments using the GNSS 
service. The wireless localization techniques are more complicated to implement, 
and they consume bandwidth and energy. Hence, it is important to evaluate 
whether geographical protocols can outweigh these drawbacks. The key motivation 
for assuming geographical protocols is to improve the network efficiency while 
reducing the amount of overhead required for setting up and controlling network 
services, and to generally facilitate better mobility management.

We pointed out that geographical location is a trivial example of context 
which is naturally shared among the nodes in the network. It can be acquired 
internally within the network, for example, by means of collaborative localization 
techniques, or externally with the help of GNSS or terrestrial radio transmitters. 
There are works which exploit the GNSS timing signal to synchronize the nodes 
in the network. There may be other context types related to applications, devices 
or the network itself which can be exploited to improve the network protocols and 
services. This can be a fruitful area of research to explore in the 5G networks.

Geographical routing protocols were explained how they utilize geographical 
location information to improve the routing decisions and reduce the number of 
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control messages. Both reactive and proactive routing protocols were discussed and 
advantages and disadvantages compared. The main challenge as in all other geo-
graphical protocols is how to efficiently acquire and share locations of all nodes in 
the network. This is equivalent problem to acquiring knowledge of all link costs  
in the network to facilitate optimum routing. Similarly as the link costs change in 
time, the nodes move and change their locations, so there must be some mechanism 
how to maintain up to date knowledge of node locations.

Unlike geographical routing protocols, geographical RRM and geographical 
multiple access did not receive comparable attention in the literature. The concept 
of virtual cells was proposed to facilitate RRM and multiple access in MANETs 
without requiring any additional overhead. The virtual cells are defined as Voronoi 
regions of spatially distributed anchor points. We assumed a two-tier network with 
clusters fully located in separate virtual cells, and designed a frequency hopping 
signaling scheme to maintain orthogonal transmissions within clusters of three 
and seven virtual cells, respectively. We also pointed out that, in all MANETs, the 
performance of all network protocols is directly affected by the radio propaga-
tion conditions, and the mobility of nodes. Finally, we outlined a number of open 
research problems to further develop the concept of virtual cells.

It should be noted that some topics mentioned in this chapter were treated 
rather superficially, for example, the mobility management and the localization 
mechanisms supported in the 4G/5G networks, since our main focus was on the 
geographical routing and geographical RRM. In addition, the most interesting and 
comprehensive research problem appears to be how to exploit the location informa-
tion in MANETs where some mobile nodes are controlled by the 4G/5G network 
while the other nodes are autonomous and must perform the distributed routing as 
well as RRM using in-band or out-of-band signaling.
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Chapter 6

Architecture and Operation
Algorithms of Mobile Core
Network with Virtualization
Larysa Globa, Svitlana Sulima, Mariia Skulysh,
Stanislav Dovgyi and Oleksandr Stryzhak

Abstract

The analysis of the current situation in the wireless communication market
shows an increase in the workload, which leads to an increase in the need in
additional resources. However, the uneven loading of the infrastructure nodes leads
to their loss of use; so, there is a need in introducing technologies that both do not
lead to downtime of equipment and ensure the quality of load service during the
day. An overview of the NFV virtualization technology has shown that it is appro-
priate to build wireless networks, since it provides the necessary flexibility and
scalability. The method for determining the location and capacity of reserved com-
puter resources of virtual network functions in the data centers of the mobile
communication operator, method for determining the size of computing resources
constant configuration time interval, and distributed method of local
reconfiguration of the virtual network computing resources in the case of a failure
or overload are proposed. Thus, configuration, operation, and reconfiguration pro-
cesses in mobile core network with virtualized functions are described.

Keywords: network function virtualization, evolved packet core,
resource allocation, reconfiguration, mobile network

1. Introduction

In the mobile cellular network, the rapid development has been observed. Mod-
ern telecommunication systems are being constructed as complex networks that
involve various types of devices united into a single complex, operating in condi-
tions of large load flows and large number of connections [1]. They can offer higher
data transfer rates, with the integration of more services and guarantee of high
quality of experience. Nevertheless, this development also means that the amount
of data that is transferred in the mobile network is increasing and the volume of
signaling traffic is increasing, respectively. According to [2], it is expected that total
mobile data traffic will have increased to 77 exabytes per month by 2022, almost
seven times more compared to 2017. Mobile data traffic will grow at an average
annual growth rate (CAGR) equal to 46% from 2017 to 2022.

According to Shimojo et al. [3], vehicles, houses, personal devices, robots, sen-
sors, etc. will be connected wirelessly. It means that an automatic and intelligent
control system will be achieved. An increase in the number of devices will affect the
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IoT market, which is estimated to be $19 trillion [4], and is expected to reach
50 billion [5]. In addition, rich content services, such as real-time streaming movies
that require high resolution and tele-surgery requiring small delay must be
provided (Figure 1).

In addition, the average signaling requirement per subscriber is up to 42%
higher in LTE compared to the standard of the past generation communication [6].

Furthermore, market competition requires faster deployment of services and
elasticity of changing service criteria as well as the ability to cope with higher
service requirements. Therefore, there is a need to manage the signaling traffic in
order to provide the necessary quality of service to end users and the proper use
of resources of the network operator.

In such circumstances, operators are forced to build up the network infrastruc-
ture to ensure the process of service of telecommunication services at a given level
of quality. During the day, the load differs, and according to [7], up to 80% of the
computing capacity of the base stations and up to half of the capacity of the core
network are unused. This leads to a low usage of resources as well as a high level
of energy consumption, which reduce the cost-effectiveness of the network for
mobile operators.

The emergence of the concept of network functions virtualization opens up new
opportunities for the world of telecommunication systems. At the same time, there
is a need for new approaches, models, and methods for organizing service handling.
The use of virtual servers to solve the tasks of the mobile core network can greatly
simplify the process of organizing resources on the service server and ensure its
scalability and fault tolerance.

The principle of network function virtualization (NFV) [8] is aimed at
transforming network architectures by deploying network functions into software
that can run on a standard hardware platform. According to the ETSI [9], the
network function is a functional block within a network infrastructure that has
defined external interfaces and a defined functional behavior. Network functions
are components of the LTE evolved packet core (EPC) network, such as MME, HSS,
PGW, and SGW, which for the NFV case will be deployed on the basis of data
center system, with the use of leased computing resources (CPU core, memory, disk
space, and network interface card), which can be allocated and reallocated in the
process of operation depending on actual load requirements.

Thus, the features of NFV can be characterized as follows [10]:

1.Separation of software from hardware. Since the network element is no longer
an aggregate of integrated hardware and software entities, the evolution of
both is independent of each other. This allows having separate terms of
development and maintenance of software and hardware.

2.Flexible deployment of network functions. The separation of software from
hardware helps to reallocate and share infrastructure resources; thus, together

Figure 1.
Services in the era of future generations’ networks.
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hardware and software can perform various functions at different times. It
helps network operators to deploy new network services faster on the same
physical platform. Consequently, the components can be created in any
NFV-compliant device on the network and their connections can be installed
on a flexible basis.

3.Dynamic scaling. Dividing the functionality of the network function into
created software components provides greater flexibility in scaling the actual
performance of the virtual network function (VNF) more dynamically and
with greater details, for example, according to the actual traffic for which the
network operator should provide capacity.

At present, numbers of problems remain unresolved. You need to consider
hybridity of the service environment, where flexible, well-scalable, virtual servicing
entities located in rented cloud-based databases operate along with specialized
hardware with limited features. Therefore, the task to organize the computing
resources of service nodes and flows between them in a hybrid environment, which
consists of hardware telecommunications and virtual computing entities, is
important.

Unlike the existing static architecture of the LTE EPC network, a system
(Figure 2) in which service flows are processed by hardware, and in the case of
expected overload, the redistribution of flows happens and takes into account the
expansion of the service network by adding virtual service facilities located in the
leased clouds of the data centers is proposed (Figure 3). After organizing a hybrid
service environment, there is a need to adapt the computing resources of the system
in the process of operation to ensure a high-quality service, and also it is necessary
to consider the features of the reconfiguration process and the costs associated with
it. So far, there has not been any comprehensive solution to the task of controlling
the computing resources of the hybrid telecommunication environment. The pecu-
liarities of the load distribution of resources of network elements, hardware or
virtual ones, have it been considered yet either.

Thus, the chapter proposes a structured approach to the management of
resources of network functions through sequential control of the following stages:

Figure 2.
LTE EPC network architecture with the use of NFV (variable dependent on load volumes).
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monitoring, forecasting, controlling the sufficiency of resources, and controlling the
given level of quality of telecommunication services.

Having analyzed the research and development processes of telecommunication
networks of the next generation, we may argue that the existence of powerful data
centers greatly expands the possibilities of organizing the process of providing
services. One of the key aspects of network virtualization is the allocation of phys-
ical resources to virtual network functions. This involves mapping virtual networks
on physical networks, as well as managing dedicated resources throughout the life
cycle of a virtual network. The optimality and flexibility of resource allocation are
key factors for successful network virtualization.

Most of the existing methods for solving the tasks of organizing hardware and
virtual resources offer a static distribution of resources, in which, when computing
and telecommunication environment is organized, the reallocation of resources
does not occur throughout its life cycle. As the network traffic is not static, this
may result in improper use of shared computing resources. It is important to
organize monitoring of virtual nodes and provide the resources on the basis of
their real needs.

2. Method for determining the location and required capacity of virtual
reserved computing resources in case of an overload of the physical
network

The method is based on the shared embedding concept [11] of the individual
virtualized services of the core network on the physical network. We suppose
that the virtual network functions of the mobile core network have the same
functionality and interfaces as the network components of the 3GPP LTE EPC
architecture.

The number of service chains must be determined in advance. The extreme case
would be consideration of one service chain for the mobile phone/eNodeB. Since
realistic scenarios for mobile networks are up to 10,000 eNodeBs, the resulting
optimization model will be enormous and quite long computation time is required
to solve it. Therefore, we accept reasonably large clusters of eNodeBs and assume
that each of these eNodeB clusters refers to a single service chain of the core
network.

Consider the situation when the provider of telecommunication services already
has an existing topology of base stations. You need to determine a subset of the
network nodes where the load aggregation blocks will be placed which will generate
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the requests to the same virtualized EPC service. After that, for each base station
site, we assign a node of aggregation (traffic aggregation point – TAP).

Let xi be a binary variable that is equal to 1 if we need to place TAP at point i and
equals 0 in the other case. In addition, we define yji as a binary variable that is equal
to 1 if the base station j sends the load to the i TAP and equals 0 in the other case.
We need to define the values of xi and yji in order to find the optimal value of the
objective function.

Objective function (1) aims to minimize network latency. Objective function
(2) represents the total cost of placing aggregation nodes and the cost of establishing
channels between base stations and the respective TAPs. The objective function
(3) aims to leave more free bandwidth on each physical channel. The residual
bandwidth of all channels is maximized, since high-downloaded channels can lead
to network overload; so, it is advisable to get a solution where more free channels
are left.

These optimization goals can be useful for network operators to plan the
best deployment strategy.
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where Lji is the delay of the communication channel between the site j
and TAP i;

costi is the cost that consists of two parts: the fixed initial cost fi, which is
responsible for fixed investments such as space and installation of equipment,
and the additional costs – costNi – per unit of processing power on the computing
node, where di is the amount of computational resources of processing:
costi ¼ f i þ costNi � di;

costlji is the cost of establishing a connection between the site j and TAP i, and it
is determined as a linear combination of the initial fixed cost flji and the variable
part dependent on the bandwidth Bji, which is necessary for the channel, and the
cost of the unit of capacity costLj: costlji ¼ flji þ costLi � Bji;

cji – available bandwidth throughput.
It is possible to use the linear combination (4) of Eqs. (1)–(3) with weights a, b,

and c, which can be applied not only to give importance the component but also in
order to scale the values of these equations for the purpose of converting to com-
parable values and have meaningful summation:
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organize monitoring of virtual nodes and provide the resources on the basis of
their real needs.

2. Method for determining the location and required capacity of virtual
reserved computing resources in case of an overload of the physical
network

The method is based on the shared embedding concept [11] of the individual
virtualized services of the core network on the physical network. We suppose
that the virtual network functions of the mobile core network have the same
functionality and interfaces as the network components of the 3GPP LTE EPC
architecture.

The number of service chains must be determined in advance. The extreme case
would be consideration of one service chain for the mobile phone/eNodeB. Since
realistic scenarios for mobile networks are up to 10,000 eNodeBs, the resulting
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the requests to the same virtualized EPC service. After that, for each base station
site, we assign a node of aggregation (traffic aggregation point – TAP).

Let xi be a binary variable that is equal to 1 if we need to place TAP at point i and
equals 0 in the other case. In addition, we define yji as a binary variable that is equal
to 1 if the base station j sends the load to the i TAP and equals 0 in the other case.
We need to define the values of xi and yji in order to find the optimal value of the
objective function.

Objective function (1) aims to minimize network latency. Objective function
(2) represents the total cost of placing aggregation nodes and the cost of establishing
channels between base stations and the respective TAPs. The objective function
(3) aims to leave more free bandwidth on each physical channel. The residual
bandwidth of all channels is maximized, since high-downloaded channels can lead
to network overload; so, it is advisable to get a solution where more free channels
are left.

These optimization goals can be useful for network operators to plan the
best deployment strategy.
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costi is the cost that consists of two parts: the fixed initial cost fi, which is
responsible for fixed investments such as space and installation of equipment,
and the additional costs – costNi – per unit of processing power on the computing
node, where di is the amount of computational resources of processing:
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Restriction (5) ensures that each base station will be connected only one TAP.
Restriction (6) ensures that a channel is created between the base station site j and
the TAP i only if i was placed.

Restriction (7) ensures that the maximum TAP does not exceed budget p, while
(8) is a capacity limit that ensures that the general requirements for processing of all
base stations assigned to a specific TAP do not exceed the actual physical resources
installed. Restriction (9) makes sure the sufficiency of channel resources for the
establishment of channels, and (10) ensures admissibility of delay value, i.e., not
exceeding the threshold Tj.

Below we describe the method for solving the problem of placement and the
capacity of reserved computing resources of virtual network functions.

Physical network is given in the form of graph SN = (N, NE), where N is a set of
physical nodes and L is a set of channels. Each channel l = (n1, n2) ∈ NE, n1,n2 ∈ N
has a maximum capacity of c(n1, n2) and each node n ∈ N is associated with certain
resources cn

i, i ∈ R, where R is the set of resource types (CPU cores, memory, disk
space, and network interface card). The set of all traffic aggregation points (TAPs),
i.e., eNodeB clusters, is denoted as K ⊆ N. For each node n ∈ N, suitn

k,j is a binary
parameter that indicates whether it is administratively possible to deploy a function
j ∈ V on the node n, where V is the set of types of network functions, k service,
where k ∈ K.

A virtual mobile core network is represented by a set of services (one service per
TAP) which are embedded in the physical network.

The requirements to the bandwidth between two functions, j1 and j2, (j1,j2)∈E,
referring to the TAP k∈K service are denoted as dk

(j1,j2). dk
j,i is the amount of

computing resource type i allocated to the network function j in the service k. sn,i
k,j

specifies the processing time for the type resource i of the virtual network function j
for the service k with one resource unit on node n. The requirements to the admis-
sible processing time of the network function j related to the service k are desig-
nated as Pk

j. Tk – the maximum delay for k∈K, L(n1,n2) is the network latency for
the channel (n1,n2)∈NE.

The goal of optimization is to find the location of the virtualized services of the
core network (i.e., the allocation of network functions and the allocation of
resources, as well as definition of the ways to transfer traffic between them), so as
to minimize the cost of the occupied resources of channels and nodes in the physical
network, while satisfying the load requirements λk,j. Let us formulate an objective
function (Eq. (11)) in the form of a linear combination of two value expressions: the
occupied capacity of computing node resources, where the value of resource unit i
on node n is denoted by costN(i,n), and the occupied bandwidth of the channels,
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where costL(n1,n2) is the cost of the unit of bandwidth of the physical channel (n1,
n2)∈NE.

The following Eqs. (11)–(20) represent the formulation of the optimization
problem of mixed integer nonlinear programming. The Boolean variables xn

k,j indi-
cate whether the network function j associated with the service k is located on the
physical node n. For j = TAP, xn

k,TAP are not variables but input parameters that
indicate where TAP k is, i.e.,

xnk,TAP ¼ 1 if k ¼ n,

0 else

�
:

Similarly, Boolean variables f n1,n2ð Þ
k, j1, j2ð Þ indicate whether the physical channel

(n1,n2)∈NE is used for the path between j1 and j2 for service k.

min
xnk, j, f n1,n2ð Þ

k, j1, j2ð Þ, dt j,i

X
k∈K

X
j∈V

X
n∈N

X
i∈R

xnk, j � dk j,i � costN i, nð Þ
 

þ
X

n1, n2ð Þ∈L

costL n1, n2Þ �
X
k∈K

X
j1, j2ð Þ∈E

f n1,n2ð Þ
k, j1, j2ð Þ � dk j1, j2ð Þ

0
B@

1
CA (11)

Subject to
X
n∈N

xnk, j ¼ 1∀k∈K, j∈V (12)

xnk, j ≤ suitnk, j∀k∈K, j∈V, n∈N (13)
X

w, nð Þ∈NE

X
k∈K

X
j1, j2ð Þ∈E

f w,nð Þ
k, j1, j2ð Þ � dk j1, j2ð Þ ≤ cnbdw∀n∈N (14)

X
k∈K

X
j∈V

xnk, j � dk j,i ≤ cni∀n∈N, i∈ Rnbdwf g (15)

X
k∈K

X
j1, j2ð Þ∈E

f n1,n2ð Þ
k, j1, j2ð Þ � dk j1, j2ð Þ ≤ c n1, n2ð Þ∀ n1, n2ð Þ∈NE (16)

X
n,wð Þ∈NE

f w,nð Þ
k, j1, j2ð Þ � f n,wð Þ

k, j1, j2ð Þ ¼ xnk, j1 � xnk, j2∀k∈K, n∈N, j1, j2
� �

∈E (17)

xnk, j, f n1,n2ð Þ
k, j1, j2ð Þ ∈ 0, 1f g∀k∈K, j∈V, n∈N, j1, j2

� �
∈E, n1, n2ð Þ∈NE (18)

X
j1, j2ð Þ∈E

X
n1, n2ð Þ∈L

f n1,n2ð Þ
k, j1, j2ð Þ � L n1, n2ð Þ≤Tk∀k∈K (19)

X
n∈N

xnk, j
X
i∈R

1
dk

sn,ik, j
� λk, j

0
@

1
A≤Pk

j∀t∈T, j∈V (20)

Eq. (12) ensures that for each TAP/service, only one network function of each
type is placed. Eq. (13) ensures that the allocation of resources is carried out on
physical nodes, which have an administrative opportunity to locate the
corresponding network functions. Eqs. (14)–(16) represent restriction for the
available resources of physical nodes and channels. Eq. (17) represents a restriction
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Restriction (5) ensures that each base station will be connected only one TAP.
Restriction (6) ensures that a channel is created between the base station site j and
the TAP i only if i was placed.

Restriction (7) ensures that the maximum TAP does not exceed budget p, while
(8) is a capacity limit that ensures that the general requirements for processing of all
base stations assigned to a specific TAP do not exceed the actual physical resources
installed. Restriction (9) makes sure the sufficiency of channel resources for the
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the channel (n1,n2)∈NE.

The goal of optimization is to find the location of the virtualized services of the
core network (i.e., the allocation of network functions and the allocation of
resources, as well as definition of the ways to transfer traffic between them), so as
to minimize the cost of the occupied resources of channels and nodes in the physical
network, while satisfying the load requirements λk,j. Let us formulate an objective
function (Eq. (11)) in the form of a linear combination of two value expressions: the
occupied capacity of computing node resources, where the value of resource unit i
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where costL(n1,n2) is the cost of the unit of bandwidth of the physical channel (n1,
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Eq. (12) ensures that for each TAP/service, only one network function of each
type is placed. Eq. (13) ensures that the allocation of resources is carried out on
physical nodes, which have an administrative opportunity to locate the
corresponding network functions. Eqs. (14)–(16) represent restriction for the
available resources of physical nodes and channels. Eq. (17) represents a restriction
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for flow conservation of all paths in the physical network. Eq. (18) ensures that the
variables in the task of locating network functions and displaying a path are
Boolean.

In order to limit the delays on channels, the delay limit shown in Eq. (19) is also
added. And to take into account the necessary performance of the virtual network
function, the restrictions for the value of the processing time of the request
determined in Eq. (20) are necessary.

It is supposed to solve the problem (11)–(20) in the offline mode at the initial
stage. According to the solution, each network function reserves a certain number
of resources of the virtual network function based on the assessment of its greatest
resource requirements. The instantaneous needs of different network functions are
dynamically satisfied by activating the necessary configuration of virtual machines
during execution in such a way as to satisfy the guarantees provided for each
network function.

3. Method for determining the size of the time interval of the constant
configuration of computing resources

The decision when to provide resources depends on the dynamics of traffic
loads. Telecommunication loads undergo long-term changes, such as hourly effects
or seasonal effects, as well as short-term fluctuations such as unexpected crowds.
While long-term fluctuations can be predicted in advance, observing changes in the
past, short-term fluctuations are less predictable, and in some cases, unpredictable.
The proposed method uses two different approaches for working in conditions of
changes that are observed at different time scales. Proactive resource management
is used to assess the load and corresponding management, as well as reactive
resource management is used to correct long-term errors or to respond to
unforeseen overload.

We propose to apply a mechanism which implies dynamic change in the dura-
tion of the constant configuration of the resources of the virtual network function,
depending on the difference between the maximum load value at a certain base
interval and the minimum one. Eq. (21) describes the principle:

Int tð Þ ¼ max
Intbase � 1� K � max τϵ t�I t�1ð Þ;tð Þλbasepred τð Þ � min τϵ t�I t�1ð Þ;tð Þλbasepred τð Þ

max λbasepred

� �
;

Intmin base

0
B@

1
CA,

(21)

Int is the interval during which the appropriate specified resources will be
allocated; Intbase is the base value of the interval calculated according to the load
discretization approach described below; K is the coefficient of the duration change
of constant configuration determined by the network operator according to the
experiment; λbasepred(t) is the average predicted arrival rate in the period t, and
Intminbase is the minimum acceptable value of the base interval.

To do this, you need to define the base interval. The goal is to present a daily
load pattern, sampling its requests into successive, non-overlapping time intervals
with a single representative value in each interval. Load discretization: having a
time series X in the interval [v, τ], time series Y on the same interval is the
discretization of the load X, if [v, τ] can be divided into m consecutive non-
overlapping time intervals, {[v, τ1],[τ1, τ2],...,[τm-1, τ]}, so that X( j) = ri, for all j in
i-th interval, [τi-1, τi].
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The solution for time series discretization (Eq. 22) is given as follows:

Xm
i¼1

Xτi
τ¼τi�1

u ri � X τð Þð Þ
" #

þ f mð Þ ! min : (22)

Eq. (22) is an objective function which has to be minimized, where X is the time
series and f(m) is a function of the value of the number of changes or intervals, m.
The purpose of Eq. (22) is to simultaneously minimize the load representation error
and number of changes. Basic interval is calculated as Intbase ¼ τm

m . In order to
determine the optimal value of the interval, we set different values of the number of
intervals, calculate the value of the Eq. (22) and choose the best, i.e., the minimum
one, having for each interval:

ri ¼ max
τϵ τi�1, τið Þ

X τð Þ: (23)

At the same time, it is proposed to continuously monitor the values of the
request arrival rate and use the predicted values if the load does not exceed the
threshold; otherwise, current trends are evaluated and resources are scaled on the
basis of the new forecast.

Load forecasting for the next time interval is carried out by taking into account
long-term statistics and adjusting it according to the model of exponential
smoothing, where errors of more recent past periods have a greater importance
factor:

λpred tð Þ ¼ λbasepred tð Þ þ α
Xt�1

j¼t�h

1� αð Þt�1� j � λobs jð Þ � λbasepred jð Þ� �þ, (24)

α (smoothing constant) is the coefficient that characterizes the weight rate
reduction and takes values from 0 to 1; the closer the value of this parameter is to 1,
the better is the consideration of the influence of the last levels of the series during
the forecast. The model parameters are set by the network administrator according
to the experiment. λobs(t) is the request arrival rate on interval t, h is the interval
of previous observations, which is considered by the algorithm, and x+ denotes
max(0,x).

4. Method of local reconfiguration of network computing resources in
case of failure or overload

There might be situations when the resources available on the nodes will be
insufficient or if the node fails. Potential failures can be physical nodes failures,
failures of servers that have higher failure rates than telecommunication hardware
or the infrastructure provider will perform node maintenance tasks and this will
require the migration of nodes.

For this case, the methods of reconfiguration are used which seek to find the
places for migration of network functions from the affected nodes, minimizing the
cost of recovering the node after failure and maintaining a high level of physical
performance of the network. The proposed improved recovery methods differ from
existing ones by taking into account the cost of resources on the nodes and the final
quality of service, as well as the case of node overload. In addition, in previous
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for flow conservation of all paths in the physical network. Eq. (18) ensures that the
variables in the task of locating network functions and displaying a path are
Boolean.
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Int tð Þ ¼ max
Intbase � 1� K � max τϵ t�I t�1ð Þ;tð Þλbasepred τð Þ � min τϵ t�I t�1ð Þ;tð Þλbasepred τð Þ

max λbasepred

� �
;

Intmin base

0
B@

1
CA,

(21)

Int is the interval during which the appropriate specified resources will be
allocated; Intbase is the base value of the interval calculated according to the load
discretization approach described below; K is the coefficient of the duration change
of constant configuration determined by the network operator according to the
experiment; λbasepred(t) is the average predicted arrival rate in the period t, and
Intminbase is the minimum acceptable value of the base interval.

To do this, you need to define the base interval. The goal is to present a daily
load pattern, sampling its requests into successive, non-overlapping time intervals
with a single representative value in each interval. Load discretization: having a
time series X in the interval [v, τ], time series Y on the same interval is the
discretization of the load X, if [v, τ] can be divided into m consecutive non-
overlapping time intervals, {[v, τ1],[τ1, τ2],...,[τm-1, τ]}, so that X( j) = ri, for all j in
i-th interval, [τi-1, τi].
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The solution for time series discretization (Eq. 22) is given as follows:

Xm
i¼1

Xτi
τ¼τi�1

u ri � X τð Þð Þ
" #

þ f mð Þ ! min : (22)

Eq. (22) is an objective function which has to be minimized, where X is the time
series and f(m) is a function of the value of the number of changes or intervals, m.
The purpose of Eq. (22) is to simultaneously minimize the load representation error
and number of changes. Basic interval is calculated as Intbase ¼ τm

m . In order to
determine the optimal value of the interval, we set different values of the number of
intervals, calculate the value of the Eq. (22) and choose the best, i.e., the minimum
one, having for each interval:

ri ¼ max
τϵ τi�1, τið Þ

X τð Þ: (23)

At the same time, it is proposed to continuously monitor the values of the
request arrival rate and use the predicted values if the load does not exceed the
threshold; otherwise, current trends are evaluated and resources are scaled on the
basis of the new forecast.

Load forecasting for the next time interval is carried out by taking into account
long-term statistics and adjusting it according to the model of exponential
smoothing, where errors of more recent past periods have a greater importance
factor:

λpred tð Þ ¼ λbasepred tð Þ þ α
Xt�1

j¼t�h

1� αð Þt�1� j � λobs jð Þ � λbasepred jð Þ� �þ, (24)

α (smoothing constant) is the coefficient that characterizes the weight rate
reduction and takes values from 0 to 1; the closer the value of this parameter is to 1,
the better is the consideration of the influence of the last levels of the series during
the forecast. The model parameters are set by the network administrator according
to the experiment. λobs(t) is the request arrival rate on interval t, h is the interval
of previous observations, which is considered by the algorithm, and x+ denotes
max(0,x).

4. Method of local reconfiguration of network computing resources in
case of failure or overload
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or the infrastructure provider will perform node maintenance tasks and this will
require the migration of nodes.

For this case, the methods of reconfiguration are used which seek to find the
places for migration of network functions from the affected nodes, minimizing the
cost of recovering the node after failure and maintaining a high level of physical
performance of the network. The proposed improved recovery methods differ from
existing ones by taking into account the cost of resources on the nodes and the final
quality of service, as well as the case of node overload. In addition, in previous
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research, the problem of locating management nodes, which are coordinators of the
movement of virtual network functions, remained unsolved.

MN represents a set of control nodes (hereinafter–managers), where managers
MN ⊆N are responsible for the operation of the proposed recovery mechanism after
the failure. Each control node is connected to one or more nodes in the physical
network and performs the steps required to recover from the failure. Let us assume
that managers can be located in nodes N. For a given number of managers A, there

is a finite set of possible Nj j
A

� �
locations, so the task of placing managers is the task of

multi-criteria combinatorial optimization. The purpose of the task is to determine
the location of each manager at a given number of A, so that the general cost
function UA({pn:n∈N}) can be minimized, where pn is a Boolean variable equal to 1 if
the manager is placed at the point n. The task of optimization will be given as
follows:

min
pn:n∈Nf g

UA

subject to
P
n
pn ¼ A

: (25)

The main purpose of the optimal placement of managers is to minimize delays
between nodes and managers in the network. However, considering only delays is
not enough. The placement of managers should also take into account certain
restrictions of stability. Figure 4 shows different issues that need to be considered
when evaluating the stability of the placement. Below we will briefly explain these
issues and what is needed to be sustainable in relation to them. Figure 4 shows
normalized delays between nodes and arrival rate at nodes.

Let us presume that the nodes are assigned to their closest manager, using as the
metric of delay, i.e., the shortest path dlg1,g2 between the node g1 and the manager
g2. The number of nodes per manager may be unbalanced – the more nodes the
manager has to control, the greater is the load per this manager. If the number of
site requests to the manager in the network increases, additional delays probability
due to the queues in the control system increases too. In order to be resilient to
manager overload, the assignment of nodes to different managers should be bal-
anced properly.

It is obvious that one manager is not enough to achieve network resilience. On
the other hand, when multiple managers are hosted in the network, the logic of
network management is distributed across multiple managers, and these managers
must be synchronized to maintain a consistent global state. Depending on the
frequency of synchronization between managers, the delay between individual
managers plays an important role.

Figure 4.
Assignment according to different criteria: (a) minimal delay to the manager; (b) a minimum load imbalance
of the managers; and (c) the minimum delay between managers.
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Based on the dl matrix, which contains the distance of the shortest paths
between all nodes, the maximum transmission latency between the node and the
manager for a certain placement of managers can be calculated as follows:

UA
latency(p) = max(ddcn),

ddcn is the maximum transmission delay from the network node to the manager
at the point n;

ddcn is calculated as follows:

ddcn ¼ max
g ∈N

latencyg � πg,n,

where latencyg is the delay between manager and node g,
latencyg ¼ min

n:n∈N∩pn¼1f g
dlg,n;

πg,n is a Boolean variable equal to 1 if node g is served by a manager located at the
point n.

We consider not the average, but the maximum delay value, since the average
hides the values of the worst case which are important when resiliency needs to be
improved.

Depending on the situation, it may be desirable to have an approximately equal
load for all managers, so that no manager is overloaded, while others have little
work. Next, we consider the balanced distribution of nodes between managers. As a
formal metric, we introduce the balance of placement, or rather, the imbalance,
UA

imbalance, i.e., the deviation from the fully balanced distribution, as the difference
between the load for the most downloaded manager and the least downloaded
manager.

UA
imbalance is calculated as follows:

UA
imbalance(p) = max(ldcn)– min(ldcn), де ldcn > 0,

ldcn – manager load at n;
ldcn is given as follows:

ldcn ¼
X
g∈N

loadg � πg,n,

where loadg is the load factor for the node g.
As the last aspect of a resilient placement of managers, let us consider how the

delay between managers can be taken into account when choosing managers. For-
mally, the delay between managers UA

interlatency is defined as the greatest delay
between any two managers at a given placement:

UA
interlatency pð Þ ¼ max

n, g:n, g∈N∩pn¼1,pg¼1f g
dlg,n:

In general, placement with a delay between managers’ considerations tends to
place all managers closer to each other. This increases the maximum delay from
nodes to managers.

Thus, the target optimization function is given by:
UA ¼ wulatency � UA

latency pð Þ þ wuimbalance � UA
imbalanсe pð Þ þ þwuinterlatency � UA

interlatency pð Þ,
where wu is the set of importance coefficients.
The recovery algorithm is based on prototype described in [12] but considers

modified problem formulation and expands the solution on node overload case.
The physical network is given in the form of a graph SN = (N,NE), where N is

a set of physical nodes and NE is a set of channels. Each channel (n1,n2)∈NE, n1,
n2∈N has a maximum throughput of c(n1,n2) and a network delay L(n1,n2), and
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Based on the dl matrix, which contains the distance of the shortest paths
between all nodes, the maximum transmission latency between the node and the
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ddcn is the maximum transmission delay from the network node to the manager
at the point n;
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where latencyg is the delay between manager and node g,
latencyg ¼ min
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dlg,n;

πg,n is a Boolean variable equal to 1 if node g is served by a manager located at the
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We consider not the average, but the maximum delay value, since the average
hides the values of the worst case which are important when resiliency needs to be
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Depending on the situation, it may be desirable to have an approximately equal
load for all managers, so that no manager is overloaded, while others have little
work. Next, we consider the balanced distribution of nodes between managers. As a
formal metric, we introduce the balance of placement, or rather, the imbalance,
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imbalance, i.e., the deviation from the fully balanced distribution, as the difference
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imbalance is calculated as follows:
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ldcn is given as follows:
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As the last aspect of a resilient placement of managers, let us consider how the
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interlatency is defined as the greatest delay
between any two managers at a given placement:
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interlatency pð Þ ¼ max

n, g:n, g∈N∩pn¼1,pg¼1f g
dlg,n:

In general, placement with a delay between managers’ considerations tends to
place all managers closer to each other. This increases the maximum delay from
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Thus, the target optimization function is given by:
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latency pð Þ þ wuimbalance � UA
imbalanсe pð Þ þ þwuinterlatency � UA

interlatency pð Þ,
where wu is the set of importance coefficients.
The recovery algorithm is based on prototype described in [12] but considers

modified problem formulation and expands the solution on node overload case.
The physical network is given in the form of a graph SN = (N,NE), where N is

a set of physical nodes and NE is a set of channels. Each channel (n1,n2)∈NE, n1,
n2∈N has a maximum throughput of c(n1,n2) and a network delay L(n1,n2), and
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each node n∈N is associated with certain resources cn
i, i∈R, where R is the set of

types of resources. The communication network is represented by a set of services
(or virtual network requests) K that are embedded into the physical network. The
virtual network request k, k∈K, can be given as a graph Gk = (Vk,Ek), where Vk is
the set of virtual nodes containing hk elements and denoted as Vk = (vk,1,vk,2,...,vk,hk),
where vk,j indicates the j-th network function in the service chain of k. Ek is the set of
virtual channels ek(vk,j,vk,g)∈Ek. The channel throughput requirements between the
two functions, j1 and j2, referring to the k∈K service are marked as dk

(j1,j2), dk
j,i is the

number of resource type i allocated to the network function j in the k-th service. The
Boolean variables xn

k,j indicate whether the network function j associated with k∈K is
located on the physical node n, and the variables f(n1,n2)

k,(j1,j2) determine whether the
physical channel (n1, n2) is used in the path between j1 and j2 for request k. Lk is the
maximum delay for request k. costN(i,n) is the cost of the occupied resource unit on
the physical node n, and costL(n1,n2) is the cost per unit occupied bandwidth on the

Figure 5.
Algorithm of recovering the node with a failure.
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physical channel (n1,n2)∈NE. suitn
k,j means that the j function k can be placed on

node n.
The process of moving the nodes of the virtual network hosted on the failed

node, vk,j
fail, starts when the system sends a recovery request to the corresponding

host manager. The recovery process for each failed virtual node proceeds as follows:
the manager sends the recovery request to all nodes of the physical network, which
hosts the virtual nodes adjacent to the affected virtual nodes. Each of these nodes
builds the shortest path tree (SPT) to all nodes of the physical network at a distance
of not more than l (the threshold is set by the service provider) from the node,
where the SPT root is the node. The manager uses these paths to select the node
with the optimal distance to all nodes in the physical network, where the nodes of
the virtual network are located adjacent to the failed node. This node eventually
becomes the best candidate for hosting the affected virtual host. In addition, the
capacity of the end nodes of the paths with the SPT should be at least the capacity of
the virtual node located on the failed node. We select a node with a minimum cost
of the path to all root nodes in the SPT trees and the minimum processing cost.
Figure 5 contains a description of the pseudo-code of the recovery algorithm
(Figure 6) after failure and is applied for all {vk,j: xn

k,j = 1 & n = failed}.
There is also a probability of the node failure due to overload. To perform a

recovery in an overloaded network, the reconfiguration procedure is performed to
migrate the virtual nodes hosted on the overloaded physical node.

The recovery process begins with sorting all the virtual nodes located on the
overloaded physical node. The criterion (CRT in Figure 7) used to sort these nodes
in a virtual network is the capacity of the virtual nodes. Then, the recovery

Figure 6.
Recovering the node with a failure.
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procedure is performed on the first sorted virtual network node, which has
a capacity equal to the overloaded, to migrate to the new node of the
physical network.

When the load or resources change, some virtual network functions (VNFs)
may have to be moved. There is a probability that finding a new node candidate for
a node of a virtual network hosted on a failed site will not be possible. In this case,
the reconfiguration procedure is performed to migrate one or more virtual nodes.
Let us consider the problem of migration as an optimization problem, which is
aimed at minimizing the general migration costs with the limits of permissible delay
and computational resources.

The goal of optimization is to find the location of virtual network functions (i.e.,
the location of network functions and resource allocation as well as channels to
transfer traffic between them), so as to minimize the cost of the occupied resources
of channels and nodes in the physical network, while satisfying the requirements of
traffic. Let us give the objective function (26) in the form of a linear combination
(with weighted coefficients a, b, c, and e) of the cost expressions.

Let us determine the binary variable xn
k,j∈{0,1} to indicate that VNF j is associated

with the service chain k placed on the node n after migration. The indicator xn
k,j = 0

means that VNF j is not placed on node n after migration; otherwise, j is placed on
node n after migration.

Then, we enter the binary variable yn
k,j to display the network status before

migration. It is similar to variable xn
k,j, yn

k,j = 0 means that VNF is not located on
node n before migration; otherwise, j is located on node n before migration.

Thus, we can use the Ik,j indicator to indicate whether the VNFj by k service was
moved in the current migration process.

Ik, j ¼
X
n∈N

xnk, j � ynk, j

Ik,j = 0 indicates that the VNF has been moved in the current migration process,
and Ik,j = 1 indicates that the VNF has not been moved.

xn denotes whether the n physical server works or not after migration.

xn ¼
1 server n launchedð Þ
0 otherwiseð Þ

(

yn indicates whether the n physical server works or not before migrating.

yn ¼
1 server n launchedð Þ
0 otherwiseð Þ

(

In order to consider the resources that are consumed while migrating, we intro-
duce the following equations:

Figure 7.
Recovering the node with overload.
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Bn indicates the required bn costs to launch the n-th server:

Bn ¼ bnxn xn � yn
� �

;

Li
k, j n ! n0ð Þ denotes the use of resource i for the migration of VNF j from the

service chain k from the server n to the server n’:

Li
k, j n ! n0ð Þ ¼ li dk, j

� �
þ l0i dk, j
� �

,

where li(x) is the function of using resource i for migration from the server and
l’i(x) is the use of resource i for migration to the server.

The objective function will be calculated as follows:

MCost ¼ a �
X
n∈N

Bn þ xn � cost nð Þð Þ þ b �
X
n∈N

X
k∈K

X
j∈V

X
i∈R

xnk, j � dik, j � costN i, nð Þ þ c

�
X

n1, n2ð Þ∈NE

costL n1, n2ð Þ �
X
k∈K

X
j1, j2ð Þ∈E

f n1,n2ð Þ
k, j1, j2ð Þ � dk j1, j2ð Þ þ e

�
X
n∈N

X
n0 ∈N

Li
k, j n ! n0ð Þxn0 xn0 � yn

� �

(26)

Taking everything into account, we formulate the problem as follows.
Objective function:
Min MCost.
With constraints:

X
n∈N

xnk, j ¼ 1∀k∈K, j∈V, (27)

xnk, j ≤ suitnk, j∀k∈K, j∈V, n∈N, (28)
X
k∈K

X
j∈V

xnk, j � dik, j þ yn
k, j � 1� Ik, j

� � � li dk, j
� �

þ xnk, j � 1� Ik, j
� �

� l0i dk, j
� �

≤ cni∀n∈N, i∈R, (29)

X
t∈K

X
j1, j2ð Þ∈E

f n1,n2ð Þ
k, j1, j2ð Þ � dk j1, j2ð Þ ≤ c n1, n2ð Þ∀ n1, n2ð Þ∈NE, (30)

X
n,wð Þ∈L

f w,nð Þ
k, j1, j2ð Þ � f n,wð Þ

k, j1, j2ð Þ ¼ xnk, j1 � xnk, j2

∀k∈K, n∈N, j1, j2
� �

∈E, (31)

xnk, j, f n1,n2ð Þ
k, j1, j2ð Þ ∈ 0, 1f g∀k∈K, j∈V, n∈N, j1, j2

� �
∈E, n1, n2ð Þ∈NE, (32)

X
j1, j2ð Þ∈E

X
n1, n2ð Þ∈NE

f n1,n2ð Þ
k, j1, j2ð Þ � L n1, n2ð Þ≤Lk∀k∈K, (33)

X
n∈N

xnk, j
X
i∈R

1
dk

sn,ik, j
� λk, j

0
@

1
A≤Pk

j∀k∈K, j∈V (34)
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procedure is performed on the first sorted virtual network node, which has
a capacity equal to the overloaded, to migrate to the new node of the
physical network.

When the load or resources change, some virtual network functions (VNFs)
may have to be moved. There is a probability that finding a new node candidate for
a node of a virtual network hosted on a failed site will not be possible. In this case,
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k,j = 0 means that VNF is not located on
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Ik, j ¼
X
n∈N

xnk, j � ynk, j

Ik,j = 0 indicates that the VNF has been moved in the current migration process,
and Ik,j = 1 indicates that the VNF has not been moved.

xn denotes whether the n physical server works or not after migration.

xn ¼
1 server n launchedð Þ
0 otherwiseð Þ

(

yn indicates whether the n physical server works or not before migrating.

yn ¼
1 server n launchedð Þ
0 otherwiseð Þ

(

In order to consider the resources that are consumed while migrating, we intro-
duce the following equations:

Figure 7.
Recovering the node with overload.
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Bn indicates the required bn costs to launch the n-th server:

Bn ¼ bnxn xn � yn
� �

;

Li
k, j n ! n0ð Þ denotes the use of resource i for the migration of VNF j from the

service chain k from the server n to the server n’:

Li
k, j n ! n0ð Þ ¼ li dk, j

� �
þ l0i dk, j
� �

,

where li(x) is the function of using resource i for migration from the server and
l’i(x) is the use of resource i for migration to the server.

The objective function will be calculated as follows:

MCost ¼ a �
X
n∈N

Bn þ xn � cost nð Þð Þ þ b �
X
n∈N

X
k∈K

X
j∈V

X
i∈R

xnk, j � dik, j � costN i, nð Þ þ c

�
X

n1, n2ð Þ∈NE

costL n1, n2ð Þ �
X
k∈K

X
j1, j2ð Þ∈E

f n1,n2ð Þ
k, j1, j2ð Þ � dk j1, j2ð Þ þ e

�
X
n∈N

X
n0 ∈N

Li
k, j n ! n0ð Þxn0 xn0 � yn

� �

(26)

Taking everything into account, we formulate the problem as follows.
Objective function:
Min MCost.
With constraints:

X
n∈N

xnk, j ¼ 1∀k∈K, j∈V, (27)

xnk, j ≤ suitnk, j∀k∈K, j∈V, n∈N, (28)
X
k∈K

X
j∈V

xnk, j � dik, j þ yn
k, j � 1� Ik, j

� � � li dk, j
� �

þ xnk, j � 1� Ik, j
� �

� l0i dk, j
� �

≤ cni∀n∈N, i∈R, (29)

X
t∈K

X
j1, j2ð Þ∈E

f n1,n2ð Þ
k, j1, j2ð Þ � dk j1, j2ð Þ ≤ c n1, n2ð Þ∀ n1, n2ð Þ∈NE, (30)

X
n,wð Þ∈L

f w,nð Þ
k, j1, j2ð Þ � f n,wð Þ

k, j1, j2ð Þ ¼ xnk, j1 � xnk, j2

∀k∈K, n∈N, j1, j2
� �

∈E, (31)

xnk, j, f n1,n2ð Þ
k, j1, j2ð Þ ∈ 0, 1f g∀k∈K, j∈V, n∈N, j1, j2

� �
∈E, n1, n2ð Þ∈NE, (32)

X
j1, j2ð Þ∈E

X
n1, n2ð Þ∈NE

f n1,n2ð Þ
k, j1, j2ð Þ � L n1, n2ð Þ≤Lk∀k∈K, (33)

X
n∈N

xnk, j
X
i∈R

1
dk

sn,ik, j
� λk, j

0
@

1
A≤Pk

j∀k∈K, j∈V (34)
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Hence, the objective function (26) is a linear combination of four equations
which aims to minimize: the cost of starting and using a server, using server
resources, communication channels, and resources for migration. Eq. (27) ensures
the one-time allocation of network functions, and Eq. (28) is the administrative
possibility of placement on the node. Eqs. (29) and (30) represent a limit for the
resources of physical nodes and channels, i.e., they ensure that the amount of
resources involved in a node does not exceed the amount of available resources.
Eq. (31) represents a flow conservation limit, i.e., the input stream at the node is
equal to the output stream. Eq. (32) ensures that the variables in the problem are
Boolean. Eqs. (33) and (34) represent a limit for the time of transmission by
telecommunication channels and time of processing by service nodes, respectively,
and ensure compliance with the specified time requirements for the service.

5. Operating scheme of the resource management system

Thus, before operation starting, it is necessary to have statistics on the requests
arrival rate for the network function and the probability characteristics of the
request servicing. According to the allocation method, the binding of each network
function of the traditional network to the data center and the amount of resources
that should be reserved for the corresponding virtualized network function is
determined. Next, it is necessary to divide the lifecycle of the network function into
intervals during which its configuration will remain unchanged and a certain
amount of resources will be activated in accordance with the method of determin-
ing the size of the resources constant configuration time interval, while taking into
account the expected load. When a mobile network operates, a physical node may
not be able to continue to handle an incoming load due to lack of resources or due
to its failure, and in this case, a distributed local reconfiguration of resources that
re-distributes virtual nodes is triggered.

The general resource management system is shown in Figure 8.

Figure 8.
Modified resource management system.
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The monitoring system tracks traffic and counts the number of requests. The
monitoring system sets the threshold for the number of requests and sends a
message to the coordinator if detecting an overload. When the coordinator accepts
an overload message from the monitoring system, the resource allocation unit
calculates the required amount of resources to process the applications properly and
dynamically distributes the estimated volume. Then, the coordinator redirects the
requests and the overload is eliminated.

The coordinator is launched periodically. To predict the base load, one can
take the average value of historic daily load. The coordinator sends an incoming load
to a data center, which maintains excessive workload, and also exchanges data with a
resource allocation unit to provide information about the predicted input load.

The resource distribution module is responsible for distributing the appropriate
amount of resources needed to handle the load with the specified quality indicators.
During the direct operation of the system, this module is started when the actual
load exceeds the base predicted value of the load in order to provide additional
resources for excessive load. Since the resource distribution module and coordinator
do not start when the actual load is lower than the predicted one, the resource
reconfiguration procedure creates minimal additional costs associated with this
process.

The general operating scheme of the resource management system is shown in
Figure 9.

6. Analysis

Quantitative and qualitative analysis (Figure 10) of the proposedmethods showed
a reduction of the cost associated with reserved resources up to 15%, which contrib-
utes to increasing the efficiency of load processing, saving computing resources.

The examples of representation of time series values, i.e., loads that illustrate the
accuracy of representation, depending on the selected interval of the constant

Figure 9.
The method of system resource management.
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Figure 11.
Representation of load values depending on different values of the constant configuration interval.

Figure 12.
Results of simulating the system with dynamic change in the value of constant configuration time interval and
the system without it.

Figure 10.
Consumption of system resources by using the method of allocating virtual network functions and without it.
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configuration, are presented in Figure 11, where the representation error for the
case of intervals in 10 minutes is 7%, and for the case of 60 minutes—19%.

The results of simulation of the method of determining the size of the resources
constant configuration time interval (Figure 12) showed that the difference
between representational value and actual one can be 9%. If you do not apply a
dynamic adjustment system to the value of the constant configuration interval, then
the deviation will be 18%, i.e., 9% more, and the resources will be spent more.

In order to assess the proposed approach, the average amount of free resources
per day was determined as the difference between fixed allocations, i.e., when
100% of resources were always allocated during the day, and dynamically allocated
resources by using NFV. According to the results of simulation, the volume of
resources allocated dynamically on average is 42% less than in the case of using the
traditional distribution approach. Figure 13 depicts the result of the dynamic dis-
tribution of resources in the virtualized EPC of the mobile network in a graphical
form. A gray line illustrates the fixed allocations for the worst case scenario. The
black curve shows the amount of resources distributed dynamically according to the
proposed method.

According to the simulation results (Figure 14), the proposed local
reconfiguration method showed up to 27% lower costs compared to a strategy
aimed at minimizing delay, the delay being within the permissible limits but by
20% greater.

Figure 13.
Results of simulating the system with variable configuration of resources and the system with fixed resources.

Figure 14.
Results of simulating the system with variable configuration of resources and the system with fixed resources.
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7. Conclusions

The main result of the study has become the development of the method for
reconfiguring resources of the core network by means of virtualization technology.
As a result of the research, the following basic scientific results have been obtained.

The analysis of the current situation in the wireless communication market shows
an increase in the workload, which leads to an increase in the need in additional
resources. However, the uneven loading of the infrastructure nodes leads to their loss
of use; so, there is a need in introducing technologies that both do not lead to
downtime of equipment and ensure the quality of load service during the day.

An overview of the NFV virtualization technology has shown that it is
appropriate to build wireless networks, since it provides the necessary flexibility
and scalability.

We have developed the method for determining the location and capacity of
reserved computer resources of virtual network functions in the data centers of the
mobile communication operator, which guarantees the quality of providing tele-
communication services with the minimum necessary resources by determining
their sufficient configuration in a heterogeneous environment of available
resources. This allows reducing costs by 13% compared to the randomly selected
monocloud and by 47% compared with the traditional approach to deploying
the network.

In addition, we have developed the method for determining the size of comput-
ing resources constant configuration time interval, which involves its changing and
the consideration of both the cost of reconfiguration and the use of resources, as
well as provides a flexible use of resources in the virtualized environment, which
reduces the percentage of free resources by 42% compared to the dedicated
equipment and by 9% compared to existing analogs and reducing the workload on
the network.

Furthermore, we have improved the distributed method of local reconfiguration
of the virtual network computing resources in the case of a failure or overload,
which uses decentralized management and considers migration costs, that redis-
tributes virtual network functions in normal and emergency modes while providing
rational resource usage and reducing costs on average by 21%.
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Chapter 7

Mobile Distributed User Interfaces
Erika Hernández-Rubio, Amilcar Meneses-Viveros  
and Sonia G. Mendoza-Chapa

Abstract

The success of a mobile application is due to the usability that the graphical 
user interface provides. A feature of mobile devices is the limited space for the 
interaction and the deployment of the graphical user interface. For this reason, 
user interfaces can have different interaction modalities. However, to work with 
information that can be complex to display, the use of modalities may not solve this 
problem. A possible alternative to provide more workspace to the users is through 
a distributed user interface (DUI). A mobile DUI allows the mobile applications to 
use two or more devices to execute the user interface. These devices can be Smart 
TVs or wearable such as smart watches. In this work the concepts of mobile DUI 
design are discussed, some use cases are presented and it is shown that its develop-
ment in mobile devices is feasible.

Keywords: distributed user interfaces, mobile application, mobile devices,  
plasticity

1. Introduction

In the last years the use of mobile devices has increased. The success of mobile 
devices is due, among other factors, to its moderate cost, the variety of applica-
tions that allow being connected to the Internet, and the ease of use for many of 
its applications [1, 2]. The usability of the applications of the mobile devices is the 
main characteristic for the acceptance of the users [2]. This implies that the applica-
tions are intuitive and easy to use. To achieve this, researchers and developers have 
proposed design guides, patterns and templates to achieve applications with good 
features and easy to use. In addition, due to the diversity of sensors that mobile 
devices have, they can have different interaction modes and gestures that are used 
to control applications [3, 4].

Despite all the innovative technological elements for a pleasant user experience 
presented by mobile devices, for the user they have the restriction of the size of the 
screen, which reduces their area of work. The range of displays for smartphones is 
between 4 and 7 inches [5]. The sizes of the tablets are between 7 and 18 inches. And 
the range for smartwatches is between 1.2 and 2 inches. While there are mobile devices 
with screens larger than 13 inches, most of these devices are below 10 inches [5].

To get the most out of the work area offered by most mobile devices it is needed 
to take advantage of the work areas of the different mobile devices that the user has, 
depending on the context in which the user is. To achieve this, it is possible to design 
applications for mobile devices that can work with DUIs. That is, an application takes 
advantage other mobile devices carried by the user or other devices such as Smart TV 
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Abstract

The success of a mobile application is due to the usability that the graphical 
user interface provides. A feature of mobile devices is the limited space for the 
interaction and the deployment of the graphical user interface. For this reason, 
user interfaces can have different interaction modalities. However, to work with 
information that can be complex to display, the use of modalities may not solve this 
problem. A possible alternative to provide more workspace to the users is through 
a distributed user interface (DUI). A mobile DUI allows the mobile applications to 
use two or more devices to execute the user interface. These devices can be Smart 
TVs or wearable such as smart watches. In this work the concepts of mobile DUI 
design are discussed, some use cases are presented and it is shown that its develop-
ment in mobile devices is feasible.

Keywords: distributed user interfaces, mobile application, mobile devices,  
plasticity

1. Introduction

In the last years the use of mobile devices has increased. The success of mobile 
devices is due, among other factors, to its moderate cost, the variety of applica-
tions that allow being connected to the Internet, and the ease of use for many of 
its applications [1, 2]. The usability of the applications of the mobile devices is the 
main characteristic for the acceptance of the users [2]. This implies that the applica-
tions are intuitive and easy to use. To achieve this, researchers and developers have 
proposed design guides, patterns and templates to achieve applications with good 
features and easy to use. In addition, due to the diversity of sensors that mobile 
devices have, they can have different interaction modes and gestures that are used 
to control applications [3, 4].

Despite all the innovative technological elements for a pleasant user experience 
presented by mobile devices, for the user they have the restriction of the size of the 
screen, which reduces their area of work. The range of displays for smartphones is 
between 4 and 7 inches [5]. The sizes of the tablets are between 7 and 18 inches. And 
the range for smartwatches is between 1.2 and 2 inches. While there are mobile devices 
with screens larger than 13 inches, most of these devices are below 10 inches [5].

To get the most out of the work area offered by most mobile devices it is needed 
to take advantage of the work areas of the different mobile devices that the user has, 
depending on the context in which the user is. To achieve this, it is possible to design 
applications for mobile devices that can work with DUIs. That is, an application takes 
advantage other mobile devices carried by the user or other devices such as Smart TV 
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in the area where it is located. Another problem in DUIs design is the quality in order 
to guarantee the usability and functionality of applications that use DUIs [3].

User interfaces have a time component that allows establishing whether the 
adaptability of their elements will be done dynamically or statically. Dynamic 
adaptability refers to the changes that the graphical interface makes when the appli-
cation detects a change of context. Static adaptability is established when the user 
chooses how the graphical interface will adapt before doing a task or when starting 
a session. Therefore, several researches have developed concepts such as DUI and 
plasticity of user interfaces.

In this work we present concepts of DUIs, plasticity, and mobile computing to estab-
lish the specific restrictions for DUIs of mobile applications, and to discuss how the 
plasticity concepts of user interfaces complement the handling of these restrictions to 
establish the concept of mobile DUI. We present the design methods that have appeared 
in the literature and emphasize that both are complementary to a mobile DUI design.

2. Mobile distributed user interfaces

A mobile DUI is a DUI that takes advantage of mobile devices, communication 
networks and context of use to distribute user interfaces to take advantage of the 
display restrictions of mobile devices. It should be clear the concepts of DUIs and 
the characteristics of mobile applications have a complete notion of mobile DUI.

The use of DUIs is very common in multimedia applications such as music 
players, video players, image galleries, video games, books or interactive learning 
materials, but there are still few applications that use it for purposes other than 
entertainment. DUIs can be used in educational contexts [6]and for assistance 
applications for disabled persons [6, 7]. Also DUIs are required to interaction with 
smart spaces [8–11].

One approach to understand the use of DUIs is in [2], where the authors discuss 
the evolution of trends of computing since main frames to ubiquitous computing 
(UC). With the arrival of UC, users interact with more computing devices that 
contain input and output elements. In this section we start with a discussion of the 
DUIs, then a discussion of the characteristics of the mobile applications, and finally 
a discussion is presented to define the concept of mobile DUI.

2.1 Distributed user interfaces

A user interface (UI) is the set of elements that allow the user to interact with 
computers. These elements can be categorized as input, output and data control. 
This definition involves all kinds of technology and interaction mechanisms.

Vanderdonckt [12] propose a transversal model to distribute the user interface 
across users, platforms and environments. In this model, the authors consider the 
triplet  C =  (U, P, E)  , where  U  is the user model,  P  is the platform model, and  E  is the 
environment model. Vanderdonckt considers these three elements the dimensions 
for UI distribution (Figure 1).

With this model it is possible to determine what elements of the UI would be distrib-
uted, to know the interaction modality that will be used when the elements are ported 

Figure 1. 
Transversal model of DUI.
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to target platform, to know the tasks that will be performed in a lapse of time, to know 
the domains involved in the distribution, and to know the platforms that participate in 
that distribution configuration.

A distributed user interface is a set of UIs that can be implemented in more than 
one device, or software platform. Some implementations consider the use of two 
or more devices simultaneously [7, 13]. By authors Penaver, Melchior and Gallud in 
several papers from 2011 to 2013 [14–17] we know that any single user interface can 
be cataloged as a distributed user interface if it has some characteristics like porta-
bility, fragmentation (also known as decomposition), simultaneity, and continuity. 
Being the first two characteristics the most important to satisfied the transforma-
tion of a user interface to a distributed one [14, 17, 18].

Portability. Means that a user interface can be completely or partially trans-
ferred in order to achieve a better user interaction.

Fragmentation. Any user interface can be fragmented, only if its different frag-
ments can be run independently without losing functionality.

Simultaneity. If a user interface can run in different, software or hardware, 
platforms and also can be managed at the same time, it means that the UI is a 
simultaneous system.

Continuity. This characteristic is reachable when a system element can be 
moved to another module. This element is also a part of our distributed user inter-
face, but always preserving its state.

From 2011 to 2013 several authors make some definitions [14–18] to formulate 
the DUI abstract model that allows developers to arrive at an implementation 
model. In this model, the elements of interaction (input, output and control), 
functionality, target, user interface, portability, decomposability, sub-user inter-
faces, platform, distributed user interfaces, simultaneity, requirements function 
and concurrency restriction stand out.

2.1.1 Definitions

In [7–9], the authors present a mathematical formalization of the DUI to obtain 
the properties of portability, fragmentation, simulation and continuity. This 
formalization is based on the next definitions:

Interaction element: An interaction element  e ∉ E  is an element that allows a 
user  u  to make an interaction in a platform  p . An element can be an input element, 
an output element or a control element.

Functionality: Two interactions elements   e  1  ,  e  2   ∉ E  have the same functionality 
if a user performs the same action using them.

Target: A subset of elements   E  0   ⊂ E  have the same target if  ∀  e  i   ∈  E  0    a user gets 
an action of a target task using the element functionality.

User interface: An User Interface   S  0   (I)   is a set of elements that have the same 
target. From [14, 15], a User Interface is defined by a set of interaction elements that 
can perform a task in a specific context.

Platform: An interaction element  e ∉ E  exists in a platform  p ∉ P  if  e  is sup-
ported, implemented or executed on  p . Furthermore, a user interface  I  is supported 
in  p  if  ∀ e ∉ I , then a user  u  can perform an interaction using  e  on  p .

User subinterface: Let  I  be a graphical interface that allows a user  u  to reach a 
target  T  on a platform  p ∉ P . If the target reached is a subtarget of T, then the set of 
elements that is associated with the subtarget form a graphic subinterface.

Distributed user interface: A distributed user interface  DI ∈ DUI  is defined as 
a user interface which has been fragmented and ported. DUI is a set of interaction 
elements that come from a set of subinterfaces.
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A distributed user interface is a set of UIs that can be implemented in more than 
one device, or software platform. Some implementations consider the use of two 
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several papers from 2011 to 2013 [14–17] we know that any single user interface can 
be cataloged as a distributed user interface if it has some characteristics like porta-
bility, fragmentation (also known as decomposition), simultaneity, and continuity. 
Being the first two characteristics the most important to satisfied the transforma-
tion of a user interface to a distributed one [14, 17, 18].

Portability. Means that a user interface can be completely or partially trans-
ferred in order to achieve a better user interaction.

Fragmentation. Any user interface can be fragmented, only if its different frag-
ments can be run independently without losing functionality.

Simultaneity. If a user interface can run in different, software or hardware, 
platforms and also can be managed at the same time, it means that the UI is a 
simultaneous system.

Continuity. This characteristic is reachable when a system element can be 
moved to another module. This element is also a part of our distributed user inter-
face, but always preserving its state.

From 2011 to 2013 several authors make some definitions [14–18] to formulate 
the DUI abstract model that allows developers to arrive at an implementation 
model. In this model, the elements of interaction (input, output and control), 
functionality, target, user interface, portability, decomposability, sub-user inter-
faces, platform, distributed user interfaces, simultaneity, requirements function 
and concurrency restriction stand out.

2.1.1 Definitions

In [7–9], the authors present a mathematical formalization of the DUI to obtain 
the properties of portability, fragmentation, simulation and continuity. This 
formalization is based on the next definitions:

Interaction element: An interaction element  e ∉ E  is an element that allows a 
user  u  to make an interaction in a platform  p . An element can be an input element, 
an output element or a control element.

Functionality: Two interactions elements   e  1  ,  e  2   ∉ E  have the same functionality 
if a user performs the same action using them.

Target: A subset of elements   E  0   ⊂ E  have the same target if  ∀  e  i   ∈  E  0    a user gets 
an action of a target task using the element functionality.

User interface: An User Interface   S  0   (I)   is a set of elements that have the same 
target. From [14, 15], a User Interface is defined by a set of interaction elements that 
can perform a task in a specific context.

Platform: An interaction element  e ∉ E  exists in a platform  p ∉ P  if  e  is sup-
ported, implemented or executed on  p . Furthermore, a user interface  I  is supported 
in  p  if  ∀ e ∉ I , then a user  u  can perform an interaction using  e  on  p .

User subinterface: Let  I  be a graphical interface that allows a user  u  to reach a 
target  T  on a platform  p ∉ P . If the target reached is a subtarget of T, then the set of 
elements that is associated with the subtarget form a graphic subinterface.

Distributed user interface: A distributed user interface  DI ∈ DUI  is defined as 
a user interface which has been fragmented and ported. DUI is a set of interaction 
elements that come from a set of subinterfaces.
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State of user interface: The state  S (I)   of a user interface  I  is defined as the set of 
values or modes associated to the interaction elements and target in a user interface 
after the user has reached a target associated with  I . Every user interface   I  i    has an 
initial state   S  0   (I)   that changes when an element of  I  is used to make an interaction  
of  u  with  p .

State of distributed user interface: The state of a distributed user interface  
 S (DI)  =  (S ( I  1  ) , … , S ( I  n  ) )   is a n-tupla where each element is the state of the user 
interface   I  i    that makes up the DUI.

With these definitions it is possible to have a formal description of the character-
istics for distributed user interfaces such as portability, fragmentation, simultaneity 
and continuity. These characteristics are very important for working with distrib-
uted user interfaces. Villanueva et al. [3] propose the use of these characteristics as 
metrics to determine the quality of DUIs.

2.2 Mobile applications

A mobile application is an application that runs following the mobile computing 
paradigm. In this paradigm, the application’s view layer runs on a mobile device, and 
the business and storage layers may or may not be on or off the device. In addition, the 
device must have the ability to be always connected (anywhere at any time) taking 
advantage of the different infrastructures of communication networks and also must 
consider the mobility of the user [19]. Mobileness means that the use of an application 
is always under an environment with constant changes, so the application must be 
able to adapt to changes in the context to remain functional and usable to the end user.

A mobile application is a computer mobile software designed to perform a task 
or to provide a user experience. The mobile software development presents some 
special requirements [20]:

Interaction with other applications: most of the mobile devices have many appli-
cations from different sources. New applications should be able to interact with the 
installed applications.

Sensor handling: the applications must be able to use the device sensors in order 
to improve user experience.

Families of hardware and software platforms: most embedded devices execute 
code that is custom-built for the properties of that device, but mobile devices may 
have to support applications that were written for all of the varied devices support-
ing the operating system, and also for different versions of the operating system.

User interfaces: they must be usable. The design of a user interface must consider 
the device’s constraint like display size, battery life and processor capacity, and it 
must take advantage of the device’s capabilities.

Power consumption: many aspects of applications affect the use of the device’s 
power and thus the battery life of the device. Mobile applications may make exten-
sive use of battery.

2.3 Plasticity of user interfaces

Techniques for reconfiguring the components of an application must be used. In 
addition to these concepts, it should be considered that a user interface in a mobile 
environment would be affected by changes in the environment, so the term plastic-
ity turns out to be relevant. The plasticity of user interfaces is their ability to adapt 
to the context of use and to preserve their usability [21, 22]. This concept is useful 
to handle the adaptation of the elements in a DUI. Due to the mobility and ubiquity 
inherent in this type of systems, the changes of context are natural in this type of 
systems [23].
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The context deals with the evolution, the structuring and the exchange of 
information spaces [24], which are designed to fulfill a particular purpose. In plastic 
user interfaces, the purpose is to support the process of adapting the user interface 
to preserve usability, i.e., plasticity techniques must handle the context of use. 
A change of context could be defined as the modification of any element of the 
contextual information space.

Vanderdonckt et al. [23] define seven dimensions to manage plasticity: adapta-
tion means, UI component granularity, state recovery granularity, UI deployment, 
context of use, technological space coverage, and plastic meta-UI.

2.4 Mobile DUI

In the literature there are several models to design a DUI and give quality. We can 
notice that these models complement each other. Vanderdonckt’s transversal model 
uses three dimensions, Penalver’s, Melchoir’s and Gallud’s model uses four dimen-
sions, and Vanderdonckt’s plastic model considers seven dimensions. The work that 
has been done with DUIs and their formalization establish that the elements of a UI 
can be distributed, and the relationship that exists between them. Those works on 
plasticity of user interfaces establish how adaptability can be made, focusing on the 
conditions of context.

To handle the context for a mobile DUI, it must be considered that the informa-
tion spaces are the elements of the UI (elements, sub UI, etc.), and the character-
istics of the devices where the DUI will be displayed. The plasticity of the UI must 
handle the context of use. A change of context is the set of devices where elements 
of the user interface can be displayed, and in this way it is observed that elements of 
the information space are modified.

In general, it is possible to distinguish two methods for DUI design. One of these 
is presented by [12] and the other is presented by [14–17]. In [12] the way to distrib-
ute the GUI elements between users, platforms and environments is emphasized. In 
[14–16] the design is considered through a conceptual model based on portability, 
decomposition, simultaneity, and continuity of the DUI. The formalization of the 
DUI helps to know what elements are going to be distributed. Plasticity helps to 
establish when to make the distribution of elements and also raises the problem of 
how to do it.

We can say that a mobile DUI is a set of DUIs that mainly uses mobile devices 
sensitive to context, which can be supported by ubiquitous computing. The use 
of mobile devices allows the use of the different interaction modalities that they 
include. However, DUIs must consider handling the restrictions of mobile devices, 
mainly the size associated with the user interface, the high dependence on network 
connectivity and battery management.

There are several mobile platforms such as Android, iOS or Windows Mobile, 
among others, that provide tools and frameworks for developing applications. 
Furthermore, kits and frameworks have been developed to create mobile applica-
tions that allow us to share displays among mobile devices of the same family, i.e., 
their frameworks allow us to build some DUIs. Every platform uses a different 
strategy because the development paradigm is different for each platform. Another 
option is to develop rich clients that run on a Web browser.

However, despite the advantages offered by mobile application development 
platforms, it is necessary to use middleware and frameworks that help to efficiently 
manage DUIs. Another problem remains the design of the UIs that will be distrib-
uted to each platform involved in the DUI.

Work has been done to have models for the design, development and deployment 
of DUIs in execution time [8, 14, 25–28]. These works consider software engineering 
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techniques as well as aspects of implemention. These last considerations can be 
reinforced with the works on plasticity that have been developed [29, 30].

3. Examples

With the elements described in the model of Section 4, we present three exam-
ples where the design of the DUI is available in three combinations of computing 
devices: Tablet-Smart TV, smartphone-smartwhatch, and Tablet-Tablet.

3.1 Tablet-SmartTV

In this example, an application is presented to perform three neuropsychology 
tests of Luria: Poppelreuter I, Poppelreuter II and Raven [7]. This application is 
called LuTest, whose architecture allows the user to manage a DUI whose platforms 
are an iPad tablet and an Apple TV, as shown in Figure 2. The main task of this 
application is to apply to a user the neuropsychological tests of Poppelreuter I, II 
and Raven. This example presents two ways to show the elements of the output: 
one is to duplicate the UI and the other to divide the UI. The final users of these 
applications are older adults, so the design of the UI is aimed at this population. 
Applications can only run on the Tablet or they can use the Tablet-Smart-TV combi-
nation in order to increase the work area.

DUIs have a static adaptability. The user determines the tablet orientation and 
the mode of work: alone or with a Smart TV before starting the test. The designs of 
the UI, in all cases of adaptability, are oriented to work with older adults. Because 
a dynamic adaptability could generate confusion in final users, we decide make a 
static adaptability.

3.1.1 DUI properties for Poppelreuter I and II

In Poppelreuter I test, the user must indicate the figures presented to them with 
visual noise. Poppelreuter 1 test begins by showing the user the contour image of an 
object, later more images containing the original object will be shown, but now the 
outline is combined with lines that may confuse the patient. The user must indicate 
the outline of the original object, ignoring the additional lines. The test consists 
in displaying different images, with different objects and different types of visual 
noise, as shown in Figure 2. For Poppelreuter II test, the visual noise is generated by 
overlapping the contours of several forms, Figures 2 and 3. The user must indicate 
the contour for each of them.

Portability: In Poppelreuter I and II there is partial portability. In the tablet the UI 
is maintained and in the Smart TV the output elements are deployed. These elements 
display the contours of the figures. In addition, the user can notice the progress of the 
test and the type of color they have selected to identify each figure separately.

Figure 2. 
Architecture for LuTEST. This application makes a DUI using a Tablet iPad and an Apple TV.
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Fragmentation: The initial UI is divided into two UIs. The UI 1 contains the 
elements that the contour figures display and allows interaction through the touch 
screen. The UI2 contains the elements such as buttons and color palettes that the 
user can choose to perform the test.

Simultaneity: When the user works with the input elements found in the UIs of 
the Tablet, the status changes are reflected on the Smart TV in real time.

Continuity: This property is not essential in this example, because the UI enters 
an initial state when distributing the user interface. Due to the requirements of the 
application, the elements of the user interfaces do not move during the application 
of the neuropsychological tests.

3.1.2 DUI properties for Raven test

The Raven test is used to evaluate visual and cognitive abilities. It works as follows: 
the patient observes a certain visual structure, which is incomplete. The patient can 
choose between six or eight possible options, but only one is correct. In some cases, the 
patient is asked to differentiate their answers from the others, and for that the patient 
must grasp the principle under which each option was constructed. The complete 
Raven test is composed of three series, each with 12 different test matrices whose 
difficulty progresses step by step. The advantage of using Raven to assess cognitive 
abilities is that a grammatical knowledge or a complex mathematical ability is not 
required (Figure 4).

Portability: The UI is partially transferred from the Tablet to the Smart TV. The 
input elements are maintained in the Tablet and the output element is sent to the 
Smart TV.

Fragmentation: The UI is fragmente in two sub UI. The UI1 has all input ele-
ments. The UI2 has the output element.

Simultaneity: When the user works with the input elements found in the UIs of 
the Tablet, the status changes are reflected on the Smart TV in real time.

Continuity: This property is not essential in this example, because the UI enters 
an initial state when distributing the user interface. Due to the requirements of the 
application, the elements of the user interfaces do not move during the application 
of the neuropsychological tests.

3.2 Smartphone-smartwatch

In this example, a DUI is presented, which allows the communication of 
smartwatch and smartphone type mobile devices. The objective of this DUI is to 
show the best walking route that a tourist should follow in the Historic Center of 

Figure 3. 
(a) DUI design for Popperreuter 1 test using a tablet in landscape or portrait orientation with a Smart TV and 
(b) DUI design for Popperreuter II test using a tablet in landscape or portrait orientation with a Smart TV.
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Mexico City to reach a point of interest around it, in a radius no greater than 5 km. 
The user can execute the application on the smartphone, on the smartwatch or in 
both devices using a DUI.

The user decides at any time to activate the DUI, from the smartphone or 
from the smartwatch. If the user activates the DUI from the smartphone and the 
smartwatch does not have the application active, then the application is activated 
and the smartphone sends the status of the application, which indicates that it is in 
some search of a site of interest or that it is displaying geographic information. In 
this case, the smartphone starts the application. If the user activates the DUI from 
the smatwatch and the application is not active on the smartphone, then the status 
of the application is activated and transferred, so that the smartphone knows the 
activity that it must present on the display.

Figure 5 shows the DUI for the search and guide application of sites of inter-
est. The DUI uses the deployment area of the smartphone and smartwatch. In the 
case of search by predetermined sites, a list is presented on both devices. To guide 
the user to the site of interest, the smartphone presents the route on a map and an 
arrow indicating where to go. To guide the user to a site of interest, the smartwatch 
presents an arrow indicating the orientation.

Portability: Depending on the state of the application the UI is duplicated in 
both devices (for example, search for interest sites) or part of the UI is displayed on 
the smartwatch and the UI complete is displayed on smartphone.

Fragmentation: Several screens of the application are duplicated in the smart-
phone and in the smartwatch, for these cases there is not fragmentation. When 
the application displays the map to indicate the route to the user to reach a site of 
interest, the UI is fragmented into two elements: one element E1 displays the map 
and the element E2 displays the date indicating the orientation of the site of inter-
est. The smartphone displays E1 and E2 and the smartwatch only displays E2.

Simultaneity: Both devices display in real time the changes made by the user.
Continuity: The user defines when starting using the DUI and when finishing. 

When the user decides to activate the DUI and the application in smartphone is 
synchronized with the application in the smartwatch.

Figure 4. 
DUI design for Raven test using the Tablet in landscape or portrait orientation with the Smart TV.
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3.3 Tablets-smartphones

This example uses a set of tablets or smartphones to increase the working area. 
The DUI is increased dynamically when the application detects another device with 
the application. The application is a mental maps editor. The application detects 

Figure 5. 
DUI design for an application using smartphone and smartwatch.

Figure 6. 
DUI design for application using smartphones and tablets.
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a gesture to add or remove a device from the application, and therefore adjust the 
DUI dynamically (Figure 6).

Portability: The UI has one element. This element is a canvas to draw and 
mental map. When a device is incorporated to the DUI, the element is duplicated in 
another device.

Fragmentation: Every display in the DUI display a part of general working area. 
Each device displays a part of the canvas. The canvas has a general work area called 
Bounds. And every device display a subarea called Frame. The Bounds is increases 
as devices are added.

Simultaneity: All devices must handle the changes in the Bounds. In addition 
to adding elements to the editor, this change of state of the canvas is sent to all the 
devices in the array. All devices must handle the changes in the Bounds. In addi-
tion to adding elements to the editor, this change of state of the canvas is sent to 
all the devices in the array. Thus, adding, removing or modifying canvas elements 
generates a message sending to the devices to update the state of the objects that are 
drawn on the canvas.

Continuity: When devices are added to the array, the canvas state is transferred 
to the new device and display one part of canvas.

4. Conclusions

The trends in DUIs its about the real time system for make the distributions; 
have software engineering methodologies for the design and implementation of 
DUIs; have consistent development frameworks and effectively incorporate the 
context management of applications and users. In this chapter the concept of 
mobile distributed user interface was made. This concept is based on models of 
distributed users interfaces, plasticity of user interfaces and mobile applications 
concepts. The concepts for DUIs help to indicate about elements and sub UIs that 
can be distributed and define the platforms host. The plasticity of user interface 
indicates when the applications must fragment de UI, depending on the context 
state. Now, the main issue in mobile distributed user interface is to decide how 
to adapt efficiently the sub user interfaces on its platform target. In this work we 
present some examples of mobile DUIs. We notice that the adaptability of sub user 
interfaces depends on the user interaction requirements with the application, that 
include the user group, the device target, and the elements of sub user interfaces, 
among others, as suggested in [28]. The way to distribute sub user interfaces 
depends on the application and the devices considers in their use. In some cases it is 
necessary duplicate elements to others devices but only for output, remaining the 
input in the original devices, such as the case Tablet-Smart TV, where the Tablet 
remains the user input, but the output is reply in both devices. In other cases, de 
GUI is decomposed and then, the input elements remain on the Tablet and the 
outputs elements are sent to Smart TV. In these cases the input interaction is always 
on the tablet. For the case of the tourist guide using a smart phone and smart watch, 
consider several scenarios depending on the user cases.
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Chapter 8

Metabolic Health Analysis and
Forecasting with Mobile
Computing
Zsolt P. Ori

Abstract

The goal of this paper is to demonstrate feasibility of a concept of mobile
computing to help users to reach and maintain metabolic health. For this purpose,
we analyze data from 12 clinical studies with a total of 39 study arms from the
international literature to show that insulin resistance measured by HOMA-IR could
be followed and its changes could be predicted using our weight-fat mass-energy
balance calculations taking advantage of the significant and strong correlation
between changes of HOMA-IR and state variables of the energy metabolism like
changes of weight, fat mass, R-ratio, Rw-ratio, and fat burning fraction of the
energy production. We introduce here our extended weight-fat mass-energy
balance calculation to assess de novo lipogenesis, adaptive thermogenesis, and the
24-hour nonprotein respiratory quotient. We show how we can analyze and predict
individualized state variables of the metabolism, which serve as metrics for the
quantification of the interrelationship between energy metabolism and insulin
resistance facilitating management and self-management of insulin-resistance
related conditions including obesity, fatty liver, prediabetes, metabolic syndrome,
and type 2 diabetes. The feedback of individualized metrics using tools of the digital
health era may amount to channeling focus also to patient-centered individualized
care and to accelerating nutrition research.

Keywords: energy metabolism, insulin resistance, metabolic monitoring, mobile
computing, 24-h nonprotein respiratory quotient, fat oxidation, carbohydrate
oxidation, de novo lipogenesis, adaptive thermogenesis, obesity, fatty liver,
prediabetes, metabolic syndrome, type 2 diabetes, cardiovascular morbidity,
mortality, dynamic changes of behavior, lifestyle modification, patient-centered
individualized care, digital health

1. Introduction

The purpose of this paper is to outline a new proposed direction of managing
and self-managing metabolic health including insulin resistance in the era of mobile
technology.

I am perhaps a rare breed of internist with previous training in biomedical
cybernetics before entering medical school. My training and research experience in
control engineering together with my experiences as a clinician in academic and
nonacademic settings have inspired me to use mathematical modeling tools to
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tackle the most sweeping health problem of our time which has reached now
pandemic proportion all over the world, i.e., insulin resistance with its devastation
in terms of rising cardiovascular disease (CVD), morbidity, and mortality. The
reason for focusing on insulin resistance is the overwhelming evidence that insulin
resistance syndrome has been proven to be an independent risk factor for CVD
mortality, and effective, clinically usable indicators can be derived from readily
measured variables [1].

Central to the mission of primary care is fighting the burden of
noncommunicable chronic diseases including the most prominent one, CVD [2].
CVD is substantially higher in individuals with unhealthy lifestyle characteristics,
including visceral obesity, prediabetes, diabetes, insulin resistance, metabolic syn-
drome, physical inactivity, poor diet, and cigarette smoking. One could ask the
question, why is insulin resistance such an important issue and how could we
address this problem more effectively? I see a four-pronged answer to this question:

1.There is a need for heightened awareness of the pathophysiological processes
at play in CVD which is accelerated inflammation leading to atherosclerosis
driven by insulin resistance. The higher level than normal of inflammatory
markers and cytokines are triggered by complex cell physiology changes taking
place initially in the visceral adipose tissue and likely related to the regulation
of the deposition of the newly synthetized fat. A recently published research
article [3] found new insight into the pathophysiological steps of how insulin
resistance with or without obesity begets proinflammatory changes [4, 5]
occurring, among others, at the arterial walls.

2.Measuring insulin resistance in clinical practice is a huge challenge. The gold
standard is the “hyperinsulinemic euglycemic clamp,” which measures the
amount of glucose necessary to compensate for an increased insulin level
without causing hypoglycemia. Nowadays the test is rarely performed in
clinical care. The frequently used clinical assessment is with the homeostatic
model assessment of insulin resistance (HOMA-IR) which closely mirrors the
glucose clamp technique [6]. This requires only point-of-care invasive
measurement of fasting insulin and glucose level. There is a need for a
continuous noninvasive measurement method which can provide the same
information as HOMA-IR.

3.A lifelong heightened awareness is needed in our accelerated world which pulls
us back to optimum decision-making by mindfulness regarding eating and
exercising. We have biased perceptions regarding how much we eat [7], and
we possess no bodily sensation regarding the size of the visceral fat (a prime
source of insulin resistance) and its daily changes. The privacy of a
personalized gage such as a smart watch or phone app is needed to gage
changes of our metabolic health and fitness level [8].

4.For tracking insulin resistance noninvasively, there is a need to know the total
fat balance [9–11] which includes also the daily de novo lipogenesis (DNL).
Currently the standard way to measure DNL is the 24-h metabolic chamber
[12, 13]. Mobile computing technology just may offer a key solution to this issue.

The tools needed to realize the new proposed approach are embedded into the
science of cybernetics. Cybernetics is mostly concerned with exploring regulatory
systems—their structures, constraints, and possibilities using mathematical
modeling. Cyber-therapy is defined here as the combined use of individualized
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mathematical-statistical modeling, prediction, planning for change, and gaining
control and self-management of the metabolism with the option for guided therapy
by feedback of information on components of the human energy metabolism of an
individual. Our mathematical modeling techniques of the human energy metabo-
lism [8–11] is a tool to observe the difficult-to-measure variables of the human
energy metabolism, such as slowly occurring body composition changes including
lean mass, protein mass, fat mass, extracellular and intracellular water mass, or
practically impossible-to-measure variables like utilized macronutrient intake,
oxidation rates, and the de novo lipogenesis. The overall goal of individualized
cyber-therapy is to gain better control of the metabolism, i.e., reach and maintain
optimum body composition and cardiometabolic fitness with minimized effort
over the shortest possible time while staying well hydrated and maintaining
optimal insulin sensitivity through self-management with mindfulness and/or
guided therapy.

My recent paper to the same publisher [8] introduces a proposed cyber-physical
system (CPS) as a framework to manage and self-manage metabolic health includ-
ing insulin resistance. The essential elements of CPS comprise smart watch with
appropriate sensors, smart phone, and bathroom scale with fat weight measuring
capabilities. The various devices with their apps are connected through cloud com-
puting. The main software component is a metabolic health monitoring app (MHM)
performing data gathering and result display of metabolic trends [11]. MHM can
make predictions regarding changes of the metabolic state variables (SVs) such as
fat mass, lean body mass, insulin resistance changes by the Rw-ratio, 24-h nonpro-
tein respiratory quotient, as well as the utilized macronutrient intake and oxidation
rates. We developed mathematical models of the human energy metabolism
allowing for estimation of the SVs [9–11] requiring serial fat weight and lean body
mass measurements [9, 10]. We introduced our weight-fat weight-energy balance
(WFE) calculations requiring only serial weight and fat weight measurements for
basic calculations to estimate changes of insulin resistance [8]. In the same paper,
we provided also evidence for feasibility of the CPS concept in healthy young men
to track and predict insulin resistance.

Central to the goal of providing metrics for the quantification of insulin resis-
tance is the recognition of its interrelationship with other easily and daily measur-
able state variables like weight and fat mass. In this regard we take advantage of the
observation that there is a correlation between BMI/weight/body composition and
insulin resistance measured, for example, with HOMA-IR [14, 15, 27]. We reported
earlier that we found significant negative correlation between HOMA-IR and R-
ratio or Rw-ratio [8, 10, 11, 15]. It has been also our research hypothesis that one
could exploit the strong inverse correlation between HOMA-IR and the R-ratio or
Rw-ratio and use this to measure indirectly changes of insulin resistance derived
from serial weight and fat weight measurements [8].

The goal of this paper is to contribute to the developing field of mobile technol-
ogies and their use for health-related applications in three areas:

1.More evidence is provided for the connection between HOMA-IR and WFE
calculations for clinical practice: here we show feasibility of our research
hypothesis that insulin resistance changes by HOMA-IR can be predicted by
using the WFE calculation framework in a wide variety of clinical scenarios
involving insulin resistance changes and not just in young healthy men as it
was already demonstrated in [8]. For this purpose, we use data from [16–27]
to show further support for the idea that insulin resistance measured by
HOMA-IR could be followed and its change could be predicted by WFE
calculation.
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2.We give here our theoretical considerations on how DNL and adaptive
thermogenesis (AT) could be assessed with mobile technology during acute
phase and at predicted steady-state equilibrium of the energy metabolism. AT
becomes important when the energy metabolism goes from one steady state to
another and the AT energy production or disappearance will oppose the
direction of change [28]. We would like to introduce here our extended
weight-fat weight-energy balance calculation allowing for DNL and AT
calculations (WFE-DNL-AT) and pointing out its limitations.

3. I give here supportive results to the proposition of using WFE-DNL-AT
calculations and show how insulin resistance changes with WFE-DNL-AT
calculations compared with results of indirect calorimetry obtained by 24-h
measurement in a metabolic chamber. For all of these purposes, I reanalyze the
published trial data of the “Calorie for Calorie, Dietary Fat Restriction Results
in More Body Fat Loss than Carbohydrate Restriction in People with Obesity”
(CC trial) [29] using WFE-DNL-AT calculations.

All mathematical tools of WFE-DNL-AT calculation are summarized in
Appendix.

2. Method of the correlation analysis between HOMA-IR and chosen
state variables

This meta-analysis utilizes our dynamic energy balance equation (Eq. (1)) as it
was introduced to the reader in [8]. This establishes a weight, fat weight, and
energy balance calculation (WFE) based on the following mass and energy rela-
tionship:

ϱWk � ΔWk þ ϱF � ΔFk ¼ ϱWk � Rwk þ ϱF
� � � ΔFk ¼ MEIk � TEEk ¼ EBk: (1)

Essentially, the equation expresses the equivalent change of weight represented
here as ΔWk ¼ Rwk � ΔFk and fat weight ΔFk in response to the energy balance EBk,
i.e., the difference of metabolized energy intake MEIk and total energy expenditure
TEEk on a given day k. We listed in the glossary the meaning of each variable.

Eqs. (2)–(18) constitute the framework derived from Eq. (1) for the correlation
analysis between the percentage change of HOMA-IR ΔH% and changes of state
variables Rw-ratio ΔRw, weight ΔW, and fat burning fraction Δχ over the course of
a clinical trial. We used 39 study arms from 12 clinical trials with a variety of length
of the studies performed ranging from 3 days to 365 days [16–27]. The correlation
analysis was done in MATLAB. The outcome results of the trials are shown in
Table 1. Here n is the number of days in the clinical trial, subjectsmeans the number
of participants, ΔWn�0 designates the average weight change in kilograms during
the trial period, ΔFn�0 symbolizes the average fat weight change during the trial
period in kilograms, and ΔHn�0 stands for the average change of HOMA-IR with
sugar in mg/dL and insulin in mU/L.

I calculate the average lean mass change ΔLn�0 as the difference between aver-
age weight change and fat weight change as in Eq. (2):

ΔLn�0 ¼ ΔWn�0 � ΔFn�0: (2)

For current calculations we assume that the energy density value of lean mass
change ϱLk will remain stable, and it takes the value around ϱL ≈ 1:8 kcal/g which is
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a value quoted in the literature [30], but its real value is unknown and uncertain.
Likewise, the energy density parameter for weight change ϱWk is calculated using
the energy density value of lean mass change ϱL ≈ 1:8 kcal/g and using the energy
relationship as in Eq. (3):

ϱWk ¼ ϱL �
ΔLk

ΔWk
: (3)

The αwk first-order term coefficient of the weight-fat logarithmic relationship is
thought to be stable during the trial period under the stationarity assumption and
therefore remains unindexed denoted as αw . Its value is calculated from weight on
the first day k ¼0 and last day k ¼ n of the study as in Eq. (4):

αw ¼ Wn �W0

ln Fn � ln F0
: (4)

The weight change and fat weight change on the first day and last day is
calculated through several steps as in Eqs. (5)–(8):

Estimated daily energy balance for each day is the same EB0 as in Eq. (5):

EB0 ¼ ϱL �
ΔWn�0 � ΔFn�0ð Þ

n
þ ϱ ∗

F � ΔFn�0

n
(5)

The first day’s fat weight change ΔF1 and F1 is calculated as in Eqs. (6) and (7):

ΔF1 ¼ EB0 � ϱW � αw
F0

þ ϱ ∗
F

� ��1

(6)

F1 ¼ F0 þ ΔF1 (7)

Here ϱ ∗
F can take different values: for net fat loss ϱ ∗

F ≈ ϱF, it takes the value of 9.4
kcal/g; for net fat synthesis, the value is 9.4 + 2.38 kcal/g because synthesis cost of
fat from glucose is added to the energy density of fat.

The last day’s fat weight change ΔFn�1 and Fn�1 is calculated as in Eqs. (8) and (9).

ΔFn�1 ¼ EB0 � ϱW � αw
Fn

þ ϱ ∗
F

� ��1

(8)

Fn�1 ¼ Fn � ΔFn�1 (9)

The first day’s and last day’s weight changes are calculated as in Eqs. (10)
and (11):

ΔW1 ¼ αw � ln F1 � ln F0ð Þ (10)

ΔWn�1 ¼ αw � ln Fn � ln Fn�1ð Þ (11)

The first day’s and last day’s Rw-ratio Rw1 and Rwn�1 is calculated as in Eqs. (12)
and (13).

Rw1 ¼ ΔW1

ΔF1
(12)

Rwn�1 ¼ ΔWn�1

ΔFn�1
(13)
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3. I give here supportive results to the proposition of using WFE-DNL-AT
calculations and show how insulin resistance changes with WFE-DNL-AT
calculations compared with results of indirect calorimetry obtained by 24-h
measurement in a metabolic chamber. For all of these purposes, I reanalyze the
published trial data of the “Calorie for Calorie, Dietary Fat Restriction Results
in More Body Fat Loss than Carbohydrate Restriction in People with Obesity”
(CC trial) [29] using WFE-DNL-AT calculations.

All mathematical tools of WFE-DNL-AT calculation are summarized in
Appendix.

2. Method of the correlation analysis between HOMA-IR and chosen
state variables

This meta-analysis utilizes our dynamic energy balance equation (Eq. (1)) as it
was introduced to the reader in [8]. This establishes a weight, fat weight, and
energy balance calculation (WFE) based on the following mass and energy rela-
tionship:

ϱWk � ΔWk þ ϱF � ΔFk ¼ ϱWk � Rwk þ ϱF
� � � ΔFk ¼ MEIk � TEEk ¼ EBk: (1)

Essentially, the equation expresses the equivalent change of weight represented
here as ΔWk ¼ Rwk � ΔFk and fat weight ΔFk in response to the energy balance EBk,
i.e., the difference of metabolized energy intake MEIk and total energy expenditure
TEEk on a given day k. We listed in the glossary the meaning of each variable.

Eqs. (2)–(18) constitute the framework derived from Eq. (1) for the correlation
analysis between the percentage change of HOMA-IR ΔH% and changes of state
variables Rw-ratio ΔRw, weight ΔW, and fat burning fraction Δχ over the course of
a clinical trial. We used 39 study arms from 12 clinical trials with a variety of length
of the studies performed ranging from 3 days to 365 days [16–27]. The correlation
analysis was done in MATLAB. The outcome results of the trials are shown in
Table 1. Here n is the number of days in the clinical trial, subjectsmeans the number
of participants, ΔWn�0 designates the average weight change in kilograms during
the trial period, ΔFn�0 symbolizes the average fat weight change during the trial
period in kilograms, and ΔHn�0 stands for the average change of HOMA-IR with
sugar in mg/dL and insulin in mU/L.

I calculate the average lean mass change ΔLn�0 as the difference between aver-
age weight change and fat weight change as in Eq. (2):

ΔLn�0 ¼ ΔWn�0 � ΔFn�0: (2)

For current calculations we assume that the energy density value of lean mass
change ϱLk will remain stable, and it takes the value around ϱL ≈ 1:8 kcal/g which is
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a value quoted in the literature [30], but its real value is unknown and uncertain.
Likewise, the energy density parameter for weight change ϱWk is calculated using
the energy density value of lean mass change ϱL ≈ 1:8 kcal/g and using the energy
relationship as in Eq. (3):

ϱWk ¼ ϱL �
ΔLk

ΔWk
: (3)

The αwk first-order term coefficient of the weight-fat logarithmic relationship is
thought to be stable during the trial period under the stationarity assumption and
therefore remains unindexed denoted as αw . Its value is calculated from weight on
the first day k ¼0 and last day k ¼ n of the study as in Eq. (4):

αw ¼ Wn �W0

ln Fn � ln F0
: (4)

The weight change and fat weight change on the first day and last day is
calculated through several steps as in Eqs. (5)–(8):

Estimated daily energy balance for each day is the same EB0 as in Eq. (5):

EB0 ¼ ϱL �
ΔWn�0 � ΔFn�0ð Þ

n
þ ϱ ∗

F � ΔFn�0

n
(5)

The first day’s fat weight change ΔF1 and F1 is calculated as in Eqs. (6) and (7):

ΔF1 ¼ EB0 � ϱW � αw
F0

þ ϱ ∗
F

� ��1

(6)

F1 ¼ F0 þ ΔF1 (7)

Here ϱ ∗
F can take different values: for net fat loss ϱ ∗

F ≈ ϱF, it takes the value of 9.4
kcal/g; for net fat synthesis, the value is 9.4 + 2.38 kcal/g because synthesis cost of
fat from glucose is added to the energy density of fat.

The last day’s fat weight change ΔFn�1 and Fn�1 is calculated as in Eqs. (8) and (9).

ΔFn�1 ¼ EB0 � ϱW � αw
Fn

þ ϱ ∗
F

� ��1

(8)

Fn�1 ¼ Fn � ΔFn�1 (9)

The first day’s and last day’s weight changes are calculated as in Eqs. (10)
and (11):

ΔW1 ¼ αw � ln F1 � ln F0ð Þ (10)

ΔWn�1 ¼ αw � ln Fn � ln Fn�1ð Þ (11)

The first day’s and last day’s Rw-ratio Rw1 and Rwn�1 is calculated as in Eqs. (12)
and (13).

Rw1 ¼ ΔW1

ΔF1
(12)

Rwn�1 ¼ ΔWn�1

ΔFn�1
(13)
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Study n days Subjects ΔWn�0 ΔFn�0 ΔHn�0

[16] Hypoenergetic 84 44 �7 �4.8 �0.12

[16] Hypoenergetic + walking 84 38 �8.8 �6.5 �0.56

[17] Low-carbohydrate 56 12 �7.4 �3.9 �1.3

[17] Low-fat 56 12 �6.5 �3.8 �0.6

[18] Healthy low-fat 365 305 �5.3 �3.7 �0.8

[18] Healthy low-carb 365 304 �6 �4.1 �0.7

[19] Hypo_LF/HC 5 10 �1.1 �1.2 �0.9

[19] Hypo_HF/LC 5 8 �1.5 �1.5 �0.9

[20] Whey protein 4 days 4 8 �5.4 �2.2 �1.8

[20] Sucrose 4 days 4 7 �4.3 �1.9 �1.1

[20] Whey protein 4 + 3 days 3 8 1.3 �0.6 0.6

[20] Sucrose 4 + 3 days 3 7 0.8 �0.9 0.4

[20] Whey protein 7 + 28 days 4 8 �0.5 �0.8 1.3

[20] Sucrose 7 + 28 days 4 7 �0.6 �1.3 0.8

[21] Low-glycemic 180 180 32 �4.5 �2.4 �0.5

[21] Low-fat 180 180 34 �3.75 �1.4 �0.2

[21] Low-glycemic 18-mo 360 32 1.75 0.8 0.4

[21] Low-fat 18-mo 360 34 2.25 0.3 0.2

[22] Women obese 77 17 �12.2 �9.5 �1.7

[22] Men obese 77 17 �17.6 �12.3 �1.8

[23] Women training 1 168 18 �2.7 �2.2 �0.1

[23] Women training 2 168 16 �2.3 �1.8 �0.2

[24] HC 2 day 2 11 �1.61 �0.20 �1.11

[24] LC 2 day 2 11 �2.64 �0.04 �1.69

[24] HC 77 day 77 11 �5.75 �4.17 �0.15

[24] LC 77 day 77 11 �5.09 �5.22 �0.15

[25] A_calorie Restriction 7 10 �3 �2.2 �0.61

[25] A_refeeding 7 10 3.1 1.4 0.82

[25] B_overfeeding 7 10 1.6 0.7 0.84

[25] B_calorie restriction 7 10 �3.4 �1.9 �1.08

[26] Women control M 365 87 �0.42 �0.11 �0.03

[26] Women control O 365 87 �1.34 �1.71 �0.12

[26] Women exercise M 365 117 �1.67 �3.08 �0.43

[26] Women exercise O 365 117 �2.67 �1.42 0.15

[26] Women diet M 365 118 �7.64 �11.15 �0.73

[26] Women diet O 365 118 �6.04 �5.25 �0.82

[26] Women diet+exercise M 365 116 �8.59 12.95 �0.75

[26] Women diet+exercise O 365 116 �9.58 �8.99 �0.88

[27] Correlation IS and WL 336 72 �10.8 �8.3 �14.2

Table 1.
Outcome results of 12 clinical trials with a total of 39 study arms.
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We calculate the absolute change of the Rw-ratio ΔRw over duration of the trial
as in Eq. (14):

ΔRw ¼ Rwn�1 � Rw1 (14)

We calculated the fat burning fraction using Eqs. (15) and (16):

χ1 ¼
ϱW 1 � Rw1

ϱW 1 � Rw1 þ ϱF
(15)

χn�1 ¼
ϱWn�1 � Rwn�1

ϱWn�1 � Rwn�1 þ ϱF
(16)

We define the absolute change of fat oxidation fraction Δχ as in Eq. (17):

Δχ ¼ χn�1 � χ1 (17)

We calculated the percent change ΔH% of the HOMA-IR over the duration of
the trial as in Eq. (18) where H0 is the average HOMA-IR value at baseline:

ΔH% ¼ ΔHn�0

0:01 ∗H0
(18)

3. Method of the analysis of the CC trial data with WFE-DNL-AT
calculations

The detailed description of the WFE calculation with the capability of calculat-
ing DNL and adaptive thermogenesis/thermal loss (WFE-DNL-AT) is detailed in
Appendix A. For demonstration purpose we apply this method to analyze the
published result of the CC trial [29]. The CC trial [29] investigated 19 adults with
obesity. The intervention was the selective dietary restriction of carbohydrate (RC)
versus fat (RF) for 6 days following a 5-day baseline diet. Subjects received both the
isocaloric baseline diets followed by either RC or RF diet in random sequence during
two inpatient stays when they were confined to a metabolic ward for two 2-week
periods each. The 24-h nonprotein respiratory quotient Rnp0k was measured on day
�4, 0, 1, 4, and 6 in a 24-h respiratory chamber. The baseline measurements were
taken at day 0. The published data of the CC trial were sparse, and the results of
laboratory measurements were published only for baseline and for the end point.
I generated the needed daily weight Wk and fat weight Fk data using MATLAB’s
interpolation function ‘pchip.’ First, I calculated the daily Rw-ratio Rwk, fat burning
fraction χk, 24-hour nonprotein respiratory quotient Rnpk, de novo lipogenesis
DNLk, and adaptive thermogenesis Tk without the a priori knowledge of the
measured Rnp0k on day 1, 4, and 6 using the uncorrectedWFE-DNL-AT algorithm as
in (A1, A2, A3, A6, A7). Second, I performed inverse calculations using the
uncorrected WFE-DNL-AT model and the measured nonprotein respiratory quo-
tient Rnp0k on days 1, 4, and 6 as input to arrive at the indirectly measured de novo
lipogenesis mDNL and adaptive thermogenesis mT denoted mDNLRC, mTRC for
the RC arm and mDNLRF, mTRF for the RF arm of the CC trial. Finally, I analyzed
how the fat intake fraction φk could be used to predict better the measured non-
protein respiratory quotient Rnp0k and to estimate mDNLRC, mTRC, mDNLRF, and
mTRF and how to build a corrected WFE-DNL-AT, which includes (A4) for RF or
(A5) for RC diet and could work without the a priori knowledge of the measured
24-h respiratory quotient Rnp0k.
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[25] B_overfeeding 7 10 1.6 0.7 0.84
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[26] Women control M 365 87 �0.42 �0.11 �0.03

[26] Women control O 365 87 �1.34 �1.71 �0.12

[26] Women exercise M 365 117 �1.67 �3.08 �0.43

[26] Women exercise O 365 117 �2.67 �1.42 0.15
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Table 1.
Outcome results of 12 clinical trials with a total of 39 study arms.

128

Mobile Computing

We calculate the absolute change of the Rw-ratio ΔRw over duration of the trial
as in Eq. (14):

ΔRw ¼ Rwn�1 � Rw1 (14)

We calculated the fat burning fraction using Eqs. (15) and (16):

χ1 ¼
ϱW 1 � Rw1

ϱW 1 � Rw1 þ ϱF
(15)

χn�1 ¼
ϱWn�1 � Rwn�1

ϱWn�1 � Rwn�1 þ ϱF
(16)

We define the absolute change of fat oxidation fraction Δχ as in Eq. (17):

Δχ ¼ χn�1 � χ1 (17)

We calculated the percent change ΔH% of the HOMA-IR over the duration of
the trial as in Eq. (18) where H0 is the average HOMA-IR value at baseline:

ΔH% ¼ ΔHn�0

0:01 ∗H0
(18)

3. Method of the analysis of the CC trial data with WFE-DNL-AT
calculations

The detailed description of the WFE calculation with the capability of calculat-
ing DNL and adaptive thermogenesis/thermal loss (WFE-DNL-AT) is detailed in
Appendix A. For demonstration purpose we apply this method to analyze the
published result of the CC trial [29]. The CC trial [29] investigated 19 adults with
obesity. The intervention was the selective dietary restriction of carbohydrate (RC)
versus fat (RF) for 6 days following a 5-day baseline diet. Subjects received both the
isocaloric baseline diets followed by either RC or RF diet in random sequence during
two inpatient stays when they were confined to a metabolic ward for two 2-week
periods each. The 24-h nonprotein respiratory quotient Rnp0k was measured on day
�4, 0, 1, 4, and 6 in a 24-h respiratory chamber. The baseline measurements were
taken at day 0. The published data of the CC trial were sparse, and the results of
laboratory measurements were published only for baseline and for the end point.
I generated the needed daily weight Wk and fat weight Fk data using MATLAB’s
interpolation function ‘pchip.’ First, I calculated the daily Rw-ratio Rwk, fat burning
fraction χk, 24-hour nonprotein respiratory quotient Rnpk, de novo lipogenesis
DNLk, and adaptive thermogenesis Tk without the a priori knowledge of the
measured Rnp0k on day 1, 4, and 6 using the uncorrectedWFE-DNL-AT algorithm as
in (A1, A2, A3, A6, A7). Second, I performed inverse calculations using the
uncorrected WFE-DNL-AT model and the measured nonprotein respiratory quo-
tient Rnp0k on days 1, 4, and 6 as input to arrive at the indirectly measured de novo
lipogenesis mDNL and adaptive thermogenesis mT denoted mDNLRC, mTRC for
the RC arm and mDNLRF, mTRF for the RF arm of the CC trial. Finally, I analyzed
how the fat intake fraction φk could be used to predict better the measured non-
protein respiratory quotient Rnp0k and to estimate mDNLRC, mTRC, mDNLRF, and
mTRF and how to build a corrected WFE-DNL-AT, which includes (A4) for RF or
(A5) for RC diet and could work without the a priori knowledge of the measured
24-h respiratory quotient Rnp0k.
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The steps of calculations followed the WFE algorithm as in [8], and for DNL
and AT calculations, I used Eqs. (A1)–(A7). The unknown values for the adaptive
thermogenesis coefficient cAT and the unknown fraction of the metabolized
carbohydrate intake for de novo lipogenesis cDNL were assumed to be time
independent for this analysis and their values were estimated with the assumption
that at baseline the energy balance is zero and the energy system is at steady state.
I used the same recursive minimization procedure as already explained in [8]
to calculate αwk, the first-order term coefficient of the weight-fat logarithmic
relationship, and the energy density for weight ϱWk and the Rw-ratio Rwk.

4. Results of the correlation analysis between HOMA-IR and chosen
state variables

The results of correlation analysis across 12 clinical trials with a total of 39 study
arms are summarized in Table 2. The percent change ΔH% of the HOMA-IR over
the duration of the trials was correlated with the absolute change ΔRw of the
Rw-ratio, absolute weight change ΔW, change of fat oxidation fraction Δχ, and the
absolute fat mass change ΔF.

A sub-analysis was also performed with the results of correlation analysis of
three clinical trials, [18, 26, 27], with inclusion of 11 study arms. The rationale for
this sub-analysis was that all of them were long-term studies with duration of equal
or longer than 336 days with satisfying the stationarity requirement for the analysis.
The results of the sub-analysis are in Table 3.

5. Results of the analysis of the CC trial data with WFE-DNL-AT
calculations

The results of the WFE-DNL-AT calculations using published data of the CC
trial [29] are shown in Figures 1–6.

In Figure 1 the measurement points mFRC and mFRF and trajectories of the fat
mass change in the RC and RF arm of the CC study are shown. The dashed lines
FRC and FRF are the results of the WFE calculation.

ΔH% P value

ΔRw �0.6745 0.0000024

ΔW 0.6413 0.0000108

Δχ 0.6218 0.0000238

ΔF 0.4748 0.0022542

Table 2.
Correlation results of 12 clinical trials with a total of 39 study arms.

ΔH% P value

ΔRw �0.8481 0.0009699

ΔW 0.8890 0.0002512

Δχ 0.8206 0.0019656

ΔF 0.7605 0.0065810

Table 3.
Correlation results of three clinical trials: [18, 26, 27] with a total of 11 study arms.
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In Figure 2 the measurement points mWRC and mWRF and trajectories of body
weight change in the RC and RF arm of the CC study are depicted. The dashed lines
WRC and WRF are the results of the WFE calculation.

In Figure 3 the measurement points and trajectories of HOMA-IR are shown in
the RC and RF arm of the CC trial. The dashed lines are the model predicted
calculations of the fat burning fraction χ mRC and χmRF, and the dotted line
represents the Rw-ratios RwRC and RwRF in the RC and RF arm of the CC study.

Figure 1.
Measured and model calculated loss of fat mass without apriori knowledge of measured Rnp0k

Figure 2.
Measured and model calculated weight loss without a priori knowledge of measured Rnp0k.
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In Figure 2 the measurement points mWRC and mWRF and trajectories of body
weight change in the RC and RF arm of the CC study are depicted. The dashed lines
WRC and WRF are the results of the WFE calculation.

In Figure 3 the measurement points and trajectories of HOMA-IR are shown in
the RC and RF arm of the CC trial. The dashed lines are the model predicted
calculations of the fat burning fraction χ mRC and χmRF, and the dotted line
represents the Rw-ratios RwRC and RwRF in the RC and RF arm of the CC study.
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Measured and model calculated loss of fat mass without apriori knowledge of measured Rnp0k

Figure 2.
Measured and model calculated weight loss without a priori knowledge of measured Rnp0k.
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The measurement points and trajectories of the measured nonprotein respira-
tory quotient Rnp0k in the RC and RF arm of the CC study are depicted as mRnpRC
and mRnpRF in Figure 4. The dashed lines are model predicted calculations of the
nonprotein respiratory quotient Rnp0k by the uncorrected WFE-DNL-AT model
labeled as model RnpRC and model RnpRF. The dotted lines denoted as corrected
RnpRC and corrected RnpRF are results calculated by the corrected WFE-DNL-AT
model.

Figure 3.
Model calculated Rw-ratio, fat burning fraction χk without a priori knowledge of measured Rnp0k.

Figure 4.
Measured nonprotein respiratory quotient Rnp0:k, uncorrected WFE-DNL-AT model predicted nonprotein
respiratory quotient Rnpk, and corrected WFE-DNL-AT model predicted nonprotein respiratory
quotient Rnpk.
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Figure 5 is to demonstrate the results of DNL calculations using measured Rnp0k
on day 1, 4, and 6 using inverse calculations with the uncorrected WFE-DNL-AT
model in the RC and RF arm of the CC study marked as mDNLRC, and mDNLRF.
The uncorrected WFE-DNL-AT model predicted results are denoted as DNLRC and
DNLRF marked with dashed lines. The dotted lines GFRC and GFRF are showing
the results of the corrected WFE-DNL-AT model calculations for DNL.

Figure 5.
The indirectly calculated DNL from measured nonprotein respiratory quotient Rnp0k, DNL prediction by the
uncorrected WFE-DNL-AT model, and predicted DNL by the corrected WFE-DNL-AT model calculation.

Figure 6.
The indirectly calculated adaptive thermogenesis using the uncorrected WFE-DNL-AT model and the corrected
WFE-DNL-AT model calculation.
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Figure 5 is to demonstrate the results of DNL calculations using measured Rnp0k
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The uncorrected WFE-DNL-AT model predicted results are denoted as DNLRC and
DNLRF marked with dashed lines. The dotted lines GFRC and GFRF are showing
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The adaptive thermogenesis/thermal loss calculation is in Figure 6. The dashed
lines labeled with model TRC and model TRF are the results of the uncorrected
WFE-DNL-AT model in the RC and RF arm of the CC study, respectively. The
dotted lines labeled as corrected mTRC and corrected mTRF show the corrected
WFE-DNL-AT results.

The correlation results between HOMA-IR and fat mass, body weight, R-ratio,
and Rw-ratio are shown in Table 4. The errors of modeling fat mass, body weight,
and lean mass in grams are shown in Table 5.

6. Discussion

The most important result of our meta-analysis across 12 clinical trials with a
total of 39 study arms [16–27] is the high and significant correlation between
changes of insulin resistance as measured with HOMA-IR and changes of Rw-ratio.
The strength of this analysis is that the high correlation prevailed for all of the state
variables examined regardless whether weight loss or weight gain was achieved
during the trial and in the setting of a wide range of trial durations from 3 days to
365 days. As shown in Table 2, Rw-ratio ranked best regarding the level of correla-
tion, followed by weight, fat weight, and fat burning fraction. Further, the high
correlation is independent from dietary interventions such as isocaloric diet, over-
feeding, or underfeeding or with or without exercise intervention. This result
means also that the use of Rw-ratio as a surrogate marker for indirect measure of
insulin resistance is justifiable for modeling changes of insulin resistance. The sub-
analysis looked at studies lasting longer than 336 days. The correlation coefficients
scored as in Table 3 are even higher than in Table 2 with all the studies included.
This predictive strength of the Rw-ratio regarding insulin resistance change could
be even stronger in situations when strict steady-state energy balance is present as
expected with longer study duration. An important advantage of the simple WFE
analysis with Eqs. (1)–(18) is that only serial measurement of weight and fat weight
is used and no calorie counting was done. The prevailing daily energy balance can
be simply calculated as in Eqs. (2)–(5). Likewise, R-ratio or Rw-ratio can be

RC diet RF diet

ΔH% P value ΔH% P value

Fat mass 0.9958845 0.9916711 1.0 0.9916711

Body weight 1.0 0.0000000 1.0 0.0000000

R-ratio �0.9964298 0.0000000 �0.9973225 0.0000000

Rw-ratio �0.9973225 0.0000000 �0.9979249 0.0000000

Table 4.
Correlation results in the CC [29] study.

RC diet RF diet

Mean Stand:dev: Mean Stand:dev:

Error fat mass �0.2921 3.2736 �0.1098 5.4886

Error weight 185.7393 233.7933 55.4621 80.9364

Error lean mass 178.7499 217.0219 15.8333 26.239

Table 5.
Error of prediction results in grams in the CC [29] study.
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obtained with simple arithmetic as in Eqs. (6)–(14), which can lead to the calcula-
tion of the fat burning fraction χk. Using Elia and Livesey’s formula [31], the fat
burning rate χk can be converted into the estimated 24-h nonprotein respiratory
quotient Rnpk. HOMA-IR change can be predicted by knowing that R-ratio and Rw-
ratio are strongly and inversely correlated. This means that their reciprocal values
could be used to predict proportional change of HOMA-IR. The strong correlation is
in accordance with earlier findings of Thompson and Slezak [27] who were the first
to report correlation between measures of insulin sensitivity and weight loss. They
showed that the McAuley formula, which contains reference to triglyceride, showed
greater correlation with weight loss than HOMA-IR, which does not contain infor-
mation on lipids, supporting the idea that the sugar, insulin, and lipid kinetics and
energy dynamics could and should be measured and modeled together. Therefore,
extending the WFE model with the capability of estimating DNL like in the WFE-
DNL-AT model is of theoretical as well as of practical importance for clinical use.

One weakness of the current analysis is that no individual data are published and
the published data represent lumped together averages of weight and fat weight
measurements at the beginning and at the end of the study period. The lack of
individual serial data of weight or fat weight does not allow to have an exact insight
into the dynamic of the process of body composition change which could occur
along a concave or convex monotone decreasing function. Therefore, it is important
to have the individual data and build an individual model which could be used also,
among others, for interpolation to find missing data points.

Also, measuring insulin resistance with HOMA-IR has its own weaknesses, and
maybe the McAuley formula could hold promise to improve model predictions.

The strength of the WFE modeling scheme with Eqs. (1)–(18) is that it makes
minimal assumptions requiring only weight and fat weight data and it works also
well for prediction of changes of HOMA-IR even when only the baseline value and
the last measured value are available. The practicality of this matter is that the
already commercially available measuring devices such as bioimpedance body
composition analyzers are available, although their accuracy could be questioned.
However, as a countermeasure we suggest the use of the Kalman filter [10, 11,
32, 33] minimizing the variance of the measurements and maximizing consistency.

The main contribution to science of the CC trial is that it offers an important
glimpse into the acute phase reaction of the body’s adaptation to the energy deficit
state of glucose vs. fat. Even though RC diet increased the measured net fat disap-
pearance more than the RF diet, the RF diet was more effective in the overall fat
weight loss. I interpret this result as the body’s physiological adaptation to a new
and negative energy balance by increasing the production of readily usable needed
fuel such as triglyceride or extra DNLA

k as a way to meet demand above and beyond
the predicted new steady-state level of DNLB

1 . The increased demand comes from
the sudden drop of energy intake and ensuing energy deficit accompanied by
relatively undisturbed carbohydrate and fat fuel burning rates of the body. The
suddenly needed extra energy for DNLA

1 comes from different sources in the RC vs.
RF dietary interventions. In RC with drop of available glucose, the needed energies
come from the fat pool. In the RF scenario, the body readily grabs the available
glucose at hand coming from undisturbed carbohydrate energy intake. While equal
calorie deficit is created under both RC and RF, the RF state would sink more
calories into new fat synthesis, i.e., DNLA

k , as the fat synthesis from carbohydrate is
an energy consuming process. This is because, according to Simonson [13], during
lipogenesis each gram of lipid synthetized from glucose consumes ϱDNL ¼ 2:32 kcal/
g energy, and the process appears to be an energy “sink.” In the RC diet, the needed
extra triglyceride can be produced with simple lipolysis with no significant extra
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The adaptive thermogenesis/thermal loss calculation is in Figure 6. The dashed
lines labeled with model TRC and model TRF are the results of the uncorrected
WFE-DNL-AT model in the RC and RF arm of the CC study, respectively. The
dotted lines labeled as corrected mTRC and corrected mTRF show the corrected
WFE-DNL-AT results.

The correlation results between HOMA-IR and fat mass, body weight, R-ratio,
and Rw-ratio are shown in Table 4. The errors of modeling fat mass, body weight,
and lean mass in grams are shown in Table 5.

6. Discussion

The most important result of our meta-analysis across 12 clinical trials with a
total of 39 study arms [16–27] is the high and significant correlation between
changes of insulin resistance as measured with HOMA-IR and changes of Rw-ratio.
The strength of this analysis is that the high correlation prevailed for all of the state
variables examined regardless whether weight loss or weight gain was achieved
during the trial and in the setting of a wide range of trial durations from 3 days to
365 days. As shown in Table 2, Rw-ratio ranked best regarding the level of correla-
tion, followed by weight, fat weight, and fat burning fraction. Further, the high
correlation is independent from dietary interventions such as isocaloric diet, over-
feeding, or underfeeding or with or without exercise intervention. This result
means also that the use of Rw-ratio as a surrogate marker for indirect measure of
insulin resistance is justifiable for modeling changes of insulin resistance. The sub-
analysis looked at studies lasting longer than 336 days. The correlation coefficients
scored as in Table 3 are even higher than in Table 2 with all the studies included.
This predictive strength of the Rw-ratio regarding insulin resistance change could
be even stronger in situations when strict steady-state energy balance is present as
expected with longer study duration. An important advantage of the simple WFE
analysis with Eqs. (1)–(18) is that only serial measurement of weight and fat weight
is used and no calorie counting was done. The prevailing daily energy balance can
be simply calculated as in Eqs. (2)–(5). Likewise, R-ratio or Rw-ratio can be

RC diet RF diet

ΔH% P value ΔH% P value

Fat mass 0.9958845 0.9916711 1.0 0.9916711

Body weight 1.0 0.0000000 1.0 0.0000000

R-ratio �0.9964298 0.0000000 �0.9973225 0.0000000

Rw-ratio �0.9973225 0.0000000 �0.9979249 0.0000000

Table 4.
Correlation results in the CC [29] study.

RC diet RF diet

Mean Stand:dev: Mean Stand:dev:

Error fat mass �0.2921 3.2736 �0.1098 5.4886

Error weight 185.7393 233.7933 55.4621 80.9364

Error lean mass 178.7499 217.0219 15.8333 26.239

Table 5.
Error of prediction results in grams in the CC [29] study.
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obtained with simple arithmetic as in Eqs. (6)–(14), which can lead to the calcula-
tion of the fat burning fraction χk. Using Elia and Livesey’s formula [31], the fat
burning rate χk can be converted into the estimated 24-h nonprotein respiratory
quotient Rnpk. HOMA-IR change can be predicted by knowing that R-ratio and Rw-
ratio are strongly and inversely correlated. This means that their reciprocal values
could be used to predict proportional change of HOMA-IR. The strong correlation is
in accordance with earlier findings of Thompson and Slezak [27] who were the first
to report correlation between measures of insulin sensitivity and weight loss. They
showed that the McAuley formula, which contains reference to triglyceride, showed
greater correlation with weight loss than HOMA-IR, which does not contain infor-
mation on lipids, supporting the idea that the sugar, insulin, and lipid kinetics and
energy dynamics could and should be measured and modeled together. Therefore,
extending the WFE model with the capability of estimating DNL like in the WFE-
DNL-AT model is of theoretical as well as of practical importance for clinical use.

One weakness of the current analysis is that no individual data are published and
the published data represent lumped together averages of weight and fat weight
measurements at the beginning and at the end of the study period. The lack of
individual serial data of weight or fat weight does not allow to have an exact insight
into the dynamic of the process of body composition change which could occur
along a concave or convex monotone decreasing function. Therefore, it is important
to have the individual data and build an individual model which could be used also,
among others, for interpolation to find missing data points.

Also, measuring insulin resistance with HOMA-IR has its own weaknesses, and
maybe the McAuley formula could hold promise to improve model predictions.

The strength of the WFE modeling scheme with Eqs. (1)–(18) is that it makes
minimal assumptions requiring only weight and fat weight data and it works also
well for prediction of changes of HOMA-IR even when only the baseline value and
the last measured value are available. The practicality of this matter is that the
already commercially available measuring devices such as bioimpedance body
composition analyzers are available, although their accuracy could be questioned.
However, as a countermeasure we suggest the use of the Kalman filter [10, 11,
32, 33] minimizing the variance of the measurements and maximizing consistency.

The main contribution to science of the CC trial is that it offers an important
glimpse into the acute phase reaction of the body’s adaptation to the energy deficit
state of glucose vs. fat. Even though RC diet increased the measured net fat disap-
pearance more than the RF diet, the RF diet was more effective in the overall fat
weight loss. I interpret this result as the body’s physiological adaptation to a new
and negative energy balance by increasing the production of readily usable needed
fuel such as triglyceride or extra DNLA

k as a way to meet demand above and beyond
the predicted new steady-state level of DNLB

1 . The increased demand comes from
the sudden drop of energy intake and ensuing energy deficit accompanied by
relatively undisturbed carbohydrate and fat fuel burning rates of the body. The
suddenly needed extra energy for DNLA

1 comes from different sources in the RC vs.
RF dietary interventions. In RC with drop of available glucose, the needed energies
come from the fat pool. In the RF scenario, the body readily grabs the available
glucose at hand coming from undisturbed carbohydrate energy intake. While equal
calorie deficit is created under both RC and RF, the RF state would sink more
calories into new fat synthesis, i.e., DNLA

k , as the fat synthesis from carbohydrate is
an energy consuming process. This is because, according to Simonson [13], during
lipogenesis each gram of lipid synthetized from glucose consumes ϱDNL ¼ 2:32 kcal/
g energy, and the process appears to be an energy “sink.” In the RC diet, the needed
extra triglyceride can be produced with simple lipolysis with no significant extra
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energy consumption or energy “disappearance or sink.” Our modeling of this phe-
nomenon with simple energy calculations for GFRFk as in Eq. (A4) and for GFRCk
in Eq. (A5) is fully consistent with the measured result as demonstrated in Figure 5,
where GFRFk and GFRCk and the measured DNL mDNLRC and mDNLRF are
convincingly close to each other. The ratio of energy content of GFRFk and GFRCk
reflects the difference of adaptation in RF vs. RC diet explainable now with
Simonson’s postulate for lipid synthesis from glucose [13] and using the energy
constant ϱDNL ¼ 2:32 kcal/g (see also Appendix A for more detail).

The strength of WFE-DNL-AT modeling is that the fat mass change predictions
are accurate as in Figure 1, even under dietary interventions such as the RC or RF
diet in the CC trial considered extreme. As fat mass measurement is a primary input
data to our model calculations, its accuracy is essential to arrive at desired precision.
Hall et al. [29] used DXA scan in the “CC” trial. Even with this very expensive tool,
they felt that DXA still was inaccurate to determine fat mass in situations of
dynamic weight change and shifting body fluids. Using commercially available
bioimpedance scales for fat mass measurement with a one point in time, measure-
ment certainly has much higher inaccuracy than DXA in determining the fat mass.
However, currently most bioimpedance scales utilize the 50 kHz measuring fre-
quency which gives quite suitable accuracy for extracellular water mass and intra-
cellular water mass which resides mainly in lean mass, and the water content of the
fat cell is negligible. In a way, the fat weight measurement by bioimpedance mea-
surement is indirect: weight minus lean mass. This could be advantageous during
weight loss when the fluids are shifting. Daily measurements with bioimpedance
scale have the advantage that through obtaining a series of measurements, impor-
tant secondary information related to weight, lean mass, and fat mass change can be
obtained, and the variance of these measurements will allow for presentation of
data in the � standard deviation form. In response to the need for practicality,
accuracy, and transparency in bioimpedance measurements, our company, Ori
Diagnostic Instruments, LLC, has invented a Body Composition and Hydration
Status Analyzer in unison with a high-frequency dielectric property analyzer
[32, 33] which can quantify the size of intracellular and extracellular water along
with fat mass better than commercially available bioimpedance analyzers because it
measures the dielectric properties of tissue also at high frequency which is more
suitable for fat mass change measurements. We take advantage of serial measure-
ments by providing a posteriori values to a Kalman filter where the a priori esti-
mates are obtained from our self-adaptive model of the human energy metabolism
[9]. The combination of process model and measurement model equations com-
bined with Kalman filter realizes a classic state-space modeling scheme [9], keeping
the variance of measurements at minimum and maximizing consistency.

Regarding the body weight prediction with WFE-DNL-AT, far more chal-
lenges could be raised. In Figure 2, it is shown how the measured and predicted
weight deviates, especially at day 3. Here are a high number of influencing factors
at work. Probably most importantly, the daily measured weight decreases could
follow an exponentially declining concave function rather than a convex function
such as the applied interpolation function “pchip” in MATLAB. Beyond this
modeling error, the lack of modeling of the extracellular and intracellular water
mass change along with modeling glycogen and protein store changes is an issue in
the current form of WFE-DNL-AT. In this regard our company, Ori Diagnostic
Instruments, LLC, has created a patented modeling solution which includes also
modeling of the intracellular as well as extracellular fluid volume changes and
predicts also protein store as well as glycogen store changes [32, 33]. All results
appear in the scientific form � standard deviation, letting the user know about the
accuracy and its change.
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This demonstration study using CC trial data showed again the high level of
correlation between HOMA-IR and R-ratio, Rw-ratio, weight, and fat mass as
shown in Table 4. The modeling error of weight lean mass and fat mass was low as
in Table 5. The calculated results for χk depicted as dashed lines in Figure 3 are
nicely pointing to the measured HOMA-IR values, demonstrating the predictive
power of the calculated burning rate regarding HOMA-IR change prediction. This is
driving home the main point that indirect measurement and prediction of HOMA-
IR is possible, and the WFE model predicts that the RF diet leads to more reduction
of insulin resistance and concomitant fat reduction than RC as measured.

In terms of modeling and predicting correctly changes of Rnp, the CC trial data
were instrumental to improve ourWFE-DNL-AT. It turns out that the truly measured
Rnp0k can be reproduced accurately at known calorie imbalance either with RC or RF
diet as demonstrated in Figure 4. In the case of RC diet, the drop of glucose supply
leads to lipolysis as in the model of GFRCk (see Appendix Eq. (A5)). During RF diet
GFRFk, energy will comemainly from available glucose and is easily quantifiable with
our model (see Appendix Eq. (A4)). It has to be emphasized that the use of WFE-
DNL-AT is possible only if the correct daily macronutrient energy of food is known.

This paper confirms for clinicians the long felt close relationship of insulin resis-
tance to the energy metabolism, opening the theoretical opportunity to merge quan-
titative insulin sensitivity assessments such as the homeostasis model assessment [37]
of glucose and insulin kinetics with quantitative modeling andmeasuring dynamics of
the lipid metabolism including de novo lipogenesis, lipolysis, lipid deposition, and net
lipid synthesis or net lipid loss along with lipid oxidation. Importantly,WFE-DNL-AT
could be the first step to extend the homeostasis model assessment in this direction.
The advantage of suchmodeling efforts is that the individual’s entire lipid metabolism
could be appropriately quantified for the clinician and connected to the processes of
insulin and glucose kinetics. Further, the current modeling technique allows already
for derivation of a person’s individualized metrics of metabolic parameters with
canonical representation [10], allowing for intra- and interindividual comparison of
the parameters; observing daily changes and monitoring long-term changes of the
energy metabolism with the help of a metabolic health monitoring app [11]; control-
ling the energy metabolism by possible implementation of a favorable adaptive
control intervention with instantaneous feedback of metrics to the user to reach
targeted results; and long-term analysis, cardiovascular risk assessment, and
intervention planning by the healthcare team with observance of applicable clinical
guidelines [2].

The ultimate outcome measure of any clinical intervention is mortality, includ-
ing CVD and all-cause mortality. A CPS is empowered to calculate trends and
trajectories of fat mass, which can also be translated into predicted changes of
visceral fat and waist circumference. In addition to this, other important mortality
predictors could be added, like heart rate variability, leading to improved prediction
of all-cause mortality and sudden cardiac death [34, 35]. Measuring and tracking
cardiovascular fitness in terms of exercise capacity and maximum oxygen uptake
makes sense in view of the very strong inverse correlation between mortality and
fitness [36] and direct correlation between insulin resistance syndrome and cardio-
vascular mortality [1]. Ultimately, in a fully developed CPS system, all essential
metabolic variables and cardiovascular fitness measures could be tracked and used
for prevention. An all-encompassing cardiovascular risk assessment by CPS could
be achieved by adding traditional cardiovascular risk factors (i.e., blood pressure,
smoking, age, gender, cholesterol, diagnosis of diabetes mellitus, among others),
and these results would be at the fingertip of the user, who would be the owner of
the data displayed on his/her smartphone. After proper consenting, secondary
analysis of metabolic data could help not only clinical research but also insurance
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energy consumption or energy “disappearance or sink.” Our modeling of this phe-
nomenon with simple energy calculations for GFRFk as in Eq. (A4) and for GFRCk
in Eq. (A5) is fully consistent with the measured result as demonstrated in Figure 5,
where GFRFk and GFRCk and the measured DNL mDNLRC and mDNLRF are
convincingly close to each other. The ratio of energy content of GFRFk and GFRCk
reflects the difference of adaptation in RF vs. RC diet explainable now with
Simonson’s postulate for lipid synthesis from glucose [13] and using the energy
constant ϱDNL ¼ 2:32 kcal/g (see also Appendix A for more detail).

The strength of WFE-DNL-AT modeling is that the fat mass change predictions
are accurate as in Figure 1, even under dietary interventions such as the RC or RF
diet in the CC trial considered extreme. As fat mass measurement is a primary input
data to our model calculations, its accuracy is essential to arrive at desired precision.
Hall et al. [29] used DXA scan in the “CC” trial. Even with this very expensive tool,
they felt that DXA still was inaccurate to determine fat mass in situations of
dynamic weight change and shifting body fluids. Using commercially available
bioimpedance scales for fat mass measurement with a one point in time, measure-
ment certainly has much higher inaccuracy than DXA in determining the fat mass.
However, currently most bioimpedance scales utilize the 50 kHz measuring fre-
quency which gives quite suitable accuracy for extracellular water mass and intra-
cellular water mass which resides mainly in lean mass, and the water content of the
fat cell is negligible. In a way, the fat weight measurement by bioimpedance mea-
surement is indirect: weight minus lean mass. This could be advantageous during
weight loss when the fluids are shifting. Daily measurements with bioimpedance
scale have the advantage that through obtaining a series of measurements, impor-
tant secondary information related to weight, lean mass, and fat mass change can be
obtained, and the variance of these measurements will allow for presentation of
data in the � standard deviation form. In response to the need for practicality,
accuracy, and transparency in bioimpedance measurements, our company, Ori
Diagnostic Instruments, LLC, has invented a Body Composition and Hydration
Status Analyzer in unison with a high-frequency dielectric property analyzer
[32, 33] which can quantify the size of intracellular and extracellular water along
with fat mass better than commercially available bioimpedance analyzers because it
measures the dielectric properties of tissue also at high frequency which is more
suitable for fat mass change measurements. We take advantage of serial measure-
ments by providing a posteriori values to a Kalman filter where the a priori esti-
mates are obtained from our self-adaptive model of the human energy metabolism
[9]. The combination of process model and measurement model equations com-
bined with Kalman filter realizes a classic state-space modeling scheme [9], keeping
the variance of measurements at minimum and maximizing consistency.

Regarding the body weight prediction with WFE-DNL-AT, far more chal-
lenges could be raised. In Figure 2, it is shown how the measured and predicted
weight deviates, especially at day 3. Here are a high number of influencing factors
at work. Probably most importantly, the daily measured weight decreases could
follow an exponentially declining concave function rather than a convex function
such as the applied interpolation function “pchip” in MATLAB. Beyond this
modeling error, the lack of modeling of the extracellular and intracellular water
mass change along with modeling glycogen and protein store changes is an issue in
the current form of WFE-DNL-AT. In this regard our company, Ori Diagnostic
Instruments, LLC, has created a patented modeling solution which includes also
modeling of the intracellular as well as extracellular fluid volume changes and
predicts also protein store as well as glycogen store changes [32, 33]. All results
appear in the scientific form � standard deviation, letting the user know about the
accuracy and its change.
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This demonstration study using CC trial data showed again the high level of
correlation between HOMA-IR and R-ratio, Rw-ratio, weight, and fat mass as
shown in Table 4. The modeling error of weight lean mass and fat mass was low as
in Table 5. The calculated results for χk depicted as dashed lines in Figure 3 are
nicely pointing to the measured HOMA-IR values, demonstrating the predictive
power of the calculated burning rate regarding HOMA-IR change prediction. This is
driving home the main point that indirect measurement and prediction of HOMA-
IR is possible, and the WFE model predicts that the RF diet leads to more reduction
of insulin resistance and concomitant fat reduction than RC as measured.

In terms of modeling and predicting correctly changes of Rnp, the CC trial data
were instrumental to improve ourWFE-DNL-AT. It turns out that the truly measured
Rnp0k can be reproduced accurately at known calorie imbalance either with RC or RF
diet as demonstrated in Figure 4. In the case of RC diet, the drop of glucose supply
leads to lipolysis as in the model of GFRCk (see Appendix Eq. (A5)). During RF diet
GFRFk, energy will comemainly from available glucose and is easily quantifiable with
our model (see Appendix Eq. (A4)). It has to be emphasized that the use of WFE-
DNL-AT is possible only if the correct daily macronutrient energy of food is known.

This paper confirms for clinicians the long felt close relationship of insulin resis-
tance to the energy metabolism, opening the theoretical opportunity to merge quan-
titative insulin sensitivity assessments such as the homeostasis model assessment [37]
of glucose and insulin kinetics with quantitative modeling andmeasuring dynamics of
the lipid metabolism including de novo lipogenesis, lipolysis, lipid deposition, and net
lipid synthesis or net lipid loss along with lipid oxidation. Importantly,WFE-DNL-AT
could be the first step to extend the homeostasis model assessment in this direction.
The advantage of suchmodeling efforts is that the individual’s entire lipid metabolism
could be appropriately quantified for the clinician and connected to the processes of
insulin and glucose kinetics. Further, the current modeling technique allows already
for derivation of a person’s individualized metrics of metabolic parameters with
canonical representation [10], allowing for intra- and interindividual comparison of
the parameters; observing daily changes and monitoring long-term changes of the
energy metabolism with the help of a metabolic health monitoring app [11]; control-
ling the energy metabolism by possible implementation of a favorable adaptive
control intervention with instantaneous feedback of metrics to the user to reach
targeted results; and long-term analysis, cardiovascular risk assessment, and
intervention planning by the healthcare team with observance of applicable clinical
guidelines [2].

The ultimate outcome measure of any clinical intervention is mortality, includ-
ing CVD and all-cause mortality. A CPS is empowered to calculate trends and
trajectories of fat mass, which can also be translated into predicted changes of
visceral fat and waist circumference. In addition to this, other important mortality
predictors could be added, like heart rate variability, leading to improved prediction
of all-cause mortality and sudden cardiac death [34, 35]. Measuring and tracking
cardiovascular fitness in terms of exercise capacity and maximum oxygen uptake
makes sense in view of the very strong inverse correlation between mortality and
fitness [36] and direct correlation between insulin resistance syndrome and cardio-
vascular mortality [1]. Ultimately, in a fully developed CPS system, all essential
metabolic variables and cardiovascular fitness measures could be tracked and used
for prevention. An all-encompassing cardiovascular risk assessment by CPS could
be achieved by adding traditional cardiovascular risk factors (i.e., blood pressure,
smoking, age, gender, cholesterol, diagnosis of diabetes mellitus, among others),
and these results would be at the fingertip of the user, who would be the owner of
the data displayed on his/her smartphone. After proper consenting, secondary
analysis of metabolic data could help not only clinical research but also insurance
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companies to calculate costs and potentially reimburse the treatment/self-treatment
and improvement of risk factors for CVD. A value-based health delivery system
holds potential to incentivize participants to improve their lifestyle, especially if
insurance companies would honor participants with a discount on the premiums for
those who were successful to lower their cardiovascular risk.

One final point is worth mentioning regarding our Lagrangian equation as it
appears in Eq. (A10). The seemingly useless-looking Lagrange multiplier terms such
as λαwk, λϱWk, λcDNLk, and λcATk can provide important and coveted individual
sensitivity values to the fixed valued constraints, i.e., sensitivity value of the energy
metabolism to the parameters αwk, ϱWk, cDNLk, and cATk. This can potentially reveal
important individual sensitivity patterns to planned or executed interventions.

7. Conclusion

In this paper we presented the foundation of our mobile computing-based solu-
tions to help better observe and control the energy metabolism. We see our
approach as an appropriate response to the frustration of the public at large along
with health professionals regarding perceived inadequateness of the current state of
nutritional research [38] and at the same time give an answer to the call of academic
authors for patient-centered individualized care [39]. Based on a rigorous examina-
tion of our methods here and in prior publications, we conclude that our mathe-
matical modeling scheme along with the suggested computing tools is workable and
appropriate to monitor, analyze, and predict individualized state variables of the
metabolism, providing metrics for the quantification of the interrelationship
between energy metabolism and insulin resistance which is strongly connected to
obesity, fatty liver, prediabetes, metabolic syndrome, type 2 diabetes, cardiovascu-
lar morbidity, and mortality. Our mobile computing-based solutions have the
potential of unlocking the vast potential of digital health. We achieved the goal of
creating individualized metabolic metrics for use in mobile technology in the user’s
natural environment. We demonstrated that our Weight-Fat-Energy balance
calculations are appropriate to predict changes of HOMA-IR. We found that the
Weight-Fat-Energy balance calculations extended with the assessment of de novo
lipogenesis and adaptive thermogenesis/loss predict the changes of the metabolic
state variables such as Rw-ratio, weight, fat mass, and 24-h nonprotein respiratory
quotient with very much acceptable accuracy. We found that the estimation of the
de novo lipogenesis and adaptive thermogenesis calculations follow closely mea-
surements that were done using a metabolic chamber for 5 days. It may just be
possible to get 24-h respiratory quotient measurements in patients in their natural
environment without using the metabolic chamber. We found that our analysis and
predictions of the state variables of the metabolism remain valid not just at steady
state but also during transitional phases. Incorporating Weight-Fat-Energy balance
calculations with extended capability of de novo lipogenesis and adaptive thermo-
genesis assessment into mobile technologies and into a cyber-physical system [8]
can provide appropriate real-time tools to monitor and optimally adjust modifiable
risk factors of an individual’s metabolism, allowing for planning and executing
dynamic changes of behavior for optimization and control. All-encompassing car-
diovascular disease risk scores can be created, tracked, modified with appropriate
lifestyle changes, and used ultimately as outcome measures to improve health
status. All these possibilities are applicable in resource-limited settings with mini-
mal investment with implications for overall reduction of health costs and the
potential to calculate sustainable reduction of premiums by insurers awarding
compliance and efficacy in reaching and maintaining reasonable health status.
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companies to calculate costs and potentially reimburse the treatment/self-treatment
and improvement of risk factors for CVD. A value-based health delivery system
holds potential to incentivize participants to improve their lifestyle, especially if
insurance companies would honor participants with a discount on the premiums for
those who were successful to lower their cardiovascular risk.
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metabolism to the parameters αwk, ϱWk, cDNLk, and cATk. This can potentially reveal
important individual sensitivity patterns to planned or executed interventions.

7. Conclusion

In this paper we presented the foundation of our mobile computing-based solu-
tions to help better observe and control the energy metabolism. We see our
approach as an appropriate response to the frustration of the public at large along
with health professionals regarding perceived inadequateness of the current state of
nutritional research [38] and at the same time give an answer to the call of academic
authors for patient-centered individualized care [39]. Based on a rigorous examina-
tion of our methods here and in prior publications, we conclude that our mathe-
matical modeling scheme along with the suggested computing tools is workable and
appropriate to monitor, analyze, and predict individualized state variables of the
metabolism, providing metrics for the quantification of the interrelationship
between energy metabolism and insulin resistance which is strongly connected to
obesity, fatty liver, prediabetes, metabolic syndrome, type 2 diabetes, cardiovascu-
lar morbidity, and mortality. Our mobile computing-based solutions have the
potential of unlocking the vast potential of digital health. We achieved the goal of
creating individualized metabolic metrics for use in mobile technology in the user’s
natural environment. We demonstrated that our Weight-Fat-Energy balance
calculations are appropriate to predict changes of HOMA-IR. We found that the
Weight-Fat-Energy balance calculations extended with the assessment of de novo
lipogenesis and adaptive thermogenesis/loss predict the changes of the metabolic
state variables such as Rw-ratio, weight, fat mass, and 24-h nonprotein respiratory
quotient with very much acceptable accuracy. We found that the estimation of the
de novo lipogenesis and adaptive thermogenesis calculations follow closely mea-
surements that were done using a metabolic chamber for 5 days. It may just be
possible to get 24-h respiratory quotient measurements in patients in their natural
environment without using the metabolic chamber. We found that our analysis and
predictions of the state variables of the metabolism remain valid not just at steady
state but also during transitional phases. Incorporating Weight-Fat-Energy balance
calculations with extended capability of de novo lipogenesis and adaptive thermo-
genesis assessment into mobile technologies and into a cyber-physical system [8]
can provide appropriate real-time tools to monitor and optimally adjust modifiable
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lifestyle changes, and used ultimately as outcome measures to improve health
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PAEk physical activity energy expenditure via smart
watch sensors

Tk adaptive thermogenesis/thermal loss
TEEk total energy expenditure
Rk R-ratio
Rwk Rw-ratio
Rnpk nonprotein respiratory quotient
Rnp0k measured nonprotein respiratory quotient
αwk first-order term coefficient of the weight-fat log-

arithmic relationship
λcATk Lagrange multiplier of the adaptive thermogenesis

coefficient
λcDNLk Lagrange multiplier of the fraction coefficient of

the metabolized carbohydrate intake used for
lipid synthesis

λαwk Lagrange multiplier of the first-order term coeffi-
cient of the weight-fat logarithmic relationship

λϱWk Lagrange multiplier of the energy density for
weight

ϱC ≈ 4:2 kcal/g energy density for glucose
ϱF ≈ 9:4 kcal/g energy density for fat (dioleyl palmitoyl

triglyceride)
ϱ ∗
F ≈ ϱF = 9.4 kcal/g in the case of net fat loss; for net fat synthesis,

the value is 9.4 + 2.38 kcal/g because synthesis
cost of fat from glucose is added to the energy
density of fat

ϱDNL ≈ 2.38 kcal/g energy cost for synthesis of 1 g fat from glucose
ϱL ≈ 1:8 kcal/g the energy density for lean mass
ϱWk energy density for weight
φk fat intake fraction
χk fat burning fraction

Appendix

The WFE calculation using Eq. (1) has been already introduced to the reader in
[8]. WFE-DNL-AT is an extension of the WFE calculation to include de novo
lipogenesis (DNL) and adaptive thermogenesis (AT). Here we are using similar
annotation (see Glossary) as in [8] for the nonfat and fat balance as in Eqs. (A1) and
(A2), respectively, which will include now DNL:

ϱWk � ΔWk ¼ 1� φkð Þ �MEIk �DNLk � 1� χkð Þ � TEEk (A1)

ϱF � ΔFk ¼ φk �MEIk þDNLk � χk � TEEk (A2)

WFE calculations can provide ways to determine ϱWk, Rw0, and χk without
calorie counting. In order to calculate DNLk, the measurement of the total energy
expenditure TEEk and the metabolized energy intake and along with it the fat intake
fraction φk are needed. In addition, knowledge of the utilized carbohydrate intake
CIk is a prerequisite as our modeling proposition for DNL follows on one hand the
modeling proposition of Hall [35], and on the other hand, it follows the common
clinical observation that with increasing insulin sensitivity, less DNL is generated
and vice versa with decreasing insulin sensitivity (increasing insulin resistance),
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more DNL is generated. We use here our earlier observation that the R-ratio or the
Rw-ratio is inversely correlated with HOMA-IR and mimics a measure for insulin
sensitivity [8, 10, 11]. Hence the proposed model for steady-state level of DNL at
baseline at day k ¼ 0 is in Eq. (A3):

DNLB
0 ¼ cDNL0 � CI0

ϱW0 � Rw0 þ ϱF
(A3)

Here cDNL0 means the fraction of the metabolized carbohydrate intake which is
used for de novo lipogenesis, and its value needs to be determined. At steady state all
variables must be stable over time with little or no change. The new steady state is
symbolized asDNLB

j where index j ¼ 1 enumerates the steady states in sequence.
Between two steady states, the DNL calculation will have acute phase component. For
fasting experiments, we show here our modeling of the acute phase component. In
acute phase of fasting, the production of DNLmust cover the needed fat (mainly
triglycerides) for the relatively unchanged fat burning rate of the body cells. The
important principle for understanding themetabolic pathways is the fact that glucose is
the prime ingredient for DNL production and fat cannot be directly converted to sugar.
However, lipolysis can provide the needed free fatty acid and glycerol if glucose is not
readily available.We found evidence by studying results of the CC study that the acute
phaseDNLA

k is determined primarily by the sudden rise of the positively signed energy
deficit ΔEBk. The energy source to coverDNLA

k is different in RF diet versus RC diet.
In case of RF diet where the required energy ΔEBk comes from undisturbed

glucose supply, the glucose is oxidized to fat during lipid synthesis to meet the
demand for DNLARF

k . This is a process which would increase Rnp above 1 [31] if the
ongoing fat oxidation is ignored. However, with the ongoing fat oxidation, the 24-h
Rnp will not rise above 1, but it would show an increasing trend toward 1 as
demonstrated in Figure 4. The glucose equivalent energy for needed fat energy is
denoted here as GFRCk in kcal, and a simple formula in Eq. (A4) expresses at least
at the beginning of the adaptation of the quantitative relationships:

DNLARF
k ¼ GFRFk ¼ ΔEBk (A4)

During the RC diet, the acute phase DNLARC
k is thought to come mainly from the

fat pool through lipolysis. I modeled this in a way which clearly shows how the
initial adaptation to RC diet would proportionally compare with the RF diet. This
formula is in Eq. (A5):

DNLARC
k ¼ GFRCk ¼ ϱC

ϱC þ ϱDNL
� ΔEBk (A5)

Here GFRCk stands for the glucose equivalent energy in kcal to meet the fat
energy demand. The factor ϱC= ϱC þ ϱDNLð Þ is to express that only a fraction of ΔEBk
is needed coming from fat pool with RC diet compared with glucose energy source
with RF diet. The modelling equation in Eq. (A5) of the RC diet differs from Eq.
(A4) of the RF diet because the Simonson’s rule [13] does not apply in the RC
scenario, but it will very much apply to RF scenario where lipogenesis occurs from
glucose, and each gram of lipid synthetized from glucose consumes ϱDNL ¼ 2:32
kcal/g energy. The graph of Figure 5 shows well that the theoretical models in
Eq. (A4) and (A5) run very close to the measured values.

Here we give our modeling of the adaptive thermogenesis which occurs with
energy imbalance with metabolic changes to oppose the body composition change.
In practical terms with negative energy balance, the adaptive thermogenesis Tk
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modeling proposition of Hall [35], and on the other hand, it follows the common
clinical observation that with increasing insulin sensitivity, less DNL is generated
and vice versa with decreasing insulin sensitivity (increasing insulin resistance),
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more DNL is generated. We use here our earlier observation that the R-ratio or the
Rw-ratio is inversely correlated with HOMA-IR and mimics a measure for insulin
sensitivity [8, 10, 11]. Hence the proposed model for steady-state level of DNL at
baseline at day k ¼ 0 is in Eq. (A3):

DNLB
0 ¼ cDNL0 � CI0
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Here cDNL0 means the fraction of the metabolized carbohydrate intake which is
used for de novo lipogenesis, and its value needs to be determined. At steady state all
variables must be stable over time with little or no change. The new steady state is
symbolized asDNLB

j where index j ¼ 1 enumerates the steady states in sequence.
Between two steady states, the DNL calculation will have acute phase component. For
fasting experiments, we show here our modeling of the acute phase component. In
acute phase of fasting, the production of DNLmust cover the needed fat (mainly
triglycerides) for the relatively unchanged fat burning rate of the body cells. The
important principle for understanding themetabolic pathways is the fact that glucose is
the prime ingredient for DNL production and fat cannot be directly converted to sugar.
However, lipolysis can provide the needed free fatty acid and glycerol if glucose is not
readily available.We found evidence by studying results of the CC study that the acute
phaseDNLA

k is determined primarily by the sudden rise of the positively signed energy
deficit ΔEBk. The energy source to coverDNLA

k is different in RF diet versus RC diet.
In case of RF diet where the required energy ΔEBk comes from undisturbed

glucose supply, the glucose is oxidized to fat during lipid synthesis to meet the
demand for DNLARF

k . This is a process which would increase Rnp above 1 [31] if the
ongoing fat oxidation is ignored. However, with the ongoing fat oxidation, the 24-h
Rnp will not rise above 1, but it would show an increasing trend toward 1 as
demonstrated in Figure 4. The glucose equivalent energy for needed fat energy is
denoted here as GFRCk in kcal, and a simple formula in Eq. (A4) expresses at least
at the beginning of the adaptation of the quantitative relationships:

DNLARF
k ¼ GFRFk ¼ ΔEBk (A4)

During the RC diet, the acute phase DNLARC
k is thought to come mainly from the

fat pool through lipolysis. I modeled this in a way which clearly shows how the
initial adaptation to RC diet would proportionally compare with the RF diet. This
formula is in Eq. (A5):

DNLARC
k ¼ GFRCk ¼ ϱC

ϱC þ ϱDNL
� ΔEBk (A5)

Here GFRCk stands for the glucose equivalent energy in kcal to meet the fat
energy demand. The factor ϱC= ϱC þ ϱDNLð Þ is to express that only a fraction of ΔEBk
is needed coming from fat pool with RC diet compared with glucose energy source
with RF diet. The modelling equation in Eq. (A5) of the RC diet differs from Eq.
(A4) of the RF diet because the Simonson’s rule [13] does not apply in the RC
scenario, but it will very much apply to RF scenario where lipogenesis occurs from
glucose, and each gram of lipid synthetized from glucose consumes ϱDNL ¼ 2:32
kcal/g energy. The graph of Figure 5 shows well that the theoretical models in
Eq. (A4) and (A5) run very close to the measured values.

Here we give our modeling of the adaptive thermogenesis which occurs with
energy imbalance with metabolic changes to oppose the body composition change.
In practical terms with negative energy balance, the adaptive thermogenesis Tk
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diminishes the total energy expenditure; vice versa with weight gain, the adaptive
thermogenesis Tk adds the total energy expenditure leading to lesser weight
increase than expected by simple calorie counting. For modeling this phenomenon,
we chose to use Hall’s equation for adaptive thermogenesis [35] as in Eq. (A6):

cATk � Tk ¼ 1
τ
�MEIj¼0 �MEIj¼1

MEI0
� cATk �

Tk�1

τ
þ cATk�1 � Tk�1 (A6)

Here, cAT means adaptive thermogenesis coefficient, a parameter which must be
estimated. The value for the time constant is assumed to be τ ¼ 7 according to Hall
[35]. If uncertainty exist, then parameter estimation is needed also for τ.MEIj¼0

means metabolized energy intake at baseline steady state, andMEIj¼1 is the energy
intake at the end of the adaptation period when the next steady state has been reached.

The total adaptive thermogenesis sums up over time from i ¼ 0 until final day
i ¼ k as in Eq. (A7), assuming a quasi-stable cATk over the examined time period:

Tk cATkð Þ ¼
Xk
i¼0

1
cATk � τ

�MEIj¼0 �MEIj¼1

MEI0
� Ti�1

τ
þ Tk�1

� �
(A7)

For days with transition from one steady state to another, the total energy
expenditure TEEk is replaced by the sum of energy production EPk and the adaptive
thermogenesis/sink Tk as in Eq. (A8):

TEEk ¼ EPk þ Tk (A8)

The daily energy production can be determined from Eq. (A9):

EPk ¼ PAEk þ BMRk (A9)

For theoretical purpose, we want to update here our proposed thermodynamic
Lagrangian functional presented already in [8] to determine the unknown parame-
ters αwk and ϱWk for WFE calculations. In doing so, we utilize the principles of
indirect calorimetry and the principle of “least action or stationary action” [8].

The extended model WFE-DNL-AT is empowered to calculate DNL as well as
AT. For this purpose the determination of the following unknown parameters are
needed, αwk, ϱWk, cDNLk, and cATk, by using known values of Wk, Fk, EPk, MEIk,
CIk, and φk. The new form of the thermodynamic Lagrangian functional contains
now implicitly DNLk as a function of cDNLk, CIk, ϱWk, and Rwk and the adaptive
thermogenesis/thermal loss Tk as a function of the parameter cATk as shown in
Eq. (A10):

L ¼
Xn

k ¼ 0

ϱWk � Rwk þ ϱF
� � � ΔFk þMEIk � PAEk � BMRk � Tk cATkð Þ� �2

þ λαwk � ΔWk � αwk � ΔFk

Fk

� �2

þ λϱWk � ϱWk � ΔWk �MEIk þ EPk þ Tk cATkð Þ � ϱF � ΔFk
� �2

þ λcDNLk � φk �
ϱWk � Rwk

ϱWk � Rwk þ ϱF
� cDNLk � CIk
TEEk � ϱWk � Rwk þ ϱF

� �
" #2

þ λcATk � TEEk � EPk � Tk cATkð Þ½ �2

(A10)
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Note that TEEk can be calculated from the energy balance equation which is the
sum of Eqs. (A1) and (A2):

The Lagrangian functional L contains all energy forms entering and exiting the
human body along with the subsidiary conditions for the unknown parameters αwk,
ϱWk, cDNLk, and cATk from beginning day k ¼ 0 to end k ¼ n of observation. The
equations with the constraints for the unknown parameters αwk, ϱWk, cATk, and
cDNLk add up to zero, and they are entered with their time-dependent Lagrange
multipliers and λαwk, λϱWk, λ cDNLk, and λcATk as in Eq. (A10). A minimization
procedure will give the estimations for the unknowns αwk, ϱWk, cDNLk, and cATk.
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Chapter 9

Energy Consumption Model for
Green Computing
Jesus Hamilton Ortiz, Fernando Velez Varela
and Bazil Taha Ahmed

Abstract

This chapter shows the environmental measurement factors that define the
indicators within an architecture composed of Goods, Networks and Services
(GNS). These references are obtained from the energy consumptions in the mea-
surement processes. This lets obtaining several analyses important from the behav-
ior in the energy consumption schemes. The application of these factors was
determined from the energy generation processes, whose units are in metrics ade-
quate for electricity and heat according to each system observed, and the same from
the energetic consumption of the same data centers that helped to determine these
characteristics. These indicators applied in an environment of Information and
Communications Technology (ICT) define comparisons and be specified as the
basis characterizing the analysis of energetic performance. The tests show the
energy consumption and carbon footprint. This experiment seeks to increase the
quality of services and decrease the energy consumption. This let us use efficiently
the computational resources minimizing the environment impact. To achieve this
target, it was used to apply indicators in green computing environment, like it can
be mentioned: The Power Usage Effectiveness (PUE) and Data Center Effectiveness
(DCE). With the use of these indicators can derive a generic model of energy
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1. Introduction

To specify a generic model of energy consumption, it is necessary to have
flexibility and support in relation to the mechanisms determined in a centralized
administration, by means of a network management console, which is responsible
for autonomously reviewing all the individual devices and functionally they repre-
sent them [1].

To define this, it begins with the aspects that are defined to adapt and apply the
standards of observation and measurement provided by the International Telecom-
munications Union (ITU) for a GNS environment, which is composed of Informa-
tion Technology (IT) equipment, in which the behavior of energy consumption is
determined, to level of the system and components [2].

In order to specification and determination of class of Management Information
Base (MIB), it is necessary to know the concept of energy consumption in an
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architecture of a GNS system, and furthermore it is necessary to have a reference of
the objects that is related to the energy consumption. In this part are applied the
management parameters, which are necessary for the control of the measurement,
all this functions can be included at the level of use of an interface, in accordance
with the Quality of Service (QoS) parameters and management protocols required
of the network [1].

The attributes that are controlled and monitored in IT team are: OFF state,
SLEEP state, and ON state. If a network device is powered on, it may be transmit-
ting or receiving packets on its interfaces. If it is inactive, it could be in a suspended
state to save energy. By this, the main objective of controlling the configuration of
energy management is to minimize the time in the ON state in favor of the time in
SLEEP, maintaining a level of QoS in accordance with the efficient energy
consumption.

Therefore, it is a good practice to have the ability of controlling the total and
current mode of the ON state (active and inactive), the mode SLEEP, the OFF
times, and QoS attributes defined per user, per application, and per interface. In the
same way, it is necessary to be considered the ability to access the power manage-
ment configuration (specifically, modes ON, SLEEP, and OFF). Also it is desirable
to review all individual components of device architecture, such as network cards,
processors, hard drives, and physical ports, and it is also necessary to take into
account some characteristics of the traffic, like packet size and delay, that are
measured in each port of the network equipment; this also affects the power con-
sumption, and these initiatives are measured, reviewed, compared, and analyzed
like as a complete system by a process of Power Management (PM) [3].

On the other hand, the task is to apply the extrapolation of the energy manage-
ment model, in which a transition model of energy states is determined for every-
thing related to the individual level of the network device, and it is clear that this
can be used for a single network device, but it can also be used for an entire
network, and this is achieved using a MIB for energy consumption management [1].

The mathematical process begins with the use of specific considerations of the
operation of a device, among which are assuming a state of energy of these. In this
case, a network device may show that there is dependence on the type of traffic that
may be arriving; with this it can be determined how many subcomponents can be
affected within their operational state, from this the transition time required to
obtain the final state can be determined, and therefore, the optimal power control
parameters can be specified, to provide the necessary QoS. Therefore, a state of Si
can be given as a tuple [4]:

Si ¼ AJ, δt, DC,Qi,C
� �

(1)

This represents that system S can have different numbers of states i and have c
subcomponents (e.g., devices, D); δt represents the transition time from one state to
another state; and AJ shows the traffic characteristics, where J shows the number of
packets. Q i,c are the optimal power control parameters of subcomponents c in the
state of Si while providing the required QoS level [4].

2. Efficient and generic energy network efficient architecture

Figure 1 functionally shows efficient and generic network architecture for model
of energetic consumption. It is likely that, due to heterogeneity, in services, parame-
ters, process results and even with the network configuration, it may be necessary to
treat each of these differently in terms of energy consumption and QoS.
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This type of model describes sequential decision tasks under conditions of
uncertainty, due to that the observable system exhibits stochastic behavior. In the
case of a power control policy, which calculates an action after each observation, a
structural set of measures can be established within a certain period, with which the
expected utility, which is maximization, can be considered. With the determination
of this, an energy policy can be derived, because it is possible to calculate actions in
each time step after extracting information from the respective use of the Manage-
ment Information Base (MIB).

The application of the Generic Energy Consumption Model starts with the
documentation of a case. If the standards are applied, can be created a structure for
energy saving that can represent a good percentage of the cost reference, using the
MIB model for Power Management. Like an example, the computers and printers in
the resting state consume a lot of energy due to the necessary heating that they must
periodically have so that they must reach again the ON state. The issue is to use
prudential time and parameters so that they remain in a suspended state longer and
can still operate satisfactorily when required (see Figure 2).

It is expected that the GNSs and production model systems will be observed,
incorporating equipment in a critical way to support the operations in IT environ-
ment. It is said that criticality is related to the responsibility in the delivery of data,
like a function of routers, switches, servers, etc. On the other hand, it is found that
there is a network of critical equipment, which has an important role in IT opera-
tions, because these are the devices responsible for refrigeration and electrical
power supply. These are referenced as generally as Non-Critical Physical Infra-
structure (NCPI). In Figure 3, the block diagram of the observed and supervised
system is presented, composed by an air conditioning unit, which is responsible for
refrigeration, and the UPS's, which are coupled with an emergency battery bank.

IT devices are divided into two classes, IT1 that corresponds to telecommunica-
tions equipment, such as routers and switches, which are responsible for data
transport; and the IT2 unit that corresponds to the data processing equipment and
high level services such as servers.

Figure 1.
Generic and autonomous architecture for energy management and QoS.
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The total power consumption of the data center is related to the associated
power consumed by each unit. The available power of the electrical network (PIN of
Figure 3) is a 110 Volt two-phase power installation. The applied power is derived
by trajectories, one in series toward the power unit (UPS) and another in parallel
toward the cooling infrastructure (Pc). The parallel path feeds the cooling system
(air conditioning) which is important for the protection against the heat of a GNS
system. The UPS systems that reach the serial power path protect the IT system
from failures of supply services, provide the appropriate transition to the emer-
gency generator system, power the IT devices, and provide the necessary energy for
data processing and its transport. The power consumption of the telecommunica-
tions equipment is represented as PT and the power consumption of the servers as
PS in Figure 3. The energy efficiency of the data center can be broadly defined as
the number of useful calculations divided by the total energy used during a process
[3, 5, 6]. To consider energy efficiency, there are two types of indicators, one of
them describes the efficiency of NCPI equipment, and the other type defines about
useful work related to energy consumption.

The parameter PUE (Power Usage Effectiveness) is defined as the ratio between
the total input powers in the facility over the power delivered to IT in the following
way:

Figure 2.
Generic network scheme for energy management.

Figure 3.
Block diagram of the observed and supervised system of Goods, Networks and Services (GNS).
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PUE ¼ Total Facility Power
IT Equipment Power

¼ PIN

PIT
, for 1<PUE<∞ (2)

The metrics of the above equation characterize the performance or power
expended in the non-critical components of the data center [3, 4]. A PUE = 2 can be
interpreted that for every 1 kWh (kilowatt hour) consumed by the servers, it is
necessary to enter 2 kWh (kilowatt hour) to the data center, a 1 kWh (kilowatt
hour) is used in the air conditioning supply processes, uninterrupted electric power,
auxiliary services such as lighting, security systems, and as a result this generates
heating of power plants, ventilation systems and other minor systems.

In the current developments of virtualization systems, it is observed that the IT
loads are reduced, leading to having an increasingly higher PUE. If PUE = 1, is the
ideal because it indicates that for every 1 kWh (kilowatt hour) that enters the data
center, the IT equipment uses 1 kWh (kilowatt hour), it is the best situation
regarding the operation of the equipment of an IT system. The closer is the PUE to
1, the more efficient NCPI equipment, which are the IT elements that operate and
are classified as a GNS [3].

The metric that models the efficiency of telecommunications equipment (MT

and MT, IT) is presented in the following equation [2, 7]:

MT ¼
Pk

i¼1bi
EIN

Mbits=KWh½ � (3)

In the equation, k is the number of routers in the GNS and bi is the total number
of bits that leave the same router during the evaluation window [2, 7]. EIN is the
total energy consumed by the GNS system during the evaluation window. The
evaluation window should be defined in such a way as to allow the capture of the
variations in the behavior of the system observed over time. The MT metric can
measure the underutilization of routers or redundant components in the system.

The efficiency of a server is modeled as a function of average CPU utilization
[2, 7]. The CPU utilization for each server in the data center is averaged in the
T-time evaluation window. The metric used models the Mean Server Productivity
(MSP) in relation to the total energy consumption of the system Observed GNS
[5, 6], and this is conjugated in the following equation:

MSP ¼
T:
Pn

1 Ui � Si � CCi
CBi

� �h i

EIN
, ssj_ops=KWh½ � (4)

In the above formula, n is the number of servers and Ui is the average of CPU
utilization on the server evaluation window Ti; and if the power ratio ssj_ops/sec is
the 100% utilization per server in the i-th server, CCi is the nominal clock speed of
the server i CPU, CBi is the CPU clock speed that is used for establish Bi, which is
the result of benchmarking the server rate i [2, 7]. The Si parameter (ssj_ops/sec)
describes the operations of the server in one application per second and is included
in the list of server specifications. With the use of this metric, it can model the
productivity of the GNS systems and the correlation of the actual useful work to the
maximum possible work if all the servers ran at 100% utilization.

For example, it is possible to consider these parameters like a reference of eco-
efficiency, because these take into account the relationship between the service
provided in terms of transmitted bits and the total energy used and consumed by
the GNS system represented in joules, affecting the environment with this action.
The reference factors taken into account are the amounts of information (which in
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this case are data and voice) derived from fixed and mobile networks, the con-
sumption of energy for industrial purposes (control of transmission and climate),
and other applications (such as electricity for office use, air conditioning and
heating). The objective is extrapolating this model and applying to the case of an
ICT environment composed GNS systems [8–10].

3. Energy efficiency and target values of corresponding metrics for a
data center

For the selection of best practices, and to improve the current energy efficiency
ratio should be defined and associated objective values that must be established on
the basis actualized in terms of IT technology and infrastructure [11, 12].

The PUE (Power Usage Effectiveness), already defined, is the recommended
metric for the characterization and referencing of the performance efficiency of a
data center infrastructure [13–15]. It is recommended to consider the annual energy
consumption (kWh) for all types of energy as the unit of measure for the calcula-
tion of the PUE. However, a category of entry-level measurement has been included
in the recommendations so that operators who do not have the ability to measure
consumption to use demand-based power readings and with this can be considered
levels of uncertainty [16]. The measurement initiative proposes the application of
this energy efficiency index for the data center.

The measurement of this parameter determines four (4) categories for a data
center, which is summarized in Table 1.

PUE Category 0: This is a calculation based on the demand that represents the
maximum load during a measurement period of 12 months. The power is represented
by the reading of the demand (KW) of the output of the UPS system (or by the sum
of the outputs, if more than one UPS system is installed), measured in the computer
equipment during peak usage. The total power of the data center is taken by the
meters and is presented as the KW demand in the utility bill. As it is an instantaneous
measure, the true impact of IT fluctuations or mechanical loads can be lost. However,
consistent measurement can still provide valuable data that can help in the manage-
ment of energy efficiency [17–19]. The PUE category 0 can only be used for all
electrical data centers, that is, it cannot be used for data centers that also use other
types of energy (e.g., natural gas, cold water district, etc.) [5, 6, 16].

PUE Category 1: This is a calculation based on consumption. The IT load is
represented by a total consumption reading in kWh made during 12 months at the
output of the UPS system (or in the sum of the outputs, if more than one UPS
system is installed). This is a cumulative measure and requires the use of

Scheme PUE Category 0* PUE Category 1 PUE Category 2 PUE Category 3

Location of energy
measurement in IT

UPS output UPS output PDU output Server input

Definition of IT energy Electric demand
IT peak

Annual energy
in IT

Annual energy
in IT

Annual energy
in IT

Definition of total energy IT electric
demand peak

Total annual
energy

Total annual
energy

Total annual
energy

*For the PUE Category 0, the measurements are referenced in the electrical demand (KW).

Table 1.
Recommended categories of PUE measurement.

154

Mobile Computing

consumption meters in kWh at all measurement points. The total energy is usually
obtained from the service company's bills by adding the 12 consecutive monthly
readings in kWh, as well as the annual natural gas or other fuel consumption
(converted to kWh). This measurement method captures the impact of IT fluctua-
tions and cooling loads and thus provides a more accurate picture of the overall
performance of a PUE system of category 0 [16].

PUE Category 2: This is a calculation based on consumption. The IT load is
represented in kWh by a measurement by a reading during 12 months taken at the
output of a Power Distribution Unit (PDU) that supports the IT loads (or sum of the
outputs if more than one PDU has been installed). This is a cumulative measure and
requires the use of consumption counters in kWh at all measurement points. The
total energy is determined in the same way as Category 1. This measurement
method provides additional accuracy of the load reading of IT by eliminating the
effects of losses associated with PDU transformers and static switches [16].

PUE Category 3: This is a calculation based on consumption. The IT load is
represented by a reading for 12 months and is defined in total kWh taken at the
point of connection of the IT devices in the electrical system. This is a cumulative
measure and requires the use of kWh consumption meters at all measurement
points. The total energy is determined in the same way as category 1. This mea-
surement method provides the highest level of accuracy for the measurement of the
IT load reading by eliminating all the effects of the losses associated with the
components of electrical and IT distribution that are not related, for example, the
fans mounted in the racks, etc., which generates uncertainty [16].

For the normalization process, it is necessary to weight the types of energy
based on the energy source. A data center that not only feeds on electricity,
should be weighted according to the source of energy. This should represent the
total amount of fuel that is required to operate. This should incorporate all the
processes of transmission, delivery, and production losses, which allows a
complete evaluation of the energy efficiency of a building. It is considered that the
weighting factor for the types of energy such as electricity that is 1.0, and for
natural gas is 0.35, and for fossil fuels is 0.35 normalized with electricity. Factor
each component of the calculation for the PUE needs to be multiplied by the
appropriate weighting factor. The weighting is obtained with the following
mathematical relationship [20, 21]:

Weighted energy for each type of energy
¼ annual energy use� energy source weighting factor
� �

(5)

Because most data centers operate with 100% electric power, the recommended
initiative [20] specifies the origin of the energy factors that are weighted with
respect to electricity [20, 21]. This indicates that factors are developed to define the
origin for each fuel and that are expressing the level of relation with the source
factor of the electrical energy. This should indicate that it is agreed that purchases of
electricity multiply by a factor of one, and purchases of other fuels are multiplied by
the respective factors before being added to the total, and these factors are indicated
like references [21].

It is required that all types of energy must be converted, by multiplying the
weighting factors, and these must match in the same units before they are added.
For that matter, if electricity is in kWh and natural gas is in KBTU, both must be
converted to a common unit. Finally, all energy sources for all fuels must be added
together [21].

The application of this to a data center has other relationships to measure the
efficiency of energy consumption, as shown below:
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of the outputs, if more than one UPS system is installed), measured in the computer
equipment during peak usage. The total power of the data center is taken by the
meters and is presented as the KW demand in the utility bill. As it is an instantaneous
measure, the true impact of IT fluctuations or mechanical loads can be lost. However,
consistent measurement can still provide valuable data that can help in the manage-
ment of energy efficiency [17–19]. The PUE category 0 can only be used for all
electrical data centers, that is, it cannot be used for data centers that also use other
types of energy (e.g., natural gas, cold water district, etc.) [5, 6, 16].

PUE Category 1: This is a calculation based on consumption. The IT load is
represented by a total consumption reading in kWh made during 12 months at the
output of the UPS system (or in the sum of the outputs, if more than one UPS
system is installed). This is a cumulative measure and requires the use of

Scheme PUE Category 0* PUE Category 1 PUE Category 2 PUE Category 3

Location of energy
measurement in IT

UPS output UPS output PDU output Server input

Definition of IT energy Electric demand
IT peak

Annual energy
in IT

Annual energy
in IT

Annual energy
in IT

Definition of total energy IT electric
demand peak

Total annual
energy

Total annual
energy

Total annual
energy

*For the PUE Category 0, the measurements are referenced in the electrical demand (KW).

Table 1.
Recommended categories of PUE measurement.
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consumption meters in kWh at all measurement points. The total energy is usually
obtained from the service company's bills by adding the 12 consecutive monthly
readings in kWh, as well as the annual natural gas or other fuel consumption
(converted to kWh). This measurement method captures the impact of IT fluctua-
tions and cooling loads and thus provides a more accurate picture of the overall
performance of a PUE system of category 0 [16].

PUE Category 2: This is a calculation based on consumption. The IT load is
represented in kWh by a measurement by a reading during 12 months taken at the
output of a Power Distribution Unit (PDU) that supports the IT loads (or sum of the
outputs if more than one PDU has been installed). This is a cumulative measure and
requires the use of consumption counters in kWh at all measurement points. The
total energy is determined in the same way as Category 1. This measurement
method provides additional accuracy of the load reading of IT by eliminating the
effects of losses associated with PDU transformers and static switches [16].

PUE Category 3: This is a calculation based on consumption. The IT load is
represented by a reading for 12 months and is defined in total kWh taken at the
point of connection of the IT devices in the electrical system. This is a cumulative
measure and requires the use of kWh consumption meters at all measurement
points. The total energy is determined in the same way as category 1. This mea-
surement method provides the highest level of accuracy for the measurement of the
IT load reading by eliminating all the effects of the losses associated with the
components of electrical and IT distribution that are not related, for example, the
fans mounted in the racks, etc., which generates uncertainty [16].

For the normalization process, it is necessary to weight the types of energy
based on the energy source. A data center that not only feeds on electricity,
should be weighted according to the source of energy. This should represent the
total amount of fuel that is required to operate. This should incorporate all the
processes of transmission, delivery, and production losses, which allows a
complete evaluation of the energy efficiency of a building. It is considered that the
weighting factor for the types of energy such as electricity that is 1.0, and for
natural gas is 0.35, and for fossil fuels is 0.35 normalized with electricity. Factor
each component of the calculation for the PUE needs to be multiplied by the
appropriate weighting factor. The weighting is obtained with the following
mathematical relationship [20, 21]:

Weighted energy for each type of energy
¼ annual energy use� energy source weighting factor
� �

(5)

Because most data centers operate with 100% electric power, the recommended
initiative [20] specifies the origin of the energy factors that are weighted with
respect to electricity [20, 21]. This indicates that factors are developed to define the
origin for each fuel and that are expressing the level of relation with the source
factor of the electrical energy. This should indicate that it is agreed that purchases of
electricity multiply by a factor of one, and purchases of other fuels are multiplied by
the respective factors before being added to the total, and these factors are indicated
like references [21].

It is required that all types of energy must be converted, by multiplying the
weighting factors, and these must match in the same units before they are added.
For that matter, if electricity is in kWh and natural gas is in KBTU, both must be
converted to a common unit. Finally, all energy sources for all fuels must be added
together [21].

The application of this to a data center has other relationships to measure the
efficiency of energy consumption, as shown below:
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Data Center infrastructure Effectiveness (DCiE):

DCiE ¼ 1
PUE

¼ IT Equipment Power
Total Facility Power

¼ Annual ITKWh
Total annual KWh

, It is the reciprocal of the PUE (6)

This parameter varies like this,

0≤DCiE≤ 1 (7)

The best situation is DCiE = 1, and a DCiE = 0 is the worst situation.
The measurements of PUE, and its inverse (the DCiE), determine a reference in

the input of energy to IT equipment. If an ideal PUE of 1 is considered, where the
total energy that enters the data center is used by the IT equipment, and at the same
instance, this quipment is not performing any computer process, can be affirmed
that from PUE metric, this is an ideal situation, but in relation to the data center
there is no production; for these cases, it is necessary to use other metrics, and the
way the IT equipment uses energy should be reviewed.

The frequency of data collection of the PUE variables is determined from the
energy consumption of a data center, and this is calculated according to the average
of the efficiency of this in the same period. The measurement of the PUE is the
average efficiency during a certain period. The operation cycles of the equipment in
the data center are about 10 minutes, so the shortest period that gives useful
information is 60 minutes. The monthly, weekly, and daily PUE measurement
averages are used to determine different operating conditions of a data center, and
an annual measurement of the PUE allows to easily relate the energy consumption
during the useful life of this. The instantaneous measurements of the PUE must be
evaluated in detail, since they are reflecting the specific situation of the operation of
the IT equipment and the infrastructure equipment, in order to obtain in best form
the efficiency parameters of a data center, and it is necessary to use periods of
longer time [5, 6, 22–24].

To deal with this case, it is necessary to start by relating the total energy that
enters the data center with respect to the energy used by the IT equipment. The
following equation defines the average power [25, 26]:

Averagepower ¼ 1
N

XN
1

Power ið Þ (8)

The PUE is the point that relates the average power of the data center and
the average power of it at any given time, and this same concept relates the
average input power to the data center with respect to the average power of
the IT equipment [25, 26]. The following equation expresses how to relate the
expressed:

PUE ¼ Average of the Total Power of Entry to the Data Center
Average total input power to IT equipment

(9)

The standard deviation is determined by the following equation:

σ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

1
Power ið Þ � Average Powerð Þ22

r
(10)
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As has been mentioned, the value of the PUE is determinate in ranges of infinity
to one, the latter indicates to have an efficiency of 100% [25, 26]. If you get
information from the behavior of a data center, this should tell what kind of
behavior shows this system GNS, and if you have behaviors very close to a PUE = 3
or greater, these results are inefficient. The organization Green Grid establishes the
allocation to each value of PUE and DCiE and relates the level of efficiency [27].

If it is necessary to make comparisons of the PUE of different data centers, it is
essential to have enough information that allows to make an accurate and valid
comparability. This information is supposed to compose it [22, 23]:

• Definition of the PUE measurement period: that can be yearly, monthly, daily,
or per hour.

• Specification of outside temperature conditions, land area where it is located
(temperate, tropical, and poles). Altitude above sea level. The climatic
conditions maintain continual variations, since if it is the region of Colombia,
one can speak of the model tropicalized.

• Determination of the percentage of the data center’s computer load. This varies
in the hours of the day, as well as every week and every month.

The loads of the GNSs of an IT system vary during a day, changing the value of
the efficiency according to the time that is measured. On weekends and holidays, IT
charges vary with respect to functional days, in which the efficiency varies according
to the day on which it is observed. If the point of operation is determined, relating the
energy efficiency according to the IT load, a data center would allow to evaluate if it is
oversized in its design or has a design adjusted to the load of IT equipment.

A data center would have affected its operation, and therefore its energy effi-
ciency is due to the combined effect of temperature, external humidity, and the
computational load. The variations of the external temperature combined with the
variation of the computational load determine the performance and the energy
efficiency [23, 24]. This specific modeling helps to measure the electrical efficiency
for a data center, where the demand vs. the losses of the energy efficiency are
related, and shows how the total energy consumption is determined by the atmo-
spheric conditions exteriors (temperature and humidity) and the load of IT

Figure 4.
Electrical efficiency measurement model for a data center. Demand vs. energy efficiency losses.
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Data Center infrastructure Effectiveness (DCiE):

DCiE ¼ 1
PUE

¼ IT Equipment Power
Total Facility Power

¼ Annual ITKWh
Total annual KWh

, It is the reciprocal of the PUE (6)

This parameter varies like this,

0≤DCiE≤ 1 (7)

The best situation is DCiE = 1, and a DCiE = 0 is the worst situation.
The measurements of PUE, and its inverse (the DCiE), determine a reference in

the input of energy to IT equipment. If an ideal PUE of 1 is considered, where the
total energy that enters the data center is used by the IT equipment, and at the same
instance, this quipment is not performing any computer process, can be affirmed
that from PUE metric, this is an ideal situation, but in relation to the data center
there is no production; for these cases, it is necessary to use other metrics, and the
way the IT equipment uses energy should be reviewed.

The frequency of data collection of the PUE variables is determined from the
energy consumption of a data center, and this is calculated according to the average
of the efficiency of this in the same period. The measurement of the PUE is the
average efficiency during a certain period. The operation cycles of the equipment in
the data center are about 10 minutes, so the shortest period that gives useful
information is 60 minutes. The monthly, weekly, and daily PUE measurement
averages are used to determine different operating conditions of a data center, and
an annual measurement of the PUE allows to easily relate the energy consumption
during the useful life of this. The instantaneous measurements of the PUE must be
evaluated in detail, since they are reflecting the specific situation of the operation of
the IT equipment and the infrastructure equipment, in order to obtain in best form
the efficiency parameters of a data center, and it is necessary to use periods of
longer time [5, 6, 22–24].

To deal with this case, it is necessary to start by relating the total energy that
enters the data center with respect to the energy used by the IT equipment. The
following equation defines the average power [25, 26]:

Averagepower ¼ 1
N

XN
1

Power ið Þ (8)

The PUE is the point that relates the average power of the data center and
the average power of it at any given time, and this same concept relates the
average input power to the data center with respect to the average power of
the IT equipment [25, 26]. The following equation expresses how to relate the
expressed:

PUE ¼ Average of the Total Power of Entry to the Data Center
Average total input power to IT equipment

(9)

The standard deviation is determined by the following equation:

σ ¼
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As has been mentioned, the value of the PUE is determinate in ranges of infinity
to one, the latter indicates to have an efficiency of 100% [25, 26]. If you get
information from the behavior of a data center, this should tell what kind of
behavior shows this system GNS, and if you have behaviors very close to a PUE = 3
or greater, these results are inefficient. The organization Green Grid establishes the
allocation to each value of PUE and DCiE and relates the level of efficiency [27].

If it is necessary to make comparisons of the PUE of different data centers, it is
essential to have enough information that allows to make an accurate and valid
comparability. This information is supposed to compose it [22, 23]:

• Definition of the PUE measurement period: that can be yearly, monthly, daily,
or per hour.

• Specification of outside temperature conditions, land area where it is located
(temperate, tropical, and poles). Altitude above sea level. The climatic
conditions maintain continual variations, since if it is the region of Colombia,
one can speak of the model tropicalized.

• Determination of the percentage of the data center’s computer load. This varies
in the hours of the day, as well as every week and every month.

The loads of the GNSs of an IT system vary during a day, changing the value of
the efficiency according to the time that is measured. On weekends and holidays, IT
charges vary with respect to functional days, in which the efficiency varies according
to the day on which it is observed. If the point of operation is determined, relating the
energy efficiency according to the IT load, a data center would allow to evaluate if it is
oversized in its design or has a design adjusted to the load of IT equipment.

A data center would have affected its operation, and therefore its energy effi-
ciency is due to the combined effect of temperature, external humidity, and the
computational load. The variations of the external temperature combined with the
variation of the computational load determine the performance and the energy
efficiency [23, 24]. This specific modeling helps to measure the electrical efficiency
for a data center, where the demand vs. the losses of the energy efficiency are
related, and shows how the total energy consumption is determined by the atmo-
spheric conditions exteriors (temperature and humidity) and the load of IT

Figure 4.
Electrical efficiency measurement model for a data center. Demand vs. energy efficiency losses.
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equipment; this model was obtained with SDL (Specification Description Lan-
guage), see Figure 4.

This model is like the functional noise model in telecommunications, and in this,
it determinate that total electrical losses are due to the sum of the electrical loss due
to power, cooling, and lighting. The losses due to the electricity supply are the sum
of the loss by the distribution, by UPS, and the other systems. The cooling system
losses are in the humidifiers, Computer Room Air Handler (CRAH), pumps, ice
water plant, and cooling tower. The computational charge directly impacts the
power distribution and UPS system, as well as the thermal load (heat dissipated by
IT equipment). External temperature and relative humidity directly impact with
flows heat to the cooling systems [5, 6].

4. CUE (carbon usage effectiveness)

To estimate the energy consumption of the data centers and thus to determine
the carbon footprint, the CUE is considered, which allows to determine its effect on
the environment. In order to know the effect or impact that the environment
generates for the energy consumption of the data centers, it must first determine
this and then convert such information into carbon emissions. The carbon footprint
of a data center is directly proportional to the power consumption. In the definition
of this parameter, there are three variables that are considered and give a greater
impact on the energy consumption, these are:

• Location, geographical location, and altitude above sea level.

• The IT equipment load (computer load).

• The energy efficiency of the infrastructure and IT equipment.

In the case of the measurement of this effect, this ratio converted to metric
evaluates the emissions of CO2 (GHG greenhouse gas) associated with energy losses
in a data center. The technology with which the electricity is generated using a data
center defines the emissions of CO2 produced per kWh consumed and its expression
is the term KgCO2/kWh. If a certain consumption environment requires various
forms of energy generation to meet the demand (as a hydroelectric, wind, nuclear,
and thermal generation that consumes fossil fuels such as coal and natural gas), then
that generation it considers a composition of energetic factors more extensive and
likewise varies according to the state of the demand.

In peak consumption schedules, the result of the generation by energy composition
can be very polluting, because this peak demandmust be covered by the generation of
energies that compromise fossil fuels. Carbon footprint quantifies the amount of
emissions, expressed in tones of CO2 equivalent, which are released into the atmo-
sphere because of the development of any activity. Emissions (GHG) are divided into:

• Direct emissions: those that are emitted from sources that are controlled.

• Indirect emissions: those that are the result of the activities, but that are
emitted from sources that are not controlled.

The emissions typically come from the following source categories:

• Fixed combustion: combustion of fuels in stationary or fixed equipment.
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• Mobile combustion: combustion of fuels in means of transport.

• Process emissions: physical or chemical process emissions.

• Fugitive emissions: intentional and unintentional releases.

5. Measuring the green energy coefficient (GEC)

The green energy coefficient (GEC) is a metric that defines the percentage of
energy that is green. To define this, there is complexity, because there are differ-
ences in the part of determination as to what is considered as the different types of
renewable/green energies in reference to the region in question. This seeks to
recognize as green energy anyone who is used in a data center that has a legal right
defined in environmental attributes for renewable energy generation. Such legal
rights are regionally recognized as certificates of green energy, renewable energy,
and other similar products, which are issued by several recognized authorities who
deliver the equivalent of a certificate of energy green [20, 28, 29]. Given this
definition of green energy, GEC is calculated as follows:

GEC ¼ Green Energy used for Data Center
Total Power Source of Data Center

(11)

The GEC is defined by determining a maximum value of 1.0, which indicates
100% of the total energy used by the data center, and this defines the green energy
[29]. Please note that for the purposes of this calculation, the total energy source
consumed in the data center is identical to the PUE numerator. As with the PUE, all
the energy will be notified using the same units, and the recommended unit of
measurement will be kWh. The standard thermal conversion factors are used to
convert to kWh are (for example, 1 kWh = 3,412 KBTU; 1 GJ = 278 kWh). Finally,
because the definition of green energy is based on the legal ownership of the rights
of environmental benefits, it is important to clarify that the location of the energy
source does not change the calculation of GEC. For example, a data center can have
a solar panel on the roof to generate power; if you sell the green energy certificates
associated with this power, then you cannot be covered by the concept that elec-
tricity is green. It should be noted that this standard is measurable if it has a green
power supply scheme and that helps cogeneration. In the case of the local develop-
ment environment, these models are not counted.

The data center can be certified by the correct use of power, and these green
energy certificates only can be achieved with a consumption of energy with a GEC =
1.00. For example, if it was considered an energy power of 130 GWh that were
generated by renewable sources and this is applied to a data center, it could sell
30 GWh worth of green energy certificates without affecting the GEC of 1.00, the
main idea is to have self-sufficiency, and to have an environment of electrical
consumption that reverts in some way to the primary energy system, and it is to
be expected that this is a considerable proportion of electrical energy, so that this
leads to achieving a green certification for the management of consumption
energetic [22].

6. Conclusions

• This chapter shows a model to measure energy consumption and therefore
focuses on improving the energy efficiency of data centers that support the
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equipment; this model was obtained with SDL (Specification Description Lan-
guage), see Figure 4.

This model is like the functional noise model in telecommunications, and in this,
it determinate that total electrical losses are due to the sum of the electrical loss due
to power, cooling, and lighting. The losses due to the electricity supply are the sum
of the loss by the distribution, by UPS, and the other systems. The cooling system
losses are in the humidifiers, Computer Room Air Handler (CRAH), pumps, ice
water plant, and cooling tower. The computational charge directly impacts the
power distribution and UPS system, as well as the thermal load (heat dissipated by
IT equipment). External temperature and relative humidity directly impact with
flows heat to the cooling systems [5, 6].

4. CUE (carbon usage effectiveness)

To estimate the energy consumption of the data centers and thus to determine
the carbon footprint, the CUE is considered, which allows to determine its effect on
the environment. In order to know the effect or impact that the environment
generates for the energy consumption of the data centers, it must first determine
this and then convert such information into carbon emissions. The carbon footprint
of a data center is directly proportional to the power consumption. In the definition
of this parameter, there are three variables that are considered and give a greater
impact on the energy consumption, these are:

• Location, geographical location, and altitude above sea level.

• The IT equipment load (computer load).

• The energy efficiency of the infrastructure and IT equipment.

In the case of the measurement of this effect, this ratio converted to metric
evaluates the emissions of CO2 (GHG greenhouse gas) associated with energy losses
in a data center. The technology with which the electricity is generated using a data
center defines the emissions of CO2 produced per kWh consumed and its expression
is the term KgCO2/kWh. If a certain consumption environment requires various
forms of energy generation to meet the demand (as a hydroelectric, wind, nuclear,
and thermal generation that consumes fossil fuels such as coal and natural gas), then
that generation it considers a composition of energetic factors more extensive and
likewise varies according to the state of the demand.

In peak consumption schedules, the result of the generation by energy composition
can be very polluting, because this peak demandmust be covered by the generation of
energies that compromise fossil fuels. Carbon footprint quantifies the amount of
emissions, expressed in tones of CO2 equivalent, which are released into the atmo-
sphere because of the development of any activity. Emissions (GHG) are divided into:

• Direct emissions: those that are emitted from sources that are controlled.

• Indirect emissions: those that are the result of the activities, but that are
emitted from sources that are not controlled.

The emissions typically come from the following source categories:

• Fixed combustion: combustion of fuels in stationary or fixed equipment.
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• Mobile combustion: combustion of fuels in means of transport.

• Process emissions: physical or chemical process emissions.

• Fugitive emissions: intentional and unintentional releases.

5. Measuring the green energy coefficient (GEC)

The green energy coefficient (GEC) is a metric that defines the percentage of
energy that is green. To define this, there is complexity, because there are differ-
ences in the part of determination as to what is considered as the different types of
renewable/green energies in reference to the region in question. This seeks to
recognize as green energy anyone who is used in a data center that has a legal right
defined in environmental attributes for renewable energy generation. Such legal
rights are regionally recognized as certificates of green energy, renewable energy,
and other similar products, which are issued by several recognized authorities who
deliver the equivalent of a certificate of energy green [20, 28, 29]. Given this
definition of green energy, GEC is calculated as follows:

GEC ¼ Green Energy used for Data Center
Total Power Source of Data Center

(11)

The GEC is defined by determining a maximum value of 1.0, which indicates
100% of the total energy used by the data center, and this defines the green energy
[29]. Please note that for the purposes of this calculation, the total energy source
consumed in the data center is identical to the PUE numerator. As with the PUE, all
the energy will be notified using the same units, and the recommended unit of
measurement will be kWh. The standard thermal conversion factors are used to
convert to kWh are (for example, 1 kWh = 3,412 KBTU; 1 GJ = 278 kWh). Finally,
because the definition of green energy is based on the legal ownership of the rights
of environmental benefits, it is important to clarify that the location of the energy
source does not change the calculation of GEC. For example, a data center can have
a solar panel on the roof to generate power; if you sell the green energy certificates
associated with this power, then you cannot be covered by the concept that elec-
tricity is green. It should be noted that this standard is measurable if it has a green
power supply scheme and that helps cogeneration. In the case of the local develop-
ment environment, these models are not counted.

The data center can be certified by the correct use of power, and these green
energy certificates only can be achieved with a consumption of energy with a GEC =
1.00. For example, if it was considered an energy power of 130 GWh that were
generated by renewable sources and this is applied to a data center, it could sell
30 GWh worth of green energy certificates without affecting the GEC of 1.00, the
main idea is to have self-sufficiency, and to have an environment of electrical
consumption that reverts in some way to the primary energy system, and it is to
be expected that this is a considerable proportion of electrical energy, so that this
leads to achieving a green certification for the management of consumption
energetic [22].

6. Conclusions

• This chapter shows a model to measure energy consumption and therefore
focuses on improving the energy efficiency of data centers that support the
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execution of services. To achieve our target, it has been used eco-Indicators in a
green computing environment and it has achieved minimizing the
environment impact in high percentage, with this initiative.

• The PUE/DCE are industry standards, the determination of the energy
efficiency of a data center will allow comparing the degree of efficiency of an
observed objective installation with other data centers around the world. It also
helps to establish a point of reference that allows to control, inform, and
improve continuously, in other words, to make efficient management of the
resource.

• It is concluded that it is very important to develop some techniques to be used
as an alternative to cloud computing in an ecological way. The following is to
start the search for active migration techniques that are determined at the
threshold of the infrastructures to be controlled, taking into account that it is
likely that a number of necessary migrations will have to be controlled and
therefore this will determine an energy consumption, that sometimes it will be
expensive to use, which may affect the QoS. This involves using the help of an
integrated middleware with Green Cloud Architecture, and this helps control
energy consumption, but again this intrinsically adds the additional cost of
middleware in the cloud computing architecture.
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execution of services. To achieve our target, it has been used eco-Indicators in a
green computing environment and it has achieved minimizing the
environment impact in high percentage, with this initiative.

• The PUE/DCE are industry standards, the determination of the energy
efficiency of a data center will allow comparing the degree of efficiency of an
observed objective installation with other data centers around the world. It also
helps to establish a point of reference that allows to control, inform, and
improve continuously, in other words, to make efficient management of the
resource.

• It is concluded that it is very important to develop some techniques to be used
as an alternative to cloud computing in an ecological way. The following is to
start the search for active migration techniques that are determined at the
threshold of the infrastructures to be controlled, taking into account that it is
likely that a number of necessary migrations will have to be controlled and
therefore this will determine an energy consumption, that sometimes it will be
expensive to use, which may affect the QoS. This involves using the help of an
integrated middleware with Green Cloud Architecture, and this helps control
energy consumption, but again this intrinsically adds the additional cost of
middleware in the cloud computing architecture.
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