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Preface

With the advance of modern electronic technologies, many electronics work in
high frequency, which requires many components to exhibit excellent electromag-
netic properties. Discussions of electromagnetic properties mainly focus on high-
frequency permeability and permittivity. Different applications have different
requirements on these two electromagnetic parameters in the specific frequency
range. Some require low magnetic loss and low dielectric loss. Some require large
magnetic loss and large dielectric loss. While others require the real parts of
permeability and/or permittivity to be negative. Electromagnetic materials nowa-
days can be naturally synthesized and artificially designed (such as metamaterials).

In this book, the contents discuss the following wide aspects of electromagnetic
materials and applications: the measurements of permeability and permittivity;
establishment of the relationships between crystal structures, microstructures, and
permittivity (dielectric losses); approaches to tailor the high-frequency permeabil-
ity of magnetic materials; the design of artificial materials to tailor the propagation
of electromagnetic waves; and the application of electromagnetic materials (for
instance, ferrites, ferromagnetic materials, multiferroic materials, magnetic-optical
materials, etc.) in absorbing electromagnetic waves, weaving electromagnetic
function textiles, and electromagnetic interference shielding. Some chapters also
show the requirements of specific applications on electromagnetic parameters (such
as antenna, circulator, and isolators). According to a survey, books with so many
new advances in electromagnetic materials are rare.

Finally, I would like to express my thanks to the chapter authors for their willing-
ness to share their expertise with readers. I am sure the research findings in this
book will be interesting and helpful to graduate students, scientists, and engineers
all around the world.

Man-Gui Han
Professor,

University of Electronic Science and Technology of China,
China
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Chapter 1

Dielectric Losses of Microwave 
Ceramics Based on Crystal 
Structure
Hitoshi Ohsato, Jobin Varghese and Heli Jantunen

Abstract

So far, many microwave dielectric materials have been investigated for a range of 
telecommunication applications. In dielectrics, the three main dielectric properties 
are quality factor (Q), dielectric constant and temperature coefficient of resonant 
frequency. Among these, the most essential dielectric property is Q. More specifi-
cally, Q is the inverse of the dielectric loss (tanδ); thus Q = 1/tanδ. There are two 
kinds of losses: those depending on crystal structure and losses due to external 
factors. The former is intrinsic losses such as ordering, symmetry, and phonon 
vibration. The latter is extrinsic losses due to factors such as grain size, defects, 
inclusions and distortion. In this chapter, the authors present the origin of dielectric 
losses based on the crystal structure. An ideal and well-proportional crystal struc-
ture constitutes a low loss material. Most dielectric materials are paraelectrics with 
inversion symmetry i and high symmetry. In general, it is believed that ordering 
gives rise to a high Q, on which many researchers are casting doubt. In the case of 
complex perovskites, the symmetry changes from cubic to trigonal. Ordering and 
symmetry should be compared with the structure. In this chapter, three essential 
conditions for the origin of high Q such as high symmetry, compositional ordering 
and compositional density are presented.

Keywords: microwave dielectrics, Q-factor, ordering, symmetry, indialite/cordierite, 
pseudo tungsten-bronze, complex perovskite

1. Introduction

Microwave and millimetre-wave dielectric materials [1–6] have been inves-
tigated for a wide range of telecommunication applications, such as mobile and 
smartphones, wireless local area network (LAN) modules and intelligent transport 
system (ITS). Millimetre-wave dielectric materials with high quality factor Q and 
low dielectric constant εr are required for the next 5G telecommunication applica-
tions used for noncondensed high data transfer on LAN/ personal area networks 
(PAN) and the higher frequency radar on autonomous cars.

In microwave dielectrics, there are three fundamental dielectric properties: 
quality factor (Q ), dielectric constant (εr) and temperature coefficient of resonant 
frequency (TCf/τf) [1, 2, 6]. Microwave dielectrics have been used as the criti-
cal constituents of wireless communications [7–10], such as resonators, filters 
and temperature-stable capacitors with a near zero ppm/°C TCεr (temperature 
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coefficient of the dielectric constant). Among the dielectric properties, the most 
essential property is Q , the inversion of the dielectric loss (tanδ); thus Q = 1/
tanδ. The dielectric losses of microwave dielectrics should be small. So, most of 
the microwave dielectrics are paraelectrics with inversion symmetry i, while most 
of the electronic materials are ferroelectrics with spontaneous polarity showing 
substantial dielectric losses [11–13]. The microwave dielectrics attract attention 
as a high potential material, which have an over-well-proportional rigid crystal 
structure with symmetry. That is, the structure should be without electric defects, 
nondistortion and without strain.

Under the influence of an electric field, four types of polarisation mechanisms 
can occur in dielectric ceramics, that is, interfacial, dipolar, ionic and electronic. 
In general, the microwave dielectric properties such as εr and Q are mostly influ-
enced by ionic or electronic polarisation. The dielectric polarisation generates the 
dielectric losses in the presence of an electromagnetic wave. When the frequency 
is increased to millimetre-wave values, the dielectric losses may be increased or 
decreased depending on the polarisation mechanism. There are two kinds of losses: 
those depending on crystal structure and losses due to external factors. It was 
believed that the intrinsic losses are due to the ordering/disordering, symmetry 
and phonon vibration, while extrinsic losses are due to factors such as grain size, 
defects, inclusions, density and distortion from stress.

In this chapter, the origins of high Q are discussed based on the intrinsic factors 
related to the crystal structure, such as symmetry, compositional ordering and com-
positional density. Although it has previously been believed that ordering based on 
the order-disorder phase transition brings high Q [14], the authors propose that it is 
primarily a high symmetry that leads to high Q [15]. The following focused studies 
relate to specific examples; indialite with high symmetry showing higher Q than 
cordierite with an ordered structure [16–18]; pseudo tungsten-bronze solid solu-
tions without phase transition showing high Q based on the compositional ordering 
[19–21]; complex perovskite compounds with order-disorder transitions depend-
ing on density and grain size [22, 23] and complex perovskites with composition 
deviated from the stoichiometric depending on the compositional density showing 
a high Q [24–29].

2. Focused studies

2.1 Indialite/cordierite glass ceramics

2.1.1 Indialite Q-factor improved by Ni-substitution

Cordierite (Mg2Al4Si5O18) has two polymorphs: cordierite and indialite, as 
shown in Figure 1(a) and (c), respectively [30, 31]. Cordierite is of low symmetry 
form: orthorhombic crystal system Cccm (No. 66), which has Si4Al2O18 six-membered 
tetrahedron rings with ordered SiO4 and AlO4 tetrahedra as shown in Figure 1(b).  
On the other hand, indialite is of high symmetry form: hexagonal crystal system 
P6/mcc (No. 192), which has disordered Si4Al2O18 equilateral hexagonal rings as 
shown in Figure 1(c).

Cordierite shows a lower εr of 6.19 which depends on the silicates and a near-zero 
TCf of −24 ppm/°C [32] as compared to other silicates as shown in Figure 2(a).  
Based on these properties, Terada et al. carried out initiative research on these micro-
wave dielectrics [16]. They reported an excellent Qf by substituting Ni for Mg as shown 
in Figure 2(b). The Qf was improved from 40 × 103 GHz to 100 × 103 GHz by Ni substi-
tution of x = 0.1 in (Mg1−xNix)2Al4Si5O18. The Ni substitution did not change the εr value 
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considerably, but the TCf was degraded from −24 to −30 ppm/°C [16]. For x > 0.1, the 
properties were affected by the formation of the secondary phase of NiAl2O4.

Terada et al. also analysed the crystal structure by the Rietveld method [33] to 
clarify the origin of the improved Qf value. The X-ray powder diffraction (XRPD) 
pattern was obtained by a multi-detector system (MDS) [34] in the synchrotron 
radiation “Photon Factory” of the National Laboratory for High Energy Physics in 
Tsukuba, Japan. Figure 3(a)–(d) shows the crystal structures of Ni-substituted 
cordierite (Mg1−xNix)2Al4Si5O18 with x = 0, 0.05, 0.1 and 0.15. The crystal structure 
showed a tendency to deform to indialite with high symmetry on the hexago-
nal ring composed of corner-sharing of (Si, Al)O4 tetrahedra in the a-b plane. 
Ni-substituted cordierite (Mg1−xNix)2Al4Si5O18 with composition x = 0.1  

Figure 1. 
Schematic representation of cordierite (a), six-membered tetrahedron ring with ordered SiO4 and AlO4 (b) 
and indialite (c).

Figure 2. 
Cordierite with near zero ppm/°C deviated from other compounds (a). Ni-substituted cordierite Qf (b), 
volume of AlO4 and SiO4 (c) and covalencies of Si-O and Al-O as a function of composition x (d).

Figure 3. 
Crystal structure of Ni-substituted cordierite: (Mg1−xNix)2Al4Si5O18 with composition x = 0 (a), 0.05 (b), 0.1 
(c) and 0.15 (d).
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(Figure 3(c)) was obviously closer to equilateral hexagonal rings compared to (Mg0.

95Ni0.05)2Al4Si5O18 (Figure 3(b)) and Mg2Al4Si5O18 (Figure 3(a)).
The transformation from cordierite to indialite, represented by the ratio of disor-

dering between the SiO4 and AlO4 tetrahedra, is based on the volumes and covalencies 
of the SiO4 and AlO4 tetrahedra [35]. The volume was calculated using atomic coordi-
nates obtained by Rietveld crystal structural analysis as shown above. The covalency 
(fc) of the cation-oxygen bond was estimated from the following equation [36].

  fc =  as   M   (1)

The empirical constants a and M depending on the inner-shell electron number 
10 are 0.54 v.u. and 1.64, respectively [37], where s is the bond length obtaining 
from the following equation:

  s =   (R / R1)    −N   (2)

where, R is defined as the bond length, and R1 and N are the measured param-
eter reliant on the cation site and each cation-anion pair, respectively.

Figure 2(c) and (d) depicts the calculated volume and covalency of SiO4 and 
AlO4 octahedra, respectively. These figures show the phase changing from cordi-
erite to indialite as substitution of Ni in the Mg site. In the cordierite Mg2Al4Si5O18 
(Figure 1(a)), Si/Al ions in the tetrahedra are ordered. Therefore, the volume and 
covalency of tetrahedra are different values, but the values are becoming similar 
to the substitution of Ni in the Mg site. This is due to the disordering of Si/Al ion 
phase transition in the cordierite (Figure 1(a)) to indialite (Figure 1(c)). In the 
indialite, the disordered Si4Al2O18 equilateral hexagonal rings with 6-ford axis are 
the main framework as analysed by the Rietveld method as shown in Figure 3(d). 
The improvement of Qf as shown in Figure 2(b) should be based on the disordering 
due to high symmetry instead of an ordering of SiO4 and AlO4 tetrahedra by order-
disorder transition. It is one example of high symmetry bringing a higher Q than 
ordering by the order-disorder transition [18].

2.1.2 Indialite glass ceramics with high Q

As described in the previous section, the Qf value of indialite derived by substi-
tuting Ni for Mg was improved to three times that of cordierite. Based on the new 
knowledge, Ohsato et al. proposed the synthesis of indialite with superior microwave 
dielectric properties [17]. The indialite, being a high-temperature form, could not be 
synthesised by the solid-state reaction because the order-disorder phase transition is 
hindered by the incongruent melting to form mullite and liquid. On the other hand, 
indialite is an intermediate phase during the crystallisation process from glass with a 
cordierite composition to cordierite, as shown in Figure 4.  
Therefore, fabrication of indialite glass ceramics has been attempted [17, 39]. Although 
the indialite is a metastable phase transforming to cordierite at higher temperatures, it 
is a relatively stable phase which occurs in nature formed by the crystallisation of natu-
ral glass. As this occurrence is in India, the mineral was named indialite. Another phase 
of μ-cordierite precipitating in the early stage of the crystallisation of cordierite glass is 
β-quartz solid solutions. The naming of μ-cordierite is not correct because of the differ-
ent crystal structure, so the name that should be used is β-quartz solid solutions [38].

The cordierite composition was melted at 1550°C and was cast into a cylindrical 
rod with the diameter φ = 10 mm and l = 30 mm in a graphite mould. In order to 
avoid fracture due to internal strain, the cast glass rod was annealed at 760°C below 
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the glass transition point of 778°C [38]. The 10 mm diameter glass rod was cut to 
form a resonator with a height of 6 mm. The glass pellets were crystallised at tem-
peratures in the range 1200–1470°C/10 and 20 h. The crystallised pellets had two 
problems: deformation by the formation of glass phase and cracking by anisotropic 
crystal growth from the surface (Figure 5(a)) [39]. Figure 5(b) and (c) shows 
photographs taken by a polarising microscope of a thin section of the crystallised 
samples. The needle-like crystals grown from the surface had an orientation with 
c-axis elongation. The microwave dielectric properties of the sample with cracking 
had a wide scattering range of the data [17, 39].

Figure 6(a) shows the volume of indialite/cordierite examined by the Rietveld 
method [40], which is estimated with two phases such as indialite and cordierite. 
Hereabout, the residual % is compared to that of cordierite. At 1200°C, the pre-
cipitated phase of indialite was about 96.7%. The volume of indialite reduced as the 
temperature and to 17.1% (82.9% for cordierite) at 1400°C. Figure 6(b) and (c)  
shows the microwave dielectric properties of indialite/cordierite glass ceramics and 
remarkably high Qf value of more than 200 × 103 GHz at 1300°C/20 h [17]. This is 
much better than the highest Qf value of 100 × 103 GHz obtained by substitution 
with Ni using the conventional solid-state reaction as previously described (Figure 2(b))  
and is feasible for millimetre-wave dielectrics. The Qf values decreased as crystallisa-
tion temperature. In comparison with the amount of indialite as shown in Figure 6(a)  

Figure 4. 
Polymorphism of cordierite: indialite is the high temperature/high symmetry form, and cordierite is the low 
temperature/low symmetry form. In addition, indialite is an intermediate phase during crystallisation from 
glass to cordierite.

Figure 5. 
Cracking of crystallised pellets (a) and anisotropic crystal growth of the pellets under the crossed polars with a 
sensitive test plate (b) and (c).
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the glass transition point of 778°C [38]. The 10 mm diameter glass rod was cut to 
form a resonator with a height of 6 mm. The glass pellets were crystallised at tem-
peratures in the range 1200–1470°C/10 and 20 h. The crystallised pellets had two 
problems: deformation by the formation of glass phase and cracking by anisotropic 
crystal growth from the surface (Figure 5(a)) [39]. Figure 5(b) and (c) shows 
photographs taken by a polarising microscope of a thin section of the crystallised 
samples. The needle-like crystals grown from the surface had an orientation with 
c-axis elongation. The microwave dielectric properties of the sample with cracking 
had a wide scattering range of the data [17, 39].

Figure 6(a) shows the volume of indialite/cordierite examined by the Rietveld 
method [40], which is estimated with two phases such as indialite and cordierite. 
Hereabout, the residual % is compared to that of cordierite. At 1200°C, the pre-
cipitated phase of indialite was about 96.7%. The volume of indialite reduced as the 
temperature and to 17.1% (82.9% for cordierite) at 1400°C. Figure 6(b) and (c)  
shows the microwave dielectric properties of indialite/cordierite glass ceramics and 
remarkably high Qf value of more than 200 × 103 GHz at 1300°C/20 h [17]. This is 
much better than the highest Qf value of 100 × 103 GHz obtained by substitution 
with Ni using the conventional solid-state reaction as previously described (Figure 2(b))  
and is feasible for millimetre-wave dielectrics. The Qf values decreased as crystallisa-
tion temperature. In comparison with the amount of indialite as shown in Figure 6(a)  

Figure 4. 
Polymorphism of cordierite: indialite is the high temperature/high symmetry form, and cordierite is the low 
temperature/low symmetry form. In addition, indialite is an intermediate phase during crystallisation from 
glass to cordierite.
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Cracking of crystallised pellets (a) and anisotropic crystal growth of the pellets under the crossed polars with a 
sensitive test plate (b) and (c).
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[39] and its Qf values as shown in Figure 6(b) and (c) [17], it is clear that the 
indialite glass ceramics present a higher Qf than that of cordierite. The εr was the 
lowest among the silicates, about 4.7 as shown in Figure 6(b) and (c), and the TCf 
was −27 ppm/°C as shown in Figure 6(b). Therefore, from these figures, indialite 
shows a higher Qf than cordierite. This TCf value of −27 ppm/°C is better than that 
of other silicates having a low TCf of approximately −60 ppm/°C [39].

2.1.3 Conclusions for indialite/cordierite glass ceramics

• Indialite/cordierite glass ceramics are one of the examples of high symmetry 
bringing a higher Q than ordering by order-disorder transition. Indialite glass 
ceramics with disordered high symmetry have higher Qf properties than 
cordierite with ordered low symmetry.

• Cordierite with substituted Ni for Mg synthesised by solid-state reaction 
exhibited an improved Qf from 40 × 103 to 100 × 103 GHz (Figure 2(b)). 
Rietveld crystal structure analysis showed that the cordierite was transformed 
to indialite [16].

• A novel idea from glass ceramics suggested the fabrication of indialite as an 
intermediate phase. Glass ceramics crystallised at 1200°C were almost com-
pletely indialite at 96.7% with a high Qf of 150 × 103 GHz, and those crystal-
lised at 1400°C were cordierite at 82.9% with a lower Qf of 80 × 103 GHz. 
(Figure 6) [17, 39].

• Indialite/cordierite crystallised from cordierite glass at 1300°C/20 h showed 
good microwave dielectric properties of εr = 4.7, Qf > 200 × 103 GHz and 
TCf = −27 ppm/°C (Figure 6) [17, 39].

2.2  Pseudo tungsten-bronze solid solutions: compositional ordering  
bringing high Q

2.2.1 Introduction

The pseudo tungsten-bronze solid solutions Ba6−3xR8+2xTi18O54 (R = rare earth) 
located on the tie-line of BaTiO3-R2Ti3O9 are shown in Figure 7(a) and have been 
utilised in mobile phones because of their high dielectric constant of 80–90 [20, 21]. 
This solid solution was first reported by Varfolomeev et al. [41], based on Nd and Sm 
systems. The composition ranges 0.0 < < x < < 0.7 for R = Nd and 0.3 < < x < < 0.7 for 

Figure 6. 
Amount of indialite (a) and microwave dielectric properties of crystallised indialite at 1200–1440°C for 10 (b) 
and 20 (c) hours.
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Sm [42] were reported by Ohsato et al. [19] and Negas et al. [43]. The composition 
range of the solid solutions becomes narrower with the decrease in the ionic radius of 
the R-ion, and Ga and Eu form only BaO·R2O3·4TiO2 composition [44].

Figure 7. 
A part of the BaO-R2O3-TiO2 ternary phase diagram with pseudo tungsten-bronze type solid solutions (a).
Oscillation photograph along c-axis of pseudo tungsten-bronze type solid solutions (b). Electron density map 
(Fourier map) of the fundamental structure superimposed on a superstructure framework (c) and TiO6 tilting 
octahedra along the c-axis on the super-lattice (d) deduced from the splitting of oxygen in the fundamental 
structure (c), and the splitting of oxygen atoms based on the tilting of octahedra as shown in left side figure of 
the fundamental lattice (d). Right side schematic figure: super structure produced by tilting octahedral (d).

Figure 8. 
Qf (a), εr (b) and TCf (c) of Sm, Nd, Pr and La system as a function of composition x.
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[39] and its Qf values as shown in Figure 6(b) and (c) [17], it is clear that the 
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lowest among the silicates, about 4.7 as shown in Figure 6(b) and (c), and the TCf 
was −27 ppm/°C as shown in Figure 6(b). Therefore, from these figures, indialite 
shows a higher Qf than cordierite. This TCf value of −27 ppm/°C is better than that 
of other silicates having a low TCf of approximately −60 ppm/°C [39].
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bringing a higher Q than ordering by order-disorder transition. Indialite glass 
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Rietveld crystal structure analysis showed that the cordierite was transformed 
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good microwave dielectric properties of εr = 4.7, Qf > 200 × 103 GHz and 
TCf = −27 ppm/°C (Figure 6) [17, 39].

2.2  Pseudo tungsten-bronze solid solutions: compositional ordering  
bringing high Q
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The pseudo tungsten-bronze solid solutions Ba6−3xR8+2xTi18O54 (R = rare earth) 
located on the tie-line of BaTiO3-R2Ti3O9 are shown in Figure 7(a) and have been 
utilised in mobile phones because of their high dielectric constant of 80–90 [20, 21]. 
This solid solution was first reported by Varfolomeev et al. [41], based on Nd and Sm 
systems. The composition ranges 0.0 < < x < < 0.7 for R = Nd and 0.3 < < x < < 0.7 for 
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Sm [42] were reported by Ohsato et al. [19] and Negas et al. [43]. The composition 
range of the solid solutions becomes narrower with the decrease in the ionic radius of 
the R-ion, and Ga and Eu form only BaO·R2O3·4TiO2 composition [44].

Figure 7. 
A part of the BaO-R2O3-TiO2 ternary phase diagram with pseudo tungsten-bronze type solid solutions (a).
Oscillation photograph along c-axis of pseudo tungsten-bronze type solid solutions (b). Electron density map 
(Fourier map) of the fundamental structure superimposed on a superstructure framework (c) and TiO6 tilting 
octahedra along the c-axis on the super-lattice (d) deduced from the splitting of oxygen in the fundamental 
structure (c), and the splitting of oxygen atoms based on the tilting of octahedra as shown in left side figure of 
the fundamental lattice (d). Right side schematic figure: super structure produced by tilting octahedral (d).

Figure 8. 
Qf (a), εr (b) and TCf (c) of Sm, Nd, Pr and La system as a function of composition x.
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Ohsato et al. and Negas et al. reported the microwave dielectric properties for the 
Sm, Nd, Pr and La systems as a function of composition x as shown in the Figure 8(a) 
[20, 43, 45] and Fukuda et al. reported the Pr system [46]. On the solid solutions, 
the composition with x = 2/3 was found by Ohsato et al. [42], at which the Qf value 
becomes the highest due to the ordering in the rhombic and pentagonal sites. The 
dielectric constants εr and TCf (Figure 8(b) and (c)) are decreased as a function of 
the composition x and are affected by volume and tilting angle of the TiO6 octahedra 
and the polarizabilities of R and Ba ions [20]. The Clausius-Mosotti equation deter-
mined the temperature coefficient of the dielectric constant  TCεr  as a function of the 
ratio of the mean radii (ra/rb) of A- and B-site ions by Valant et al. [47]. Hither, ra/rb 
is connected to the tilting of the TiO6 octahedra. In this study, on the system without 
order-disorder phase transition that is without symmetry change, it is discussed that 
the ordering especially compositional ordering brings high Qf.

2.2.2 Crystal structure of pseudo tungsten-bronze solid solutions

2.2.2.1 Structure

The crystal structure of the pseudo tungsten-bronze Ba6−3xR8+2xTi18O54 (R = rare 
earth) solid solutions [48–51] includes the perovskite blocks of 2 × 2 unit cells with 
rhombic (A1) sites and pentagonal (A2) sites, as shown in Figure 9, which are 
named after the tetragonal tungsten-bronze structure with 1 × 1 perovskite blocks 
and pentagonal sites [20, 48, 50]. On this compound, two large sites including Ba- 
and R-ions are placed such as A1 and A2. The Ba-ions engaged on the pentagonal 
A2-sites and R-ions A1-sites on the perovskite blocks. Two more sites, B and C are 
positioned on the tungsten-bronze crystal structure. The B-site is the same as the 
TiO6 octahedral place in the perovskite, and the C-site is a triangular site which 
is usually empty. This crystal structure of this compound has a special relation-
ship with the perovskite structure. If the two ions are the same size, the structure 
will change to perovskite with only an A1-site owing to the combination of the 

Figure 9. 
Crystal structure of the pseudo tungsten-bronze solid solutions. Rhombic (A1) sites located in 2 × 2 unit cells of 
perovskite blocks, and pentagonal (A2) and trigonal sites (C).
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pentagonal A2-site and the trigonal C-sites [20, 52]. The crystal data are as follows: 
orthorhombic crystal system of space group Pbnm (No. 62), point group mmm and 
lattice parameters a = 12.13, b = 22.27, c = 7.64 Å, Z = 2 and Dx = 5.91 g/cm3.

2.2.2.2 Tilting

The structure has a super lattice along the c-axis with a double lattice of 
perovskite as shown in Figure 7(b) of an oscillation photograph with super diffrac-
tion lines [53, 54]. The crystal data of the fundamental lattice are as follows: ortho-
rhombic crystal system of space group Pbam (No. 55), point group mmm and lattice 
parameters a = 12.13, b = 22.27, c = 3.82 Å, Z = 1 and Dx = 5.91 g/cm3. The super 
lattice is depending on the tilting of TiO6 octahedra as shown in Figure 7(d). The 
tilting was endowed in the density map (Figure 7(c)) which is of the fundamental 
lattice superimposed on a superstructure framework. The top oxygen ions (O(1), 
O(4), O(6), O(8) and O(14)) of octahedra are separated into two along the c-axis. 
The left figure of Figure 7(d) shows the reason for splitting of the top oxygen [20]. 
However, this super lattice is not depending on the order-disorder phase transition 
as complex perovskite as explained at 2.3 section. The tilting of octahedra might be 
depending on the size of A-ion in the perovskite block.

2.2.2.3 Compositional ordering

The chemical formula of the solid solutions is Ba6−3xR8+2xTi18O54, and the struc-
tural formula is [Ba4]A2[Ba2−3xR8+2x]A1Ti18O54. Here, the amount of Ba in the A1-sites 
becomes zero (2 − 3x = 0), that is, x = 2/3. This composition is special as the fol-
lowing sentence: the structural formula is [Ba4]A2[R8+4/3]A1Ti18O54 which is occupied 
separately by Ba in A2 and by R in A1 as shown in Figure 10(b). This special 
composition is called “compositional ordering” [20, 21, 42].

2.2.3 Microwave dielectric properties of pseudo tungsten-bronze solid solutions

Figure 8 shows the microwave dielectric properties of the solid solutions as a 
function of composition x of Ba6−3xR8+2xTi18O54 [20, 21, 42]. The quality factor (Qf) 
changes nonlinearly and has the highest value at particular point x = 2/3 with com-
positional ordering specified above [55]. The highest Qf value might be depending 
on the internal strain. Figure 11(a) confers internal strain η obtained from the slope 
of equation βcosθ = r/t + 2ηsinθ. The internal strain η of the special point x = 2/3 is 
the lowest with the compositional ordering as a function of composition x as shown 

Figure 10. 
Structure of disordering (a), compositional ordering (b) and defects in A2-sites (c), depending on the x values 
of Ba6−3xR8+2xTi18O54.
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pentagonal A2-site and the trigonal C-sites [20, 52]. The crystal data are as follows: 
orthorhombic crystal system of space group Pbnm (No. 62), point group mmm and 
lattice parameters a = 12.13, b = 22.27, c = 7.64 Å, Z = 2 and Dx = 5.91 g/cm3.

2.2.2.2 Tilting

The structure has a super lattice along the c-axis with a double lattice of 
perovskite as shown in Figure 7(b) of an oscillation photograph with super diffrac-
tion lines [53, 54]. The crystal data of the fundamental lattice are as follows: ortho-
rhombic crystal system of space group Pbam (No. 55), point group mmm and lattice 
parameters a = 12.13, b = 22.27, c = 3.82 Å, Z = 1 and Dx = 5.91 g/cm3. The super 
lattice is depending on the tilting of TiO6 octahedra as shown in Figure 7(d). The 
tilting was endowed in the density map (Figure 7(c)) which is of the fundamental 
lattice superimposed on a superstructure framework. The top oxygen ions (O(1), 
O(4), O(6), O(8) and O(14)) of octahedra are separated into two along the c-axis. 
The left figure of Figure 7(d) shows the reason for splitting of the top oxygen [20]. 
However, this super lattice is not depending on the order-disorder phase transition 
as complex perovskite as explained at 2.3 section. The tilting of octahedra might be 
depending on the size of A-ion in the perovskite block.

2.2.2.3 Compositional ordering

The chemical formula of the solid solutions is Ba6−3xR8+2xTi18O54, and the struc-
tural formula is [Ba4]A2[Ba2−3xR8+2x]A1Ti18O54. Here, the amount of Ba in the A1-sites 
becomes zero (2 − 3x = 0), that is, x = 2/3. This composition is special as the fol-
lowing sentence: the structural formula is [Ba4]A2[R8+4/3]A1Ti18O54 which is occupied 
separately by Ba in A2 and by R in A1 as shown in Figure 10(b). This special 
composition is called “compositional ordering” [20, 21, 42].

2.2.3 Microwave dielectric properties of pseudo tungsten-bronze solid solutions

Figure 8 shows the microwave dielectric properties of the solid solutions as a 
function of composition x of Ba6−3xR8+2xTi18O54 [20, 21, 42]. The quality factor (Qf) 
changes nonlinearly and has the highest value at particular point x = 2/3 with com-
positional ordering specified above [55]. The highest Qf value might be depending 
on the internal strain. Figure 11(a) confers internal strain η obtained from the slope 
of equation βcosθ = r/t + 2ηsinθ. The internal strain η of the special point x = 2/3 is 
the lowest with the compositional ordering as a function of composition x as shown 

Figure 10. 
Structure of disordering (a), compositional ordering (b) and defects in A2-sites (c), depending on the x values 
of Ba6−3xR8+2xTi18O54.
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in Figure 11(b). The internal strain comes from the fluctuation of d-spacing of the 
lattice broadening the full width at half maximum (FWHM) [20, 21, 56].

The Qf value at the special point x = 2/3 shows the highest of 10.5 × 103 GHz in the 
Sm system, 10.0 × 103 GHz in the Nd system and 2.0 × 103 GHz in the La system as 
depicted in Figure 8(a) [20, 21, 56]. The Qf values reducing in the order of Sm, Nd, 
Pr and La are depending on the ionic radius relating size difference between Ba and R 
[57], and that of La is deviating from the Qf line through the Sm, Nd and Pr as shown 
in Figure 12. If the sizes are similar, the crystal structure should become perovskite 
structure. In the case of Sm, the difference is maximum which introduces the stability 
of the crystal structure. The size of La ion is similar to Ba, so the structure might be 
unstable to be low Qf.

2.2.4 Symmetry and ordering for Q

On the microwave dielectrics, high Q has been brought by a high potential mate-
rial, which has an over-well-proportional rigid crystal structure with symmetry 

Figure 12. 
Microwave dielectric properties as a function of ionic radius of R ion.

Figure 11. 
Internal strain η values obtained from the slope of equation βcosθ = r/t + 2ηsinθ as a function of sinθ for x = 0.3, 
0.5, 2/3 and 0.7 (a) and strain η (d-spacing) as a function of composition x (b).
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[11–13]. That is, the structure should be without electric defects, nondistortion and 
strain. Complex perovskites were described later, it is believed that ordering by long 
time sintering brings high Q, but we are pointing out symmetry is the predominant 
factor [14, 15]. In the case of indialite/cordierite, indialite with high symmetry 
shows higher Q than cordierite with ordering [17, 18, 39]. This case has an order-
disorder phase transition. On the other hand, in the case of pseudo tungsten-bronze 
solid solutions which has no phase transition, one of ordering that is the composi-
tional ordering brings high Q [20, 21]. In the case of no symmetry change, ordering 
is predominant.

2.2.5 Conclusions for pseudo tungsten-bronze

• The pseudo tungsten-bronze solid solutions have been used for mobile phones 
for miniaturisation based on their high Qf and high εr.

• The compound has a unique point of x = 2/3 on the Ba6−3xR8+2xTi18O54 chemical 
formula which shows the highest Qf value.

• The special point of x = 2/3 on the structural formula of 
[Ba4]A2[Ba2−3xR8+2x]A1Ti18O54 is the composition at which Ba-ions disappear on 
the A1-sites because 2 − 3x = 0. That is the point of compositional ordering.

• The compositional ordering brings high Q by maintaining the stability of the 
crystal structure.

2.3 Complex perovskites

There are many kinds of complex perovskites such as 1:1, 1:2 and 1:3 type in 
B-site and 1:1 type in A-sites [21]. In this chapter, 1:2 type complex perovskite 
compounds A2+(B2+

1/3B5+
2/3)O3 are presented such as Ba(Zn1/3Ta2/3)O3 (BZT), 

Ba(Mg1/3Ta2/3)O3 (BMT) and Ba(Zn1/3Nb2/3)O3 (BZN). These complex perovskite 
compounds have order-disorder phase transitions (Figure 13(a) and (b)) [58]. 
The ordered phase that appears at low temperatures is a trigonal (rhombohedral) 
structure of space group P   ̄  3  m1 (No. 164), and the disordered phase appearing at 
high temperatures is a high symmetry cubic structure of Pm   ̄  3  m (No. 221), as shown 

Figure 13. 
Complex perovskite crystal structure composed by Mg/TaO6 octahedra located between BaO3 closed packing 
layer, showing relationship between cubic and trigonal crystal lattice. Perspective figure (a) and (110) plane (b).
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in Figure 13 [21]. In the ordered form of BMT, Mg2+ and Ta5+-ions located among 
the adjacent packing layers of BaO3 are ordering as -Mg-Ta-Ta-Mg-Ta-Ta-Mg-, as 
shown in Figure 13. On the other hand, in the disordered form, Mg2+ and Ta5+-ions 
occupy B-sites statistically.

2.3.1 Introduction

Kawashima et al. [14] presented that ordering brings a high Q based on BMT 
with long duration sintering, which showed high Qf and ordering. This has previ-
ously been believed to be the case because long duration sintering samples generally 
show high Qf and ordering. However, some examples have arisen that contradict 
this relation, such as BMT-Ba(Co1/3Ta2/3)O3 [59], BMT-BaZrO3 [60], BMT-BaSnO3 
[61] and BZT-(SrBa)(Ga1/2Ta1/2)O3 [62]. Koga et al. [23–26] presented the relation-
ship between high Qf and the ordering ratio as determined by the Rietveld method, 
the high Qf samples with disordered structure synthesised by spark plasma sin-
tering (SPS) [63] and the effects of annealing of disordered BZN with an order-
disorder transition point of 1350°C [26]. HRTEM and Rietveld studies confirmed 
the ordering and disordering of BZN samples [64]. Partial ternary phase diagrams 
such as BaO-ZnO-Ta2O5, BaO-MgO-Ta2O5 and BaO-ZnO-Nb2O5 were studied on the 
composition with high Qf that deviated from the stoichiometric composition of 
BZT/BMT/BZN by Kugimiya et al. [22, 27], Koga et al. [24, 26] and Kolodiazhnyi 
[29]. Kugimiya pointed out that the solid solutions with high density and high Qf 
located on the tie-line BMT-Ba5Ta4O15, which have completed the ideal chemical 
formula without oxygen defects. It is one of the conditions for high Q that the high 
compositional density brings high Qf.

2.3.2 Origin of high Q for microwave complex perovskite

In this section, it is explained that ordering has no relation with Qf based on the 
following three sets presented by Koga et al. [23, 25, 26, 63].

2.3.2.1 Ordering ratio and Qf

The ordering of BZT was observed on the samples with high Qf sintered at 
1350°C [23] over 80 h. Figure 14 presents the XRPD patterns (a) with super lat-
tice lines (asterisked), and the high angle diffraction patterns (b) which depicts 
splitting of 420 cubic diffraction peak into two peaks, namely 226 and 422 in the 
trigonal system. These data are consistent with the report by Kawashima et al. [14].

Koga et al. investigated the amount of BZT ceramic as ordering ratio by the 
Rietveld method [23], which is shown in Figure 15(a). The ordering ratio saturates 
at about 80%, but the Qf values increase up to 100 × 103 GHz. This shows that the 
effect of ordering on the Qf is not so significant. However, the Qf values are affected 
by density and grain size as shown in Figure 15(b) and (c), respectively [15, 23].

2.3.2.2 BZN with a clear order-disorder transition

Many complex perovskites such as BMT and BZT have the order-disorder phase 
transition at high temperature, and the order-disorder transition is not so clear. On 
the other hand, BZN shows clearly the phase transition at lower temperature 1350°C 
[26]. Figure 16(a) shows Qf as a function of sintering temperature. Under the 
transition temperature such as 1200 and 1300°C, the sintered samples show order 
with under 50 × 103 GHz of Qf. Moreover, at 1400°C, higher than the transition 
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temperature, the Qf values increased to 90 × 103 GHz with disordering structure. 
This shows that the high symmetry form with disorder performs higher Qf than 
ordering form. Moreover, the sample annealed at 1200°C/100 h transformed to 
order form, but the Qf value did not improve and slightly decreased. Grain size and 

Figure 14. 
XRPD patterns of BZT ceramics with different sintering times at 1350°C (a), here, asterisks are super lattice 
diffractions, and Magnified XRPD patterns around 2θ = 115° in which 420 diffraction peak split to 226 and 
422(b).

Figure 15. 
The Qf as functions of ordering ratio (a), density (b) and grain size (c) of BZT ceramics.

Figure 16. 
Qf (a), grain size (b) and density (c) as a function of sintering temperature of BZN ceramics.
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densities as shown in Figure 16(b) and (c) also increased as the sintering tempera-
ture from 1200 to 1400°C [15, 26]. As if the sample sintered at 1400°C annealed at 
1200°C/100 h, the grain size and densities were not changed. Because of annealing, 
the slight decrease in Qf might be a result of the low symmetry that accompanies 
order. On the contrary, Wu et al. [65] presented annealing of BZN at 1300°C brings 
high Qf with ordering. The annealing temperature is high enough for sintering, so 
sintering was proceeded with ordering the same as Kawashima’s results [14].

The BZN samples A and B are also studied by XRPD and HRTEM, which sintered 
at 1400°C/100 h above the order-disorder phase transition point and subsequently 
annealed at 1200°C/100 h below the transition point, respectively [26, 64]. The two 
samples were identified by conventional XRPD as shown in Figure 17(a). As the super 
lattice lines are not clear, the high angle XRPD patterns around 2θ~115° were measured 
(Figure 17(b)). On the XRPD pattern, the sample A shows a single peak of the 420 
diffraction, so it was confirmed as disorder phase. On the other hand, the sample B 
shows the peak splitting of 422 and 226 depending ordering. These results are compa-
rable with Koga’s data [23]. These two samples were analysed by the Rietveld method.

HRTEM figures as shown in Figure 18 for most area of sample A (Figure 18(a)) and B  
(Figure 18(c)) are disordered and ordered area along the [111]c direction, respectively. 
A fast Fourier transform (FFT) image is inserted in Figure 18(a) of a disordered area 
without further reflections along the [111]c direction and in Figure 18(c) of a ordered 
area with additional two reflection points for super lattice. In the both sample A and B, 
mixed area of disordered and ordered area existed in Figure 18(b), and in the sample B, 
ordered area showing twin-related anti-phase domain boundary also existed as shown 
in Figure 18(d). The FFT image of twin area shows superimposed of ordered diffrac-
tions with four additional points.

Figure 19 depicts the high-resolution XRPD pattern of sample A and B using syn-
chrotron radiation [64]. The super lattice diffraction 100 t peaks (reciprocal lattice 
plane 100 in the trigonal crystal system) are observed in both samples. The diffrac-
tion intensity of sample A is lower than that of sample B. These super lattice diffrac-
tion intensity peaks are comparable with the ordering ratios, that is the sample A and 
B have the value of 27.6 and 54.2%, respectively, obtained by the Rietveld method. 
Although the degree of ordering of sample B is large compared to that of sample A, it 
was assumed about 80% ordering for a whole sample, as in the case of BZT [23].

Figure 17. 
XRPD patterns for BZN ceramics sintered at 1400°C (sample A) and annealed at 1200°C (sample B) (a)  and  
magnified high angle XRPD patterns around 2θ~115° (b).
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Figure 18. 
HRTEM images of sample A and B with FFT image along the [111]c direction: disordered area in sample A 
(a), mixed area of disordered and ordered area in sample A (b), ordered area in sample B (c) and twin related 
anti-phase domain boundary in sample B (d).

Figure 19. 
High-resolution synchrotron XRPD patterns (λ = 0.82718 Å) for sample A and B with super lattice peak 100t. 
Here, subscript t is trigonal, and c is cubic.



Electromagnetic Materials and Devices

16

densities as shown in Figure 16(b) and (c) also increased as the sintering tempera-
ture from 1200 to 1400°C [15, 26]. As if the sample sintered at 1400°C annealed at 
1200°C/100 h, the grain size and densities were not changed. Because of annealing, 
the slight decrease in Qf might be a result of the low symmetry that accompanies 
order. On the contrary, Wu et al. [65] presented annealing of BZN at 1300°C brings 
high Qf with ordering. The annealing temperature is high enough for sintering, so 
sintering was proceeded with ordering the same as Kawashima’s results [14].

The BZN samples A and B are also studied by XRPD and HRTEM, which sintered 
at 1400°C/100 h above the order-disorder phase transition point and subsequently 
annealed at 1200°C/100 h below the transition point, respectively [26, 64]. The two 
samples were identified by conventional XRPD as shown in Figure 17(a). As the super 
lattice lines are not clear, the high angle XRPD patterns around 2θ~115° were measured 
(Figure 17(b)). On the XRPD pattern, the sample A shows a single peak of the 420 
diffraction, so it was confirmed as disorder phase. On the other hand, the sample B 
shows the peak splitting of 422 and 226 depending ordering. These results are compa-
rable with Koga’s data [23]. These two samples were analysed by the Rietveld method.

HRTEM figures as shown in Figure 18 for most area of sample A (Figure 18(a)) and B  
(Figure 18(c)) are disordered and ordered area along the [111]c direction, respectively. 
A fast Fourier transform (FFT) image is inserted in Figure 18(a) of a disordered area 
without further reflections along the [111]c direction and in Figure 18(c) of a ordered 
area with additional two reflection points for super lattice. In the both sample A and B, 
mixed area of disordered and ordered area existed in Figure 18(b), and in the sample B, 
ordered area showing twin-related anti-phase domain boundary also existed as shown 
in Figure 18(d). The FFT image of twin area shows superimposed of ordered diffrac-
tions with four additional points.

Figure 19 depicts the high-resolution XRPD pattern of sample A and B using syn-
chrotron radiation [64]. The super lattice diffraction 100 t peaks (reciprocal lattice 
plane 100 in the trigonal crystal system) are observed in both samples. The diffrac-
tion intensity of sample A is lower than that of sample B. These super lattice diffrac-
tion intensity peaks are comparable with the ordering ratios, that is the sample A and 
B have the value of 27.6 and 54.2%, respectively, obtained by the Rietveld method. 
Although the degree of ordering of sample B is large compared to that of sample A, it 
was assumed about 80% ordering for a whole sample, as in the case of BZT [23].

Figure 17. 
XRPD patterns for BZN ceramics sintered at 1400°C (sample A) and annealed at 1200°C (sample B) (a)  and  
magnified high angle XRPD patterns around 2θ~115° (b).

17

Dielectric Losses of Microwave Ceramics Based on Crystal Structure
DOI: http://dx.doi.org/10.5772/intechopen.82483

Figure 18. 
HRTEM images of sample A and B with FFT image along the [111]c direction: disordered area in sample A 
(a), mixed area of disordered and ordered area in sample A (b), ordered area in sample B (c) and twin related 
anti-phase domain boundary in sample B (d).

Figure 19. 
High-resolution synchrotron XRPD patterns (λ = 0.82718 Å) for sample A and B with super lattice peak 100t. 
Here, subscript t is trigonal, and c is cubic.



Electromagnetic Materials and Devices

18

It is revealed that the degree of ordering increased from 27.6 to 54.2% due to the 
annealing. However, the Qf values, grain size and the density have no influence on 
the degree of ordering (Figure 16). While the disordered area of sample A (sintered 
above the transitional temperature) changes to the low-temperature phase with 
ordering by the annealing, the Qf values were expected to be increased. However, 
the Qf values changed only somewhat from 95.7 × 103 GHz to 95.0 × 103 GHz [64]. 
The effect of ordering is not acceptable to change the Qf value considerably.

2.3.2.3 BZT with disordering leaded high Qf by SPS

The ordered and disordered BZT ceramics can be achieved by varying the sinter-
ing duration in the conventional solid-state reaction (SSR). A high density and high 
Q ceramics of ordered BZT were obtained by SSR with a long sintering time of over 
80 h, while the disordered BZT was not possible to fabricate by using SSR. Koga 
et al. [63] reported the high density disordered BZT ceramics for a short sintering 
time of 5 mins by using spark plasma sintering (SPS). Figure 20(a) presents the 
Qf as a function of the densities of BZT fabricated using SSR and SPS [15, 63]. The 
fabricated SPS samples were shown to be disordered cubic type of perovskite as 
depicted in the XRPD pattern (Figure 20(b)) with a peak of 420 reflection in com-
pared with the ordered trigonal type with peaks separations of 422 and 226 when 
sintered using SSR (1400°C 100 h). The ceramics were sintered at the temperature 
between 1150 and 1300°C under 30 Mpa pressure [63].

This may result in the disordered BZT with a high density of 7.62 g/cm3, which is 
approximately 20% higher than that of low-density samples of 5.0–6.0 g/cm3 syn-
thesized by conventional SSR. The full width at half maximum (FWHM) of the 420 
peak became narrower with an increase in the temperature from 1100 to 1300°C 
(Figure 20(b)) indicates that the degree of crystallisation of the disordered cubic 
phase is improved without the need for conversion to the ordered trigonal phase. 
Regardless of the method of synthesis, Qf is strongly dependent on density, and Qf 
values were improved with increasing density. The dense disordered BZT ceramics 
synthesized by SPS showed a significantly high Qf (= 53.4 × 103 GHz) comparable 
to that of the ordered BZT with the same density (= ca. 7.5 g/cm3) synthesized by 
SSR. The crystallisation with densification of BZT ceramics should play a more 
critical role in the improvement of the Q factor in the BZT system rather than the 
structural ordering.

Figure 20. 
Qf of BZT by solid-state reaction (SSR) and spark plasma sintering (SPS) as a function of density, Disordered 
BZT by SPS shows high Qf (a). Nonsplitting XRPD patterns around 420 diffraction of BZT sintering by SPS 
with different sintering temperatures compared with ordered sample by SSR with splitting pattern (b).
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2.3.3  Deviated compositions with high Qf from stoichiometric complex perovskite 
composition

In a BaO-Mg/ZnO-Ta2O5 partial ternary ceramic (BMT/BZT system), complex 
perovskite such as BMT and BZT are forming solid solutions, and the Qf values 
varied intrinsically based on the crystal structure in the solid solutions depending 
on the density and defects. In this section, the crystal structure and properties on 
the varied compositions from the stoichiometric complex perovskite composition 
are reviewed for high Qf research.
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research

Kugimiya [22, 27] presented the highest Qf composition with intrinsic compo-
sitional density on the Ta and Ba rich side near the BMT-Ba5Ta4O15 tie-line in a BaO-
MgO-TaO5/2 partial system (BMT system), as shown in Figure 21. He presented 
three areas divided by the following two lines as shown in Table 1 and Figure 21.

  𝛼𝛼 = 5𝛾𝛾 / 4  (3)

  𝛼𝛼 = 𝛾𝛾 / 2  (4)

Here, α and γ are as written in the formula αBaO·γTaO5/2. On the α = 5γ/4 line, 
Ba1 + α(Mg1/3Ta2/3 + 4α/5Vα/5)O3+3α solid solutions are formed as the ideal compositions 
without vacancies in the A- and O-sites. In the B-site, the vacancy is neutralized and 
without charge.

In Figure 21, the composition with intrinsic compositional high density shows 
the highest Q of 50.0 × 103 on the tie-line between BMT and Ba5Ta4O15 (𝛼𝛼 = 5𝛾𝛾/4). 
The contour lines in Figure 21 show Q values from 2.0 × 103 in the outer area to 
25.0 × 103 in the centre. The contour is elongated parallel to the Q max line as 
drawn in Figure 21, and it changes steeply on the perpendicular to this line. So, 
the compositions without oxygen vacancy and with neutralised charge vacancies 

Figure 21. 
BaO-MgO-TaO5/2 partial system (BMT system).
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Qf as a function of the densities of BZT fabricated using SSR and SPS [15, 63]. The 
fabricated SPS samples were shown to be disordered cubic type of perovskite as 
depicted in the XRPD pattern (Figure 20(b)) with a peak of 420 reflection in com-
pared with the ordered trigonal type with peaks separations of 422 and 226 when 
sintered using SSR (1400°C 100 h). The ceramics were sintered at the temperature 
between 1150 and 1300°C under 30 Mpa pressure [63].

This may result in the disordered BZT with a high density of 7.62 g/cm3, which is 
approximately 20% higher than that of low-density samples of 5.0–6.0 g/cm3 syn-
thesized by conventional SSR. The full width at half maximum (FWHM) of the 420 
peak became narrower with an increase in the temperature from 1100 to 1300°C 
(Figure 20(b)) indicates that the degree of crystallisation of the disordered cubic 
phase is improved without the need for conversion to the ordered trigonal phase. 
Regardless of the method of synthesis, Qf is strongly dependent on density, and Qf 
values were improved with increasing density. The dense disordered BZT ceramics 
synthesized by SPS showed a significantly high Qf (= 53.4 × 103 GHz) comparable 
to that of the ordered BZT with the same density (= ca. 7.5 g/cm3) synthesized by 
SSR. The crystallisation with densification of BZT ceramics should play a more 
critical role in the improvement of the Q factor in the BZT system rather than the 
structural ordering.

Figure 20. 
Qf of BZT by solid-state reaction (SSR) and spark plasma sintering (SPS) as a function of density, Disordered 
BZT by SPS shows high Qf (a). Nonsplitting XRPD patterns around 420 diffraction of BZT sintering by SPS 
with different sintering temperatures compared with ordered sample by SSR with splitting pattern (b).
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are ideal for microwave dielectrics, and the density is high due to the partial 
substitution of Ta in the site of Mg, which is denoted as intrinsic compositional 
density [28]. Other regions have some defects degrading the Qf values, which 
were explained on the references [21, 22, 27, 28].

2.3.3.2 Phase conditions in the vicinity of BZT by Koga’s research

Koga et al. [24, 25] showed the highest Qf composition shifted from the stoi-
chiometric BZT composition. The ordering ratio of the deviated composition was 
not higher than that of the stoichiometric composition, which was calculated by the 
Rietveld method. These results were presented by the study of the phase relations in the 
vicinity of BZT in the BaO-ZnO-Ta2O5 ternary system, as shown in Figure 22 [24, 25]. 
These samples were sintered at 1400°C/100 h as reported in Koga’s paper. These diffrac-
tion patterns fit the Rietveld method well [23, 24]. Ordering ratios obtained are shown 
in Figure 23(a). Three areas in the vicinity of BZT are presented as shown in Figure 22. 
1st one (I) is ordering area with BZT single phase, the 2nd one (II) is ordering area with 
secondary phase and 3rd one (III) is disordering area with BZT single phase.

The first area (I) is characterised as a BZT single phase with an ordered struc-
ture and a high Qf. The varied compositions E and K have high Qf values about 
50% higher than that of the stoichiometric BZT composition A. The ordering 
ratios at E and K are lower than that of stoichiometric BZT at A, but the density 
at E is the same as that of A [25]. The second (II) is composed by an ordered BZT 

α Chemical formula Vacancy

α > 5γ/4 Ba1+α(Mg1/3Ta2/3+γVα −γ)O3+α+5γ/2 V2α −5γ/2 A: fill, B, O: vacancy

α = 5γ/4 Ba1+α(Mg1/3Ta2/3+4α/5Vα/5)O3+3α A, O: fill, B: vacancy

5γ/4 > α > γ/2 Ba1+αV5γ/6 −2α/3(Mg1/3Ta2/3+γ Vα/3−γ/6) O3+α+5γ/2 A, B: vacancy, O: fill

α = γ/2 Ba1+αVα(Mg1/3Ta2/3+γ)O3+6α A: vacancy, B, O: fill

α < γ/2 Ba1+αVγ−α(Mg1/3Ta2/3+γ)O3+α+5γ/2 Vγ/2−α A, O: vacancy, B: fill

Table 1. 
The chemical formula for three areas divided by two lines: α = 5γ/4 and α = γ/2, here, α and γ are in 
BaαTaγOα+5γ/2 and vacancies on the A-, B- and O-sites [22].

Figure 22. 
Phase relations in the vicinity of BZT in the BaO-ZnO-Ta2O5 ternary system.
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accompanied by a secondary phase BaTa2O6 with a specific amount of Zn deter-
mined by X-ray microanalyser (XMA). The ordering ratio in this area is high at 
about 70–80% (Figure 23(a)). Although the structure is ordered, the Qf values 
decrease in the order of A-N-O-P from stoichiometric BZT (Figure 23(b)). The 
ordered BZT with the secondary phase is located on the Ta2O5 rich side as a eutectic 
phase diagram system. The third (III) with a disordered single phase shows low Qf 
and low density (Figure 23(c)). The low density comes from the numerous pores.

2.3.3.3 Phase conditions in the vicinity of BZT by Kolodiazhnyi’s research

Kolodiazhnyi [29] also found the highest Qf of 330 × 103–340 × 103 GHz posi-
tions deviated from the stoichiometric BMT composition which is located in the 
BMT-Ba5Ta4O15-Ba3Ta2O8 compositional triangle (CT) as shown in Figure 24. The 
positions located in the single-phase BMT, which was indicated by green line.  
The position is close to the BMT-Ba5Ta4O15 tie-line. A to H eight CTs are formed by 
BMT and five stable compounds, such as Ba5Ta4O15, MgO, BaO, Ba9MgTa14O45 and 
Mg4Ta2O9, and three metastable compounds, Ba6Ta2O11, Ba4Ta2O9 and Ba3Ta2O8. In 
A, B and C-CTs, although the samples demonstrated high density and a high degree 

Figure 23. 
Ordering ratio (a), Qf (b) and density (c) as a function of composition deviation from stoichiometric BZT.

Figure 24. 
Part of the BaO-MgO-Ta2O5 phase diagram in the vicinity of BMT divided into eight CTs. Small black dots 
indicate the target samples. Green line indicates an approximate boundary of the single-phase BMT.
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Figure 22. 
Phase relations in the vicinity of BZT in the BaO-ZnO-Ta2O5 ternary system.
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of order, they showed low Qf values, attributed to the possible presence of the 
Ba9MgTa14O45 second phase. Moreover, in D, E and F-CTs, as the samples were very 
low density, no electromagnetic resonance peaks were detected.

2.3.3.4 Koga’s and Kolodiazhnyi’s data comprehended in Kugimiya’s data

Koga’s data [24] and Kolodiazhnyi’s [29] data are comparable with Kugimiya’s 
BMT data [22]. The area (I) and the H-CT with the highest Qf as shown in 
Figures 22 and 24, respectively, are located on the opposite side of Kugimiya’s 
data against the BMT-Ba5Ta4O15 tie-line (Figure 21). These compositions will 
be comparable with that of the ideal crystal structure Ba1+α(Mg1/3Ta2/3+4α/5Vα/5)
O3+3α, as stated before in section (2.3.3.1) [22]. The formula is rewritten as 
Ba(Mg1/3−α/3Ta2/3+2α/15Vα/5)O3 solid solutions on the tie-line BMT-Ba5Ta4O15. The 
crystal structure in the composition region is ideal, without defects, and with an 
intrinsic high compositional density as described above. Surendran et al. [66] also 
reported a composition with high Qf deviated from stoichiometric BMT reviewed in 
detail in Intech Open Access Book [21].

2.3.4 Conclusions: important points concerning complex perovskites

• Ordering brings high Qf in the complex perovskite because of the long dura-
tion sintering. This situation has been bereaved for a long time. However, many 
examples contradicting this relation were presented.

• Koga et al. presented that Qf values of BZT did not depend on the ordering, 
preferably depending on the density and grain size.

• BZN with an order-disorder transition point at 1350°C (sample A) showed 
high Qf in the high-temperature disordered form. Moreover, annealing of the 
disordered sample B brings the ordered form, but the Qf does not improve. The 
both samples are analysed by the Rietveld method and HRTEM. The HRTEM 
presented the order form, disorder form and anti-phase domain by the FFT.

• Disordered samples with high density could not be synthesised by the solid-
state reaction, but could be by SPS. The samples with disordered structure 
showed high Q. The ordering phenomenon is the only barometer of sintering 
in the solid-state reaction.

• Compositions deviated from stoichiometric complex perovskites such as 
BZT and BMT showed higher Qf and lower ordering than the stoichiometric 
composition. Based on these points, the ordering is not the reason for high Qf, 
and it is the only barometer of sintering.

• Intrinsic compositional density brings high Qf. On the BMT-Ba5Ta4O15 tie-
line, solid solutions are formed by the substitution Ta for Mg, which include 
high Qf compositions. The chemical composition with the highest Qf is 
Ba1+α(Mg1/3Ta2/3+4α/5Vα/5)O3+3α, which is an ideal solid solutions without oxygen 
defects and neutralised vacancies (Table 1).

• Compositions deviated from stoichiometric BMT/BZT towards BaO and the 
Ta2O5 rich areas showing high Qf, as presented by Koga et al. [24], Kolodiazhny 
[29] and Surendran et al. [64], are comparable with intrinsic compositional 
density with high Qf as presented by Kugimiya [22].
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3. Conclusions

The microwave dielectrics are the perfect, ideal and well-proportional crystal 
structures for low dielectric losses. Most of them belong to paraelectrics with inver-
sion symmetry i and showing high symmetry and nondefects. In this chapter, the 
effects of ordering and symmetry were presented as follows: there are two types of 
ordering conditions. One is a case of nonphase transition such as pseudo tungsten-
bronze solid solutions. These compounds show compositional ordering at a unique 
point of x = 2/3 on the Ba6−3xR8+2xTi18O54 system, which shows the highest Qf without 
degradation of crystal symmetry. The other is a case of order-disorder phase transi-
tion such as indialite/cordierite. Indialite with a disordered structure and a high 
symmetry of 6/mmm point group has a higher Qf than cordierite with an ordered 
structure and low symmetry of mmm point group. It is clarified that the effect of 
high symmetry is predominant for high Qf. In the case of complex perovskite, a long 
sintering time of more than 80 h brings a high Qf accompanying ordering. It was 
clarified that the ordering is not necessary for high Qf and only a barometer of sinter-
ing in the solid-state reaction. Moreover, compositions deviated from stoichiometric 
complex perovskite showed higher Qf than the stoichiometric composition which has 
substituted Ta-ions for Mg/Zn-ions. The substitution brings a high density that is the 
compositional density. It was clarified that high compositional density brings high Qf.
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Abstract

High-temperature microwave-absorbing materials are in great demand in mili-
tary and aerospace vehicles. The high-temperature dielectric behavior of multilayer 
Cf/Si3N4 composites fabricated by gelcasting has been intensively investigated at 
temperature coverage up to 800°C in the X-band (8.2–12.4 GHz). Experimental 
results show that the permittivity of Si3N4 matrix exhibits excellent thermo-stability 
with temperature coefficient lower than 10−3°C−1. Taking temperature-dependent 
polarized bound charge and damping coefficient into consideration, a revised 
dielectric relaxation model with Lorentz correction for Si3N4 ceramics has been 
established and validated by experimental results. Besides, a general model with 
respect to permittivity as a function of temperature and frequency has been 
established with the help of nonlinear numerical analysis to reveal mechanisms of 
temperature-dependent dielectric responses in Cf/Si3N4 composites. Temperature-
dependent permittivity has been demonstrated to be well distributed on circular 
arcs with centers actually kept around the real (  ε   ′  ) axis in the Cole-Cole plane. 
Furthermore, space charge polarization and relaxation are discussed. These find-
ings point to important guidelines to reveal the mechanism of dielectric behavior 
for carbon fiber functionalized composites including but not limited to Cf/Si3N4 
composites at high temperatures, and pave the way for the development of high-
temperature radar absorbing materials.

Keywords: high temperature, microwave-absorbing material, dielectric, relaxation

1. Introduction

Wireless electronic devices and communication instruments have found wide 
application in our daily life. Their efficient operation depends strongly on transmis-
sion behavior of alternating electromagnetic wave with frequency ranging from 
kilohertz (KHz) to gigahertz (GHz), and vice versa, are very sensitive to interfer-
ence from external electromagnetic wave. Driven by the demand for both adequate 
interference rejection and controlled radiation, more and more efforts have been 
devoted to high-performance electromagnetic compatibility/interference (EMC/
EMI) materials. As we all know, the propagation behavior of electromagnetic wave 
when encountering a material could be divided into three types in principle: reflec-
tion, absorption, and transmission. As typical EMI materials, metals or materials 
with high electrical conductivity could prevent external electromagnetic wave from 
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penetration due to the large amount of free electrons. Last decades have witnessed 
intensive efforts toward exploring lightweight and cost-effective electromagnetic 
interference (EMI) materials with adequate shielding effectiveness [1–5], involving 
carbonaceous fillers-enabled polymers, novel lightweight metal composites, etc.

However, the primary function of EMI shielding is to reflect radiation using 
charge carriers that interact directly with incident electromagnetic field, and the 
back-radiation would in turn affect the surrounding environment and devices. 
What is more, the reflected radiation may also be caught by radar observation 
systems and lead to exposure of moving trace, which is extremely undesirable from 
the defense-oriented point of view. As a result, electromagnetic wave-absorbing 
materials with reduced reflection on the surface as well as enhanced internal 
attenuation are more favorable candidates for EMI shielding, especially in the 
GHz range. Polymers modified by carbon nanomaterials (e.g., carbon nanotubes 
[6–8], carbon nanofibers [9, 10], graphene [11, 12], etc.), metal powders [13, 14], 
and ferrite [15] have been demonstrated to be excellent microwave-absorbing/
shielding materials especially in the X-band (8.2–12.4 GHz) [16, 17], and have 
achieved successful application [18–20]. However, due to their inferior temperature 
stability and mechanical properties, their application is limited toward applica-
tion under high temperature. For example, the temperature on the windward side 
of high-speed aircraft (>3 Ma) could reach up to 1000°C due to the aerodynamic 
heating effect. As a result, ceramics and their derivative architecture (r-GOs/SiO2, 
CNT/SiO2, ZnO/ZrSiO4, SiCf/SiC, etc.) [21–30] with the integration of desirable 
dielectric responses, high strength, oxidation resistance, thermo-stability, and 
low density have attracted growing attention for high-temperature-absorbing 
materials. Besides, Si3N4 ceramics are one of the most intensively studied ceramics 
in high-temperature applications due to their superior antioxidation (>1200°C) 
and mechanical and chemical stabilization properties [31–38]. More importantly, 
owing to the excellent electrical insulation property and low dielectric constant, 
Si3N4 ceramics are expected to be a promising candidate matrix as high-temperature 
microwave-absorbing materials [25, 29, 30, 39–42]. However, previous work 
mainly focused on experimental evolution of complex dielectric responses with 
temperature and qualitative analyses according to the Debye theory. Still, model-
ing for high-temperature dielectric behaviors is relatively limited and remains a 
great challenge due to the complexity of the components and microstructures for 
high-temperature microwave-absorbing materials, as well as high-temperature 
measurement system. It also should be noted that microwave dissipation capacity 
of a composite is strongly dependent on the structural design. Many investigations 
have shown that incorporation of reasonable structural design, involving multilayer 
structure [43–45] and periodic structure in metamaterials [46, 47], is an effective 
way to regulate dielectric response and guarantee desirable attenuation perfor-
mance. Moreover, taking full advantage of tunable electromagnetic parameters in 
each layer, optimal microwave impedance matching as well as absorbing capability 
could be achieved. This fact means that it is essential to explore the mechanism of 
dielectric behavior of laminate-structure materials from new viewpoints.

In this chapter, we mainly focus on the microwave dielectric responses in 
laminate-structure or multilayer-structure Cf/Si3N4 composites from both experi-
mental and theoretical points of view. Furthermore, a general model with respect 
to permittivity as a function of temperature and frequency would be established 
to reveal mechanisms of temperature-dependent dielectric responses for Cf/Si3N4 
composites. These findings point to important guidelines to reveal the mechanism 
of dielectric behavior for carbon fiber functionalized composites including but 
not limited to Cf/Si3N4 composites at high temperatures, and pave the way for the 
development of high-temperature radar absorbing materials.
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2. Experiments

2.1 Preparation of multilayer Cf/Si3N4 composites

Commercially available carbon fibers (T700, 12 K, TohoTenax Inc., Japan) 
were used as starting materials in this work. In order to avoid damage at high-
temperature sintering, pyrolytic carbon(PyC)/SiC dual-coating on carbon fibers 
was prepared by chemical vapor deposition based on Methyltrichlorosilane  
(MTS)-H2-Ar system at 1150°C. The powder mixture of 85 wt% α-Si3N4 (purity 
> 93%, d50 = 0.5 μm, Beijing Unisplendor Founder High Technology Ceramics 
Co. Ltd., China), 5 wt% Al2O3, and 10 wt% Y2O3 was mixed with solvent-based 
acrylamide-N,N′-methylenebisacrylamide (AM-MBAM) system, and consolidated 
via gelcasting and pressureless-sintering route (as illustrated in Figure 1). Details 
of the multilayer Cf/Si3N4 samples’ preparation are given in our previous work [35]. 
Note that each layer of carbon fiber plays dominant role to attenuate microwave 
energy, which could be adjudged the surface density of short carbon fiber.

2.2 High-temperature electromagnetic measurements

In order to evaluate the high-temperature permittivity, specimens with the size 
of 22.86 × 10.16 × 1.5 mm3 were polished and determined in X-band through the 
wave-guide method with a vector network analyzer (Agilent N5230A, USA). As 
shown in Figure 2, the as-prepared Si3N4 ceramic sample was heated by an inner 
heater with a ramp rate of 10°C/min up to 800°C in air. For accuracy of measure-
ment, the device was carefully calibrated with the through-reflect-line (TRL) 
approach, and a period of 10 min was applied to guarantee system stability at each 
evaluated temperature.

Figure 1. 
The gelcasting process for preparation of multilayer Cf/Si3N4 composites (reprinted with permission from  
Ref. [35]).
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Ref. [35]).
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3. Microwave dielectric properties

3.1 Structure of multilayer Cf/Si3N4 composites

The optical image of cross-section of multilayer Cf/Si3N4 composites is shown in 
Figure 3(a). As expected, three layers filled with short carbon fibers are uniformly 
embedded in the Si3N4 matrix. The microstructure of Si3N4 ceramic was formed 
by rod-like particles, which are evenly distributed and intercross with each other 
to form the main pores. Energy dispersive spectroscopy (EDS) analysis at spots A 
and B in Figure 3(c) demonstrates that the PyC/SiC interphase could effectively 
promote the chemical compatibility between carbon fibers and Si3N4 ceramic at 
high-temperature circumstance, which could be further proved by the XRD inves-
tigations (see Figure 4). As seen in Figure 4, in addition to the main  β -Si3N4 peaks 

Figure 2. 
Schematic diagram of complex permittivity test apparatus (reprinted with permission from Ref. [48]).

Figure 3. 
(a) Cross-section of multilayer Cf/Si3N4 composites, facture surface located at (b) Si3N4 matrix and (c) carbon 
fibers (reprinted with permission from Ref. [39]).
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and Y-Al oxide peaks, additional C and  β -SiC peaks, corresponding to the carbon 
fiber and modification coating, were detected for Cf/Si3N4 composites.

3.2 Room-temperature dielectric properties of multilayer Cf/Si3N4 composites

According to the classical transmission line theory, microwave complex permit-
tivity ( ε =  ε   ′  − j  ε   ″  ) is an important parameter to determine the absorbing performance. 
Figure 5(a) shows the real and imaginary permittivity of multilayer Cf/Si3N4 
composites at X-band, as well as as-prepared Si3N4 ceramics. Clearly, the dielectric 
constant of Si3N4 ceramics presents frequency-independent behavior. The mean 
real and imaginary parts of permittivity and dielectric loss ( tan δ =  ε   ″  /  ε   ′  ) of pure Si3N4 
ceramic were 7.7, 0.04, and 5.3 × 10−3, respectively. The relatively low dielectric 
constant is considered to be helpful for microwave impedance matching with free 
space, which tends to reduce reflection of electromagnetic wave from the surface of 
material and enhance energy propagating in the material.

However, both the real permittivity and imaginary permittivity of Cf/Si3N4 
sandwich composites decrease markedly as frequency increases at X-band, varying 
from 12.3 and 5.1 to 7.9 and 1.2, respectively. This phenomenon is usually called fre-
quency dispersion characteristic, which is acknowledged to be beneficial to broaden 
the microwave absorption bandwidth. The reflection loss (R) of Si3N4 and Cf/Si3N4 
sandwich composites was calculated according to the formula as follows:

  R (dB)  = 20 log  |   Z  in   − 1 _____  Z  in   + 1  |   (1)

and

   Z  in   =  √ 
__

    μ  r   __  ε  r       tanh  [j (  2π ___ c  )   √ 
____

  μ  r    ε  r     fd]   (2)

where Zin refers to input impedance, j is the imaginary unit (i.e., equals to   √ 
___

 − 1   ), c 
is the velocity of electromagnetic waves in free space, f is the microwave frequency, 

Figure 4. 
XRD patterns of as-prepared Si3N4 ceramics and Cf/Si3N4 composites (reprinted with permission from Ref. [39]).
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Figure 4. 
XRD patterns of as-prepared Si3N4 ceramics and Cf/Si3N4 composites (reprinted with permission from Ref. [39]).
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and d is the thickness of the samples. As depicted in Figure 5(b), the microwave 
absorption ability of the Cf/Si3N4 sandwich composites was significantly enhanced 
compared with pure Si3N4 ceramic. The reflection loss of the Cf/Si3N4 sandwich 
composites gradually decreases from −3.5 dB to −14.4 dB with the increase of 
frequency, while that of the pure Si3N4 ceramic remains at −0.1 dB.

The enhanced microwave-absorbing performance could be mainly attributed to 
polarization relaxation. As we know, there exists migration of free electrons inside 
the electro-conductive carbon fibers, as well as charge accumulation at interfaces 
between short carbon fibers and insulated matrix when subjected to external 
electric field. As a result, the chopped carbon fibers are more inclined to be equiva-
lent to micro-dipoles. With increase of frequency, the orientation of these dipoles 
could not keep up with change of electric field gradually, resulting in the real part of 
permittivity (  ε   ′  ) of Cf/Si3N4 sandwich composites decrease gradually. Furthermore, 
the scattering effect from defects and the crystal lattice on the back-and-forth 
movement of electrons under alternating electromagnetic waves predominately 
contributes to the dissipation of EM energy, which results in thermal energy.

For a deep-seated investigation of frequency-dependent dielectric responses 
of multilayer Cf/Si3N4 composites (Figure 6(a)), here we proposed an equivalent 
RC circuit model, where each layer of carbon fiber plays a role of one electrode in 
a plane-parallel capacitor, while each layer of Si3N4 ceramic plays the role of the 
dielectric (Figure 6(b)). Considering the existence of leakage current, leakage 
resistances were applied in equivalent circuit (Figure 6(c)).

According to the circuit theory knowledge, the relationship between permittiv-
ity and frequency  ω  follows:

   
 ε   ′  =   Q   ( C  1   +  C  2  )    2   _____________  

  R  1     2   C  1    C  2   ( C  1   +  C  2  ) 
   ⋅   1 __ 
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   (3)

where P, Q , and C are constants and are determined by the surface density of 
carbon fiber layers and thickness of Si3N4 layers. We have analyzed our experimen-
tal permittivity based on Eq. (3) using Trust-Region algorithm, which is illustrated 
in Figure 7. The points in Figure 7 indicate the experimental data, while the results 
predicted by equivalent circuit model are given as solid line. Clearly, for multilayer 
Cf/Si3N4 composites, both   ε   ′   and ( ω ⋅  ε   ″  ) are inversely proportional to the frequency 
square   ω   2  , and the predicted results agree quite well with the measured data. 
Additionally, the experimental data show oscillation phenomena at high frequency, 
which may result from charge and discharge processes between C1 and C2 (Figure 6)  
with the increase of frequency. Note that, even though the imaginary part of 

Figure 5. 
(a) The permittivity and (b) reflection loss curves of Si3N4 and Cf/Si3N4 sandwich composites over X-band 
(reprinted with permission from Ref. [35]).
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permittivity declines faster than the real part with frequency increase, the reflection 
loss presents enhanced trend with frequency increase. This phenomenon is mainly 
attributed to the fact that microwave-absorbing efficiency is the combination of 
reflection from the material surface and attenuation inside the material. The lower 
the permittivity, the better its impedance matching between air and absorber. As a 
result, in order to achieve optimal reflection loss, one must lower reflection as much 
as possible and keep a modest loss tangent simultaneously.

3.3 High-temperature dielectric behaviors of Si3N4 ceramics

Due to the fact that there will inevitably be some variation of electromagnetic 
performance or even the mechanical property of materials served in high-
temperature condition, the dielectric property would be supposed to dynamically 
change with temperature. How and to what extent does the permittivity dynami-
cally change with temperature (increase or decrease)? All these are quite critical 
in parameter modification strategy for improving the accuracy of radar detection 
and guidance. Consequently, it is of utmost importance to explore the evolution 
of dielectric properties of Si3N4 ceramics used in high-temperature circumstances. 
Three-dimensional (3D) plots of the effect of temperature on permittivity of Si3N4 
ceramics over X-band are shown in Figure 8. Clearly, the real permittivity  
(  ε   ′  ) shows no obvious change even though temperature rises up to 800°C. Likewise, 
thanks to the excellent electrical insulation of Si3N4 ceramics, the loss tangent (as 
shown in Figure 8(b)) is almost independent of frequency and temperature and 
remains lower than 0.06.

Herein, temperature coefficient  κ  is used to explicate the impact of temperature 
on dielectric response of as-prepared Si3N4 ceramics:

Figure 7. 
Experimental data and curves of (a)   ε   ′   and (b)  ω ⋅  ε   ″   versus   ω   2   (reprinted with permission from Ref. [35]).

Figure 6. 
(a) Cross-section morphology, (b) structural schematic diagram, and (c) equivalent circuit diagram of  
Cf/Si3N4 sandwich composites (reprinted with permission from Ref. [35]).
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and d is the thickness of the samples. As depicted in Figure 5(b), the microwave 
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frequency, while that of the pure Si3N4 ceramic remains at −0.1 dB.
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lent to micro-dipoles. With increase of frequency, the orientation of these dipoles 
could not keep up with change of electric field gradually, resulting in the real part of 
permittivity (  ε   ′  ) of Cf/Si3N4 sandwich composites decrease gradually. Furthermore, 
the scattering effect from defects and the crystal lattice on the back-and-forth 
movement of electrons under alternating electromagnetic waves predominately 
contributes to the dissipation of EM energy, which results in thermal energy.

For a deep-seated investigation of frequency-dependent dielectric responses 
of multilayer Cf/Si3N4 composites (Figure 6(a)), here we proposed an equivalent 
RC circuit model, where each layer of carbon fiber plays a role of one electrode in 
a plane-parallel capacitor, while each layer of Si3N4 ceramic plays the role of the 
dielectric (Figure 6(b)). Considering the existence of leakage current, leakage 
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where P, Q , and C are constants and are determined by the surface density of 
carbon fiber layers and thickness of Si3N4 layers. We have analyzed our experimen-
tal permittivity based on Eq. (3) using Trust-Region algorithm, which is illustrated 
in Figure 7. The points in Figure 7 indicate the experimental data, while the results 
predicted by equivalent circuit model are given as solid line. Clearly, for multilayer 
Cf/Si3N4 composites, both   ε   ′   and ( ω ⋅  ε   ″  ) are inversely proportional to the frequency 
square   ω   2  , and the predicted results agree quite well with the measured data. 
Additionally, the experimental data show oscillation phenomena at high frequency, 
which may result from charge and discharge processes between C1 and C2 (Figure 6)  
with the increase of frequency. Note that, even though the imaginary part of 
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permittivity declines faster than the real part with frequency increase, the reflection 
loss presents enhanced trend with frequency increase. This phenomenon is mainly 
attributed to the fact that microwave-absorbing efficiency is the combination of 
reflection from the material surface and attenuation inside the material. The lower 
the permittivity, the better its impedance matching between air and absorber. As a 
result, in order to achieve optimal reflection loss, one must lower reflection as much 
as possible and keep a modest loss tangent simultaneously.

3.3 High-temperature dielectric behaviors of Si3N4 ceramics

Due to the fact that there will inevitably be some variation of electromagnetic 
performance or even the mechanical property of materials served in high-
temperature condition, the dielectric property would be supposed to dynamically 
change with temperature. How and to what extent does the permittivity dynami-
cally change with temperature (increase or decrease)? All these are quite critical 
in parameter modification strategy for improving the accuracy of radar detection 
and guidance. Consequently, it is of utmost importance to explore the evolution 
of dielectric properties of Si3N4 ceramics used in high-temperature circumstances. 
Three-dimensional (3D) plots of the effect of temperature on permittivity of Si3N4 
ceramics over X-band are shown in Figure 8. Clearly, the real permittivity  
(  ε   ′  ) shows no obvious change even though temperature rises up to 800°C. Likewise, 
thanks to the excellent electrical insulation of Si3N4 ceramics, the loss tangent (as 
shown in Figure 8(b)) is almost independent of frequency and temperature and 
remains lower than 0.06.

Herein, temperature coefficient  κ  is used to explicate the impact of temperature 
on dielectric response of as-prepared Si3N4 ceramics:

Figure 7. 
Experimental data and curves of (a)   ε   ′   and (b)  ω ⋅  ε   ″   versus   ω   2   (reprinted with permission from Ref. [35]).

Figure 6. 
(a) Cross-section morphology, (b) structural schematic diagram, and (c) equivalent circuit diagram of  
Cf/Si3N4 sandwich composites (reprinted with permission from Ref. [35]).
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  κ =   1 __ φ   ⋅   𝛥𝛥𝛥𝛥 ___ 𝛥𝛥T  ,  (4)

where T is the temperature and  φ  refers to either the dielectric constant or loss 
tangent. As summarized in Table 1, the temperature coefficients of both dielectric 
constant and loss tangent remain around 10−4°C−1. From this perspective, the 
as-prepared Si3N4 ceramics exhibit excellent thermo-stability of dielectric response 
within the range of evaluated temperatures. This weak temperature dependence 
further corroborates as-prepared Si3N4 ceramics to be a competitive candidate as the 
matrix of high-temperature microwave-absorbing materials.

It should be noted that the real permittivity increases slightly with frequency 
increase, which is contrary to the ordinary frequency dispersion effect described 
by the Debye model [49–55]. In order to further expound this peculiar frequency 
dispersion characteristic, it is essential to explore the details of electronic polarizing 
processing of Si3N4 ceramics. Considering the covalent bonding, the electronic 
polarization in Si3N4 ceramics mainly results from the bound charge’s displacement 
deviated from the equilibrium position. The motion equation of bound charge 
driven by an external electric field E0ejωt can be expressed as:

  m    ∂   2  x ___ 
∂  t   2 

   =  qE  0    e   j𝜔𝜔t  − fx − 2η   ∂ x ___ ∂ t    (5)

Temperature (°C)   κ   ε   ′     (×10−4°C−1)   κ  tan δ    (×10−4°C−1)

8.2 GHz 12.4 GHz 8.2 GHz 12.4 GHz

25 0.46 0.45 2.08 2.84

100 0.22 0.93 1.79 3.11

200 0.45 0.031 2.83 4.83

300 1.04 1.02 3.02 3.91

400 0.16 1.31 2.87 4.89

500 0.40 1.11 4.98 6.92

600 0.97 1.70 4.68 5.97

700 1.16 1.94 3.49 4.34

Table 1. 
Temperature coefficient of permittivity and loss tangent at selected frequency (reprinted with permission from 
Ref. [39]).

Figure 8. 
Three-dimensional plots of complex permittivity of Si3N4 ceramics versus frequency and temperature 
(reprinted with permission from Ref. [39]).
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where m, q, and x are the mass, charge, and displacement of single bound 
charge, respectively; f is the coefficient of restoring force; and η is the damping 
coefficient. Taking Lorentz correction [56–58] into consideration, the real permit-
tivity of Si3N4 ceramic containing N polarized bound charges could be obtained as:

  ε =  ε  s   +    Nq   2  ____  ε  0   m   ⋅     ω  0     2  −  ω   2  ______________  
  (  ω  0     2  −  ω   2 )    

2
  + 4  η   2   ω   2 

    (6)

where ω0 is the resonant frequency of Si3N4 ceramics, and ε0 and εs are the 
vacuum permittivity and static dielectric constant of Si3N4 ceramics, respectively. 
Theoretical results have shown that the order of magnitude of resonant frequency 
ω0 is around 10 eV (~1015 Hz) [59, 60] which is considerably larger than the tested 
frequency (~1010Hz). Combining with Eq. (4), the real permittivity increases 
slightly with frequency increase, which is closely coincident with the experimental 
results. Furthermore, taking the effect of temperature into consideration, N and η 
should follow:

  N ∝ exp  ( −  E  a   ⁄ RT )   (7)

  η ∝ exp  ( −  E  b   ⁄ RT )   (8)

where Ea and Eb are the activation energy of electrons and lattice, respectively. 
The dependence of real permittivity of Si3N4 ceramics on temperature at three 
representative frequencies and the best fitting diagram according to Eqs. (6)–(8) 
are shown by solid lines in Figure 9.

It can be clearly seen that the dielectric constant gradually increases as tempera-
ture increased, starting from room temperature to 800°C, and results show that the 
real permittivity is well distributed on the predicted curves with coefficient of deter-
mination (R2) ranging from 0.91 to 0.93. The characteristic parameters fitted from 
the temperature dependence of permittivity at three representative frequencies by the 
Trust-Region algorithm are also listed in Figure 8. The activation energy of electrons 
Ea is distributed between 15.46 and 17.49 KJ/mol, while the activation energy of 

Figure 9. 
Dependences of real permittivity of Si3N4 ceramics on temperature (reprinted with permission from Ref. [48]).
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Figure 9. 
Dependences of real permittivity of Si3N4 ceramics on temperature (reprinted with permission from Ref. [48]).
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lattice Eb is distributed between 33.29 and 40.40 KJ/mol. The activation energy of 
electronic Ea is less than that of lattice Eb, which is mainly attributed to the binding 
force between the electrons and nucleus being lower than the covalent bonding force 
of lattice. Another important feature to be noticed is that the real permittivity of 
Si3N4 ceramics shows symmetrical features between the heating-up and cooling-down 
periods. The excellent thermo-stability of dielectric properties of Si3N4 ceramics has 
established the foundation for high-temperature radar absorbing materials.

3.4 High-temperature dielectric behaviors of multilayer Cf/Si3N4 composites

The evolution of   ε   ′   and   ε   ″   for multilayer Cf/Si3N4 composites with temperature 
and frequency is illustrated in Figure 10(a) and (b), respectively. It can be clearly 
seen that both   ε   ′   and   ε   ″   of Cf/Si3N4 composites are enhanced with temperature. 
Similar phenomenon was also observed in other microwave-absorbing/shielding 
materials [24–26, 61–63]. Besides, as shown in Figure 10(c), the loss tangent of Cf/
Si3N4 composites remains higher than 0.6 over X-band and increases with increase 
in temperature. After comparison with low-loss  β -SiC [64] as well as Si3N4, it is fairly 
clear that short carbon fibers are dominantly responsible for the frequency and 
temperature-dependent permittivity of Cf/Si3N4 composites. This is attributed to 
the unique microstructure (named skin-core structure), which was confirmed from 
transmission electron microscope analysis and selected-area electron-diffraction 
patterns previously [65, 66]. As illustrated in Figure 11, the core region consists 
of graphitic basal planes with random orientation, whereas graphitic basal planes 
are parallel to the fiber axis in the skin region [66, 67]. Therefore, electron migra-
tion behaviors both within and between graphitic basal planes inside carbon fibers 
would lead to electric charge accumulation at interfaces between carbon fibers and 
Si3N4 matrix (usually referred to as space charge polarization) when exposed to 
electromagnetic field. Furthermore, this space charge polarization is supposed to be 

Figure 10. 
Three-dimensional plots of dielectric properties of Cf/Si3N4 composites versus frequency and temperature:  
(a) real part, (b) imaginary part, (c) loss tangent, and (d) attenuation coefficient (reprinted with permission 
from Ref. [39]).
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enhanced with temperature rise since more and more electrons would be excited, 
which is in accordance with results in Figure 10(a) and (b).

It should also be noted here that the lattice vibration also enhances with tem-
perature rise, corresponding to the enhancement of scattering effect on migration 
of electrons. Fortunately, the energy of lattice vibration, which is described by 
phonons, is so small [68] that the scattering effect on electron migration could be 
neglected reasonably.

Attenuation coefficient is a quantity that characterizes how easily a material 
can be penetrated by incident microwave. A large attenuation coefficient means 
that the beam is quickly “attenuated” (weakened) as it passes through the mate-
rial. The intrinsic attenuation coefficient of multilayer Cf/Si3N4 composites along 
with temperature and frequency derived from S parameters (i.e. A = 1-S11

2-S21
2) is 

illustrated in Figure 10(d). It can be clearly observed that attenuation coefficient 
of Cf/Si3N4 composites enhances continuously with increase in frequency, and 
reaches a maximum value around 0.7 at 12.4 GHz, which is almost twice as much 
as that reported for Cf/SiO2 composites [25]. This superior absorption performance 
suggests the multilayer Cf/Si3N4 composites to be competitive high-temperature 
microwave-absorbing materials. Another noteworthy phenomenon in Figure 10(d) 
is that the absorption coefficient remains steady in the investigated temperature 
range regardless of the loss tangent. As discussed previously, the overall absorbing 
performance results from reflection on the surface and attenuation inside the mate-
rials. However, the increasing permittivity means more severe impedance mismatch 
between air and the absorbing material, corresponding to reduction of penetrated 
electromagnetic energy. It could be explained by the reduced part of energy, which 
compensates the enhanced loss tangent, and consequently leads to a relatively 
steady absorption coefficient of Cf/Si3N4 composites with temperature rise.

3.5 Modeling of temperature-dependent dielectric responses for Cf/Si3N4 
composites

As explicated in Section 3.2, the dielectric responses for multilayer Cf/Si3N4 
composites have been evaluated experimentally over X-band. Additionally, the 
corresponding theoretical relationship of complex permittivity versus frequency at 
room temperature has been successfully established, which could be expressed as:

Figure 11. 
Sketches of microstructure arrangement and electronic motion in carbon fiber (reprinted with permission from 
Ref. [39]).
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lattice Eb is distributed between 33.29 and 40.40 KJ/mol. The activation energy of 
electronic Ea is less than that of lattice Eb, which is mainly attributed to the binding 
force between the electrons and nucleus being lower than the covalent bonding force 
of lattice. Another important feature to be noticed is that the real permittivity of 
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periods. The excellent thermo-stability of dielectric properties of Si3N4 ceramics has 
established the foundation for high-temperature radar absorbing materials.
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seen that both   ε   ′   and   ε   ″   of Cf/Si3N4 composites are enhanced with temperature. 
Similar phenomenon was also observed in other microwave-absorbing/shielding 
materials [24–26, 61–63]. Besides, as shown in Figure 10(c), the loss tangent of Cf/
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in temperature. After comparison with low-loss  β -SiC [64] as well as Si3N4, it is fairly 
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temperature-dependent permittivity of Cf/Si3N4 composites. This is attributed to 
the unique microstructure (named skin-core structure), which was confirmed from 
transmission electron microscope analysis and selected-area electron-diffraction 
patterns previously [65, 66]. As illustrated in Figure 11, the core region consists 
of graphitic basal planes with random orientation, whereas graphitic basal planes 
are parallel to the fiber axis in the skin region [66, 67]. Therefore, electron migra-
tion behaviors both within and between graphitic basal planes inside carbon fibers 
would lead to electric charge accumulation at interfaces between carbon fibers and 
Si3N4 matrix (usually referred to as space charge polarization) when exposed to 
electromagnetic field. Furthermore, this space charge polarization is supposed to be 

Figure 10. 
Three-dimensional plots of dielectric properties of Cf/Si3N4 composites versus frequency and temperature:  
(a) real part, (b) imaginary part, (c) loss tangent, and (d) attenuation coefficient (reprinted with permission 
from Ref. [39]).
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enhanced with temperature rise since more and more electrons would be excited, 
which is in accordance with results in Figure 10(a) and (b).

It should also be noted here that the lattice vibration also enhances with tem-
perature rise, corresponding to the enhancement of scattering effect on migration 
of electrons. Fortunately, the energy of lattice vibration, which is described by 
phonons, is so small [68] that the scattering effect on electron migration could be 
neglected reasonably.

Attenuation coefficient is a quantity that characterizes how easily a material 
can be penetrated by incident microwave. A large attenuation coefficient means 
that the beam is quickly “attenuated” (weakened) as it passes through the mate-
rial. The intrinsic attenuation coefficient of multilayer Cf/Si3N4 composites along 
with temperature and frequency derived from S parameters (i.e. A = 1-S11

2-S21
2) is 

illustrated in Figure 10(d). It can be clearly observed that attenuation coefficient 
of Cf/Si3N4 composites enhances continuously with increase in frequency, and 
reaches a maximum value around 0.7 at 12.4 GHz, which is almost twice as much 
as that reported for Cf/SiO2 composites [25]. This superior absorption performance 
suggests the multilayer Cf/Si3N4 composites to be competitive high-temperature 
microwave-absorbing materials. Another noteworthy phenomenon in Figure 10(d) 
is that the absorption coefficient remains steady in the investigated temperature 
range regardless of the loss tangent. As discussed previously, the overall absorbing 
performance results from reflection on the surface and attenuation inside the mate-
rials. However, the increasing permittivity means more severe impedance mismatch 
between air and the absorbing material, corresponding to reduction of penetrated 
electromagnetic energy. It could be explained by the reduced part of energy, which 
compensates the enhanced loss tangent, and consequently leads to a relatively 
steady absorption coefficient of Cf/Si3N4 composites with temperature rise.

3.5 Modeling of temperature-dependent dielectric responses for Cf/Si3N4 
composites

As explicated in Section 3.2, the dielectric responses for multilayer Cf/Si3N4 
composites have been evaluated experimentally over X-band. Additionally, the 
corresponding theoretical relationship of complex permittivity versus frequency at 
room temperature has been successfully established, which could be expressed as:

Figure 11. 
Sketches of microstructure arrangement and electronic motion in carbon fiber (reprinted with permission from 
Ref. [39]).
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where  ω  refers to the angular frequency (i.e.,  ω = 2𝜋𝜋 f ), and   c  1   ,   c  2   ,   c  3   ,   c  4   , and   c  5    are all 
pre-experimental parameters that are mainly associated with the surface density of 
short carbon fiber layers and thickness of Si3N4 layers. Herein, we first demonstrate 
this “room-temperature model” is still available at each evaluated temperature 
coverage up to 800°C or even higher with the help of nonlinear fitting technology. 
The best fitting curves of experimental data based on Eqs. (9) and (10) are depicted 
in Figure 12.

As expected, the measured results at each evaluated temperature agree quite 
well with the theoretical curve with coefficient of determination (R2) above 
0.98. These observed results suggest that both   ε   ′   and  ω  ε   ″   of Cf/Si3N4 composites 
are still inversely proportional to the frequency square   ω   2   within the temperature 
range of 25–800°C. However, a universal model coupled with frequency as well as 
temperature is urgently needed. Actually, a great deal of effort has been made to 
model frequency dispersive behaviors of permittivity for dielectrics [45]. It is well 
established that the development of all dielectric relaxation models that came after 
classical Debye’s could be explicated as:

  ε =  ε  ∞   +    ε  s   −  ε  ∞   ______ 1 + j𝜔𝜔𝜔𝜔    (11)

where   ε  s    and   ε  ∞    are “static” and “infinite frequency” dielectric constants, respec-
tively; j is the imaginary unit (i.e. equals to   √ 

___
 − 1   );  ω  is the angular frequency; and  

τ  is called the relaxation time. However, it is well known that the Debye model is 
originally developed for spherical polarizable molecules with a single relaxation 
time and without interaction between them [69]. Nevertheless, the short carbon 
fibers act as dipoles when exposed to altering electromagnetic fields oscillating in 
the microwave band, and electromagnetic field around each dipole is supposed 
to be coupled with that of neighboring dipoles. Furthermore, the relaxation time 
of chopped carbon fibers is supposed to be distributed over an interval rather 
than taking a constant value due to the variation of the fibers’ length and the 

Figure 12. 
(a) The real and (b) imaginary parts of permittivity for Cf/Si3N4 composites in X-band at the evaluated 
temperature (reprinted with permission from Ref. [39]).
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heterogeneity of fibers’ internal structure. This distribution property brings the 
Debye model (Eq. (11)) into more empirical and given by [25, 26, 70]:

  ε =  ε  ∞   +    ε  s   −  ε  ∞   ________ 
1 +   (j𝜔𝜔𝜔𝜔)    1−α 

    (12)

where  α  is a parameter which determines the width of the distribution of 
relaxation time. All parameters in Eq. (12) should be a function of temperature. 
Substitution of Euler’s formula   e   jx  = cos  (x)  + j sin  (x)   in Eq. (12) yields

   ε   ′  =  ε  ∞   +   
 ( ε  s   −  ε  ∞  )  ⋅  [1 +   (𝜔𝜔𝜔𝜔)    1−α  ⋅ sin   𝛼𝛼𝛼𝛼 ___ 2  ] 

   _______________________   
1 + 2   (𝜔𝜔𝜔𝜔)    1−α  ⋅ sin   𝛼𝛼𝛼𝛼 ___ 2   +   (𝜔𝜔𝜔𝜔)    2 (1−α)  

    (13)

   ε   ″  =   
 ( ε  s   −  ε  ∞  )  ⋅   (𝜔𝜔𝜔𝜔)    1−α  ⋅ cos   𝛼𝛼𝛼𝛼 ___ 2  

  ______________________   
1 + 2   (𝜔𝜔𝜔𝜔)    1−α  ⋅ sin   𝛼𝛼𝛼𝛼 ___ 2   +   (𝜔𝜔𝜔𝜔)    2 (1−α)  

    (14)

We finally obtain the relationship between   ε   ′   and   ε   ″  , which could be expressed as

    ( ε   ′  −    ε  s   +  ε  ∞   ______ 2  )    
2
  +   ( ε   ″  +    ε  s   +  ε  ∞   ______ 2   tan   𝛼𝛼𝛼𝛼 ___ 2  )    

2
  =     ( ε  s   −  ε  ∞  )    2  ________ 

4  cos   2    𝛼𝛼𝛼𝛼 ___ 2  
    (15)

Eq. (15) suggests that the locus of the permittivity in the (  ε   ′ ,  ε   ″  ) complex plane 
should still be a circular arc with different radius. To put this into perspective, 
the experimental data are re-plotted in Figure 13, in which the best fitted circles 
based on Eq. (15) are marked as solid curves. As seen, high agreement between the 
proposed model with experimental data is observed. Besides, the center tends to 
shift toward greater values of the   ε   '   axis with increase in temperature, suggesting 
enhanced dielectric strength with temperature according to the Eq. (15). This may 
be attributed to the Enhanced electron concentration which participated in the 
polarization process occurs with temperature.

In addition, it is important to highlight some additional details. Firstly, the 
y-coordinates of fitted circular centers remain so small (~10−3) that Eq. (12) would 
be reduced to the classical Debye expression. From this point of view, the electronic 
polarization of short carbon fibers still follows the classic Debye relaxation process. 
Besides, the effects of temperature and electromagnetic interaction between neigh-
boring short carbon fibers on relaxation time could be neglected reasonably.

Relaxation time also is one of key factors to analyze the dielectric behaviors for 
composites. After leaving out the effect of  α , Eqs. (10) and (11) could be rewritten 
as follows:

   ε   ′  =   1 __ τ   ⋅    ε   ″  __ ω   +  ε  ∞    (16)

It can be clearly seen from Eq. (16) that the real and imaginary parts of permit-
tivity in (  ε   '  ,    ε   '' ⁄ ω  ) coordinate should be linear, which is also confirmed in Figure 13. 
What is more, the slope of each line is exactly the inverse of relaxation time  τ  at a 
certain temperature evaluated. In this case, we can come to a conclusion that the 
relaxation time for multilayer Cf/Si3N4 composites is weakly dependent on the 
temperature since the differences between fitted lines are quite modest. For clar-
ity, a detailed plot of  τ  as a function of temperature is also illustrated as an inset in 
Figure 14. An increase from 216.1 to 250.2 ps has been derived when samples are 
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heterogeneity of fibers’ internal structure. This distribution property brings the 
Debye model (Eq. (11)) into more empirical and given by [25, 26, 70]:

  ε =  ε  ∞   +    ε  s   −  ε  ∞   ________ 
1 +   (j𝜔𝜔𝜔𝜔)    1−α 
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where  α  is a parameter which determines the width of the distribution of 
relaxation time. All parameters in Eq. (12) should be a function of temperature. 
Substitution of Euler’s formula   e   jx  = cos  (x)  + j sin  (x)   in Eq. (12) yields
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Eq. (15) suggests that the locus of the permittivity in the (  ε   ′ ,  ε   ″  ) complex plane 
should still be a circular arc with different radius. To put this into perspective, 
the experimental data are re-plotted in Figure 13, in which the best fitted circles 
based on Eq. (15) are marked as solid curves. As seen, high agreement between the 
proposed model with experimental data is observed. Besides, the center tends to 
shift toward greater values of the   ε   '   axis with increase in temperature, suggesting 
enhanced dielectric strength with temperature according to the Eq. (15). This may 
be attributed to the Enhanced electron concentration which participated in the 
polarization process occurs with temperature.

In addition, it is important to highlight some additional details. Firstly, the 
y-coordinates of fitted circular centers remain so small (~10−3) that Eq. (12) would 
be reduced to the classical Debye expression. From this point of view, the electronic 
polarization of short carbon fibers still follows the classic Debye relaxation process. 
Besides, the effects of temperature and electromagnetic interaction between neigh-
boring short carbon fibers on relaxation time could be neglected reasonably.

Relaxation time also is one of key factors to analyze the dielectric behaviors for 
composites. After leaving out the effect of  α , Eqs. (10) and (11) could be rewritten 
as follows:

   ε   ′  =   1 __ τ   ⋅    ε   ″  __ ω   +  ε  ∞    (16)

It can be clearly seen from Eq. (16) that the real and imaginary parts of permit-
tivity in (  ε   '  ,    ε   '' ⁄ ω  ) coordinate should be linear, which is also confirmed in Figure 13. 
What is more, the slope of each line is exactly the inverse of relaxation time  τ  at a 
certain temperature evaluated. In this case, we can come to a conclusion that the 
relaxation time for multilayer Cf/Si3N4 composites is weakly dependent on the 
temperature since the differences between fitted lines are quite modest. For clar-
ity, a detailed plot of  τ  as a function of temperature is also illustrated as an inset in 
Figure 14. An increase from 216.1 to 250.2 ps has been derived when samples are 
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heated from room temperature to 800°C. This gradually increasing trend may be 
ascribed to the enhancement of scattering effect between electrons for increase 
both the number and energy of electrons. Furthermore, the relaxation time  τ  
(216.1–250.2 ps) is almost twice as much as a single cycle for time-harmonic electro-
magnetic wave in X-band (  t  0   =  1 ⁄ f  =  80.65–121.95 ps). As a result, electronic migration 
could not keep up with the pace of external alternating electronic field, which leads 
to continuous decrease of permittivity with frequency increase.

4. Conclusion

In this chapter, microwave dielectric properties of multilayer Cf/Si3N4 compos-
ites fabricated via gelcasting and pressureless sintering were intensively studied 
in X-band. Firstly, a strong frequency dependence of the real and imaginary parts 
of permittivity at room temperature was observed at the X-band. Particularly, an 

Figure 14. 
Plot of   ε   '   as a function of    ε   '' ⁄ ω   with an inset of temperature-dependent relaxation time (reprinted with 
permission from Ref. [39]).

Figure 13. 
(a) Argand diagram of Cf/Si3N4 composites at different temperature, (b) detailed view for the region marked 
by black box in (a) (reprinted with permission from Ref. [39]).
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equivalent RC circuit model concerning the frequency-dependent permittivity of 
multilayer Cf/Si3N4 composites has been established. The predicted results reveal 
that both   ε   '   and ( ω ⋅  ε   ''  ) are inversely proportional to the frequency square, and agree 
quite well with the measured data. Secondly, high-temperature dielectric behaviors 
of Si3N4 ceramic show that both permittivity and loss tangent exhibit excellent 
thermo-stability with temperature coefficient lower than 10−3°C−1 within the 
temperature range of 25–800°C. A revised dielectric relaxation model with Lorentz 
correction for as-prepared Si3N4 ceramics was established and validated by experi-
mental data. The activation energy of electrons (15.46–17.49 KJ/mol) was demon-
strated to be slightly smaller than that of lattice (33.29–40.40 KJ/mol). Finally, the 
microwave attenuation coefficient of multilayer Cf/Si3N4 composites was inclined to 
be independent of temperature, and a maximum value of 0.7 could be achieved. The 
obvious positive temperature coefficient characteristic for permittivity is mainly 
attributed to the enhancement of electric polarization and relaxation of electron 
migration for graphitic basal planes of short carbon fibers. In addition to the fact 
that the room-temperature model concerning frequency-dependent permittivity 
is still available when extended into the full range of temperature coverage up to 
800°C, an empirical equation with respect to temperature-dependent permittivity 
of multilayer Cf/Si3N4 composites has been established. It is concluded that the mea-
sured complex permittivity of multilayer Cf/Si3N4 composites is well distributed 
on circular arcs with centers actually kept around the real (  ε   

′
  ) axis in (  ε   ′ ,  ε   ″  ) complex 

plane. Furthermore, the relaxation time as a function of temperature also has been 
derived. Results suggest that the relaxation time for multilayer Cf/Si3N4 composites 
increases from 216.1 to 250.2 ps when heated from room temperature to 800°C, and 
is almost twice as much as a single cycle for electromagnetic wave in X-band which 
leads to continuous decrease in permittivity with frequency increase. These findings 
point to important guidelines for analyzing high-temperature dielectric behaviors 
and revealing fundamental mechanisms for carbon fiber functionalized composites 
including but not limited to Cf/Si3N4 composites.
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Chapter 3

The Influence of the Dielectric
Materials on the Fields in the
Millimeter and Infrared Wave
Regimes
Zion Menachem

Abstract

This chapter presents the influence of the dielectric materials on the output field
for the millimeter and infrared regimes. This chapter presents seven examples of
the discontinuous problems in the cross section of the straight waveguide. Two
different geometrical of the dielectric profiles in the cross section of the straight
rectangular and circular waveguides will be proposed to understand the behavior of
the output fields. The two different methods for rectangular and circular wave-
guides and the techniques to calculate any geometry in the cross section are very
important to understand the influence of the dielectric materials on the output
fields. The two different methods are based on Laplace and Fourier transforms and
the inverse Laplace and Fourier transforms. Laplace transform on the differential
wave equations is needed to obtain the wave equations and the output fields that are
expressed directly as functions of the transmitted fields at the entrance of the
waveguide. Thus, the Laplace transform is necessary to obtain the comfortable and
simple input-output connections of the fields. The applications are useful for
straight waveguides in the millimeter and infrared wave regimes.

Keywords: wave propagation, dielectric profiles, rectangular and circular
waveguides, dielectric materials

1. Introduction

Various methods for analysis of waveguides have been studied in the literature.
The review for the modal analysis of general methods has been published [1]. The
important methods, such as the finite difference method and integral equation
method, and methods based on series expansion have been described. An analytical
model for the corrugated rectangular waveguide has been extended to compute the
dispersion and interaction impedance [2]. The application of analytical method
based on the field equations has been presented to design corrugated rectangular
waveguide slow-wave structure THz amplifiers.

A fundamental technique has been proposed to compute the propagation con-
stant of waves in a lossy rectangular waveguide [3]. An important consequence of
this work is the demonstration that the loss computed for degenerate modes prop-
agating simultaneously is not simply additive. The electromagnetic fields in
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rectangular conducting waveguides filled with uniaxial anisotropic media have been
characterized [4].

A full-vectorial boundary integral equation method for computing guided modes
of optical waveguides has been proposed [5]. The integral equations are used to
compute the Neumann-to-Dirichlet operators for sub-domains of constant refrac-
tive index on the transverse plane of the waveguide. Wave propagation in an
inhomogeneous transversely magnetized rectangular waveguide has been studied
with the aid of a modified Sturm-Liouville differential equation [6].

An advantageous finite element method for the rectangular waveguide problem
has been developed [7] by which complex propagation characteristics may be
obtained for arbitrarily shaped waveguide. The characteristic impedance of the
fundamental mode in a rectangular waveguide was computed using finite element
method. The finite element method has been used to derive approximate values of
the possible propagation constant for each frequency. A new structure has been
proposed for microwave filters [8]. This structure utilizes a waveguide filled by
several dielectric layers. The relative electric permittivity and the length of the
layers were optimally obtained using least mean square method.

An interesting method has been introduced for frequency domain analysis of
arbitrary longitudinally inhomogeneous waveguides [9]. In this method, the inte-
gral equations of the longitudinally inhomogeneous waveguides are converted from
their differential equations and solved using the method of moments. A general
method has been introduced to frequency domain analysis of longitudinally inho-
mogeneous waveguides [10]. In this method, the electric permittivity and also the
transverse electric and magnetic fields were expanded in Taylor’s series. The field
solutions were obtained after finding unknown coefficients of the series. A general
method has been introduced to analyze aperiodic or periodic longitudinally inho-
mogeneous waveguides [11]. The periodic longitudinally inhomogeneous wave-
guides were analyzed using the Fourier series expansion of the electric permittivity
function to find their propagation constant and characteristic impedances.

Various methods for the analysis of cylindrical hollow metallic or metallic with
inner dielectric coating waveguide have been studied in the literature. A review of
the hollow waveguide technology [12, 13] and a review of IR transmitting, hollow
waveguides, fibers, and integrated optics [14] were published. Hollow waveguides
with both metallic and dielectric internal layers have been proposed to reduce the
transmission losses. A hollow waveguide can be made, in principle, from any flex-
ible or rigid tube (plastic, glass, metal, etc.) if its inner hollow surface (the core) is
covered by a metallic layer and a dielectric overlayer. This layer structure enables us
to transmit both the TE and TM polarizations with low attenuation [15].

A transfer matrix function for the analysis of electromagnetic wave propagation
along the straight dielectric waveguide with arbitrary profiles has been proposed
[16]. This method is based on the Laplace and Fourier transforms. This method is
based on Fourier coefficients of the transverse dielectric profile and those of the
input-wave profile. Laplace transform is necessary to obtain the comfortable and
simple input–output connections of the fields. The transverse field profiles are
computed by the inverse Laplace and Fourier transforms.

The influence of the spot size and cross section on the output fields and power
density along the straight hollow waveguide has been proposed [17]. The deriva-
tion is based on Maxwell’s equations. The longitudinal components of the fields
are developed into the Fourier-Bessel series. The transverse components of the
fields are expressed as functions of the longitudinal components in the Laplace
plane and are obtained by using the inverse Laplace transform by the residue
method.
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These are two kinds of different methods that enable us to solve practical
problems with different boundary conditions. The calculations in all methods are
based on using Laplace and Fourier transforms, and the output fields are computed
by the inverse Laplace and Fourier transforms. Laplace transform on the differential
wave equations is needed to obtain the wave equations (and thus also the output
fields) that are expressed directly as functions of the transmitted fields at the
entrance of the waveguide at z ¼ 0þ. Thus, the Laplace transform is necessary to
obtain the comfortable and simple input-output connections of the fields.

All models that are mentioned refer to solve interesting wave propagation
problems with a particular geometry. If we want to solve more complex discon-
tinuous problems of coatings in the cross section of the dielectric waveguides,
then it is important to develop for each problem an improved technique for
calculating the profiles with the dielectric material in the cross section of the
straight waveguide.

This chapter presents two techniques for two different geometries of the straight
waveguide. The two proposed techniques are very important to solve discontinuous
problems with dielectric material in the cross section of the straight rectangular and
circular waveguides. The proposed technique relates to the method for the propa-
gation along the straight rectangular metallic waveguide [16]. The examples will be
demonstrated for the rectangular and circular dielectric profiles in the straight
rectangular waveguide.

In this chapter, we present seven dielectric structures as shown in Figure 1(a)–(g).
Figure 1(a)–(e) shows five examples of the discontinuous dielectric materials in the
cross section of the rectangular straight waveguide. Figure 1(f)–(g) shows two exam-
ples of the discontinuous dielectric materials in the cross section of the circular straight
waveguide.

Figure 1.
Seven examples of dielectric materials in the cross section of the straight waveguides. (a) Slab profile in the cross
section of the straight waveguides. (b) Rectangular profile in the rectangular waveguide. (c) Circular profile in
the rectangular waveguide. (d) Full dielectric material in the rectangular waveguide. (e) Hollow rectangular
waveguide with one dielectric material between the hollow rectangle and the metal. (f) Hollow waveguide with
one dielectric coating. (g) Hollow waveguide with three dielectric coatings.
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has been developed [7] by which complex propagation characteristics may be
obtained for arbitrarily shaped waveguide. The characteristic impedance of the
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based on using Laplace and Fourier transforms, and the output fields are computed
by the inverse Laplace and Fourier transforms. Laplace transform on the differential
wave equations is needed to obtain the wave equations (and thus also the output
fields) that are expressed directly as functions of the transmitted fields at the
entrance of the waveguide at z ¼ 0þ. Thus, the Laplace transform is necessary to
obtain the comfortable and simple input-output connections of the fields.

All models that are mentioned refer to solve interesting wave propagation
problems with a particular geometry. If we want to solve more complex discon-
tinuous problems of coatings in the cross section of the dielectric waveguides,
then it is important to develop for each problem an improved technique for
calculating the profiles with the dielectric material in the cross section of the
straight waveguide.
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2. Two proposed techniques for discontinuous problems in the cross
section of the rectangular and circular waveguides

The wave equations for the components of the electric and magnetic field are
given by

∇2Eþ ω2μεEþ ∇ E � ∇ε
ε

� �
¼ 0 (1)

and

∇2H þ ω2μεH þ ∇ε
ε

� ∇�Hð Þ ¼ 0 (2)

where ε0 represents the vacuum dielectric constant, χ0 is the susceptibility, and g
is its dielectric profile function in the waveguide.

Let us introduce the dielectric profile function for the examples as shown in
Figure 1(a)–(g) for the inhomogeneous dielectric materials.

3. The derivation for rectangular straight waveguide

The wave Eqs. (1) and (2) are given in the case of the rectangular straight
waveguide, where

ε x; yð Þ ¼ ε0 1þ χ0 g x; yð Þð Þ, gx ¼ 1=ε x; yð Þ½ � ∂ε x; yð Þ=∂x½ �, and
gy ¼ 1=ε x; yð Þ½ � ∂ε x; yð Þ=∂y½ �:

3.1 The first technique to calculate the discontinuous structure of the cross
section

Figure 2(a) shows an example of the cross section of the straight waveguide
(Figure 1(a)) for g xð Þ function. In order to solve inhomogeneous dielectric profiles,
we use the ωε function, with the parameters ε1 and ε2 (Figures 1(a) and (b)).

The ωε function [18] is used in order to solve discontinuous problems in the
cross section of the straight waveguide. The ωε function is defined according to
Figure 2(b) as

Figure 2.
(a) An example of the discontinuous problem of the slab dielectric profile in the straight rectangular waveguide.
(b) The ωε function in the limit ε ! 0.
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ωε rð Þ ¼ Cεe
� ε2

ε2� rj j2 rj j≤ ε

0 rj j> ε
;

(
(3)

where Cε is a constant and
Ð
ωε rð Þdr ¼ 1:

In order to solve inhomogeneous dielectric profiles (e.g., in Figure 1(a)–(b)) in
the cross section of the straight waveguide, the parameter ε is used according to the
ωε function (Figure 2(b)), where ε ! 0. The dielectric profile in this case of a
rectangular dielectric material in the rectangular cross section (Figure 1(b)) is
given by

g xð Þ ¼

0 0≤ x < a� d� εð Þ=2

g0 exp 1� ε2

ε2 � x� a� dþ εð Þ=2½ �2
" #

a� d� εð Þ=2≤ x < a� dþ εð Þ=2

g0 a� dþ εð Þ=2 < x < aþ d� εð Þ=2

g0 exp 1� ε2

ε2 � x� aþ d� εð Þ=2½ �2
" #

aþ d� εð Þ=2≤ x < aþ dþ εð Þ=2

0 aþ dþ εð Þ=2 < x≤ a

,

8>>>>>>>>>>>><
>>>>>>>>>>>>:

(4)

and

g yð Þ ¼

0 0≤ y < b� c� εð Þ=2

g0 exp 1� ε2

ε2 � y� b� cþ εð Þ=2½ �2
" #

b� c� εð Þ=2≤ y < b� cþ εð Þ=2

g0 b� cþ εð Þ=2 < y < bþ c� εð Þ=2

g0 exp 1� ε2

ε2 � y� bþ c� εð Þ=2½ �2
" #

bþ c� εð Þ=2≤ y < bþ cþ εð Þ=2

0 bþ cþ εð Þ=2 < y≤ b

:

8>>>>>>>>>>>><
>>>>>>>>>>>>:

(5)

The elements of the matrices are given according to Figure 1(b), in the case of
b 6¼ c by

g n;mð Þ ¼ g0
ab

ð a�dþεð Þ=2

a�d�εð Þ=2
exp 1� ε2

ε2 � x� a� dþ εð Þ=2½ �2
" #

cos
nπx
a

� �
dx

(

þ
ð aþd�εð Þ=2

a�dþεð Þ=2
cos

nπx
a

� �
dxþ

ð aþdþεð Þ=2

aþd�εð Þ=2
exp 1� ε2

ε2 � x� aþ d� εð Þ=2½ �2
" #

cos
nπx
a

� �
dx

)

ð b�cþεð Þ=2

b�c�εð Þ=2
exp 1� ε2

ε2 � y� b� cþ εð Þ=2½ �2
" #

cos
mπy
b

� �
dy

(

þ
ð bþc�εð Þ=2

b�cþεð Þ=2
cos

mπy
b

� �
dyþ

ð bþcþεð Þ=2

bþc�εð Þ=2
exp 1� ε2

ε2 � y� bþ c� εð Þ=2½ �2
" #

cos
mπy
b

� �
dy

)
,

(6)

where
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ωε rð Þ ¼ Cεe
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ε2� rj j2 rj j≤ ε
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;

(
(3)

where Cε is a constant and
Ð
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rectangular dielectric material in the rectangular cross section (Figure 1(b)) is
given by

g xð Þ ¼

0 0≤ x < a� d� εð Þ=2

g0 exp 1� ε2

ε2 � x� a� dþ εð Þ=2½ �2
" #

a� d� εð Þ=2≤ x < a� dþ εð Þ=2

g0 a� dþ εð Þ=2 < x < aþ d� εð Þ=2

g0 exp 1� ε2

ε2 � x� aþ d� εð Þ=2½ �2
" #

aþ d� εð Þ=2≤ x < aþ dþ εð Þ=2

0 aþ dþ εð Þ=2 < x≤ a

,

8>>>>>>>>>>>><
>>>>>>>>>>>>:

(4)

and

g yð Þ ¼

0 0≤ y < b� c� εð Þ=2

g0 exp 1� ε2

ε2 � y� b� cþ εð Þ=2½ �2
" #

b� c� εð Þ=2≤ y < b� cþ εð Þ=2

g0 b� cþ εð Þ=2 < y < bþ c� εð Þ=2

g0 exp 1� ε2

ε2 � y� bþ c� εð Þ=2½ �2
" #

bþ c� εð Þ=2≤ y < bþ cþ εð Þ=2

0 bþ cþ εð Þ=2 < y≤ b

:

8>>>>>>>>>>>><
>>>>>>>>>>>>:

(5)

The elements of the matrices are given according to Figure 1(b), in the case of
b 6¼ c by

g n;mð Þ ¼ g0
ab

ð a�dþεð Þ=2

a�d�εð Þ=2
exp 1� ε2

ε2 � x� a� dþ εð Þ=2½ �2
" #

cos
nπx
a

� �
dx

(

þ
ð aþd�εð Þ=2

a�dþεð Þ=2
cos

nπx
a

� �
dxþ

ð aþdþεð Þ=2

aþd�εð Þ=2
exp 1� ε2

ε2 � x� aþ d� εð Þ=2½ �2
" #

cos
nπx
a

� �
dx

)

ð b�cþεð Þ=2

b�c�εð Þ=2
exp 1� ε2

ε2 � y� b� cþ εð Þ=2½ �2
" #

cos
mπy
b

� �
dy

(

þ
ð bþc�εð Þ=2

b�cþεð Þ=2
cos

mπy
b

� �
dyþ

ð bþcþεð Þ=2

bþc�εð Þ=2
exp 1� ε2

ε2 � y� bþ c� εð Þ=2½ �2
" #

cos
mπy
b

� �
dy

)
,

(6)

where
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ð aþd�εð Þ=2

a�dþεð Þ=2
cos

nπx
a

� �
dx ¼ 2a=nπð Þ sin nπ=2að Þ d� εð Þð Þ cos nπð Þ=2ð Þ n 6¼ 0

d� ε n ¼ 0

�

and

ð bþc�εð Þ=2

b�cþεð Þ=2
cos

mπy
b

� �
dy ¼ 2b=mπð Þ sin mπ=2bð Þ c� εð Þð Þ cos mπð Þ=2ð Þ n 6¼ 0

c� ε n ¼ 0
:

�

The elements of the matrices are given according to Figure 1(a), in the case of
b = c by

g n;mð Þ ¼ g0
ab

ð a�dþεð Þ=2

a�d�εð Þ=2
exp 1� ε2

ε2 � x� a� dþ εð Þ=2½ �2
" #

cos
nπx
a

� �
dx

(

þ
ð aþd�εð Þ=2

a�dþεð Þ=2
cos

nπx
a

� �
dxþ

ð aþdþεð Þ=2

aþd�εð Þ=2
exp 1� ε2

ε2 � x� aþ d� εð Þ=2½ �2
" #

cos
nπx
a

� �
dx

)

ðb
0
cos

mπy
b

� �
dy

� �
,

where
ðb
0
cos

mπy
b

� �
dy ¼ b=mπð Þ sin mπð Þ ¼ b m ¼ 0

0 m 6¼ 0
:

�

3.2 The second technique to calculate the discontinuous structure of the cross
section

The second technique to calculate the discontinuous structure of the cross sec-
tion as shown in Figure 1(a) and (b).

The dielectric profile g x; yð Þ is given according to ε x; yð Þ ¼ ε0 1þ g x; yð Þð Þ.
According to Figure 3 and for g x; yð Þ ¼ g0, we obtain

g n;mð Þ ¼ g0
4ab

ða
�a

dx
ðb
�b

exp �j kxxþ kyy
� �� �

dy

¼ g0
4ab

ðx12
x11

dx
ðy12
y11

exp �j kxxþ kyy
� �� �

dyþ
ð�x11

�x12
dx
ðy12
y11

exp �j kxxþ kyy
� �� �

dy

(

þ
ð�x11

�x12
dx
ð�y11

�y12

exp �j kxxþ kyy
� �� �

dyþ
ðx12
x11

dx
ð�y11

�y12

exp �j kxxþ kyy
� �� �

dy

)
:

(7)

If y11 and y12 are functions of x, then we obtain

g n;mð Þ ¼ g0
abky

ðx12
x11

sin kyy12
� �� sin kyy11

� �� �
cos kxxð Þdx

¼ 2g0
amπ

ðx12
x11

sin
ky
2

y12 � y11
� �� �

cos
ky
2

y12 þ y11
� �� �

cos kxxð Þdx:
(8)

The dielectric profile for Figure 1(b) is given by
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g n;mð Þ ¼

g0
4ab

4cdð Þ n ¼ 0, m ¼ 0

g0
4ab

8d
k0ym

sin
k0ymc
2

� �
cos

k0ymb
2

� �� �
n ¼ 0, m 6¼ 0

g0
4ab

8c
k0xn

sin
k0xnd
2

� �
cos

k0xna
2

� �� �
n 6¼ 0, m ¼ 0

g0
4ab

16
k0xk0ynm

sin
k0xnd
2

� �
cos

k0xna
2

� �
sin

k0ymc
2

� �
cos

k0ymb
2

� �� �
n 6¼ 0, m 6¼ 0

8>>>>>>>>>>>><
>>>>>>>>>>>>:

(9)

3.3 The dielectric profile for the circular profile in the cross section

The dielectric profile for the circular profile in the cross section of the straight
rectangular waveguide is given by (Figure 1(c))

g x; yð Þ ¼ g0 0≤ r < r1 � ε1=2

g0 exp 1� qε rð Þ� �
r1 � ε=2≤ r < r1 þ ε=2

,
�

(10)

where

qε rð Þ ¼ ε2

ε2 � r� r1 � ε=2ð Þ½ �2 ,

else g x; yð Þ = 0. The radius of the circle is given by r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� a=2ð Þ2 þ y� b=2ð Þ2

q
.

3.4 The dielectric profile for the waveguide filled with dielectric material in the
entire cross section

The dielectric profile (Figure 1(d)) is given by

g n;mð Þ ¼

g0 n ¼ 0, m ¼ 0
g0
4ab

8a
k0ym

sin
k0ymb

2

� �
cos

k0ymb
2

� �� �
n ¼ 0, m 6¼ 0

g0
4ab

8b
k0xn

sin
k0xna
2

� �
cos

k0xna
2

� �� �
n 6¼ 0, m ¼ 0

g0
4ab

16
k0xk0ynm

sin
k0xna
2

� �
cos

k0xna
2

� �
sin

k0ymb
2

� �
cos

k0ymb
2

� �� �
n 6¼ 0, m 6¼ 0

8>>>>>>>>>><
>>>>>>>>>>:

(11)

Figure 3.
The arbitrary profile in the cross section.

57

The Influence of the Dielectric Materials on the Fields in the Millimeter and Infrared Wave…
DOI: http://dx.doi.org/10.5772/intechopen.80943



ð aþd�εð Þ=2

a�dþεð Þ=2
cos

nπx
a

� �
dx ¼ 2a=nπð Þ sin nπ=2að Þ d� εð Þð Þ cos nπð Þ=2ð Þ n 6¼ 0

d� ε n ¼ 0

�

and

ð bþc�εð Þ=2

b�cþεð Þ=2
cos

mπy
b

� �
dy ¼ 2b=mπð Þ sin mπ=2bð Þ c� εð Þð Þ cos mπð Þ=2ð Þ n 6¼ 0

c� ε n ¼ 0
:

�

The elements of the matrices are given according to Figure 1(a), in the case of
b = c by

g n;mð Þ ¼ g0
ab

ð a�dþεð Þ=2

a�d�εð Þ=2
exp 1� ε2

ε2 � x� a� dþ εð Þ=2½ �2
" #

cos
nπx
a

� �
dx

(

þ
ð aþd�εð Þ=2

a�dþεð Þ=2
cos

nπx
a

� �
dxþ

ð aþdþεð Þ=2

aþd�εð Þ=2
exp 1� ε2

ε2 � x� aþ d� εð Þ=2½ �2
" #

cos
nπx
a

� �
dx

)

ðb
0
cos

mπy
b

� �
dy

� �
,

where
ðb
0
cos

mπy
b

� �
dy ¼ b=mπð Þ sin mπð Þ ¼ b m ¼ 0

0 m 6¼ 0
:

�

3.2 The second technique to calculate the discontinuous structure of the cross
section

The second technique to calculate the discontinuous structure of the cross sec-
tion as shown in Figure 1(a) and (b).

The dielectric profile g x; yð Þ is given according to ε x; yð Þ ¼ ε0 1þ g x; yð Þð Þ.
According to Figure 3 and for g x; yð Þ ¼ g0, we obtain

g n;mð Þ ¼ g0
4ab

ða
�a

dx
ðb
�b

exp �j kxxþ kyy
� �� �

dy

¼ g0
4ab

ðx12
x11

dx
ðy12
y11

exp �j kxxþ kyy
� �� �

dyþ
ð�x11

�x12
dx
ðy12
y11

exp �j kxxþ kyy
� �� �

dy

(

þ
ð�x11

�x12
dx
ð�y11

�y12

exp �j kxxþ kyy
� �� �

dyþ
ðx12
x11

dx
ð�y11

�y12

exp �j kxxþ kyy
� �� �

dy

)
:

(7)

If y11 and y12 are functions of x, then we obtain

g n;mð Þ ¼ g0
abky

ðx12
x11

sin kyy12
� �� sin kyy11

� �� �
cos kxxð Þdx

¼ 2g0
amπ

ðx12
x11

sin
ky
2

y12 � y11
� �� �

cos
ky
2

y12 þ y11
� �� �

cos kxxð Þdx:
(8)

The dielectric profile for Figure 1(b) is given by
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g n;mð Þ ¼

g0
4ab

4cdð Þ n ¼ 0, m ¼ 0

g0
4ab

8d
k0ym

sin
k0ymc
2

� �
cos

k0ymb
2

� �� �
n ¼ 0, m 6¼ 0

g0
4ab

8c
k0xn

sin
k0xnd
2

� �
cos

k0xna
2

� �� �
n 6¼ 0, m ¼ 0

g0
4ab

16
k0xk0ynm

sin
k0xnd
2

� �
cos

k0xna
2

� �
sin

k0ymc
2

� �
cos

k0ymb
2

� �� �
n 6¼ 0, m 6¼ 0

8>>>>>>>>>>>><
>>>>>>>>>>>>:

(9)

3.3 The dielectric profile for the circular profile in the cross section

The dielectric profile for the circular profile in the cross section of the straight
rectangular waveguide is given by (Figure 1(c))

g x; yð Þ ¼ g0 0≤ r < r1 � ε1=2

g0 exp 1� qε rð Þ� �
r1 � ε=2≤ r < r1 þ ε=2

,
�

(10)

where

qε rð Þ ¼ ε2

ε2 � r� r1 � ε=2ð Þ½ �2 ,

else g x; yð Þ = 0. The radius of the circle is given by r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� a=2ð Þ2 þ y� b=2ð Þ2

q
.

3.4 The dielectric profile for the waveguide filled with dielectric material in the
entire cross section

The dielectric profile (Figure 1(d)) is given by

g n;mð Þ ¼

g0 n ¼ 0, m ¼ 0
g0
4ab

8a
k0ym

sin
k0ymb

2

� �
cos

k0ymb
2

� �� �
n ¼ 0, m 6¼ 0

g0
4ab

8b
k0xn

sin
k0xna
2

� �
cos

k0xna
2

� �� �
n 6¼ 0, m ¼ 0

g0
4ab

16
k0xk0ynm

sin
k0xna
2

� �
cos

k0xna
2

� �
sin

k0ymb
2

� �
cos

k0ymb
2

� �� �
n 6¼ 0, m 6¼ 0

8>>>>>>>>>><
>>>>>>>>>>:

(11)

Figure 3.
The arbitrary profile in the cross section.

57

The Influence of the Dielectric Materials on the Fields in the Millimeter and Infrared Wave…
DOI: http://dx.doi.org/10.5772/intechopen.80943



3.5 The hollow rectangular waveguide with the dielectric material between the
hollow rectangle and the metallic

The dielectric profile of the hollow rectangular waveguide with the dielectric
material between the hollow rectangle and the metal (Figure 1(e)) is calculated
by subtracting the dielectric profile of Figure 1(b) from the dielectric profile of
Figure 1(d).

The matrix G is given by the form

G ¼

g00 g�10 g�20 … g�nm … g�NM

g10 g00 g�10 … g� n�1ð Þm … g� N�1ð ÞM
g20 g10 ⋱ ⋱ ⋱
⋮ g20 ⋱ ⋱ ⋱
gnm ⋱ ⋱ ⋱ g00 ⋮
⋮

gNM … … … … … g00

2
666666666664

3
777777777775

: (12)

Similarly, the Gx and Gy matrices are obtained by the derivatives of the dielectric
profile. These matrices relate to the method that is based on the Laplace and Fourier
transforms and the inverse Laplace and Fourier transforms [16]. Laplace transform
is necessary to obtain the comfortable and simple input-output connections of the
fields. The output transverse fields are computed by the inverse Laplace and Fourier
transforms.

This method becomes an improved method by using the proposed technique and
the particular application also in the cases of discontinuous problems of the hollow
rectangular waveguide with dielectric material between the hollow rectangle and
the metal (Figure 1(e)), in the cross section of the straight rectangular waveguide.
In addition, we can find the thickness of the dielectric layer that is recommended to
obtain the desired behavior of the output fields.

Several examples will demonstrate in the next section in order to understand the
influence of the hollow rectangular waveguidewith dielectricmaterial in the cross
section (Figure 1) on the output field. All the graphical results will be demonstrated as a
response to a half-sine (TE10) input-wave profile and thehollow rectangularwaveguide
with dielectricmaterial in the cross section of the straight rectangular waveguide.

4. The derivation for circular straight waveguide

The wave Eqs. (1) and (2) are given in the case of the circular straight waveguide,
where

ε rð Þ ¼ ε0 1þ χ0 g rð Þ½ � and gr rð Þ ¼ 1=ε rð Þ½ � ∂ε rð Þ=∂r½ �:

The proposed technique to calculate the refractive index for discontinuous
problems (Figure 1(f) and (g)) is given in this section for the one dielectric coating
(Figure 1(f)) and for three dielectric coatings (Figure 1(g)).

4.1 The refractive index for the circular hollow waveguide with one dielectric
coating in the cross section

The cross section of the hollow waveguide (Figure 1(f)) is made of a tube of
various types of one dielectric layer and a metallic layer. The refractive indices of
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the air, dielectric, and metallic layers are n 0ð Þ ¼ 1, n AgIð Þ ¼ 2, and n Agð Þ ¼ 10� j60,
respectively. The value of the refractive index of the material at a wavelength of λ =
10.6 μm is taken from the table performed by Miyagi et al. [19]. The refractive
indices of the air, dielectric layer (AgI), and metallic layer (Ag) are shown in
Figure 1(f).

The refractive index (n(r)) is dependent on the transition’s regions in the cross
section between the two different materials (air-AgI, AgI-Ag).

The refractive index is calculated as follows:

n rð Þ ¼

n0 0≤ r < b� ε1=2

n0 þ nd � n0ð Þ exp 1� ε12

ε12 � r� bþ ε1=2ð Þ½ �2
" #

b� ε1=2≤ r< bþ ε1=2

nd bþ ε1=2≤ r< a� ε2=2

nd þ nm � ndð Þ exp 1� ε22

ε22 � r� aþ ε2=2ð Þ½ �2
" #

a� ε2=2≤ r < aþ ε2=2

nm else

,

8>>>>>>>>>>>><
>>>>>>>>>>>>:

where the internal and external diameters are denoted as 2b, 2a, and 2(a+δm),
respectively, where δm is the metallic layer. The thickness of the dielectric coating
(d) is defined as [a � b], and the thickness of the metallic layer (δm) is defined as
[(a+δm) � a]. The parameter ε is very small [ε = [a � b]/50]. The refractive indices
of the air, dielectric, and metallic layers are denoted as n0, nd, and nm, respectively.

4.2 The refractive index for the circular hollow waveguide with three dielectric
coatings in the cross section

The cross section of the hollow waveguide (Figure 1(g)) is made of a tube of
various types of three dielectric layers and a metallic layer. The internal and external
diameters are denoted as 2b, 2 b1, 2 b2, 2a, and 2(a + δm), respectively, where δm is the
thickness of the metallic layer. In addition, we denote the thickness of the dielectric
layers as d1, d2, and d3, respectively, where d1 = b1 � b, d2 = b2 � b1, and d3 = a � b2.
The refractive index in the particular case with the three dielectric layers and the
metallic layer in the cross section of the straight hollow waveguide (Figure 1(g)) is
calculated as follows:

n rð Þ ¼

n0 0≤ r < b� ε=2

n0 þ n1 � n0ð Þ exp 1� ε2

ε2 � r� bþ ε=2ð Þ½ �2
" #

b� ε=2≤ r < bþ ε=2

n1 bþ ε=2≤ r < b1 � ε=2

n1 þ n2 � n1ð Þ exp 1� ε2

ε2 � r� b1 þ ε=2ð Þ½ �2
" #

b1 � ε2=2≤ r < b1 þ ε2=2

n2 b1 þ ε=2≤ r < b2 � ε=2

n2 þ n3 � n2ð Þ exp 1� ε2

ε2 � r� b2 þ ε=2ð Þ½ �2
" #

b2 � ε=2≤ r< b2 þ ε=2

n3 b2 þ ε=2≤ r< a� ε=2

n3 þ nm � n3ð Þ exp 1� ε2

ε2 � r� aþ ε=2ð Þ½ �2
" #

a� ε=2≤ r < aþ ε=2

nm else

,

8>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
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3.5 The hollow rectangular waveguide with the dielectric material between the
hollow rectangle and the metallic

The dielectric profile of the hollow rectangular waveguide with the dielectric
material between the hollow rectangle and the metal (Figure 1(e)) is calculated
by subtracting the dielectric profile of Figure 1(b) from the dielectric profile of
Figure 1(d).

The matrix G is given by the form

G ¼

g00 g�10 g�20 … g�nm … g�NM

g10 g00 g�10 … g� n�1ð Þm … g� N�1ð ÞM
g20 g10 ⋱ ⋱ ⋱
⋮ g20 ⋱ ⋱ ⋱
gnm ⋱ ⋱ ⋱ g00 ⋮
⋮

gNM … … … … … g00

2
666666666664

3
777777777775

: (12)

Similarly, the Gx and Gy matrices are obtained by the derivatives of the dielectric
profile. These matrices relate to the method that is based on the Laplace and Fourier
transforms and the inverse Laplace and Fourier transforms [16]. Laplace transform
is necessary to obtain the comfortable and simple input-output connections of the
fields. The output transverse fields are computed by the inverse Laplace and Fourier
transforms.

This method becomes an improved method by using the proposed technique and
the particular application also in the cases of discontinuous problems of the hollow
rectangular waveguide with dielectric material between the hollow rectangle and
the metal (Figure 1(e)), in the cross section of the straight rectangular waveguide.
In addition, we can find the thickness of the dielectric layer that is recommended to
obtain the desired behavior of the output fields.

Several examples will demonstrate in the next section in order to understand the
influence of the hollow rectangular waveguidewith dielectricmaterial in the cross
section (Figure 1) on the output field. All the graphical results will be demonstrated as a
response to a half-sine (TE10) input-wave profile and thehollow rectangularwaveguide
with dielectricmaterial in the cross section of the straight rectangular waveguide.

4. The derivation for circular straight waveguide

The wave Eqs. (1) and (2) are given in the case of the circular straight waveguide,
where

ε rð Þ ¼ ε0 1þ χ0 g rð Þ½ � and gr rð Þ ¼ 1=ε rð Þ½ � ∂ε rð Þ=∂r½ �:

The proposed technique to calculate the refractive index for discontinuous
problems (Figure 1(f) and (g)) is given in this section for the one dielectric coating
(Figure 1(f)) and for three dielectric coatings (Figure 1(g)).

4.1 The refractive index for the circular hollow waveguide with one dielectric
coating in the cross section

The cross section of the hollow waveguide (Figure 1(f)) is made of a tube of
various types of one dielectric layer and a metallic layer. The refractive indices of
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the air, dielectric, and metallic layers are n 0ð Þ ¼ 1, n AgIð Þ ¼ 2, and n Agð Þ ¼ 10� j60,
respectively. The value of the refractive index of the material at a wavelength of λ =
10.6 μm is taken from the table performed by Miyagi et al. [19]. The refractive
indices of the air, dielectric layer (AgI), and metallic layer (Ag) are shown in
Figure 1(f).

The refractive index (n(r)) is dependent on the transition’s regions in the cross
section between the two different materials (air-AgI, AgI-Ag).

The refractive index is calculated as follows:

n rð Þ ¼

n0 0≤ r < b� ε1=2

n0 þ nd � n0ð Þ exp 1� ε12

ε12 � r� bþ ε1=2ð Þ½ �2
" #

b� ε1=2≤ r< bþ ε1=2

nd bþ ε1=2≤ r< a� ε2=2

nd þ nm � ndð Þ exp 1� ε22

ε22 � r� aþ ε2=2ð Þ½ �2
" #

a� ε2=2≤ r < aþ ε2=2

nm else

,

8>>>>>>>>>>>><
>>>>>>>>>>>>:

where the internal and external diameters are denoted as 2b, 2a, and 2(a+δm),
respectively, where δm is the metallic layer. The thickness of the dielectric coating
(d) is defined as [a � b], and the thickness of the metallic layer (δm) is defined as
[(a+δm) � a]. The parameter ε is very small [ε = [a � b]/50]. The refractive indices
of the air, dielectric, and metallic layers are denoted as n0, nd, and nm, respectively.

4.2 The refractive index for the circular hollow waveguide with three dielectric
coatings in the cross section

The cross section of the hollow waveguide (Figure 1(g)) is made of a tube of
various types of three dielectric layers and a metallic layer. The internal and external
diameters are denoted as 2b, 2 b1, 2 b2, 2a, and 2(a + δm), respectively, where δm is the
thickness of the metallic layer. In addition, we denote the thickness of the dielectric
layers as d1, d2, and d3, respectively, where d1 = b1 � b, d2 = b2 � b1, and d3 = a � b2.
The refractive index in the particular case with the three dielectric layers and the
metallic layer in the cross section of the straight hollow waveguide (Figure 1(g)) is
calculated as follows:

n rð Þ ¼

n0 0≤ r < b� ε=2

n0 þ n1 � n0ð Þ exp 1� ε2

ε2 � r� bþ ε=2ð Þ½ �2
" #

b� ε=2≤ r < bþ ε=2

n1 bþ ε=2≤ r < b1 � ε=2

n1 þ n2 � n1ð Þ exp 1� ε2

ε2 � r� b1 þ ε=2ð Þ½ �2
" #

b1 � ε2=2≤ r < b1 þ ε2=2

n2 b1 þ ε=2≤ r < b2 � ε=2

n2 þ n3 � n2ð Þ exp 1� ε2

ε2 � r� b2 þ ε=2ð Þ½ �2
" #

b2 � ε=2≤ r< b2 þ ε=2

n3 b2 þ ε=2≤ r< a� ε=2

n3 þ nm � n3ð Þ exp 1� ε2

ε2 � r� aþ ε=2ð Þ½ �2
" #

a� ε=2≤ r < aþ ε=2

nm else

,

8>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
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where the parameter ε is very small [ε = a� b½ �=50]. The refractive indices of the
air, dielectric, and metallic layers are denoted as n0, n1, n2, n3, and nm, respectively.
In this study we suppose that n3 > n2 > n1.

The proposed technique to calculate the refractive indices of the dielectric pro-
file of one dielectric coating (Figure 1(f)) or three dielectric coatings (Figure 1(g)),
and the metallic layer in the cross section relate to the method that is based on
Maxwell’s equations, the Fourier-Bessel series, Laplace transform, and the inverse
Laplace transform by the residue method [17]. This method becomes an improved
method by using the proposed technique also in the cases of discontinuous prob-
lems of the hollow circular waveguide with one dielectric coating (Figure 1(f)),
three dielectric coatings (Figure 1(g)), or more dielectric coatings.

5. Numerical results

Several examples for the rectangular and circular waveguides with the discon-
tinuous dielectric profile in the cross section of the straight waveguide are demon-
strated in this section according to Figure 1(a)–(g).

Figure 4(a)–(c) demonstrates the output field as a response to a half-sine
(TE10) input-wave profile in the case of the slab profile (Figure 1(a)), where
a = b = 20 mm, c = 20 mm, and d = 2 mm, for εr = 3, 4, and 5, respectively. Figure 4
(c) shows the output field for εr = 3, 4, and 5, respectively, where y = b/2 = 10 mm.

By increasing only the value of the dielectric profile from εr = 3 to εr = 5, the
width of the output field decreased, and also the output amplitude decreased.

Figure 5(a)–(e) demonstrates the output field as a response to a half-sine (TE10)
input-wave profile in the case of the rectangular dielectric profile in the rectangular
waveguide (Figure 1(b)), where a = b = 20 mm and c = d = 2 mm, for εr = 3, 5, 7,
and 10, respectively. Figure 5(e) shows the output field for εr = 3, 5, 7, and 10,
respectively, where y = b/2 = 10 mm.

By increasing only the dielectric profile from εr = 3 to εr = 5, the width of the
output field increased, and also the output amplitude increased.

The output fields are strongly affected by the input-wave profile (TE10 mode), the
location, and the dielectric profile, as shown in Figure 4(a)–(c) and Figure 5(a)–(e).

Figure 6(a)–(e) shows the output field as a response to a half-sine (TE10) input-
wave profile in the case of the circular dielectric profile (Figure 1(c)), for εr = 3, 5, 7
and 10, respectively, where a = b = 20 mm, and the radius of the circular dielectric
profile is equal to 1 mm. Figure 6(e) shows the output field for εr =3, 5, 7, and 10,
respectively, where y = b/2 = 10 mm. The other parameters are z = 0.15 m, k0 = 167
1=m, λ = 3.75 cm, and β = 58 1=m.

Figure 4.
The output field as a response to a half-sine (TE10) input-wave profile in the case of the slab dielectric profile
(Figure 1(a)), where a = b = 20 mm, c = 20 mm, and d = 2 mm where (a) εr = 3 and (b) εr = 5. (c). The
output field for εr =3, 4, and 5, respectively, where y = b/2 = 10 mm.
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The proposed technique in Section 3.3 is also effective to solve discontinuous
problems of periodic circular profiles in the cross section of the straight rectangular
waveguides, and some examples were demonstrated in Ref. [20].

The behavior of the output fields (Figures 5(a)–(e) and 6(a)–(e)) is similar
when the dimensions of the rectangular dielectric profile (Figure 1(b)) and the
circular profile (Figure 1(c)) are very close. The output field (Figure 5(a)–(e)) is

Figure 6.
The output field as a response to a half-sine (TE10) input-wave profile in the case of the circular dielectric
profile (Figure 1(c)), where a = b = 20 mm, and the radius of the circular dielectric profile is equal to 1 mm:
(a) εr = 3, (b) εr = 5, (c) εr = 7, and (d) εr = 10. The other parameters are z = 0.15 m, k0 = 167 1=m, λ = 3.75 cm,
and β = 58 1=m. (e) The output field for εr = 3, 5, 7, and 10, respectively, where y = b/2 = 10 mm.

Figure 5.
The output field as a response to a half-sine (TE10) input-wave profile in the case of the rectangular dielectric
material (Figure 1(b)), where a = b = 20 mm and c = d = 2 mm: (a) εr = 3, (b) εr = 5, (c) εr = 7, and (d)
εr = 10. The other parameters are a = b = 20 mm, z = 0.15 m, k0 = 167 1=m, λ = 3.75 cm, and β = 58 1=m.
(e) The output field for εr = 3, 5, 7, and 10, respectively, where y = b/2 = 10 mm.
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where the parameter ε is very small [ε = a� b½ �=50]. The refractive indices of the
air, dielectric, and metallic layers are denoted as n0, n1, n2, n3, and nm, respectively.
In this study we suppose that n3 > n2 > n1.

The proposed technique to calculate the refractive indices of the dielectric pro-
file of one dielectric coating (Figure 1(f)) or three dielectric coatings (Figure 1(g)),
and the metallic layer in the cross section relate to the method that is based on
Maxwell’s equations, the Fourier-Bessel series, Laplace transform, and the inverse
Laplace transform by the residue method [17]. This method becomes an improved
method by using the proposed technique also in the cases of discontinuous prob-
lems of the hollow circular waveguide with one dielectric coating (Figure 1(f)),
three dielectric coatings (Figure 1(g)), or more dielectric coatings.

5. Numerical results

Several examples for the rectangular and circular waveguides with the discon-
tinuous dielectric profile in the cross section of the straight waveguide are demon-
strated in this section according to Figure 1(a)–(g).

Figure 4(a)–(c) demonstrates the output field as a response to a half-sine
(TE10) input-wave profile in the case of the slab profile (Figure 1(a)), where
a = b = 20 mm, c = 20 mm, and d = 2 mm, for εr = 3, 4, and 5, respectively. Figure 4
(c) shows the output field for εr = 3, 4, and 5, respectively, where y = b/2 = 10 mm.

By increasing only the value of the dielectric profile from εr = 3 to εr = 5, the
width of the output field decreased, and also the output amplitude decreased.

Figure 5(a)–(e) demonstrates the output field as a response to a half-sine (TE10)
input-wave profile in the case of the rectangular dielectric profile in the rectangular
waveguide (Figure 1(b)), where a = b = 20 mm and c = d = 2 mm, for εr = 3, 5, 7,
and 10, respectively. Figure 5(e) shows the output field for εr = 3, 5, 7, and 10,
respectively, where y = b/2 = 10 mm.

By increasing only the dielectric profile from εr = 3 to εr = 5, the width of the
output field increased, and also the output amplitude increased.

The output fields are strongly affected by the input-wave profile (TE10 mode), the
location, and the dielectric profile, as shown in Figure 4(a)–(c) and Figure 5(a)–(e).

Figure 6(a)–(e) shows the output field as a response to a half-sine (TE10) input-
wave profile in the case of the circular dielectric profile (Figure 1(c)), for εr = 3, 5, 7
and 10, respectively, where a = b = 20 mm, and the radius of the circular dielectric
profile is equal to 1 mm. Figure 6(e) shows the output field for εr =3, 5, 7, and 10,
respectively, where y = b/2 = 10 mm. The other parameters are z = 0.15 m, k0 = 167
1=m, λ = 3.75 cm, and β = 58 1=m.

Figure 4.
The output field as a response to a half-sine (TE10) input-wave profile in the case of the slab dielectric profile
(Figure 1(a)), where a = b = 20 mm, c = 20 mm, and d = 2 mm where (a) εr = 3 and (b) εr = 5. (c). The
output field for εr =3, 4, and 5, respectively, where y = b/2 = 10 mm.
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The proposed technique in Section 3.3 is also effective to solve discontinuous
problems of periodic circular profiles in the cross section of the straight rectangular
waveguides, and some examples were demonstrated in Ref. [20].

The behavior of the output fields (Figures 5(a)–(e) and 6(a)–(e)) is similar
when the dimensions of the rectangular dielectric profile (Figure 1(b)) and the
circular profile (Figure 1(c)) are very close. The output field (Figure 5(a)–(e)) is

Figure 6.
The output field as a response to a half-sine (TE10) input-wave profile in the case of the circular dielectric
profile (Figure 1(c)), where a = b = 20 mm, and the radius of the circular dielectric profile is equal to 1 mm:
(a) εr = 3, (b) εr = 5, (c) εr = 7, and (d) εr = 10. The other parameters are z = 0.15 m, k0 = 167 1=m, λ = 3.75 cm,
and β = 58 1=m. (e) The output field for εr = 3, 5, 7, and 10, respectively, where y = b/2 = 10 mm.

Figure 5.
The output field as a response to a half-sine (TE10) input-wave profile in the case of the rectangular dielectric
material (Figure 1(b)), where a = b = 20 mm and c = d = 2 mm: (a) εr = 3, (b) εr = 5, (c) εr = 7, and (d)
εr = 10. The other parameters are a = b = 20 mm, z = 0.15 m, k0 = 167 1=m, λ = 3.75 cm, and β = 58 1=m.
(e) The output field for εr = 3, 5, 7, and 10, respectively, where y = b/2 = 10 mm.
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shown for c = d = 2 mm as regards to the dimensions a = b = 20 mm. The output field
(Figure 6(a)–(e)) is shown where the radius of circular profile is equal to 1 mm
(viz., the diameter 2 mm), as regards to the dimensions a = b = 20 mm.

Figure 7(a)–(e) shows the output field as a response to a half-sine (TE10) input-
wave profile in the case of the circular dielectric profile (Figure 1(c)), where
a = b = 20 mm, and the radius of the circular dielectric profile is equal to 2 mm for
εr = 3, 5, 7, and 10, respectively. The other parameters are z = 0.15 m, k0 = 167 1=m,
λ = 3.75 cm, and β = 58 1=m. Figure 7(e) shows the output field for εr =3, 5, 7, and
10, respectively, where y = b/2 = 10 mm.

By changing only the value of the radius of the circular dielectric profile
(Figure 1(c)) from 1 mm to 2 mm, as regards to the dimensions of the cross section
of the waveguide (a = b = 20 mm), the output field of the Gaussian shape increased,
and the half-sine (TE10) input-wave profile decreased.

The dielectric profile of the hollow rectangular waveguide with the dielectric
material between the hollow rectangle and the metal (Figure 1(e)) is calculated by
subtracting the dielectric profile of the waveguide with the dielectric material in the
core (Figure 1(b)) from the dielectric profile according to the waveguide entirely
with the dielectric profile (Figure 1(d)).

Figure 8(a)–(c) shows the output field as a response to a half-sine (TE10) input-
wave profile in the case of the hollow rectangular waveguide with one dielectric
material between the hollow rectangle and the metal (Figure 1(e)), where
a = b = 20 mm, c = d = 14 mm, and d = 14 mm, namely, e = 3 mm and f = 3 mm.
Figure 8(a)–(b) shows the output field for εr = 2.5 and εr = 4, respectively.
Figure 8(c) shows the output field for εr = 2.5, 3, 3.5, and 4, respectively, where
y = b/2 = 10 mm. The other parameters are z = 0.15 m, k0 = 167 1=m, λ = 3.75 cm,
and β = 58 1=m.

Figure 9(a)–(c) shows the output power density in the case of the hollow
circular waveguide with one dielectric coating (Figure 1(f)), where a = 0.5 mm.
Figure 9(a)–(b) shows the output power density for w0 = 0.15 mm and
w0 = 0.25 mm, respectively. The output power density of the central peak is shown

Figure 7.
The output field as a response to a half-sine (TE10) input-wave profile in the case of the circular dielectric profile
(Figure 1(c)), where a = b = 20 mm, and the radius of the circular dielectric profile is equal to 2 mm: (a) εr = 3,
(b) εr = 5, (c) εr = 7, and (d) εr = 10. The other parameters are z = 0.15 m, k0 = 167 1=m, λ = 3.75 cm, and
β = 58 1=m. (e) The output field for εr = 3, 5, 7, and 10, respectively, where y = b/2 = 10 mm.
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for w0 = 0.15 mm, w0 = 0.2 mm, and w0 = 0.25 mm, respectively, where y = b/2. The
other parameters are z = 1 m, nd = 2.2, and n Agð Þ = 13.5 - j 75.3.

Figure 1(f) and (g) shows two examples of discontinuous problems for circular
waveguides. The practical results are demonstrated for Figure 1(f).

Figure 10(a)–(c) shows also the output power density in the case of the hollow
circular waveguide with one dielectric coating (Figure 1(f)), where a = 0.5 mm, but
for other values of the spot size. Figure 10(a)–(b) shows the output power density
for w0 = 0.26 mm and w0 = 0.3 mm, respectively. The output power density of the
central peak is shown for w0 = 0.26 mm, w0 = 0.28 mm, and w0 = 0.3 mm,
respectively, where y = b/2. The other parameters are z = 1 m, nd = 2.2, and n Agð Þ =
13.5 � j 75.3.

Figure 9.
The output power density in the case of the hollow circular waveguide with one dielectric coating (Figure 1(e)),
where a = 0.5 mm: (a) w0 = 0.15 mm, and (b) w0 = 0.25 mm. (c). The output power density of the central
peak for w0 = 0.15 mm, w0 = 0.2 mm, and w0 = 0.25 mm, respectively, where y = b/2. The other parameters
are z = 1 m, nd =2.2, and n Agð Þ = 13.5 - j 75.3.

Figure 10.
The output power density in the case of the hollow circular waveguide with one dielectric coating (Figure 1(e)),
where a = 0.5 mm: (a) w0 = 0.26 mm, and (b) w0 = 0.3 mm. (c). The output power density of the central peak
for w0 = 0.26 mm, w0 = 0.28 mm, and w0 = 0.3 mm, respectively, where y = b/2. The other parameters are
z = 1 m, nd = 2.2, and n Agð Þ = 13.5 � j 75.3.

Figure 8.
The output field as a response to a half-sine (TE10) input-wave profile in the case of the hollow rectangular
waveguide with one dielectric material between the hollow rectangle and the metal (Figure 1(e)), where
a = b = 20 mm, c = 14 mm, and d = 14 mm, namely, e = 3 mm and f = 3 mm: (a) εr = 2.5, and (b) εr = 4. (c).
The output field for εr = 2.5, 3, 3.5, and 4, respectively, where y = b/2 = 10 mm. The other parameters are
z = 0.15 m, k0 = 167 1=m, λ = 3.75 cm, and β = 58 1=m.
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shown for c = d = 2 mm as regards to the dimensions a = b = 20 mm. The output field
(Figure 6(a)–(e)) is shown where the radius of circular profile is equal to 1 mm
(viz., the diameter 2 mm), as regards to the dimensions a = b = 20 mm.

Figure 7(a)–(e) shows the output field as a response to a half-sine (TE10) input-
wave profile in the case of the circular dielectric profile (Figure 1(c)), where
a = b = 20 mm, and the radius of the circular dielectric profile is equal to 2 mm for
εr = 3, 5, 7, and 10, respectively. The other parameters are z = 0.15 m, k0 = 167 1=m,
λ = 3.75 cm, and β = 58 1=m. Figure 7(e) shows the output field for εr =3, 5, 7, and
10, respectively, where y = b/2 = 10 mm.

By changing only the value of the radius of the circular dielectric profile
(Figure 1(c)) from 1 mm to 2 mm, as regards to the dimensions of the cross section
of the waveguide (a = b = 20 mm), the output field of the Gaussian shape increased,
and the half-sine (TE10) input-wave profile decreased.

The dielectric profile of the hollow rectangular waveguide with the dielectric
material between the hollow rectangle and the metal (Figure 1(e)) is calculated by
subtracting the dielectric profile of the waveguide with the dielectric material in the
core (Figure 1(b)) from the dielectric profile according to the waveguide entirely
with the dielectric profile (Figure 1(d)).

Figure 8(a)–(c) shows the output field as a response to a half-sine (TE10) input-
wave profile in the case of the hollow rectangular waveguide with one dielectric
material between the hollow rectangle and the metal (Figure 1(e)), where
a = b = 20 mm, c = d = 14 mm, and d = 14 mm, namely, e = 3 mm and f = 3 mm.
Figure 8(a)–(b) shows the output field for εr = 2.5 and εr = 4, respectively.
Figure 8(c) shows the output field for εr = 2.5, 3, 3.5, and 4, respectively, where
y = b/2 = 10 mm. The other parameters are z = 0.15 m, k0 = 167 1=m, λ = 3.75 cm,
and β = 58 1=m.

Figure 9(a)–(c) shows the output power density in the case of the hollow
circular waveguide with one dielectric coating (Figure 1(f)), where a = 0.5 mm.
Figure 9(a)–(b) shows the output power density for w0 = 0.15 mm and
w0 = 0.25 mm, respectively. The output power density of the central peak is shown

Figure 7.
The output field as a response to a half-sine (TE10) input-wave profile in the case of the circular dielectric profile
(Figure 1(c)), where a = b = 20 mm, and the radius of the circular dielectric profile is equal to 2 mm: (a) εr = 3,
(b) εr = 5, (c) εr = 7, and (d) εr = 10. The other parameters are z = 0.15 m, k0 = 167 1=m, λ = 3.75 cm, and
β = 58 1=m. (e) The output field for εr = 3, 5, 7, and 10, respectively, where y = b/2 = 10 mm.
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for w0 = 0.15 mm, w0 = 0.2 mm, and w0 = 0.25 mm, respectively, where y = b/2. The
other parameters are z = 1 m, nd = 2.2, and n Agð Þ = 13.5 - j 75.3.

Figure 1(f) and (g) shows two examples of discontinuous problems for circular
waveguides. The practical results are demonstrated for Figure 1(f).

Figure 10(a)–(c) shows also the output power density in the case of the hollow
circular waveguide with one dielectric coating (Figure 1(f)), where a = 0.5 mm, but
for other values of the spot size. Figure 10(a)–(b) shows the output power density
for w0 = 0.26 mm and w0 = 0.3 mm, respectively. The output power density of the
central peak is shown for w0 = 0.26 mm, w0 = 0.28 mm, and w0 = 0.3 mm,
respectively, where y = b/2. The other parameters are z = 1 m, nd = 2.2, and n Agð Þ =
13.5 � j 75.3.

Figure 9.
The output power density in the case of the hollow circular waveguide with one dielectric coating (Figure 1(e)),
where a = 0.5 mm: (a) w0 = 0.15 mm, and (b) w0 = 0.25 mm. (c). The output power density of the central
peak for w0 = 0.15 mm, w0 = 0.2 mm, and w0 = 0.25 mm, respectively, where y = b/2. The other parameters
are z = 1 m, nd =2.2, and n Agð Þ = 13.5 - j 75.3.

Figure 10.
The output power density in the case of the hollow circular waveguide with one dielectric coating (Figure 1(e)),
where a = 0.5 mm: (a) w0 = 0.26 mm, and (b) w0 = 0.3 mm. (c). The output power density of the central peak
for w0 = 0.26 mm, w0 = 0.28 mm, and w0 = 0.3 mm, respectively, where y = b/2. The other parameters are
z = 1 m, nd = 2.2, and n Agð Þ = 13.5 � j 75.3.

Figure 8.
The output field as a response to a half-sine (TE10) input-wave profile in the case of the hollow rectangular
waveguide with one dielectric material between the hollow rectangle and the metal (Figure 1(e)), where
a = b = 20 mm, c = 14 mm, and d = 14 mm, namely, e = 3 mm and f = 3 mm: (a) εr = 2.5, and (b) εr = 4. (c).
The output field for εr = 2.5, 3, 3.5, and 4, respectively, where y = b/2 = 10 mm. The other parameters are
z = 0.15 m, k0 = 167 1=m, λ = 3.75 cm, and β = 58 1=m.
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By changing only the values of the spot size from w0 = 0.15 mm, w0 = 0.2 mm,
and w0 = 0.25 mm to w0 = 0.26 mm, w0 = 0.28 mm, and w0 = 0.3 mm, respectively,
the results of the output power density for a = 0.5 mm are changed as shown in
Figure 10(a)–10(c).

The output modal profile is greatly affected by the parameters of the spot size and
the dimensions of the cross section of the waveguide. Figure 10(a)–(c) demonstrates
that in addition to the main propagation mode, several other secondary modes and
symmetric output shape appear in the results of the output power density for the
values of w0 = 0.26 mm, w0 = 0.28 mm, and w0 = 0.3 mm, respectively.

The proposed technique in Section 4.2 is also effective to solve discontinuous
problems of the straight hollow circular waveguide with three dielectric layers
(Figure 1(g)), and some examples were demonstrated in Ref. [21].

6. Conclusions

Several examples for the rectangular and circular waveguides with the discon-
tinuous dielectric profile in the cross section of the straight waveguide were dem-
onstrated in this research, according to Figure 1(a)–(g).

Figure 4(a)–(c) demonstrates the output field as a response to a half-sine
(TE10) input-wave profile in the case of the slab profile (Figure 1(a)), where
a = b = 20 mm, c = 20 mm, and d = 2 mm for εr = 3 and 5, respectively. By increasing
only the value of the dielectric profile from εr = 3 to εr = 5, the width of the output
field decreased, and also the output amplitude decreased.

Figure 5(a)–(e) demonstrates the output field as a response to a half-sine (TE10)
input-wave profile in the case of the rectangular dielectric profile in the rectangular
waveguide (Figure 1(b)), where a = b = 20 mm and c = d = 2mm, for εr = 3, 5, 7, and
10, respectively. By increasing only the dielectric profile from εr = 3 to εr = 5, the
width of the output field increased, and also the output amplitude increased. The
output fields are strongly affected by the input-wave profile (TE10 mode), the loca-
tion, and the dielectric profile, as shown in Figure 4(a)–(c) and Figure 5(a)–(e).

The behavior of the output fields (Figures 5(a)–(e) and 6(a)–(e)) is similar
when the dimensions of the rectangular dielectric profile (Figure 1(b)) and the
circular profile (Figure 1(c)) are very close. The output field (Figure 5(a)–(e)) is
shown for c = d = 2mm as regards to the dimensions a = b = 20 mm. The output field
(Figure 6(a)–(e)) is shown where the radius of circular profile is equal to 1 mm
(viz., the diameter 2 mm), as regards to the dimensions a = b = 20 mm.

Figures 6(a)–(e) and 7(a)–(e) show the output field as a response to a half-sine
(TE10) input-wave profile in the case of the circular dielectric profile (Figure 1(c)),
for εr = 3, 5, 7, and 10, respectively, where a = b = 20 mm, and the radius of the
circular dielectric profile is equal to 1 mm. By changing only the value of the radius
of the circular dielectric profile (Figure 1(c)) from 1 mm to 2 mm, as regards to the
dimensions of the cross section of the waveguide (a = b = 20 mm), the output field
of the Gaussian shape increased, and the half-sine (TE10) input-wave profile
decreased.

Figure 8(a)–(c) shows the output field as a response to a half-sine (TE10) input-
wave profile in the case of the hollow rectangular waveguide with one dielectric
material between the hollow rectangle and the metal (Figure 1(e)), where
a = b = 20 mm, c = d = 14 mm, and d = 14 mm, namely, e = 3 mm and f = 3 mm.

Figures 9(a)–(c) and 10(a)–(c) show the output power density in the case of
the hollow circular waveguide with one dielectric coating (Figure 1(f)), where
a = 0.5 mm. By changing only the values of the spot size from w0 = 0.15 mm,
w0 = 0.2 mm, and w0 = 0.25 to w0 = 0.26 mm, w0 = 0.28 mm, and w0 = 0.3 mm,
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respectively, the results of the output power density for a = 0.5 mm are changed as
shown in Figure 10(a)–(c).

The output modal profile is greatly affected by the parameters of the spot size and
the dimensions of the cross section of the waveguide. Figure 10(a)–(c) demonstrates
that in addition to the main propagation mode, several other secondary modes and
symmetric output shape appear in the results of the output power density for the
values of w0 = 0.26 mm, w0 = 0.28 mm, and w0 = 0.3 mm, respectively.

The two important parameters that we studied were the spot size and the
dimensions of the cross section of the straight hollow waveguide. The output results
are affected by the parameters of the spot size and the dimensions of the cross
section of the waveguide.
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By changing only the values of the spot size from w0 = 0.15 mm, w0 = 0.2 mm,
and w0 = 0.25 mm to w0 = 0.26 mm, w0 = 0.28 mm, and w0 = 0.3 mm, respectively,
the results of the output power density for a = 0.5 mm are changed as shown in
Figure 10(a)–10(c).

The output modal profile is greatly affected by the parameters of the spot size and
the dimensions of the cross section of the waveguide. Figure 10(a)–(c) demonstrates
that in addition to the main propagation mode, several other secondary modes and
symmetric output shape appear in the results of the output power density for the
values of w0 = 0.26 mm, w0 = 0.28 mm, and w0 = 0.3 mm, respectively.

The proposed technique in Section 4.2 is also effective to solve discontinuous
problems of the straight hollow circular waveguide with three dielectric layers
(Figure 1(g)), and some examples were demonstrated in Ref. [21].

6. Conclusions

Several examples for the rectangular and circular waveguides with the discon-
tinuous dielectric profile in the cross section of the straight waveguide were dem-
onstrated in this research, according to Figure 1(a)–(g).

Figure 4(a)–(c) demonstrates the output field as a response to a half-sine
(TE10) input-wave profile in the case of the slab profile (Figure 1(a)), where
a = b = 20 mm, c = 20 mm, and d = 2 mm for εr = 3 and 5, respectively. By increasing
only the value of the dielectric profile from εr = 3 to εr = 5, the width of the output
field decreased, and also the output amplitude decreased.

Figure 5(a)–(e) demonstrates the output field as a response to a half-sine (TE10)
input-wave profile in the case of the rectangular dielectric profile in the rectangular
waveguide (Figure 1(b)), where a = b = 20 mm and c = d = 2mm, for εr = 3, 5, 7, and
10, respectively. By increasing only the dielectric profile from εr = 3 to εr = 5, the
width of the output field increased, and also the output amplitude increased. The
output fields are strongly affected by the input-wave profile (TE10 mode), the loca-
tion, and the dielectric profile, as shown in Figure 4(a)–(c) and Figure 5(a)–(e).

The behavior of the output fields (Figures 5(a)–(e) and 6(a)–(e)) is similar
when the dimensions of the rectangular dielectric profile (Figure 1(b)) and the
circular profile (Figure 1(c)) are very close. The output field (Figure 5(a)–(e)) is
shown for c = d = 2mm as regards to the dimensions a = b = 20 mm. The output field
(Figure 6(a)–(e)) is shown where the radius of circular profile is equal to 1 mm
(viz., the diameter 2 mm), as regards to the dimensions a = b = 20 mm.

Figures 6(a)–(e) and 7(a)–(e) show the output field as a response to a half-sine
(TE10) input-wave profile in the case of the circular dielectric profile (Figure 1(c)),
for εr = 3, 5, 7, and 10, respectively, where a = b = 20 mm, and the radius of the
circular dielectric profile is equal to 1 mm. By changing only the value of the radius
of the circular dielectric profile (Figure 1(c)) from 1 mm to 2 mm, as regards to the
dimensions of the cross section of the waveguide (a = b = 20 mm), the output field
of the Gaussian shape increased, and the half-sine (TE10) input-wave profile
decreased.

Figure 8(a)–(c) shows the output field as a response to a half-sine (TE10) input-
wave profile in the case of the hollow rectangular waveguide with one dielectric
material between the hollow rectangle and the metal (Figure 1(e)), where
a = b = 20 mm, c = d = 14 mm, and d = 14 mm, namely, e = 3 mm and f = 3 mm.

Figures 9(a)–(c) and 10(a)–(c) show the output power density in the case of
the hollow circular waveguide with one dielectric coating (Figure 1(f)), where
a = 0.5 mm. By changing only the values of the spot size from w0 = 0.15 mm,
w0 = 0.2 mm, and w0 = 0.25 to w0 = 0.26 mm, w0 = 0.28 mm, and w0 = 0.3 mm,
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respectively, the results of the output power density for a = 0.5 mm are changed as
shown in Figure 10(a)–(c).

The output modal profile is greatly affected by the parameters of the spot size and
the dimensions of the cross section of the waveguide. Figure 10(a)–(c) demonstrates
that in addition to the main propagation mode, several other secondary modes and
symmetric output shape appear in the results of the output power density for the
values of w0 = 0.26 mm, w0 = 0.28 mm, and w0 = 0.3 mm, respectively.

The two important parameters that we studied were the spot size and the
dimensions of the cross section of the straight hollow waveguide. The output results
are affected by the parameters of the spot size and the dimensions of the cross
section of the waveguide.
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Chapter 4

Phase-Shift Transmission Line
Method for Permittivity
Measurement and Its Potential in
Sensor Applications
Vasa Radonic, Norbert Cselyuszka,
Vesna Crnojevic-Bengin and Goran Kitic

Abstract

This chapter offers a detailed insight into a dielectric characterization of the
materials based on the phase-shift measurements of the transmission signal. The
chapter will provide in-depth theoretical background of the phase-shift transmis-
sion line measurement in the microstrip architecture and determination of dielec-
tric permittivity of design under test for several measurement configurations.
Potential of the phase-shift method will be demonstrated through applications in
the characterization of an unknown dielectric constant in multilayered structure,
realization of the soil moisture sensor, and sensor for determination of the dielectric
constant of a fluid in microfluidic channel. Moreover, specific techniques for
increasing the phase shift based on the electromagnetic bandgap structure, the
aperture in the ground plane and the left-handed effect will be presented. In the
end, the realization of simple in-field detection device for determination of permit-
tivity based on the phase-shift measurement will be demonstrated.

Keywords: phase-shift method, transmission line, microstrip, permittivity, sensors

1. Introduction

The measurement of dielectric properties of the materials found application in
different fields, such as material science, absorber development, biomedical
research, tissue engineering, wood industry, food quality control, etc. [1–5]. A
number of methods have been developed over a time for characterization of the
dielectric properties of the materials such as time domain method [6, 7], capacitive
method [3, 8], transmission line (TL) methods [3, 9, 10], resonant method [3, 9],
etc. The selection of the appropriate method depends on the measured frequency
range, expected values of permittivity, measurement accuracy, form of material
(solid, powder, and liquid), sample shape and size, temperature, etc. [8, 11]. More-
over, depending on some important aspects, the measurement methods can be
divided into contact or noncontact methods (depends on whether the sample is
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touched or not), destructive or nondestructive (depends on whether sample can be
destroyed or not), narrowband and wideband (depends on frequency range), etc.
Since each method has its own advantages and limitations, the selection of the
appropriate one depends on a particular application, required accuracy, sample, and
other factors. There are a number of commercially available holders, kits, and
probes that operate on different principles and allow measurement of the dielectric
constant of the material in different forms on different temperatures and frequency
ranges [8, 11]. However, the most of them are designed to be connected with
expensive instruments such as network analyzers, LCR meters, or impedance
analyzers.

One of the commonly used methods suitable for the material characterization
in a wide frequency range, from around 10 MHz to 75 GHz, is the TL method. The
TL method includes both measurements of the reflection and/or transmission char-
acteristic [3–10]. This method can be used for characterization of permittivity as
well as permeability of hard solid materials with medium losses. High-loss materials
can be also characterized using this method, if the sample is kept relatively thin.
The TL holders are usually made of a coaxial, a waveguide, or a microstrip line
section. However, the specific design of the holder or specific multilayered config-
urations can be used for characterization of powders, liquid, or gases. Usually, the
method requires initial sample preparation to fit into the section of the TL, typically
the waveguide or the coaxial line. For accurate permittivity measurement, the
sample has to be exposed to the maximal electric field, and therefore the position of
the sample is very important. A typical measurement configuration of this
method consists of the TL section with a sample placed inside, a vector network
analyzer (VNA) used to measure the two ports complex scattering parameters
(S-parameters), and a software that converts the measured S-parameters to the
complex permittivity or permeability. In addition, the TL method requires initial
calibration with various terminations before the measurement.

The measurement of the phase shift of the transmitted signal represents
relatively fast and simple method for determination of the dielectric properties
of the material. It is characterized by fast time response, and in comparison with
other methods, it is less sensitive to the noise [10, 12]. Furthermore, this method
allows characterization at a single frequency which simplifies the development of
a supporting electronic, allows easy integration with sensor element, and allows
realization of low-cost in-field sensing devices. Therefore, it found application in
the realization of different types of sensors such as soil moisture sensors [13],
microfluidic sensor for detention fluid mixture concentration [14], etc.

In this chapter, the phase-shift method will be explained on the example of
a microstrip line configuration, and the permittivity of the materials will be
determined by measuring the phase shift of the transmitted signal. Theoretical
background of the phase-shift method and mathematical equations for determina-
tion of real and imaginary part of complex permittivity based on the phase of the
transmitted signal will be presented in Section 2. The unknown permittivity of
material will be determined for several measurement configurations in Section 3.
Potential of the phase-shift method will be demonstrated through several
applications in the characterization of an unknown dielectric constant in
multilayered structure, a soil moisture sensor, and sensor for determination of
fluid properties in microfluidic channel. Advance techniques for increasing the
sensitivity of the phase-shift measurement will be presented in Section 4, while the
simple in-field detection device for determination of the permittivity based on the
phase measurement will be presented in Section 5. The conclusions are given in
Section 6.
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2. Phase-shift method

2.1 Determination of real part of the dielectric constant

Phase-shift method is based on the measurement of the phase shift of a sinusoi-
dal signal that propagates along a transmission line.

Phase shift Δφ is defined by velocity and frequency of the propagating signal as
well as physical properties of the transmission line:

Δφ ¼ ωLTL

vp
, (1)

where ω is the angular frequency, vp is the phase velocity, and LTL is the length
of transmission line.

In order to determine a phase velocity of electromagnetic wave, we will start
with the expression for imaginary part of the complex propagation constant for
lossy medium [15]:

β ¼ ω
ffiffiffiffiffiμεp
ffiffiffi
2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ σ2

ω2ε2

rs
, (2)

where μ, ε, and σ are the real parts of the permeability, permittivity, and elec-
trical conductivity of the medium through which the signal is propagating, respec-
tively. If the imaginary part of the complex propagation constant is known, the
phase velocity can be determined as

vp ¼ ω

β
¼

ffiffiffi
2

p
ffiffiffiffiffiμεp 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ σ2

ω2ε2

qr : (3)

Based on Eq. (3), it can be seen that phase velocity is dominantly influenced by
permittivity, permeability and signal frequency, and then electrical conductivity.

The main advantage of the phase-shift method lies on the fact that on the
frequencies high enough, the influence of conductivity can be neglected:

σ2

ω2 ε2
≪ 1; (4)

therefore, expression for velocity on high frequencies can be reduced to

vp ¼ 1ffiffiffiffiffiμεp , (5)

where phase velocity is determined by permeability and permittivity only. This
is especially important for soil moisture sensor which will be discussed later since
most of the materials in the soil are diamagnetic or paramagnetic. If we assume that
electromagnetic wave propagates through a nonmagnetic medium, that is, the
magnetic permeability is equal to μ0 ¼ 4π ∙ 10�7 H/m, the phase velocity and the
phase shift are dependent on dielectric permittivity only:

Δφ ¼ ωLTL
ffiffiffiffiffiffiffi
μ0ε

p ¼ ωLTL
ffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0εr

p ¼ ωLTL

c0

ffiffiffiffi
εr

p
, (6)
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The main advantage of the phase-shift method lies on the fact that on the
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is especially important for soil moisture sensor which will be discussed later since
most of the materials in the soil are diamagnetic or paramagnetic. If we assume that
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where c0 is the speed of the light in the vacuum and εr is a relative dielectric
constant of the medium.

Unlike the coaxial line or the waveguide, the microstrip structure is particularly
interesting for a simple and low-cost fabrication of compact sensors based on
dielectric permittivity change which can be easily integrated with supporting elec-
tronics. In this way, standard printed circuit board technology used for microstrip
manufacturing offers fabrication of a complete solution of the sensor in a single
substrate. Therefore, the concept of the phase-shift measurement will be explained
on the example of microstrip line. In the microstrip, the influence of the change in
permittivity is reflected in effective permittivity which is determined by permittiv-
ity of a medium above the microstrip line and permittivity of the dielectric sub-
strate, Figure 1.

Effective permittivity of the microstrip line shown in Figure 1 can be expressed as

εeff ¼ εs þ εm
2

þ εs � εm
2

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 12 h

w

q , (7)

where εr and εm are the permittivity of dielectric substrate and the medium
above the line, respectively, h is the height of the substrate, and w is the width of
the microstrip line [16].

It can be seen that a variation in the permittivity of the medium causes a
variation in effective permittivity that results in the change of the phase velocity.
The change in the phase velocity changes the phase shift of the signal. It is evident
that phase shift is determined by the value of the permittivity of the medium above
the microstrip line. Therefore, the real part of dielectric constant of unknown
medium can be detected with simple measurement of the phase shift of the trans-
mitted signal.

The range of the phase shift ΔΦ, is determined by the upper and lower values of
the measured permittivity:

ΔΦ ¼ Δφmax � Δφmin ¼ ωLTL
ffiffiffiffiffiffiffiffiffiffi
μ0ε0

p ffiffiffiffiffiffiffiffiffiffiffiffiffi
εeff max

p � ffiffiffiffiffiffiffiffiffiffiffiffi
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p� �
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This parameter needs to be adjusted to the supporting electronics that measure
the phase shift. From Eq. (8) it can be seen that with appropriate choice of the
operating frequency and the proper optimization of the geometrical parameters
(mostly the length of the transmission line), the range of the phase shift can be
optimized to the maximal measurable value.

As stated above, the phase shift depends on the properties of the transmission
line. Since the microstrip line can be characterized by inductance per unit length, L0,

Figure 1.
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and capacitance per unit length, C0, on high frequencies, the phase velocity of the
signal that propagates along microstrip can be defined as [17]

vp ¼ 1
L0C0 : (9)

Combining Eqs. (1) and (9), phase shift of the signal propagating along
microstrip line with length LTL can be expressed as

Δφ ¼ ωLTL

ffiffiffiffiffiffiffiffiffi
L0C0

p
¼ ω

ffiffiffiffiffiffiffi
LC

p
, (10)

while the phase-shift range is

ΔΦ ¼ Δφmax � Δφmin ¼ ω
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LmaxCmax

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LminCmin

p� �
: (11)

The capacitance can be written in the form of the vacuum capacitance C0, which
represents the capacitance of the microstrip line when both substrate and medium
relative permittivities are equal to 1, and effective permittivity

C ¼ C0εeff : (12).

In addition, if we assume that the electromagnetic wave propagates through a
nonmagnetic medium, the inductivity of the transmission line does not depend on
the sample under test (Lmax ¼ Lmin ¼ L). Therefore, the expression for the phase-
shift range can be reduced to

ΔΦ ¼ ω
ffiffiffiffiffiffiffiffiffi
LC0

p ffiffiffiffiffiffiffiffiffiffiffiffiffi
εeff max

p � ffiffiffiffiffiffiffiffiffiffiffiffi
εeff min

p� �
: (13)

Based on Eq. (13), it can be concluded that the phase-shift range can be
increased by performing the measurements on higher frequencies or by increasing
the total microstrip line inductance or capacitance. Therefore, the phase-shift range
can be optimized to the capabilities of the supporting electronics for measurement
of the phase shift.

To validate the proposed method for the characterization of the material prop-
erties in wider frequency range, we compare the results of the dielectric constant
calculated using proposed method with a predetermined value of dielectric con-
stant, Figure 2. For the comparison, the microstrip transmission line was used
where the unknown medium was placed above the microstrip line and dielectric
substrate, as shown in Figure 1. The calculated dielectric constant was extracted
from the phase shift of the transited signal using described procedure. The proposed
result reveals that the phase-shift detection method provides high accuracy with the
relative errors lower than 0.5% for the real parts of the dielectric constant in the
measured frequency range.

2.2 Determination of the imaginary part of the dielectric constant

From the previous analysis, we demonstrate how the real part of the complex
permittivity can be determined from the phase shift of the transmitted signal.
However, the imaginary part of the complex permittivity cannot be directly calcu-
lated from the phase shift. It can be estimated using Kramers-Kronig (K-K) relation
[18–22].

The real and imaginary part of the complex dielectric constant is correlated with
K-K relation [18–20]. This relation is a direct consequence of the principle of
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This parameter needs to be adjusted to the supporting electronics that measure
the phase shift. From Eq. (8) it can be seen that with appropriate choice of the
operating frequency and the proper optimization of the geometrical parameters
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As stated above, the phase shift depends on the properties of the transmission
line. Since the microstrip line can be characterized by inductance per unit length, L0,
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and capacitance per unit length, C0, on high frequencies, the phase velocity of the
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relative permittivities are equal to 1, and effective permittivity
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Based on Eq. (13), it can be concluded that the phase-shift range can be
increased by performing the measurements on higher frequencies or by increasing
the total microstrip line inductance or capacitance. Therefore, the phase-shift range
can be optimized to the capabilities of the supporting electronics for measurement
of the phase shift.

To validate the proposed method for the characterization of the material prop-
erties in wider frequency range, we compare the results of the dielectric constant
calculated using proposed method with a predetermined value of dielectric con-
stant, Figure 2. For the comparison, the microstrip transmission line was used
where the unknown medium was placed above the microstrip line and dielectric
substrate, as shown in Figure 1. The calculated dielectric constant was extracted
from the phase shift of the transited signal using described procedure. The proposed
result reveals that the phase-shift detection method provides high accuracy with the
relative errors lower than 0.5% for the real parts of the dielectric constant in the
measured frequency range.

2.2 Determination of the imaginary part of the dielectric constant

From the previous analysis, we demonstrate how the real part of the complex
permittivity can be determined from the phase shift of the transmitted signal.
However, the imaginary part of the complex permittivity cannot be directly calcu-
lated from the phase shift. It can be estimated using Kramers-Kronig (K-K) relation
[18–22].

The real and imaginary part of the complex dielectric constant is correlated with
K-K relation [18–20]. This relation is a direct consequence of the principle of

73

Phase-Shift Transmission Line Method for Permittivity Measurement and Its Potential in Sensor…
DOI: http://dx.doi.org/10.5772/intechopen.81790



causality [21]. K-K relation describes a fundamental correlation between the real
and imaginary part of the complex dielectric constant and allows us to retrieve
imaginary part of the dielectric constant from the measured real part or vice versa.

The imaginary part of the complex dielectric constant can be calculated as

ε00 ωð Þ ¼ � 2ω
π

℘
ð∞
0

ε0 Ωð Þ � 1
Ω2 � ω2

dΩ, (14)

where ω is the angular frequency, ε0 is the frequency-dependent real part of the
dielectric constant, and ℘ is the Cauchy principal value [22].

The imaginary part of the complex dielectric constants retrieved using K-K
relation from the real part of the dielectric constant (Figure 2) measured by phase-
shift method is shown in Figure 3. The calculated imaginary part shows a good

Figure 2.
Real part of the dielectric constant calculated using the phase-shift method compared with the predetermined
value.

Figure 3.
Imaginary part of the complex dielectric constant retrieved by K-K relation from real part of the dielectric
constant measured by phase-shift method.
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agreement with the predetermined value of imaginary parts. However, the relative
error is about 9% since the accuracy of Eq. (14) depends on the measured frequency
range. It can be noted that the range from 0 to ∞ in the integral in Eq. (14) is not
achievable in practice. Therefore, the limited range of frequencies affects the accu-
racy of the results and causes the error that can be observed in Figure 3.

3. Multilayered substrate configurations

In a previous section, we presented how the real and imaginary parts of the
dielectric constant of the conventional microstrip configuration can be deter-
mined using the phase-shift method based on the phase of the transmitted signal.
The same method can be applied for nonhomogeneous substrate such as multilay-
ered or heterogeneous substrate. In this section we will analyze different
microstrip multilayered substrate configurations interesting for the realization of
different sensor topologies. The phase-shift method will be used for the calcula-
tion of the effective dielectric constant and determination of the real part of
dielectric constant of individual layers. Similarly, the imaginary part of the com-
plex permittivity can be determined from real part using procedure described in
Section 2.2.

If we assume that the microstrip transmission line is realized on a multilayered
substrate consisting of N layers with different dielectric constants, the effective
dielectric constant, εs, of the multilayer substrate with N layers can be calculated
using [14, 23]

εs ¼ ∑N
i¼1 dij j

∑N
i¼1

di
εi

���
���
, (15)

where N is the number of the layers, εi is the dielectric constant of the i-th layer,
and di is a coefficient which can be calculated using the following equation:

di ¼ K kið Þ
K0 kið Þ �

K ki�1ð Þ
K0 ki�1ð Þ⋯� K k1ð Þ

K0 k1ð Þ , (16)

where K and K0 = K(ki) are the complete elliptical integrals of the first kind [24]
and ki is

ki ¼ 1

cosh πw
4∑N

i¼1hi

� � , (17)

where w is the width of the microstrip line and hi is the thickness of the i-th
layer. If all geometrical parameters are known as well as the dielectric constants of
all layers except of one arbitrary layer, this unknown dielectric constant can be
determined based on effective dielectric constant of the multilayered substrate.
Previously, the effective dielectric constant has to be determined from the phase
shift of the transmitted signal.

If the parameters of several layers are unknown, the unknown values of the
dielectric constants can be found by solving system of equations. This procedure
requires several measurements with different sets of geometrical parameters, typi-
cally the length of the microstrip line. In that case, the number of the essential
measurements required for the determination of all parameter depends on the
number of the unknown materials.
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agreement with the predetermined value of imaginary parts. However, the relative
error is about 9% since the accuracy of Eq. (14) depends on the measured frequency
range. It can be noted that the range from 0 to ∞ in the integral in Eq. (14) is not
achievable in practice. Therefore, the limited range of frequencies affects the accu-
racy of the results and causes the error that can be observed in Figure 3.

3. Multilayered substrate configurations

In a previous section, we presented how the real and imaginary parts of the
dielectric constant of the conventional microstrip configuration can be deter-
mined using the phase-shift method based on the phase of the transmitted signal.
The same method can be applied for nonhomogeneous substrate such as multilay-
ered or heterogeneous substrate. In this section we will analyze different
microstrip multilayered substrate configurations interesting for the realization of
different sensor topologies. The phase-shift method will be used for the calcula-
tion of the effective dielectric constant and determination of the real part of
dielectric constant of individual layers. Similarly, the imaginary part of the com-
plex permittivity can be determined from real part using procedure described in
Section 2.2.

If we assume that the microstrip transmission line is realized on a multilayered
substrate consisting of N layers with different dielectric constants, the effective
dielectric constant, εs, of the multilayer substrate with N layers can be calculated
using [14, 23]

εs ¼ ∑N
i¼1 dij j
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di
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, (15)

where N is the number of the layers, εi is the dielectric constant of the i-th layer,
and di is a coefficient which can be calculated using the following equation:
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K ki�1ð Þ
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where K and K0 = K(ki) are the complete elliptical integrals of the first kind [24]
and ki is

ki ¼ 1

cosh πw
4∑N
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where w is the width of the microstrip line and hi is the thickness of the i-th
layer. If all geometrical parameters are known as well as the dielectric constants of
all layers except of one arbitrary layer, this unknown dielectric constant can be
determined based on effective dielectric constant of the multilayered substrate.
Previously, the effective dielectric constant has to be determined from the phase
shift of the transmitted signal.

If the parameters of several layers are unknown, the unknown values of the
dielectric constants can be found by solving system of equations. This procedure
requires several measurements with different sets of geometrical parameters, typi-
cally the length of the microstrip line. In that case, the number of the essential
measurements required for the determination of all parameter depends on the
number of the unknown materials.
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Beside conventional microstrip line, next three examples present typical
microstrip configurations commonly used in the sensor design. Therefore, the
determination of the dielectric constant will be explained on bilayered, tri-layered,
and the embedded substrate configurations. In the following section, the practical
applications of the analyzed configurations will be demonstrated.

The simplest case is a microstrip line realized on a bilayer substrate, shown in
Figure 4, when the property of one layer is known (εr1) and the other one is
unknown (εr2). This presents a typical configuration of the microstrip sensor with
thin sensitive film deposited on the dielectric substrate.

The effective dielectric constant of the substrate combination bellow microstrip
line (εs) can be obtained using procedure explained in Section 2, while the unknown
dielectric constant in the bilayered configuration can be expressed as

εr2 ¼ d2 � d1j j þ d2j j
εs

� d1j j
εr1j j

� �� ��1

, (18)

where coefficients di can be obtained using Eq. (16).
The example of the calculated unknown dielectric constant in the bilayered

configuration is shown in Figure 5. The preset values for the dielectric constants
were set to constant value of εr1 = 3.6 and εr2 = 2.4, while the geometrical parameters
of the microstrip line were set to h1 = 0.1 mm, h2 = 0.2 mm, and w = 1.5 mm, and
the length of the microstrip line was set to L = 10 mm. It can be seen that the

Figure 4.
Microstrip line on bilayered substrate.

Figure 5.
Calculated unknown dielectric constant in the bilayered substrate combination.
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calculated dielectric constant is in a good agreement with the preset value in the
calculated frequency range.

Another example presents tri-layered substrate where middle layer is the one
with an unknown dielectric constant, Figure 6. The bottom and top layers have the
same known dielectric contestants, while the middle one is with an unknown
material and with known geometrical parameters. This geometrical configuration is
typical for the realization of the sensor for the characterization of a fluid or gasses in
which the reservoir is placed between two dielectrics bellow microstrip line [25, 26].

Using above-described procedure, the effective dielectric constant of the tri-
layer substrate (εs) can be obtained from the phase shift, while the unknown
dielectric constant, εr2, can be calculated using the following equation:

εr2 ¼ d2 � ∑3
i¼1 dij j
εs

� d1j j þ d3j j
εr1j j

 !" #�1

, (19)

where coefficients di can be determined using Eq. (16).
The example of the calculated unknown dielectric constant in tri-layered con-

figuration is shown in Figure 7. The dielectric constants used for this configuration

Figure 6.
Microstrip line on tri-layered substrate.

Figure 7.
Calculated unknown dielectric constant in the tri-layered substrate configuration.
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calculated dielectric constant is in a good agreement with the preset value in the
calculated frequency range.

Another example presents tri-layered substrate where middle layer is the one
with an unknown dielectric constant, Figure 6. The bottom and top layers have the
same known dielectric contestants, while the middle one is with an unknown
material and with known geometrical parameters. This geometrical configuration is
typical for the realization of the sensor for the characterization of a fluid or gasses in
which the reservoir is placed between two dielectrics bellow microstrip line [25, 26].

Using above-described procedure, the effective dielectric constant of the tri-
layer substrate (εs) can be obtained from the phase shift, while the unknown
dielectric constant, εr2, can be calculated using the following equation:

εr2 ¼ d2 � ∑3
i¼1 dij j
εs

� d1j j þ d3j j
εr1j j

 !" #�1

, (19)

where coefficients di can be determined using Eq. (16).
The example of the calculated unknown dielectric constant in tri-layered con-

figuration is shown in Figure 7. The dielectric constants used for this configuration
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Calculated unknown dielectric constant in the tri-layered substrate configuration.
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were set to constant values of εr1 = 3.6 and εr2 = 2.4, while the geometrical param-
eters of the microstrip line were set to h1 = 0.1 mm, h2= 0.2 mm, w = 1.5 mm, and
L = 10 mm. Good agreement is obtained with the maximal relative error of 10% in
the observed frequency range.

The third configuration in which the substrate with an unknown dielectric
constant is embedded into the substrate with known properties and dimensions is
shown in Figure 8. This configuration is particularly interesting for the microfluidic
applications, for the characterization of the fluid inside the channel [21].

This configuration of the substrate can be observed as a tri-layered substrate in
which the middle layer is composed of two materials with different dielectric
constants, εr1 and εr2. The first and third layers are with known dielectric constant,
εr1. If we assume that all geometrical parameters are known, the calculation of the
effective dielectric constants of the middle layer (εr1eff ) can be calculated using
Eq. (19). This formula does not determine the unknown dielectric constant, just the
effective dielectric constant of the middle layer. Therefore, the unknown dielectric
constant εr2 can be calculated using Bruggeman formalism [27]:

εr2e ¼ Vεr2 þ 1� Vð Þεr1, (20)

where V is the volumetric fraction of the microfluidic channel in the surrounding
substrate. The dielectric constant of the unknown embedded material can be

Figure 8.
Microstrip line on the substrate with embedded rectangular channel.

Figure 9.
Calculated unknown dielectric constant in substrate configuration with embedded channel.
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determined using the procedure for the extraction of the effective dielectric constant
of the tri-layered substrate from the phase shift combined with Eqs. (19) and (20).

The example of the calculated unknown dielectric constant in the embedded
substrate configuration is shown in Figure 9. The preset values in this case were set
to constant values of εr1 = 3.6 and εr2 = 2.35, while the geometrical parameters of the
microstrip line were set to h1 = 0.1 mm, h2 = 0.2 mm, w = 1.5 mm, and L = 10 mm.
The good agreement between the calculated dielectric constant and the preset value
is obtained with the relative error lower than 8.5%.

From the previous examples, it can be seen that the phase-shift method has a
potential for the characterization of the unknown dielectric materials in different
configurations with a good accuracy, and therefore it presents good choice for the
rapid characterization of material.

4. Techniques for increasing the phase shift

This section summarized various innovative techniques that can be used for
improvement of the sensitivity of phase-shift measurement in the microstrip archi-
tecture and their advantages over conventional design.

The first technique is based on increasing the effective length of the transmission
line, that is, increasing the inductance and capacitance of the microstrip line. How-
ever, this technique results in increased length and reduction in the compactness of
the structure. To preserve compactness and satisfy the requirements for good perfor-
mances, different shapes of the microstrip line have been recently used [28–31]. Since
the space-filling property of a fractal offers high potentials for miniaturization of
microwave circuits [28–31], the application of the fractal curves theoretically allows
the design of infinite-length lines on finite substrate area. In that manner compact
transmission line with improved phase response can be obtained using fractal curves.
Based on that principle, we have designed a compact soil moisture sensor [28] that
consists of two parallel fractal line segments, where each segment comprises two
Hilbert fractal curves of the fourth order connected in serial, Figure 10a. The addi-
tional analyses confirm that the increase of the iteration of the Hilbert fractal curve

Figure 10.
Soil moisture sensor based on Hilbert fractal curve: (a) layout of the sensor, (b) fabricated sensor,
(c) phase-shift response, and (d) insertion loss [28].
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constant is embedded into the substrate with known properties and dimensions is
shown in Figure 8. This configuration is particularly interesting for the microfluidic
applications, for the characterization of the fluid inside the channel [21].
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Eq. (19). This formula does not determine the unknown dielectric constant, just the
effective dielectric constant of the middle layer. Therefore, the unknown dielectric
constant εr2 can be calculated using Bruggeman formalism [27]:

εr2e ¼ Vεr2 þ 1� Vð Þεr1, (20)

where V is the volumetric fraction of the microfluidic channel in the surrounding
substrate. The dielectric constant of the unknown embedded material can be

Figure 8.
Microstrip line on the substrate with embedded rectangular channel.

Figure 9.
Calculated unknown dielectric constant in substrate configuration with embedded channel.

78

Electromagnetic Materials and Devices

determined using the procedure for the extraction of the effective dielectric constant
of the tri-layered substrate from the phase shift combined with Eqs. (19) and (20).

The example of the calculated unknown dielectric constant in the embedded
substrate configuration is shown in Figure 9. The preset values in this case were set
to constant values of εr1 = 3.6 and εr2 = 2.35, while the geometrical parameters of the
microstrip line were set to h1 = 0.1 mm, h2 = 0.2 mm, w = 1.5 mm, and L = 10 mm.
The good agreement between the calculated dielectric constant and the preset value
is obtained with the relative error lower than 8.5%.

From the previous examples, it can be seen that the phase-shift method has a
potential for the characterization of the unknown dielectric materials in different
configurations with a good accuracy, and therefore it presents good choice for the
rapid characterization of material.

4. Techniques for increasing the phase shift

This section summarized various innovative techniques that can be used for
improvement of the sensitivity of phase-shift measurement in the microstrip archi-
tecture and their advantages over conventional design.

The first technique is based on increasing the effective length of the transmission
line, that is, increasing the inductance and capacitance of the microstrip line. How-
ever, this technique results in increased length and reduction in the compactness of
the structure. To preserve compactness and satisfy the requirements for good perfor-
mances, different shapes of the microstrip line have been recently used [28–31]. Since
the space-filling property of a fractal offers high potentials for miniaturization of
microwave circuits [28–31], the application of the fractal curves theoretically allows
the design of infinite-length lines on finite substrate area. In that manner compact
transmission line with improved phase response can be obtained using fractal curves.
Based on that principle, we have designed a compact soil moisture sensor [28] that
consists of two parallel fractal line segments, where each segment comprises two
Hilbert fractal curves of the fourth order connected in serial, Figure 10a. The addi-
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Figure 10.
Soil moisture sensor based on Hilbert fractal curve: (a) layout of the sensor, (b) fabricated sensor,
(c) phase-shift response, and (d) insertion loss [28].
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increases the range of phase shift [32], but accordingly the insertion loss too. There-
fore, in the proposed configuration, two transmission lines are connected in parallel to
reduce insertion losses. When Hilbert fractal curves are connected in parallel, the
range of the phase shift is approximately the same, but insertion losses are reduced.
The Hilbert curve itself is realized with the line width and the spacing between the
lines of 100 μm. The results of the proposed sensor placed in the medium with
different values of the dielectric constants are shown in Figure 10. The range of the
phase shift for this configuration at the frequency of 1.2 GHz is 66.64°, while the
insertion loss in the worst case is 2.98 dB. The consequence of the line modification is
0.4 dB greater insertion loss comparing to the conventional microstrip line. Although
the insertion loss in this case is larger, it is still within acceptable range of 3 dB.
However, for the same line length, the range of the phase shift is increased for more
than three times. Stated results show that the usage of Hilbert fractal curve leads to
more compact sensor characterized by higher sensitivity.

Another technique to increase the phase shift is based on an aperture in the
ground plane, where the part of the ground plane, positioned under Hilbert curves
of the sensor, shown in Figure 11, was removed. In this manner a certain passage
for the lines of the electric field is made, so they can pass through it into the soil
under the sensor and end up at the bottom side of the ground plane, Figure 11. In
this manner, soil moisture has larger effect on the sensor characteristics. The results
for the sensor with the aperture in the ground plane are presented in Figure 11. It
can be seen that the range of the phase shift for the sensor with the aperture in the
ground plane is 70.76° at the frequency of 1.2 GHz, and the insertion loss is 2.98 dB.
Modification in ground plane improved the range of the phase shift for additional
6%, while insertion loss did not change. Quartz sand was used to validate the sensor
performances, and the phase-shift measurements were performed for different
moisture levels, at operating frequencies in the range of 500–2500 MHz [33, 34]. To
investigate the influence of the conductivity, that is, of the soil type, on the calibra-
tion curves, the measurement procedure was repeated for the sand moisturized
with water with two different salinities (conductivities): 29 and 70‰. If the oper-
ating frequency is sufficiently high, Eq. (4) will be satisfied. Therefore, the electri-
cal conductivity can be neglected, and the expression for the phase velocity can be

Figure 11.
Soil moisture sensor with the aperture in the ground plane: (a) cross section, (b) phase-shift response, and
(c) insertion loss [28].
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simplified to Eq. (5). In (Figure 12), fitted calibration curves (volumetric water
content in the function of the phase shift) for the measurement performed at 500
and 2500 MHz are presented. A significant difference between the calibration
curves is obtained at 500 MHz from differently treated samples. However, if the
operating frequency is 2500 MHz, the phase shifts obtained from all three samples
are almost identical. These results indicate that the Hilbert sensor with the aperture
in the ground plane can be successfully used to measure soil moisture indepen-
dently of the soil type (Figure 12).

Third technique to improve sensitivity is based on a defected electromagnetic
bandgap (EBG) structure, periodical structure realized as a pattern in the microstrip
ground plane. A concept to improve microstrip sensor sensitivity based on the EBG
structure was firstly proposed in [35], where it is demonstrated that the sensor
sensitivity can be increased by reducing the wave group velocity of the propagating
signal. Illustration of this technique is shown in Figure 13 in the realization of the
3D-printed microfluidic sensor for the determination of the characteristics of dif-
ferent fluids in the microfluidic channel [14]. The bottom layer of the sensor, shown
in Figure 13c, represents the ground plane realized using defected EBG structure,
periodical structure that consists of etched holes. The introduction of the uniform
EBG structure in the ground plane forms a frequency region where propagation is
forbidden, that is, bandgap in the transmission characteristic [36], while the defect
in the EBG results in a resonance in the bandgap, which frequency is determined by
the size of the defect. Introduction of the defected EBG structure improves phase
shift of the microstrip line in comparison to the conventional microstrip line.
Moreover, in comparison with a conventional microstrip line, the intensity of the
electric field is stronger in the vicinity of the defect in the EBG [14]. Therefore, the
changes of the dielectric constant of the liquid that flows in the channel will have
the highest impact to the phase response. In the proposed configuration, the EBG
structure is designed to provide bandgap between 5 and 9 GHz, while the defect in
the EBG causes the resonance at 6 GHz. By introducing defected EBG structure, the
phase change significantly increases, especially at the frequencies that are close to
the bandgap edges and at the resonance in the bandgap, due to decrease in the wave
phase velocity. From the transmission characteristic, Figure 14, it can be seen that
the resonant frequency of the defect in the bandgap slightly shifts due to the change
of the dielectric constant of the fluid in microchannel. The effect of the EBG
structure is predominant at the frequency of 6 GHz where the wave phase velocity
is minimal. The results show that the change of the fluid permittivity from 1 (air) to

Figure 12.
Volumetric water content for 500 MHz (dashed lines, upper abscissa) and 2500 MHz (full lines, lower
abscissa) [33, 34].
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81 (water) causes the phase-shift difference of 84°, Figure 14. Compared to the
phase shift of the conventional microstrip line without EBG which is only 10.2° at
6 GHz, the proposed design shows eight times higher phase shift. Furthermore, the
proposed sensor shows relatively high and almost linear dependence for the fluid
materials with permittivity lower than 30. Therefore, the proposed sensor is char-
acterized by relatively high sensitivity and linearity, which makes it a suitable
candidate for monitoring small concentrations of a specific fluid in different mix-
tures. The potential application has been demonstrated in the realization of the
microfluidic sensor for detection of toluene concentration in toluene-methanol
mixture [14], Figure 15.

The fourth technique is based on metamaterials and a left-handed (LH)
transmission line approach [37, 38]. Metamaterials are artificial structures that
can be designed to exhibit specific electromagnetic properties not commonly
found in nature. Metamaterials with simultaneously negative permittivity and

Figure 14.
Measured results of the microfluidic EBG sensor with different fluids inside the microfluidic channel:
(a) transmission characteristic and (b) phase characteristic [14].

Figure 13.
Microfluidic EBG sensor: (a) top layer, (b) substrate with embedded channel, (c) bottom layer with defected
EBG, (d) 3D view, (e) cross section, and (f) top and bottom side of the fabricated sensor [14].
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permeability, more commonly referred to as LH materials, have a propagation
constant equal to zero at non-zero frequency [37]. Therefore, they can support
electromagnetic waves with a group and phase velocities that are antiparallel,
known as backward waves [39]. Consequently, energy will travel away from the
source, while wave fronts travel backward toward the source. However, the
ideal LH structure does not exist in the nature and can be formed as a combi-
nation of the LH section and conventional transmission line (RH). This struc-
ture known as a composite left-/right-handed (CLRH) transmission line can be
formed using a capacitance in series with shunted inductance. In the case of
CLRH due to the backward wave propagation, the phase “advance” occurs in
the LH frequency range, while phase delay occurs in the RH frequency range
[38]. This concept was used in the design of microfluidic sensor for the mea-
surement of the characteristic of the fluid that flows in the microfluidic reser-
voir placed under CLRH transmission line. The conventional microstrip line in
phase comparator was replaced with CRLH transmission line, Figure 16. Since
the proposed line consists of one CRLH unit cell, it provides passband response
at frequency of 1.9 GHz that is characterized with narrowband LH behavior.
Therefore, the phase advance at Output 2 is obtained comparing to the signal
that propagates true the conventional RH line (Output 1), Figure 17b. By
changing the properties of the fluid that flows in the microfluidic channel, the
central resonance of the LH band slightly shifts to the lower frequency,
Figure 17a, while the slope of the phase characteristics intensely changes,
Figure 17b. It can be mentioned that the level between two signals is lower than
8 dB in the worst case at 1.9 GHz; therefore the standard phase detector can be
used for the phase-shift measurement. In the proposed configuration, the con-
ventional RH line was used as a referent one, and therefore it was bent in the
meander shape to provide maximal measurement phase-shift range at 1.9 GHz.
The proposed sensor is characterized with maximal achievable sensitivity, good
linearity, and design flexibility, since the maximum extent of the phase can be
obtained for the arbitrary range of the dielectric constants by simple modifica-
tion of the CLRH transmission line.

Figure 15.
Measurement of the toluene concentration in toluene-methanol mixture: sensor measured response (dots) and
the corresponding fitting curves (lines) [14].
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5. Simple in-field detection circuit

The phase-shift method, as it was stated above, is the simple method that can be
used for the determination of the complex permittivity. Therefore, the expensive
instrument for the determination of permittivity can be replaced with a simple
detection circuit. The block diagram, and detailed electrical scheme for measure-
ment of the phase shift at single operating frequency, is presented in Figure 18
together with the fabricated prototype realized in LTCC (low-temperature cofired
ceramics) technology.

Detection circuit consists of a microwave oscillator, a quadrature hybrid, a
sensor element, and a phase detector functional blocks. The operating principle can
be described in the following way: sinusoidal signal generated by source, that is,
microwave oscillator, is divided by quadrature hybrid on measurement and referent
signal. The measurement signal propagates along sensor element where phase shift
occurs according to the dielectric properties of the surrounding medium. The signal
from the sensor element is fed into the input of the phase detector which compares
the phase of the measurement and the referent signal. The output of the phase
detector is the voltage proportional to the phase shift of the input signals which can
be related to the measured dielectric constant. Referent signal propagates through
the phase-shifter module which has a purpose to provide the calibration of the
sensor and to overcome deviations of the nominal properties of the materials and

Figure 16.
Blok diagram and layout of the CRLH sensor.

Figure 17.
Response of the CLRH sensor: (a) transmission characteristic and (b) phase characteristic.
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components used for sensor fabrication. In this way the repeatability of measure-
ment of the different sensors will be secured.

The phase-shift measurement electrical circuit is detailly presented in
Figure 18c, indicating abovementioned functional blocks of the circuit, Figure 18a.
The oscillator is realized by the voltage-controlled oscillator MAX2751 (8), which is

Figure 18.
Phase-shift measurement device: (a) block diagram, (b) fabricated circuit, and (c) detail electronic circuit of
the phase-shift measurement device [13].
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adjusted by the referent voltage (9) and the voltage divider (10) to operating
frequency of 2.2 GHz. The signal from the oscillator is divided into measurement
and referent signals using commercially available quadrature coupler circuit
HY22-73 (2). The phase-shifter module allows control of the phase shift and enables
fine-tuning of the difference in the phase between the measurement and referent
signals. The phase shift can be achieved by varying the control voltage (11) that
affects the capacitance of the varactor diodes (12 and 13). The change in capacitance
affects the signals (14) and (15) which superimpose with the input referent signal
(3) through the quadrature coupler (16) and in this way changes the phase of the
resultant signal at the output of the module (17). The measurement of the phase
shift between the measurement and referent signal is done using a phase detector
module implemented with the integrated circuit AD8302 Analogue Devices (18).
The phase detector circuit is set to the phase difference measurement mode
according to the manufacturer’s recommendation. Integrated circuit AD8302 on its
output (21) gives a voltage signal that is proportional to the phase difference of the
signal on its inputs (19) and (20).

The accuracy of the designed phase-shift measurement device was experimentally
verified by comparing the results of the measurement of the phase shift of the signal,
induced by phase-shift circuit (functional block (7), Figure 18c), in the range from
0 to 90° with the results of the measurement obtained using vector network analyzer
(VNA). The results of the comparison are shown in Figure 19. It can be seen that the
results agree well and the relative error in respect of the full-scale output is 5.56%
which confirms performance of the designed phase-shift circuit.

Additional module for different sensor topologies can be designed to provide a
conversion of the measured voltage to the corresponding value of the dielectric
constant.

6. Conclusions

In this chapter dielectric characterization technique based on the phase-shift
method has been presented. It has been shown that both the real and imaginary
part of a complex permittivity can be calculated solely by using the phase shift
of the transmitted signal. The exact formulas for the calculation of the
unknown dielectric properties in the microstrip and multilayered substrate
configurations such as bilayered, tri-layered, and embedded configurations
were presented.

To enhance sensitivity of sensors that operate on phase-shift principle, various
techniques for increasing the phase-shift range have been presented. The first
technique uses space-filling property of Hilbert fractal curve to increase the
phase-shift range and yet preserve the compactness of the structure. The tech-
nique that increases sensitivity of the sensor by introducing an aperture in the
ground layer has been presented on the example of the soil moisture sensor. The
third technique based on EBG effect has been illustrated on the example of 3D-
printed microfluidic sensor for detection of toluene concentration in toluene-
methanol mixture. Metamaterial and CRLH transmission line approach is used as
the technique in the realization of microfluidic sensor with a maximum extent of
the phase-shift range.

In the end a simple in-field detection circuit for determination of permittivity
based on the phase-shift measurement on single operating frequency has been
described. With the help of described concepts, a complete set of tools has been
introduced which enables the design and optimization of the phase-shift-based
sensors.
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Chapter 5

Ferromagnetism in Multiferroic 
BaTiO3, Spinel MFe2O4 (M = Mn, 
Co, Ni, Zn) Ferrite and DMS ZnO 
Nanostructures
Kuldeep Chand Verma, Ashish Sharma, Navdeep Goyal 
and Ravinder Kumar Kotnala

Abstract

Multiferroic magnetoelectric material has significance for new design nano-
scale spintronic devices. In single-phase multiferroic BaTiO3, the magnetism 
occurs with doping of transition metals, TM ions, which has partially filled 
d-orbitals. Interestingly, the magnetic ordering is strongly related with oxygen 
vacancies, and thus, it is thought to be a source of ferromagnetism of TM:BaTiO3. 
The nanostructural MFe2O4 (M = Mn, Co, Ni, Cu, Zn, etc.) ferrite has an inverse 
spinel structure, for which M2+ ions in octahedral site and Fe3+ ions are equally 
distributed between tetrahedral and octahedral sites. These antiparallel sub-
lattices (cations M2+ and Fe3+ occupy either tetrahedral or octahedral sites) are 
coupled with O2- ion due to superexchange interaction to form ferrimagnetic 
structure. Moreover, the future spintronic technologies using diluted magnetic 
semiconductors, DMS materials might have realized ferromagnetic origin. A 
simultaneous doping from TM and rare earth ions in ZnO nanoparticles could 
increase the antiferromagnetic ordering to achieve high-Tc ferromagnetism. The 
role of the oxygen vacancies as the dominant defects in doped ZnO that must 
involve bound magnetic polarons as the origin of ferromagnetism.

Keywords: magnetically ordered material, oxygen vacancies, spin glass

1. Introduction

Multiferroics are combining multiple order parameters, offer an exciting way 
of coupling phenomena such as electronic and magnetic order. However, because 
simultaneous electric and magnetic order is difficult to achieve, multiferroics-
especially those that function at or approaching room temperature-are extremely 
rare. For a crystal, when electrons are surrounded atomic nuclei to orient them-
selves in a same fashion then the crystal induces macroscopic ferromagnetism 
and electrical polarization. Since induction of ferromagnetism is essential in the 
technologies that involved sensors, computer hard drives, power generation, etc. 
Recently, the diluted magnetic semiconductors (DMSs) such as ZnO, SnO2, TiO2, 
etc. have generated potential in spintronics because DMS has the collective order-
ing that mediated via semiconductor charge carriers, as well as electron scattering 
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at localized magnetic impurities and electron–electron interactions. To use DMSs 
for practical spintronic devices, a relatively high concentration of magnetic ele-
ments needed in the semiconductor host, and a large ferromagnetism is required 
with a Curie temperature (Tc) above room temperature. The transition metal (TM) 
ferrites with a spinel structure (MFe2O4; M = Co2+, Ni2+, Cu2+, Zn2+, etc.) are used in 
a wide variety of technological applications such as magnetic memory devices and 
biomedicine. However, these spinel ferrites are the candidate materials for multifer-
roic heterostructure due to their excellent magnetic response. For such multiferroic 
heterostructures, the perovskite (BaTiO3, PbTiO3, BiFeO3, etc.) has an opportunity 
of higher piezoelectric coefficient that may pool with magnetostrictive materials 
(CoFe2O4, NiFe2O4, ZnFe2O4, etc.) via lattice strain effect.

1.1 Multiferroic BaTiO3

The magnetoelectric (ME) effect—the induction of magnetization by an electric 
field and the induction of electric polarization by a magnetic field [1]. Multiferroic 
nanostructures have given recent advances in new type of memory devices including 
multistate data storage and spintronics [2]. BaTiO3 (BTO) is a rare single-phase mul-
tiferroic. In multiferroics, the magnetic order is due to exchange interactions between 
magnetic dipoles, which themselves originate from unfilled shells of electron orbitals. 
Similarly, the electric order is due to the ordering of local electric dipoles, elastic 
order is due to the ordering of atomic displacements due to strain. The three crystal-
lographic phases of BTO are ferroelectric: rhombohedral <190 K, orthorhombic 
for 190 K< T < 278 K and tetragonal for 278 K < T < 395 K. At higher temperatures, 
BTO is a paraelectric. For tetragonal BTO (Figure 1(b)) having lattice constants: 
a(Å) = b(Å) = 3.99; c(Å) = 4.03; space group = P4mm, the displacement of Ti4+ ion 
along c-axis might be induced electrical polarization (ferroelectricity). It involved 
hybridization of charge among Ti cation (3d states) with O anions (2p states). In 
cubic phase, the Ba2+ is located at the centre of the cube with coordination number 12.

Since to the formation of ME random access memories (MERAMs), the main 
thing that required ME coupling via interfacial exchange coupling among a 
multiferroic and a ferromagnet, which can change the magnetization of the fer-
romagnetic coating with respect to a voltage (Figure 1(a)) [3]. For such MERAMs, 
an electric field is enabled by ME coupling could control the exchange coupling 
between multiferroic and ferromagnetic at the interface. This exchange coupling at 
the interface reins the magnetization of the ferromagnetic layer, and therefore the 
magnetization might be change with multiferroic electrical polarization. Therefore, 
for perovskite (ABO3) BTO, Ba2+ (A-site cation) induce the required distortion for 
ferroelectricity, while magnetism can be achieved by the doping such as TM = Cr, 
Mn, Fe, Co, Ni, Cu along B-site cation [4, 5].

1.2 Spinel ferrites

The spinel structure typically represented as AB2O4, where ‘A’ indicates four-
fold coordinated tetrahedral sub-lattice sites and ‘B’ indicates six-fold coordinated 
octahedral sub-lattice (Figure 1(c)). There are 8 A-sites in which the metal cations 
are tetrahedrally coordinated with oxygen, and 16 B-sites, which possess octahedral 
coordination. Normal ferrites have divalent cations residing solely as the central ion 
on the tetrahedral sub-lattice with only trivalent Fe cations occupying octahedral 
sub-lattice sites. Harrisa and Sepelak [6] suggested superexchange interaction, 
the JBB is strong and negative indicating antiferromagnetic coupling between 
Fe3+–O2−–Fe3+ with octahedral sub-lattice cation spins largely canceling out. When 
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the divalent cation resides on the [B] site and A and B ions share the balance of 
[B] and the totality of (A), the spinel is inverse: (A1-δBδ)[AδB2-δ]O4, where δ is the 
inversion degree, i.e., NiFe2O4. Ferrite of the type NiFe2O4 (NFO), CoFe2O4 (CFO) 
and MnFe2O4 (MFO) with the spinel structure are magnetic ceramics which have 
potential in electronic and magnetic components [7]. The NFO has an inverse spinel 
structure for which Fe3+ ions occupied tetrahedral A-sites; whereas Fe3+ and Ni2+ 
ions are sit on octahedral B-sites. This NFO is ferrimagnetic material has magneti-
zation originated by antiparallel spins on A- and B-sites. However, for normal spinel 
structure of CFO, Co is a divalent atom, occupying tetrahedral A-sites, while Fe is a 
trivalent atom, sitting on the octahedral B-sites. For MFO, the inverted spinel struc-
ture is partial for which the Mn2+ and Fe3+ ions with half-filled 3d shell (ground 
state is singlet 6S with spin = 5/2 with zero orbital momentum) and the crystal field 
is not sufficient to split it [8]. The magnetic moment of MFO agrees well with Neel’s 
coupling scheme and has lower resistivity than CFO and NFO ferrites [9].

1.3 Diluted magnetic semiconductors

Recently, the realization of spin in DMS, semiconductor with substituted 
magnetic impurities (Fe, Co, Ni, Cu) has attracted great interest in design of spin-
tronics devices like spin field-effect transistors, non-volatile memory devices, and 
programmable logic gates [10–13]. Among various DMS, ZnO is a promising spin 

Figure 1. 
(a) Schematic MERAM device in which the binary information is stored by the magnetization direction of 
the ferromagnetic layer (I & II), read by the resistance, Rp of the magnetic trilayer, and written by applying 
a voltage across the multiferroic ferroelectric-antiferromagnetic layer (FE-AFM). (b) Tetragonal crystalline 
structure of BTO, with a lattice ferroelectric distortion. (c) Spinel unit cell. Arrows represent magnetic 
moments and their antiparallel alignment. Adopted from Harrisa and Sepelak [6].
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at localized magnetic impurities and electron–electron interactions. To use DMSs 
for practical spintronic devices, a relatively high concentration of magnetic ele-
ments needed in the semiconductor host, and a large ferromagnetism is required 
with a Curie temperature (Tc) above room temperature. The transition metal (TM) 
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on the tetrahedral sub-lattice with only trivalent Fe cations occupying octahedral 
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the divalent cation resides on the [B] site and A and B ions share the balance of 
[B] and the totality of (A), the spinel is inverse: (A1-δBδ)[AδB2-δ]O4, where δ is the 
inversion degree, i.e., NiFe2O4. Ferrite of the type NiFe2O4 (NFO), CoFe2O4 (CFO) 
and MnFe2O4 (MFO) with the spinel structure are magnetic ceramics which have 
potential in electronic and magnetic components [7]. The NFO has an inverse spinel 
structure for which Fe3+ ions occupied tetrahedral A-sites; whereas Fe3+ and Ni2+ 
ions are sit on octahedral B-sites. This NFO is ferrimagnetic material has magneti-
zation originated by antiparallel spins on A- and B-sites. However, for normal spinel 
structure of CFO, Co is a divalent atom, occupying tetrahedral A-sites, while Fe is a 
trivalent atom, sitting on the octahedral B-sites. For MFO, the inverted spinel struc-
ture is partial for which the Mn2+ and Fe3+ ions with half-filled 3d shell (ground 
state is singlet 6S with spin = 5/2 with zero orbital momentum) and the crystal field 
is not sufficient to split it [8]. The magnetic moment of MFO agrees well with Neel’s 
coupling scheme and has lower resistivity than CFO and NFO ferrites [9].

1.3 Diluted magnetic semiconductors

Recently, the realization of spin in DMS, semiconductor with substituted 
magnetic impurities (Fe, Co, Ni, Cu) has attracted great interest in design of spin-
tronics devices like spin field-effect transistors, non-volatile memory devices, and 
programmable logic gates [10–13]. Among various DMS, ZnO is a promising spin 

Figure 1. 
(a) Schematic MERAM device in which the binary information is stored by the magnetization direction of 
the ferromagnetic layer (I & II), read by the resistance, Rp of the magnetic trilayer, and written by applying 
a voltage across the multiferroic ferroelectric-antiferromagnetic layer (FE-AFM). (b) Tetragonal crystalline 
structure of BTO, with a lattice ferroelectric distortion. (c) Spinel unit cell. Arrows represent magnetic 
moments and their antiparallel alignment. Adopted from Harrisa and Sepelak [6].
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source, since it epitomizes DMS with Tc well above room temperature. The DMS 
ZnO is a wide band gap that gained recent research in spintronics, due to an ability 
to change its optical and magnetic behavior with doping of TM = Fe, Co, Mn, Ni, 
Cu, Cr, or V ions and/or by intrinsic defects, such as oxygen vacancy (VO) and zinc 
vacancy (VZn). The DMS ZnO has wide applications included:

1.3.1 Magnetic recording

For read heads in magnetic disk recorders (computer components), read head 
senses the magnetic bits that are stored on the media, which is stored as magnetized 
regions of the media, called magnetic domains, along tracks (Figure 2(a)) [13]. 
Magnetization is stored as a “0” in one direction and as a “1” in the other. Although, 
there is no magnetic field emanating from the interior of a magnetized domain 
itself, uncompensated magnetic poles in the vicinity of the domain walls generate 
magnetic fields (sensed by the GMR element) that extend out of the media.

1.3.2 Nonvolatile memories

The “Nonvolatile” refers to information storage that does not “evaporate” when 
power is removed from a system, i.e., magnetic disks and tapes. Prinz [13] has 
recently demonstrated that GMR elements can be fabricate in arrays with standard 
lithographic processes to obtain memory that has speed and density approaching 
that of semiconductor memory, but is nonvolatile. A schematic representation 
of RAM that is constructed of GMR elements is shown in Figure 2(b). The spin-
dependent scattering of the carriers (electrons & holes) is minimized for parallel 
magnetic moment of the ferromagnetic layer, to induce lowest value of resistance. 
However, the highest resistance is the result of maximized spin-dependent scatter-
ing carriers via anti-aligned ferromagnetic layers. An external magnetic field could 
give the direction of magnetic moments, applied to the materials. The spin-valve 
structures of GMR set into series using lithographic (wires) termed as a sense line. 
This sense line has information storage due to resistance (resistance of elements). 
The sense line runs the current which is detected at the end by amplifiers because 
resistance changes in the elements.

Figure 2. 
A schematic representation of (a) GMR read head (I) that passes over recording media containing magnetized 
regions, (b) RAM that is constructed of GMR elements. Adopted from Prinz [13], (c) bound magnetic polaron 
(BMP), VZn, Oi trapped carriers couple with the 3d shell spins of TM ions within its hydrogenic orbit.
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1.3.3 Ferromagnetism in DMS ZnO due to bound magnetic polarons

Generally, the room temperature ferromagnetism (RTFM) in DMS ZnO is given 
because of bound magnetic polaron (BMP) model [14]. The localized spins of 
the dopant ion interact with the charge carriers that are bound to a small number 
of defects such as oxygen vacancies, resulting into a magnetic polarization of the 
surrounding local moments. Since the magnetism in TM ions doped ZnO nanopar-
ticles relates with exchange interactions between unpaired electron spins, that 
arising from the lattice imperfections such as oxygen vacancies, VO at the surface 
of the nanoparticles. Pal et al. [15] described BMP formation in Co doped ZnO and 
shown in Figure 2(c). The electrons trapped in the defect vacancies undergo orbital 
coupling with the d shells of the adjacent divalent dopant ion and form BMP. In BMP 
model, the bound electrons (holes) hold in defect states that coupled through TM 
ions to overlap ferromagnetic regions, which responsible into high TC (due to forma-
tion of long-range ferromagnetic ordering) [16]. When the dopant ions are donors 
or acceptors, the exchange interactions are sp-d that would lead BMPs formation.

2. Experimental methods

The multiferroic, DMS and ferrites materials might be synthesized by methods 
such as a sol-gel [17], chemical combustion [18], hydrothermal [19], metallo-
organic decomposition (MOD) [20], conventional solid-state reaction [21], sol-gel 
precipitation [22], thermal evaporation [23], etc.

3. Result and discussion

3.1 Multiferroic systems of BaTiO3

3.1.1 X-ray diffraction for BaTiO3 and BaTM0.01Ti0.99O3 nanoparticles

The sol-gel method is used to prepare pure BaTiO3 and BaTM0.01Ti0.99O 
[TM = Cr (BTO:Cr), Mn (BTO:Mn), Fe (BTO:Fe), Co (BTO:Co), Ni (BTO:Ni), 
Cu (BTO:Cu)] nanoparticles [4]. The TM ions in perovskite BTO structure highly 
influenced lattice constants to induce lattice strain and unit cell expansion, which 
responsible into defects vacancies formation. Figure 3 shows the Rietveld refine-
ment (Full-Prof program) of X-ray diffraction (XRD) patterns for pure and 
BaTM0.01Ti0.99O nanoparticles measured at room temperature. A polycrystalline 
with tetragonal BTO phase (space group:P4mm) is detected. The fitting parameters, 
Rp(%) = 6.7, 7.1, 6.7, 4.9, 9.1, 8.2 and 9.8, Rwp(%) = 3.2, 9.9, 9.2, 10.0, 12.5, 1.2 and 
14.6, χ2 = 1.1, 1.4, 0.81, 1.4, 3.3, 3.3 and 0.9 and distortion ratio, (c/a) = 1.00959, 
1.00932, 1.00688, 1.00909, 1.00776, 1.00625 and 1.00508, respectively, refined for 
pure BTO and BTO with Cr, Mn, Fe, Co, Ni, Cu doping. Also, Figure 3(a) shows 
the tetragonal splitting of (200) diffraction peak at 2θ = 44.3–45.7°. The diffraction 
peak of pure BTO has shifted towards a lower diffraction angle with TM doping 
which supports the lattice strain in BTO. Such splitting of (200) peak might be con-
firmed the tetragonal phase formation. It is due to electrostatic repulsions between 
3d electrons of Ti4+ ions and 2p electrons of O2− ions, the structure becomes dis-
torted. It is also reported in Ref. [4] that the average particles size, from TEM, DTEM 
(nm) = 20 ± 3, 13 ± 1, 33 ± 5, 35 ± 3, 17 ± 1 and 47 ± 7, the value of saturation magne-
tization, Ms (emu g−1) = 0.056, 0.042, 0.066, 0.035, 0.013 and 0.021, and the ME 
coupling constant, αME (mV cm−1 Oe−1) = 25.91, 11.27, 31.15, 16.58, 11.61 and 16.48, 
respectively, measured with Cr, Mn, Fe, Co, Ni, Cu doping into BTO.
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1.3.3 Ferromagnetism in DMS ZnO due to bound magnetic polarons

Generally, the room temperature ferromagnetism (RTFM) in DMS ZnO is given 
because of bound magnetic polaron (BMP) model [14]. The localized spins of 
the dopant ion interact with the charge carriers that are bound to a small number 
of defects such as oxygen vacancies, resulting into a magnetic polarization of the 
surrounding local moments. Since the magnetism in TM ions doped ZnO nanopar-
ticles relates with exchange interactions between unpaired electron spins, that 
arising from the lattice imperfections such as oxygen vacancies, VO at the surface 
of the nanoparticles. Pal et al. [15] described BMP formation in Co doped ZnO and 
shown in Figure 2(c). The electrons trapped in the defect vacancies undergo orbital 
coupling with the d shells of the adjacent divalent dopant ion and form BMP. In BMP 
model, the bound electrons (holes) hold in defect states that coupled through TM 
ions to overlap ferromagnetic regions, which responsible into high TC (due to forma-
tion of long-range ferromagnetic ordering) [16]. When the dopant ions are donors 
or acceptors, the exchange interactions are sp-d that would lead BMPs formation.

2. Experimental methods

The multiferroic, DMS and ferrites materials might be synthesized by methods 
such as a sol-gel [17], chemical combustion [18], hydrothermal [19], metallo-
organic decomposition (MOD) [20], conventional solid-state reaction [21], sol-gel 
precipitation [22], thermal evaporation [23], etc.

3. Result and discussion

3.1 Multiferroic systems of BaTiO3

3.1.1 X-ray diffraction for BaTiO3 and BaTM0.01Ti0.99O3 nanoparticles

The sol-gel method is used to prepare pure BaTiO3 and BaTM0.01Ti0.99O 
[TM = Cr (BTO:Cr), Mn (BTO:Mn), Fe (BTO:Fe), Co (BTO:Co), Ni (BTO:Ni), 
Cu (BTO:Cu)] nanoparticles [4]. The TM ions in perovskite BTO structure highly 
influenced lattice constants to induce lattice strain and unit cell expansion, which 
responsible into defects vacancies formation. Figure 3 shows the Rietveld refine-
ment (Full-Prof program) of X-ray diffraction (XRD) patterns for pure and 
BaTM0.01Ti0.99O nanoparticles measured at room temperature. A polycrystalline 
with tetragonal BTO phase (space group:P4mm) is detected. The fitting parameters, 
Rp(%) = 6.7, 7.1, 6.7, 4.9, 9.1, 8.2 and 9.8, Rwp(%) = 3.2, 9.9, 9.2, 10.0, 12.5, 1.2 and 
14.6, χ2 = 1.1, 1.4, 0.81, 1.4, 3.3, 3.3 and 0.9 and distortion ratio, (c/a) = 1.00959, 
1.00932, 1.00688, 1.00909, 1.00776, 1.00625 and 1.00508, respectively, refined for 
pure BTO and BTO with Cr, Mn, Fe, Co, Ni, Cu doping. Also, Figure 3(a) shows 
the tetragonal splitting of (200) diffraction peak at 2θ = 44.3–45.7°. The diffraction 
peak of pure BTO has shifted towards a lower diffraction angle with TM doping 
which supports the lattice strain in BTO. Such splitting of (200) peak might be con-
firmed the tetragonal phase formation. It is due to electrostatic repulsions between 
3d electrons of Ti4+ ions and 2p electrons of O2− ions, the structure becomes dis-
torted. It is also reported in Ref. [4] that the average particles size, from TEM, DTEM 
(nm) = 20 ± 3, 13 ± 1, 33 ± 5, 35 ± 3, 17 ± 1 and 47 ± 7, the value of saturation magne-
tization, Ms (emu g−1) = 0.056, 0.042, 0.066, 0.035, 0.013 and 0.021, and the ME 
coupling constant, αME (mV cm−1 Oe−1) = 25.91, 11.27, 31.15, 16.58, 11.61 and 16.48, 
respectively, measured with Cr, Mn, Fe, Co, Ni, Cu doping into BTO.
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3.1.2 Nanostructure of BaTiO3 (BTO) and BaFe0.01Ti0.99O3 (BFTO) multiferroic

The BTO and BFTO were prepared by a hydrothermal method of processing tem-
perature 180°C/48 h [5]. The XRD pattern shows the coexistence of cubic/tetragonal/
hexagonal phases of BTO and cubic/tetragonal of BFTO. Figure 4(a and b) reveals 
the TEM images of BTO and BFTO nanostructure. It shown that BTO (Figure 4(a)) 
is the product that consist of nanorods structure having hexagonal like face of average 
diameter 50 nm and length 75 nm. However, Figure 4(b) shows the nanowires forma-
tion of BFTO with average diameter ~45 nm and the length >1.5 μm. It is also reported 
in Ref. [5] that the room temperature M-H hysteresis shows diamagnetism in BTO 
and ferromagnetism in BFTO with Ms ~ 82.23 memu g−1, Mr ~ 31.91 memu g−1 with Hc 
~ 122.68 Oe and ME coupling coefficient, αME = 16 mV Oe−1 cm−1.

3.1.3 Ferromagnetism/ferroelectricity in Ce,La:BaFe0.01Ti0.99O3 nanostructures

The nano-aggregation type Ba(Fe0.67Ce0.33)0.01Ti0.99O3 (BFTO:Ce) and 
Ba(Fe0.67La0.33)0.01Ti0.99O3 (BFTO:La) product is synthesized by a hydrothermal process 
[2]. Rietveld refinement of XRD pattern indicates polycrystalline phase with tetragonal 
BFTO. It is reported that the Ce and La ions in BFTO improved lattice distortion, c/a 
ratio. These dopant Ce and La in BFTO forms nano-aggregation type product with aver-
age value of aggregation diameter, D = 40 and 22 nm, respectively, for BFTO:Ce and 
BFTO:La. The formation of tetragonal BTO phase and lattice defects due to vacancies 
is attributed by Raman active modes. These defects and vacancies are also confirmed 
with photoluminescence measurement that might be altered due to higher surface-to-
volume ratio in nano-aggregation. Figure 4(d and e) shows the ferromagnetic behavior 
of Ce, La doped BFTO, respectively, by magnetization versus field (M-Hdc hysteresis) 
measured at room temperature [2]. The values of Ms (emu g−1) = 0.15 and 0.08, and 
Mr (emu g−1) = 0.039 and 0.015 with Hc (Oe) = 242 and 201, respectively, for BFTO:Ce 
and BFTO:La. It is well predicted that the formation of Fe4+–O2−–Fe4+ interaction is 
ferromagnetic, which dominate in BFTO over the antiferromagnetic Fe3+–O2−–Fe4+ 

Figure 3. 
XRD pattern for pure BaTiO3 and BaTM0.01Ti0.99O3 nanoparticles. (a) Showing the splitting of the (200) peak. 
Adopted from Verma and Kotnala [4].
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and Fe3+–O2−–Fe3+ interactions, producing weak ferromagnetism. Generally, the 
ferromagnetism in Fe-doped BaTiO3 is explained into two ways: the partially filled 
inner shells (d- or f-levels) and formation of nanostructures. An F-centre exchange 
(FCE) mechanism describes the required ferromagnetism [24, 25]. Such a mechanism 
expects   Fe   3+  –  V  O  2−  –  Fe   3+   transition that generally exists in the structure where an electron 
trapped in oxygen vacancies, VO to form F-centre. For this, the electron occupies an 
orbital, pz that overlaps   d  z  2   of d shells in iron neighbors. The Fe3+ ions have 3d5 electronic 
configurations for which spin down trapped electron and spin up in two iron Neighbors. 
Therefore, the F-centre has the exchange interaction among two iron ions that would 
leads to ferromagnetism. The insets of Figure 4(d′ and e′) show the polarization-
electric field (P-E) hysteresis at room temperature. With Ce doping into BFTO, the 
value of spontaneous polarization, Ps (μC cm−2) = 13.83 and remanent polarization, 
Pr (μC cm−2) = 5.45 with electric coercivity, Ec (kV cm−1) = 9.53. However, with La 
doping, Ps (μC cm−2) = 8.28, and Pr (μC cm−2) = 2.46, with Ec (kV cm−1) = 6.14. These 
values of polarization have an improvement over reported work [26–28]. This is due 
to nano-aggregation formation and lattice distortion enhancement in BTO lattice. The 
smaller polarization in BFTO:La is the nano-size effect that involved compensation of 
polarization-induced surface charges [29].

3.1.4 Magnetization at low temperature measurement

The origin of observed ferromagnetism at room temperature in Ce- and 
La-doped BFTO is described by measuring their magnetization from zero-field 
cooling (ZFC) and field cooling (FC) at 500 Oe (Figure 4(d″ and e″)). A clear sep-
aration between FC and ZFC retains up to low temperature without blocking tem-
perature is observed. This is an indication of weak antiferromagnetic interactions. 

Figure 4. 
Transmission electron microscopy (TEM) of (a) pure BaTiO3 (b) Ba(Fe0.01Ti0.99)O3. (c) ME voltage coefficient 
(αME), (d and e) M-Hdc hysteresis at room temperature, (d′ and e′) P-E hysteresis, and (d″ and e″) M(T) 
following ZFC/FC at H = 500 Oe for Ce, La doped BFTO. Adopted from Refs. [2, 5].
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value of spontaneous polarization, Ps (μC cm−2) = 13.83 and remanent polarization, 
Pr (μC cm−2) = 5.45 with electric coercivity, Ec (kV cm−1) = 9.53. However, with La 
doping, Ps (μC cm−2) = 8.28, and Pr (μC cm−2) = 2.46, with Ec (kV cm−1) = 6.14. These 
values of polarization have an improvement over reported work [26–28]. This is due 
to nano-aggregation formation and lattice distortion enhancement in BTO lattice. The 
smaller polarization in BFTO:La is the nano-size effect that involved compensation of 
polarization-induced surface charges [29].

3.1.4 Magnetization at low temperature measurement

The origin of observed ferromagnetism at room temperature in Ce- and 
La-doped BFTO is described by measuring their magnetization from zero-field 
cooling (ZFC) and field cooling (FC) at 500 Oe (Figure 4(d″ and e″)). A clear sep-
aration between FC and ZFC retains up to low temperature without blocking tem-
perature is observed. This is an indication of weak antiferromagnetic interactions. 

Figure 4. 
Transmission electron microscopy (TEM) of (a) pure BaTiO3 (b) Ba(Fe0.01Ti0.99)O3. (c) ME voltage coefficient 
(αME), (d and e) M-Hdc hysteresis at room temperature, (d′ and e′) P-E hysteresis, and (d″ and e″) M(T) 
following ZFC/FC at H = 500 Oe for Ce, La doped BFTO. Adopted from Refs. [2, 5].
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Figure 5. 
(a) XRD patterns and SEM image (inset) of Co0.65Zn0.35Fe2O4 (CZFO). (b) CZFO unit cell with a spinel 
structure. AFM of (c) NFO, (d) CFO (e) MFO thin films. Adopted from Refs. [9, 32].

An upward curvature observed in M-T curve suggests a Curie-Weiss like behavior. It 
is attributed with short-range ferromagnetism, or a spin-cluster within a matrix of 
spin disorder [30]. Li et al. [31] suggested that the oxygen vacancy might be medi-
ate antiferromagnetic-ferromagnetic interactions in multiferroics.

3.1.5 ME coupling in Ce, La-substituted BFTO

The longitudinal ME coupling coefficient, αME is measured for Ce and La-doped 
BFTO and shown in Figure 4(c). The samples are biased with ac magnetizing 
field, Hac = 10 Oe at 1093 Hz, and a dc magnetic field, Hdc is applied collinear to it. 
The value of αME was determined as a function of dc magnetic field using: αME =    ∂ E ___ 

∂ H
    

=    1 _ 
t
     ∂ V ___ 
∂ H

    =    Vout ______ 
t × Hac

   . In Figure 4(c), the value of αME increases rapidly to a maximal value 
(due to an enhancement of elastic interactions) and then slowly decreasing in the 
higher region of Hdc. The maximum value of αME (mV cm−1 Oe−1) is 62.65 and 49.79, 
respectively, for BFTO:Ce and BFTO:La.

3.2 Spinel ferrites MFe2O4 (M = Mn, Co, Ni, Zn, Cu, etc.)

3.2.1 Structural studies of Co0.65Zn0.35Fe2O4

Figure 5 (a) shows the Rietveld refinement (space group:  Fd  ̄  3 m ) of Co0.65Zn0.35Fe2O4 
(CZFO) ferrite, which indicate spinel phase [32]. The value of χ2 is 1.648. The lattice 
parameter of CZFO is found to be 8.4183 Å. A three-dimensional sketch of CZFO unit 
cell projected along the c-axis (Figure 5(b)). The inset of Figure 5(a) shows the SEM 
image of a CZFO pellet sample to displays densely packed grains with few scattered 
pores and voids. It is also reported in Ref. [32] that the high dielectric permittivity 
value is obtained. The ferrimagnetic-paramagnetic phase transition is ~640 K.

3.2.2 Lattice constant, grains size and magnetism in pure NFO, CFO and MFO 
thin films

Table 1 shows the experimental results of lattice constant (a), grain’s size 
[x (SEM) & x′ (AFM)], Ms, Mr and Hc measured at room temperature (300 K) 
and 10 K, and magnetic phase transition temperature (Tpm) of NiFe2O4 (NFO), 
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Figure 5. 
(a) XRD patterns and SEM image (inset) of Co0.65Zn0.35Fe2O4 (CZFO). (b) CZFO unit cell with a spinel 
structure. AFM of (c) NFO, (d) CFO (e) MFO thin films. Adopted from Refs. [9, 32].

An upward curvature observed in M-T curve suggests a Curie-Weiss like behavior. It 
is attributed with short-range ferromagnetism, or a spin-cluster within a matrix of 
spin disorder [30]. Li et al. [31] suggested that the oxygen vacancy might be medi-
ate antiferromagnetic-ferromagnetic interactions in multiferroics.

3.1.5 ME coupling in Ce, La-substituted BFTO

The longitudinal ME coupling coefficient, αME is measured for Ce and La-doped 
BFTO and shown in Figure 4(c). The samples are biased with ac magnetizing 
field, Hac = 10 Oe at 1093 Hz, and a dc magnetic field, Hdc is applied collinear to it. 
The value of αME was determined as a function of dc magnetic field using: αME =    ∂ E ___ 

∂ H
    

=    1 _ 
t
     ∂ V ___ 
∂ H

    =    Vout ______ 
t × Hac

   . In Figure 4(c), the value of αME increases rapidly to a maximal value 
(due to an enhancement of elastic interactions) and then slowly decreasing in the 
higher region of Hdc. The maximum value of αME (mV cm−1 Oe−1) is 62.65 and 49.79, 
respectively, for BFTO:Ce and BFTO:La.

3.2 Spinel ferrites MFe2O4 (M = Mn, Co, Ni, Zn, Cu, etc.)

3.2.1 Structural studies of Co0.65Zn0.35Fe2O4

Figure 5 (a) shows the Rietveld refinement (space group:  Fd  ̄  3 m ) of Co0.65Zn0.35Fe2O4 
(CZFO) ferrite, which indicate spinel phase [32]. The value of χ2 is 1.648. The lattice 
parameter of CZFO is found to be 8.4183 Å. A three-dimensional sketch of CZFO unit 
cell projected along the c-axis (Figure 5(b)). The inset of Figure 5(a) shows the SEM 
image of a CZFO pellet sample to displays densely packed grains with few scattered 
pores and voids. It is also reported in Ref. [32] that the high dielectric permittivity 
value is obtained. The ferrimagnetic-paramagnetic phase transition is ~640 K.

3.2.2 Lattice constant, grains size and magnetism in pure NFO, CFO and MFO 
thin films

Table 1 shows the experimental results of lattice constant (a), grain’s size 
[x (SEM) & x′ (AFM)], Ms, Mr and Hc measured at room temperature (300 K) 
and 10 K, and magnetic phase transition temperature (Tpm) of NiFe2O4 (NFO), 
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CoFe2O4 (CFO) and MnFe2O4 (MFO) thin films [9]. These ferrites were prepared 
by a MOD method using spin coating. The thickness of all the film is ~700 nm. 
It is also reported that the miller indices of cubic spinel ferrites structure are (2 2 
0), (3 1 1), (2 2 2), (4 0 0), (3 3 1), (4 2 2) and (5 1 1), respectively, detected with 
diffraction angle 2θ = 30.48, 34.99, 37.48, 42.58, 48.02, 51.23 and 55.85° for NFO, 
for CFO, 2θ = 30.25, 34.87, 37.36, 42.58, 47.20, 51.23 and 55.84° and 2θ = 29.77, 34.64, 
37.36, 41.75, 47.08, 51.23 and 57.04° for MFO. The higher coercivity value of CFO 
than NFO and MFO is the effect of higher magneto-crystalline anisotropy of Co 
cations than Ni and Mn. The observed values of Ms, Mr and Hc of the NFO, CFO 
and MFO films are quite smaller than bulk form [9]. For this, the decrease in Ms in 
ferrite nanoparticles is the canted spins in the surface layers [33]. Also, it observed 
very smaller values of Mr, Ms and Hc of MFO because lowering number of magnetic 
domains and the rate of alignment of the spins with the applied field [34, 35].

3.2.3 AFM images of NFO, CFO and MFO thin films

The value of average grain’s size from AFM (Figure 5(c–e)) is 46, 61 and 75 nm, 
and the surface roughness 2.5, 4 and 2 nm, respectively, for NFO, CFO and MFO 
ferrite thin films, were synthesized by MOD method [9].

3.2.4 Magnetic ordering of ferrites in MFe2O4/BaTiO3 nanocomposite

The multiferroic MFe2O4/BaTiO3 (MFO/BTO) thin films were fabricated by a 
MOD method [20]. The addition of ferrite MFe2O4 in BTO results into lattice strain 
due to tetragonal distortion, unit cell expansion/contraction and lattice mismatch. 
It enhances ME coupling. The lattice distortion, c/a, tetragonal phase of BTO, spinel 
ferrite MFO and the lattice strain in composite phases is studied by XRD pattern [20]. 
These reported results also shown the AFM images to evaluate the value of average 
grain size for MnFO/BTO, CFO/BTO, NFO/BTO and ZFO/BTO, which is 25, 102, 24 
and 133 nm, respectively. XPS analysis indicate that Fe exist into mixed +2/+3 valence 
states and O in both O2− and deficient states. Figure 6(a) shows the room temperature 
ferromagnetic behavior of MFO/BTO thin films by measuring ferromagnetic hyster-
esis (M-Hdc). The measured value of saturation magnetization, Ms (kJ T−1 m−3) = 1.29, 
20.25, 27.64 and 6.77, remanent magnetization Mr (kJ T−1 m−3) = 0.03, 3.75, 6.76 
and 1.49 and with magnetic coercivity, Hc (× 105 Am−1) = 0.013, 0.079, 0.167 and 
0.135, respectively, for MnFO/BTO, CFO/BTO, NFO/BTO and ZFO/BTO nano-
composite. An enlarged view of M-Hdc as the inset of Figure 6(a) is also shown for 
more clarification. This magnetic measurement of MFO/BTO is compared with 
magnetization of a single phase MnFO (5.40 kJ T−1 m−3), CFO (33.50 kJ T−1 m−3), 
NFO (50.60 kJ T−1 m−3) and ZFO (230 kJ T−1 m−3), which indicate abrupt reduc-
tion in nanocomposite sample. This is because non-magnetic BTO phase exist in 
nanocomposite, which reduced the magnetization of ferrite. Since the non-magnetic 
elements weaken the A-B superexchange interaction which result into an increase the 
distance between the magnetic moments in A and B sites in spinel structure. Since 
the magnetization decreases/increases in ferrites is a relaxation process that might be 
concerned with the redistribution of oxygen vacancies reported by Wang et al. [36]. 
The presence of a magnetic dead or antiferromagnetic coating on the nanostructural 
surface have reducible value of saturation magnetization of ferrite nanoparticles 
[37]. Vamvakidis et al. [38] suggested that the reduction in inversion degree (~0.22) 
of MnFe2O4 due to the partial oxidation of Mn2+ to Mn3+ ions results into weaker 
superexchange interactions between the tetrahedral and octahedral sites within the 
spinel structure. Bullita et al. [39] reported the cation distribution of ZnFe2O4 at the 
nanoscale level, which is contributed by partial inverted spinel structure results into 
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an increase magnetization. Peddis et al. [40] indicates inversion degree of CoFe2O4 
nanoparticles, which has a better correlation between spin canting and cationic 
distribution to get competitively higher Ms.

3.2.5 Magnetization in CFO and 0.25BTO–0.75CFO nanoparticles

The multiferroic 0.25BTO–0.75CFO nanocomposite is prepared by hydrother-
mal process at 180°C/48 h [19]. The spinel CFO and tetragonal BTO structure is 
studied by XRD pattern. The 0.25BTO–0.75CFO nanocomposite has nanopar-
ticles formation with average particles size from FESEM is 80 ± 10 nm and from 
TEM is 76 ± 13 nm. Figure 6(b) shows the M-Hdc hysteresis for pure CFO and 
0.25BTO–0.75CFO nanoparticles, measured at room temperature. The value of Ms 
(emu g−1) = 39.027 and 6.199, Mr (emu g−1) = 19.724 and 1.545 with Hc (Oe) = 1226 
and 149, respectively, for CFO and 0.25BTO–0.75CFO nanoparticles. These mea-
sured values of Ms and Hc for pure CFO are smaller than reported for bulk CoFe2O4 
(Ms (emu g−1) =73 and Hc(kOe) = 5, at 300 K). However, the nanocomposite of 
0.25BTO–0.75CFO has abrupt decrement in Ms value, which is explained on the 
basis of BTO coating over CFO. For nanostructural CFO, the inversion degree must 
be swung with surface spin-canting and finite size-effect, to execute magnetic 
disorder. The change in bond angle and bond length may also influence the magne-
tization of CFO in composite. Since the spin coupling due to 3d unpaired electrons 
in Co2+ and Fe3+ along A and B-sites of spinel structure would lead to the ferrimag-
netism of CoFe2O4. Due to such spin arrangement by unpaired electrons, there exist 
FeB–O–FeB, FeB–O–CoB, FeB–O–FeA, CoB–O–FeA and CoA–O–FeB superexchange 
interactions to induce magnetic ordering. In this, the antiferromagnetic interactions 
are strongest via A–O–B superexchange (inter-sublattice) and the weak ferromag-
netism is attributed with A–O–A and B–O–B superexchange (intra-sublattice). It 

Figure 6. 
(a) M-Hdc hysteresis of MFe2O4/BaTiO3 nanocomposite thin films at 300 K. (b) Room temperature M-Hdc 
measurement for pure CFO and BTO-CFO nanoparticles. (c) the M-H measurement of LSF thin films. 
Adopted from Refs. [19, 20, 35].
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CoFe2O4 (CFO) and MnFe2O4 (MFO) thin films [9]. These ferrites were prepared 
by a MOD method using spin coating. The thickness of all the film is ~700 nm. 
It is also reported that the miller indices of cubic spinel ferrites structure are (2 2 
0), (3 1 1), (2 2 2), (4 0 0), (3 3 1), (4 2 2) and (5 1 1), respectively, detected with 
diffraction angle 2θ = 30.48, 34.99, 37.48, 42.58, 48.02, 51.23 and 55.85° for NFO, 
for CFO, 2θ = 30.25, 34.87, 37.36, 42.58, 47.20, 51.23 and 55.84° and 2θ = 29.77, 34.64, 
37.36, 41.75, 47.08, 51.23 and 57.04° for MFO. The higher coercivity value of CFO 
than NFO and MFO is the effect of higher magneto-crystalline anisotropy of Co 
cations than Ni and Mn. The observed values of Ms, Mr and Hc of the NFO, CFO 
and MFO films are quite smaller than bulk form [9]. For this, the decrease in Ms in 
ferrite nanoparticles is the canted spins in the surface layers [33]. Also, it observed 
very smaller values of Mr, Ms and Hc of MFO because lowering number of magnetic 
domains and the rate of alignment of the spins with the applied field [34, 35].

3.2.3 AFM images of NFO, CFO and MFO thin films

The value of average grain’s size from AFM (Figure 5(c–e)) is 46, 61 and 75 nm, 
and the surface roughness 2.5, 4 and 2 nm, respectively, for NFO, CFO and MFO 
ferrite thin films, were synthesized by MOD method [9].

3.2.4 Magnetic ordering of ferrites in MFe2O4/BaTiO3 nanocomposite

The multiferroic MFe2O4/BaTiO3 (MFO/BTO) thin films were fabricated by a 
MOD method [20]. The addition of ferrite MFe2O4 in BTO results into lattice strain 
due to tetragonal distortion, unit cell expansion/contraction and lattice mismatch. 
It enhances ME coupling. The lattice distortion, c/a, tetragonal phase of BTO, spinel 
ferrite MFO and the lattice strain in composite phases is studied by XRD pattern [20]. 
These reported results also shown the AFM images to evaluate the value of average 
grain size for MnFO/BTO, CFO/BTO, NFO/BTO and ZFO/BTO, which is 25, 102, 24 
and 133 nm, respectively. XPS analysis indicate that Fe exist into mixed +2/+3 valence 
states and O in both O2− and deficient states. Figure 6(a) shows the room temperature 
ferromagnetic behavior of MFO/BTO thin films by measuring ferromagnetic hyster-
esis (M-Hdc). The measured value of saturation magnetization, Ms (kJ T−1 m−3) = 1.29, 
20.25, 27.64 and 6.77, remanent magnetization Mr (kJ T−1 m−3) = 0.03, 3.75, 6.76 
and 1.49 and with magnetic coercivity, Hc (× 105 Am−1) = 0.013, 0.079, 0.167 and 
0.135, respectively, for MnFO/BTO, CFO/BTO, NFO/BTO and ZFO/BTO nano-
composite. An enlarged view of M-Hdc as the inset of Figure 6(a) is also shown for 
more clarification. This magnetic measurement of MFO/BTO is compared with 
magnetization of a single phase MnFO (5.40 kJ T−1 m−3), CFO (33.50 kJ T−1 m−3), 
NFO (50.60 kJ T−1 m−3) and ZFO (230 kJ T−1 m−3), which indicate abrupt reduc-
tion in nanocomposite sample. This is because non-magnetic BTO phase exist in 
nanocomposite, which reduced the magnetization of ferrite. Since the non-magnetic 
elements weaken the A-B superexchange interaction which result into an increase the 
distance between the magnetic moments in A and B sites in spinel structure. Since 
the magnetization decreases/increases in ferrites is a relaxation process that might be 
concerned with the redistribution of oxygen vacancies reported by Wang et al. [36]. 
The presence of a magnetic dead or antiferromagnetic coating on the nanostructural 
surface have reducible value of saturation magnetization of ferrite nanoparticles 
[37]. Vamvakidis et al. [38] suggested that the reduction in inversion degree (~0.22) 
of MnFe2O4 due to the partial oxidation of Mn2+ to Mn3+ ions results into weaker 
superexchange interactions between the tetrahedral and octahedral sites within the 
spinel structure. Bullita et al. [39] reported the cation distribution of ZnFe2O4 at the 
nanoscale level, which is contributed by partial inverted spinel structure results into 
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an increase magnetization. Peddis et al. [40] indicates inversion degree of CoFe2O4 
nanoparticles, which has a better correlation between spin canting and cationic 
distribution to get competitively higher Ms.

3.2.5 Magnetization in CFO and 0.25BTO–0.75CFO nanoparticles

The multiferroic 0.25BTO–0.75CFO nanocomposite is prepared by hydrother-
mal process at 180°C/48 h [19]. The spinel CFO and tetragonal BTO structure is 
studied by XRD pattern. The 0.25BTO–0.75CFO nanocomposite has nanopar-
ticles formation with average particles size from FESEM is 80 ± 10 nm and from 
TEM is 76 ± 13 nm. Figure 6(b) shows the M-Hdc hysteresis for pure CFO and 
0.25BTO–0.75CFO nanoparticles, measured at room temperature. The value of Ms 
(emu g−1) = 39.027 and 6.199, Mr (emu g−1) = 19.724 and 1.545 with Hc (Oe) = 1226 
and 149, respectively, for CFO and 0.25BTO–0.75CFO nanoparticles. These mea-
sured values of Ms and Hc for pure CFO are smaller than reported for bulk CoFe2O4 
(Ms (emu g−1) =73 and Hc(kOe) = 5, at 300 K). However, the nanocomposite of 
0.25BTO–0.75CFO has abrupt decrement in Ms value, which is explained on the 
basis of BTO coating over CFO. For nanostructural CFO, the inversion degree must 
be swung with surface spin-canting and finite size-effect, to execute magnetic 
disorder. The change in bond angle and bond length may also influence the magne-
tization of CFO in composite. Since the spin coupling due to 3d unpaired electrons 
in Co2+ and Fe3+ along A and B-sites of spinel structure would lead to the ferrimag-
netism of CoFe2O4. Due to such spin arrangement by unpaired electrons, there exist 
FeB–O–FeB, FeB–O–CoB, FeB–O–FeA, CoB–O–FeA and CoA–O–FeB superexchange 
interactions to induce magnetic ordering. In this, the antiferromagnetic interactions 
are strongest via A–O–B superexchange (inter-sublattice) and the weak ferromag-
netism is attributed with A–O–A and B–O–B superexchange (intra-sublattice). It 

Figure 6. 
(a) M-Hdc hysteresis of MFe2O4/BaTiO3 nanocomposite thin films at 300 K. (b) Room temperature M-Hdc 
measurement for pure CFO and BTO-CFO nanoparticles. (c) the M-H measurement of LSF thin films. 
Adopted from Refs. [19, 20, 35].
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is reported for an ideal spinel CFO, the bond angle is 90° of B–O–B, 120° of A–O–B 
and 80° of A–O–A magnetic exchange interactions. In the present case, the Rietveld 
analysis [19], calculated the values of bond-angle/length between A and B sites of 
CFO in 0.25BTO–0.75CFO nanocomposite, i.e., bond angle = 91.07° for FeB–O–FeB, 
133.57° for FeA–O–CoB and 76.13° of FeA–O–FeA. The values of bond length (l), 
lA-A = 0.3626(1) nm, lB-B = 0.2961(2) nm and lA-B = 0.34713 (2) nm. It is reported 
that the superexchange interactions might be related with bond-angle/length 
among bonds in Fe, Co and O atoms [41]. For the bond angle of 90° (FeB—O–FeB 
bonds), the ferromagnetic super-exchange interaction are resulted. When this bond 
angle is increased, the antiferromagnetic super-exchange interactions are there and 
generally, bond 120° of super-exchange FeA–O–FeB is the dominant interaction of 
magnetite. Above 120° of bond angle, the antiferromagnetic strength is increased 
which is maximum at 180° [42]. Hence the calculated values of bond angles for 
Co and Fe ions along A and B-sites are deviated with theoretical one that might be 
indicated the distorted spinel lattice to influence resulting magnetic behavior.

3.2.6 Ferromagnetism in xLi0.5Fe2.5O4-(1 − x)SrFe2O4 thin films

The role of hard/soft ferrites composite of xLi0.5Fe2.5O4-(1 − x)SrFe2O4 (LSF) 
(x = 0.4, 0.5, and 0.6) on the magnetic exchange-spring systems have been studied 
[35]. LSF thin films were prepared by MOD method. XRD result shows the poly-
crystalline behavior of ferrite with cubic phase of Li0.5Fe2.5O4 and orthorhombic 
SrFe2O4. The magnetic behavior of the three series of LSF films is investigated by 
measuring M-H hysteresis (Figure 6(c)). The Li doping into LSF enhanced the 
value of Ms and Mr and decreased coercivity value. At equal content of Li:Sr., the 
magnetic behavior is unpredicted. At annealing temperature of 800°C, the LSF55 
thin film have anti S-type (diamagnetism), LSF64 has reducible magnetization, 
while LSF46 has a similar magnetism that seen at 700°C of annealing temperature. 
The values of saturation magnetization, Ms (emu cc−1) = 1.21, 8.01, and 22.78, 
remanent magnetization, Mr (emu cc−1) = 0.64, 2.13, and 14.20, with magnetic 
coercivity, Hc(kOe) = 2.32, 2.18, and 1.54, respectively, measured for LSF55, LSF46, 
and LSF64 sample, annealed at 700°C. Also from Figure 6(c), the magnetic hys-
teresis is involved two-step processes, which might have typically exchange-spring 

Figure 7. 
(a–d) ZFC-FC magnetization of CoFe2O4 nanoparticles. (e) Temperature dependent χ′(T)/χ″(T) of 
ac susceptibility for 4 nm CoFe2O4. (e′) Arrhenius law (e″) Vogel-Fulcher law of χ′(T). Adopted from 
Mohapatra et al. [45].
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regime. The positive nucleation field is increased with Li doping. This positive 
nucleation field occurrence is predicted with a micro-magnetic model, where the 
perpendicular bilayer of shape anisotropy contribution is there [43].

3.2.7 Super-spin glass formation in CoFe2O4 nanoparticles

The magnetic CoFe2O4 nanoparticles of mean size 2–16 nm have been synthe-
sized through a solventless thermolysis technique [44]. Figure 7(a–d) shows the 
ZFC/FC magnetization of 3, 4, 9 and 12 nm CoFe2O4 nanoparticles in a field of 
5 Oe [45]. The ZFC magnetization of these CoFe2O4 nanoparticles has observed 
maxima, which represents the blocking temperature, TB. However, the FC mag-
netization is continuously increased below TB, but at a very low temperature, the 
FC magnetization slightly become constant. Expectedly, the FC magnetization 
below TB is abruptly increased with a decrease in temperature, which is because the 
superparamagnetic nanoparticles have no inter-particle interactions. This is typi-
cally a signature of super-spin glass transition [44]. The temperature dependent 
real   χ   ′  (T) and the imaginary   χ   ′′  (T) components of the ac magnetic susceptibility 
for 4 nm CoFe2O4 nanoparticles are shown in Figure 7(e). The   χ   ′  (T) curve for 
1.1 Hz displays a sharp peak at the blocking temperature, TB = 179 K and the posi-
tion of peak is frequency dependent. By increasing frequency from 1.1 to 999 Hz, 
there is shifting of peak position from 179 to 200 K that calculated the value of 
∆Tm = 21 K. However,   χ   ′′  (T) in the inset of Figure 7(e) has also peak shifting 
behavior by changing peak position from 130 to 151 K with frequency 1.1–999 Hz. 
This is analyzed with relation:  φ = ∆Tm/Tm∆log(f), where ∆Tm is the differ-
ence between Tm measured in ∆log(f) frequency interval. For non-interacting 
nanoparticles, this parameter ‘ φ ’ is usually more than 0.13, for nanoparticle based 
superspin-glasses, the range is 0.005 <  φ  < 0.05 and for intermediate interactions, 
0.05 <  φ  < 0.13) [46]. From Figure 7, the  φ  values calculated to be ~0.015, lies for 
super-spin-glass systems. The super-spin glass behavior is further studied with 
Neel-Arrhenius law and Vogel-Fulcher model as shown in Figure 7(e′ and e″).

3.3 ZnO: diluted magnetic semiconductor

Recently, DMS ZnO has a technological potential due to its large direct band gap 
(3.37 eV) and exciton binding energy about 60 meV, which is comparably high [47]. 
The room temperature ferromagnetism, RTFM in 3d ions doped ZnO is reported by 
Dietl et al. [48]. But the pure ZnO is also give RTFM when the crystalline product 
have small sized nanoparticles [49, 50]. The oxygen vacancies are located on the 
nanoparticles surface and responsible in major participation of RTFM [51]. Garcia 
et al. [49] found that the ZnO nanoparticles had absorbed certain organic molecules 
to modify the electronic structure to give RTFM without any magnetic impurity. Xu 
et al. [50] suggested singly charged oxygen vacancies that depend upon nano-size 
and heating condition and located mainly near on ZnO nanoparticles surface to 
induce ferromagnetism. During last decade, the magnetism of ZnO with TM doping 
is extensively studied. Sato et al. [52] have used local density approximation (LDA) 
to discuss ferromagnetic ordering which is more stable in Fe-doped ZnO. Karmakar 
et al. [53] have found antiferromagnetism, which prefers to stabilize Fe-doped ZnO 
without any native defects. Spaldin [54] had found ferromagnetic ordering which 
is not possible when Zn sites are substituted with Co or Mn, unless additional hole 
carriers are incorporated. However, rare earth (RE) atoms have partially filled 
f-orbitals which carry high magnetic moments and form magnetic coupling as for 
TM ions with partially filled d-orbitals [55]. Deng et al. [56] investigated the effect 
of La doping on the electronic structure and optical properties of ZnO using the 
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maxima, which represents the blocking temperature, TB. However, the FC mag-
netization is continuously increased below TB, but at a very low temperature, the 
FC magnetization slightly become constant. Expectedly, the FC magnetization 
below TB is abruptly increased with a decrease in temperature, which is because the 
superparamagnetic nanoparticles have no inter-particle interactions. This is typi-
cally a signature of super-spin glass transition [44]. The temperature dependent 
real   χ   ′  (T) and the imaginary   χ   ′′  (T) components of the ac magnetic susceptibility 
for 4 nm CoFe2O4 nanoparticles are shown in Figure 7(e). The   χ   ′  (T) curve for 
1.1 Hz displays a sharp peak at the blocking temperature, TB = 179 K and the posi-
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there is shifting of peak position from 179 to 200 K that calculated the value of 
∆Tm = 21 K. However,   χ   ′′  (T) in the inset of Figure 7(e) has also peak shifting 
behavior by changing peak position from 130 to 151 K with frequency 1.1–999 Hz. 
This is analyzed with relation:  φ = ∆Tm/Tm∆log(f), where ∆Tm is the differ-
ence between Tm measured in ∆log(f) frequency interval. For non-interacting 
nanoparticles, this parameter ‘ φ ’ is usually more than 0.13, for nanoparticle based 
superspin-glasses, the range is 0.005 <  φ  < 0.05 and for intermediate interactions, 
0.05 <  φ  < 0.13) [46]. From Figure 7, the  φ  values calculated to be ~0.015, lies for 
super-spin-glass systems. The super-spin glass behavior is further studied with 
Neel-Arrhenius law and Vogel-Fulcher model as shown in Figure 7(e′ and e″).

3.3 ZnO: diluted magnetic semiconductor

Recently, DMS ZnO has a technological potential due to its large direct band gap 
(3.37 eV) and exciton binding energy about 60 meV, which is comparably high [47]. 
The room temperature ferromagnetism, RTFM in 3d ions doped ZnO is reported by 
Dietl et al. [48]. But the pure ZnO is also give RTFM when the crystalline product 
have small sized nanoparticles [49, 50]. The oxygen vacancies are located on the 
nanoparticles surface and responsible in major participation of RTFM [51]. Garcia 
et al. [49] found that the ZnO nanoparticles had absorbed certain organic molecules 
to modify the electronic structure to give RTFM without any magnetic impurity. Xu 
et al. [50] suggested singly charged oxygen vacancies that depend upon nano-size 
and heating condition and located mainly near on ZnO nanoparticles surface to 
induce ferromagnetism. During last decade, the magnetism of ZnO with TM doping 
is extensively studied. Sato et al. [52] have used local density approximation (LDA) 
to discuss ferromagnetic ordering which is more stable in Fe-doped ZnO. Karmakar 
et al. [53] have found antiferromagnetism, which prefers to stabilize Fe-doped ZnO 
without any native defects. Spaldin [54] had found ferromagnetic ordering which 
is not possible when Zn sites are substituted with Co or Mn, unless additional hole 
carriers are incorporated. However, rare earth (RE) atoms have partially filled 
f-orbitals which carry high magnetic moments and form magnetic coupling as for 
TM ions with partially filled d-orbitals [55]. Deng et al. [56] investigated the effect 
of La doping on the electronic structure and optical properties of ZnO using the 
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first-principle calculation. It is also recently reported that the RE Ce ions are respon-
sible in support antiferromagnetic interactions in TM = Co, Fe doped ZnO [57].

3.3.1 XRD for La, Gd substituted Zn0.95Co0.05O nanostructure

The Zn0.95Co0.05O (ZCO5), Zn0.92Co0.05La0.03O (ZCLO53) and Zn0.92Co0.05Gd0.03O 
(ZCGO53) nanostructures were synthesized by a sol-gel process [11]. The structural 
information of La and Gd doped ZCO5 nanostructure using the Rietveld method 
for XRD pattern of wurtzite structure (space group P63mc) refined and shown in 
Figure 8(a). The miller indices of wurtzite structure (100), (002), (101), (102) 
and (110), respectively, observed with diffraction angle 2θ = 31.88, 34.49, 36.34, 
47.59 and 49.65° of ZnO. The XRD peak intensity of Zn0.95Co0.05O is reduced with 
La and Gd doping into it. This is because the ionic radii of La3+ and Gd3+ ions is 
much larger than TM Zn2+ and Co2+ ions, which results into lattice deformation 
of ZnO. Due to this, the lattice parameters such as lattice distortion, Zn–O bond 
length/angle and per unit cell volume are affected to induce lattice defects. The 
value of lattice constant, a = 3.252(1) Å, 3.253(2) Å and 3.255(1) Å, c = 5.204(1) 
Å, 5.218(3) Å and 5.212(3) Å, V = 47.660(1) Å3, 47.818(3) Å3 and 47.823(2) Å3, and 
χ2 = 3.37, 0.893 and 2.9, respectively, extracted for ZCO5, ZCLO53 and ZCGO53. 
It is also reported that the average value of particles size, D of nano-aggregation 
is 142 and 86 nm, respectively, for ZCLO53 and ZCGO53 [12]. The wurtzite ZnO 
structure and lattice defects (vacancies/interstitials) are also found with Raman 
study. Photoluminescence spectra have near band edge emission (shown energy 
band gap, Eg = 3.26 eV for ZCLO53 and for ZCGO53, Eg = 3.27 eV) and the defects/

Figure 8. 
(a) XRD pattern of Co, La and Gd doped ZnO nanostructure. (b) TEM image of Zn0.94Fe0.03Ce0.03O 
nanoparticles. (c) Raman spectra of pure and low Co concentrated ZnO nanoparticles. (d) Photoluminescence 
(PL) of Ni, Cu, Ce substituted ZnO nanoparticles. Adopted from Refs. [10, 11, 57, 58].
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VO evolution with variation in visible PL spectra. The Zn0.95Co0.05O nanoparticles 
are paramagnetic at room temperature and involved superparamagnetic transition 
at low temperature. The antiferromagnetic interactions are enhanced with La and 
Gd doping into Zn0.95Co0.05O, is confirmed with ZFC/FC magnetization.

3.3.2 TEM of Zn0.94Fe0.03Ce0.03O (ZFCeO) nanoparticles

The DMS ZFCeO nanoparticles were synthesized by a sol-gel process [57]. 
Figure 8(b) shows the TEM image and the average particles size, D, of nanoparti-
cles is 97 ± 4 nm. The inset of TEM is the HRTEM to show the crystalline formation 
and lattice spacing after doping into ZnO. It can be noted that the distorted lattice 
has an enhanced interplanar spacing d [corresponding to (101) planes] ~ 0.247 nm. 
For pure ZnO, the value of d ~ 0.237 nm. In HRTEM image, some little spots that 
covered the lattice fringes of spacing are also observed. This is an indication towards 
ferromagnetic clusters or structural inclusions formation.

3.3.3 Raman study evaluated lattice structure inducing defects

The Zn1 − xCoxO [x = 0.002 (ZCO02), 0.004 (ZCO04), 0.006 (ZCO06) and 
0.008 (ZCO08)] nanoparticles were synthesized by a sol-gel process [58]. The XRD 
pattern results into wurtzite ZnO structure. The ZnO with Co doping has nanorods 
type morphology with diameter, D (nm) = 18 ± 2, 23 ± 3, 41 ± 5 and 53 ± 3, and 
length L (nm) = 39 ± 3, 57 ± 5, 95 ± 3 and 127 ± 5, respectively, for ZCO02, ZCO04, 
ZCO06 and ZCO08. Figure 8(c) shows Raman vibrational modes, which are located 
at around 314, 368, 422 and 533 cm−1 attributed to E2(high)-E2(low), A1(TO), 
E2(high) and (2B1 low; 2LA) phonon modes, respectively [59]. The sharpest and 
strongest peak at about 422 cm−1 can be attributed to nonpolar high frequency 
mode, E2(high), involved motion of oxygen, which is the characteristic of wurtzite 
lattice. With increasing Co concentration, a pronounced weakening in peak height, 
E2(high) mode, than pure ZnO, has been observed. The intensity of E2 mode of 
pure ZnO is shifted towards lower frequencies with increasing Co doping. This 
happens because decreasing binding energy of Zn-O bonds and a tensile strain 
in nanograins. An additional strong peak known as additional mode (AM) is 
observed at 554 cm−1 whose intensity is increased with Co concentration. This AM 
mode is the quasi-longitudinal optical mode formed with abundant shallow donor 
defects (Zn interstitial, oxygen vacancies, etc.). It is also reported in Ref. [59] that 
the RTFM is enhanced in low Co concentrated ZnO nanoparticles due to lattice 
defects. The low temperature ZFC/FC magnetic measurement indicates long-range 
antiferromagnetic-ferromagnetic ordering to form BMPs.

3.3.4 Photoluminescence spectra extract ZnO lattice defects

The Zn0.95Ni0.05O (ZNiO), Zn0.91Ni0.05Ce0.04O (ZNiO:Ce), Zn0.95Cu0.05O (ZCuO) 
and Zn0.91Cu0.05Ce0.04O (ZCuO:Ce) nanoparticles were synthesized by a sol-gel 
process [10]. Figure 8(d) show the PL emission for Ni, Cu, Ce substituted ZnO 
nanoparticles at room temperature. The peak at 369 (3.36 eV) is correlated with 
surface exciton recombination, which is the near band edge emission of ZnO [59]. 
The visible emission is formed due to radiative recombination of a photogenerated 
hole for which an electron occupied oxygen vacancies. The violet emission at 
426 nm is the effect of radiative defects related oxygen and Zn vacancies. The peak 
at 461 and 484 nm is the blue emission, which have two defect level formed due to 
transition from Zni to valance band or bottom of the conduction band to O inter-
stitial. The peak at 632, 661 and 673 nm is the red emission formed with intrinsic 
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first-principle calculation. It is also recently reported that the RE Ce ions are respon-
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VO evolution with variation in visible PL spectra. The Zn0.95Co0.05O nanoparticles 
are paramagnetic at room temperature and involved superparamagnetic transition 
at low temperature. The antiferromagnetic interactions are enhanced with La and 
Gd doping into Zn0.95Co0.05O, is confirmed with ZFC/FC magnetization.
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defect of O [60]. The Ce-doping into ZNiO and ZCuO is the production of oxygen 
vacancies defects in PL spectra [61].

3.3.5 Ferromagnetism at 300 K, 10 K of Zn0.95Ni0.05O and Zn0.91Ni0.05Ce0.04O 
nanoparticles

Figure 9 shows M-H hysteresis at 300 and 10 K, respectively, for ZNiO, ZNiO:Ce 
nanoparticles [10]. At 300 K, the values of Ms (emu g−1) = 0.073 and 0.085, and 
Mr (emu g−1) = 0.0066 and 0.0187 with Hc (Oe) = 150 and 558, respectively, for 
ZNiO and ZNiO:Ce. At 10 K, the value of Ms (emu g−1) = 0.096 and 0.198 and 
Mr (emu g−1) = 0.0129 and 0.0642 with Hc (Oe) = 76 and 165, respectively, for 
ZNiO and ZNiO:Ce. The RTFM in TM substituted ZnO has a great influence of the 
intrinsic defects such as oxygen vacancies. This is since the BMP model ascribed 
that the bound electrons (holes) in the defect states can couple with TM ions and 
cause the ferromagnetic regions to overlap, giving long range ferromagnetic order-
ing. A theoretical prediction based on first principle calculation in Ni-doped ZnO 
shows that the ferromagnetic ordering is energetically favorable through double or 
superexchange mechanisms [10]. The defects such as oxygen vacancies in DMS are 
responsible in generating carriers for ferromagnetic ordering. The observed values 
of Ms and Mr at 10 K, are enhanced than at room temperature. However, at low 
temperature (~10 K), the value of Hc is varies abruptly. This is due to the existence 
of some ferromagnetic cluster assemblies in the samples, which enlarged Hc, may an 
indication towards superparamagnetic/spin-glass formation [62].

3.3.6 FC/ZFC magnetization of Zn0.95Ni0.05O and Zn0.91Ni0.05Ce0.04O nanoparticles

The origin of observed RTFM in Ni, Ce substituted ZnO is evaluated by the 
temperature dependent magnetization [M(T)] with FC at 500 Oe and ZFC mea-
surements (Figure 9) [47]. The FC/ZFC curves are separated with decrease in 
temperature, which usually appears with a coexistent system of antiferromagnetic 
and ferromagnetic phases. The steep increase of magnetization in FC curve with 
decreasing temperatures below 50 K is the characteristic of DMS [63]. Decreasing 

Figure 9. 
M-H hysteresis at 300 and 10 K, and M(T) measurement following FC/ZFC at H = 500 Oe for ZNiO, ZNiO:Ce 
nanoparticles. Inset shows their χ−1-T of Curie-Weiss law. Adopted from Verma and Kotnala [10].
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temperatures result into an increase in polarons interaction distance, leading to 
overlap between neighboring polarons and so allowing them to interact through 
the magnetic impurities, forming correlated polarons clusters. Though the direct 
interaction among localized carriers induced antiferromagnetism, and the ferro-
magnetic interaction due to BMP is possible with large magnetic impurities. When 
the unoccupied 3d states overlap the impurity band might be attributed high Tc 
value of ZnO. This is explained on the basis of donor impurity band for which oxy-
gen vacancies involved F-centers into host ZnO [64]. The dip in ZFC curve indicates 
the existence of the blocking temperature, TB. The upward curvature observed 
in the FC M(T) measurements (inset of Figure 9) of Ni and Ce substituted ZnO 

Figure 10. 
O 1s XPS spectra of pure ZnO, Zn0.95Fe0.05O and Zn0.92Fe0.05La0.03O nanoparticles. Adopted from Verma and 
Kotnala [47].
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nanoparticles, involve a Curie–Weiss behavior related with susceptibility (χ) as:  
χ =   C ____ 

T − θ
   ; where C is the material specific Curie constant, T is the absolute tempera-

ture, and θ is the Weiss constant (in K) [10]. The estimated value of θ is found to 
be negative, which indicate antiferromagnetic interactions. But χ−1(T) displays a 
notable deviation from the Curie-Weiss law that might be attributed by short-range 
ferromagnetism, antiferromagnetism, or a spin-glass system [65].

3.3.7 O 1s XPS spectra

In order to examined the presence of oxygen vacancies, VO, the O 1s XPS spectra 
of pure ZnO, Zn0.95Fe0.05O (ZFO5) and Zn0.92Fe0.05La0.03O (ZFLaO53) nanoparticles 
are given in Figure 10 [47]. It deconvoluted into three peaks (Oa, Ob, Oc). The peak 
located on the low binding energy side (Oa) around 529.73 eV is attributed to O2− 
ions on the wurtzite structure. The Ob peak at about 530.65 eV is associated with 
O2− ions in oxygen-deficient regions within ZnO matrix, which indicate the forma-
tion of defects. The Oc peak at about 531.37 eV is usually attributed to chemisorbed 
oxygen on the nanostructural surface of the ZnO, such as adsorbed –CO3, H2O or 
adsorbed O2 [66, 67].

4. Conclusion

The ferromagnetism in multiferroic, DMS and ferrites is a topic of intensive 
research due to their superficial potential in spintronic and magnetic memory 
devices. The lattice defects related to these multiferroic, DMS and ferrites have an 
important role in mediating observed ferromagnetism. The lattice defects mainly 
are oxygen vacancies and their formation might be related with crystalline struc-
ture, heating condition during syntheses and types of nanostructural product.
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Chapter 6

High-Frequency Permeability of
Fe-Based Nanostructured
Materials
Mangui Han

Abstract

Frequency dependence of permeability of magnetic materials is crucial for their
various electromagnetic applications. In this chapter, the approaches to tailor the
high-frequency permeability of Fe-based nanostructured materials are discussed:
shape controlling, particle size distribution, coating treatments, phase transitions and
external excitations. Special attention is paid on the electromagnetic wave absorbing
using these Fe-based magnetic materials (Fe-Si-Al alloys, Fe-Cu-Nb-Si-B nanocrys-
talline alloys and Fe nanowires). Micromagnetic simulations also have been presented
to discuss the intrinsic high-frequency permeability. Negative imaginary part of
permeability (μ″ < 0) is proved possible under the spin transfer torque effect.

Keywords: complex permeability, electromagnetic wave absorbing,
negative imaginary part of permeability, micromagnetic simulation,
natural resonance

1. Introduction

The high-frequency permeability values are crucial for many applications of elec-
tromagnetic (EM) materials. At low frequency region, a typical application is mag-
netic cores for transformers or inductors; these devices demand the larger real parts
of permeability (μ0 > 0) and lower imaginary parts of permeability (μ″ > 0 and
μ″! 0) for magnetic materials. With the working frequency increases, many elec-
tronic devices work above gigahertz (GHz). The unwanted electromagnetic wave
pollution is problematic, which can be overcome by using the electromagnetic wave
attenuation composites with the absorbing frequency band falling into the GHz zone.
Therefore, the electromagnetic wave absorbing materials require their working fre-
quencies to be above 1 GHz and larger μ″ values for efficient absorption via the
typical magnetic loss mechanism (natural resonance). Due to the small
magnetocrystalline anisotropy constants of spinel ferrites, the magnetic loss peaks of
spinel ferrites are below 1 GHz. Although the natural resonance frequencies of hex-
agonal ferrites can be a few GHz, the shortcoming of both ferrites (spinel and
hexagonal) is the poor temperature stability; in other words, the permeability
decreases faster with increasing environmental temperature, making these ferrites
not suitable candidates for EM attenuation applications. The physical law governing
the relationship of initial permeability, working frequency and magnetization is the
well-known “Snoek’s law” [1]. This law tells us that if we want to increase the
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well-known “Snoek’s law” [1]. This law tells us that if we want to increase the
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working frequency of a specific ferrite (Ms is constant), we have to sacrifice their
permeability and vice versa. People often tailor the μ � f spectrum of a ferrite by
cation substitution or microstructures by changing the sintering conditions. We think
this technique is time-consuming and inefficient for mass production. In this chapter,
we propose Fe-based nanostructured materials (Fe-Cu-Nb-Si-B alloys, also called
“FINEMET”) as ideal EM attenuation materials, which offer us greater freedom to
tailor their high-frequency permeability spectra and possess good temperature stabil-
ity. Firstly, we will discuss how to increase the permeability by controlling the shape
of particles, and then we move to discuss the impacts of size distribution, phase
transitions and coating on the permeability. Next, we will discuss the cause of fre-
quently observed broad permeability spectra using the micromagnetic simulations.
Finally, we will prove howwe can obtain negative imaginary parts of permeability via
spin transfer torque effect. Our discussions mainly focus on the electromagnetic wave
absorbing (attenuation) applications, which require large imaginary parts of perme-
ability and working frequency above 1 GHz.

2. Shape controlling

Soft magnetic materials can give large initial permeability, but their working
frequency is far below 1 GHz due to their small magnetocrystalline anisotropic
constants. As per Snoek’s law, if the working frequency is shifted to GHz range, the
permeability has to be compromised. To increase the working frequency, we have
to look at other anisotropy fields, such as shape anisotropy and stress (or external
field)-induced anisotropy. Shape anisotropy is most commonly employed. Materials
in forms of thin films, microwires, nanowires and flakes can possess a strong shape
anisotropy. Here, we present how to enhance the permeability of a soft ferromag-
netic material (Fe-Si-Al alloys) above 1 GHz via shape controlling. The Fe-Si-Al
alloy ingot (composition: Fe84.94Si9.68Al5.38) was prepared using the hydrogen
reduction method in a furnace with the starting materials (Si, Al and Fe with high
purity). Subsequently, the Fe-Si-Al ingot was first pulverized into particles with
irregular shapes; later these particles were further milled into flakes under different
milling times (10, 20 and 30 hours, respectively). Our traditional ball milling pro-
cess description can be found in our published paper [2]. The scanning electron
microscopy images of Fe-Si-Al particles are shown in Figure 1. Clearly, the
preliminarily pulverized particles have irregular shapes. The traditional ball milling
process can transform them into flakes after 10, 20 or 30 hours of milling. The
typical milling result is illustrated in Figure 1b showing flaky particles milled for
30 hours. The high-frequency complex permeability values were measured within
0.5–10 GHz using a network analyzer (Agilent 8720ET). The measured samples
were prepared by mixing the Fe-Si-Al particles and wax homogeneously (weight
ratio: alloy particles/wax = 4:1). The measured sample has an annular shape with
inner and outer diameters of 3 and 7 mm, respectively.

The dependence of high-frequency complex permeability on particle shape is
shown in Figure 2. Obviously, flaky particles have much larger values in both real
and imaginary parts of permeability compared to the irregularly shaped particles.
This finding is named “enhanced permeability.” The enhanced permeability is more
apparent at the lower frequency range. Besides, with increasing the milling hours,
the enhanced permeability is stronger. For example, the μ0 value of flakes after
being milled for 30 hours is found to be 4.4 at 0.5 GHz. However, it is only 1.3 for
the irregular shaped particle. Within 0.5–7 GHz, the μ0 values of flakes after being
milled for 30 hours are evidently larger than those of particles with irregular shapes.
With regard to the imaginary part values (μ″), the flakes of Fe-Si-Al exhibit larger
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values within the whole frequency range studied than those of particles with irregular
shapes, as shown in Figure 2b. Our explanations for the enhanced permeability are as
follows: Fe-Si-Al alloy is a metallic alloy with a conducting feature. The eddy current
effect is stronger for irregular shape but can be greatly suppressed by milling the
irregular particles into flakes that have lower thickness. Besides, Snoek’s law
governing the relationship between the permeability and shape factor is given as [3]

μs � 1ð Þ f 2r ¼
γ

2π

� �2
� 4πMs � Hk þ 4πMsDzð Þ (1)

where Dz is a factor related to the shape, also known as the demagnetization
factor for the normal direction of the particle plane. Dz is about 4π/3 for a sphere
and is about 4π for a flake. Accordingly, the enhanced permeability value can be
observed by increasing Dz from (4π/3) to (4π) by controlling particle shapes. That is
also the reason why people often fabricate ferromagnetic thin films to obtain
enhanced high-frequency permeability. Thin films can be viewed as an extreme
case of “all flakes well aligned,” which therefore are found to have much larger
permeability values resulting from the “flakes” and in-plane induced uniaxial
anisotropy. Furthermore, the well-known Snoek’s law for bulk materials describes

μs � 1ð Þ f r ¼
2
3
γ04πMs (2)

No shape-related demagnetization factor is found in this equation.

Figure 1.
SEM pictures: (a) preliminarily pulverized particles and (b) particles with flaky shapes prepared by 30 hours
of ball milling.

Figure 2.
Dependence of high-frequency permeability on particle shapes (copyright, 2013, IOP).
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working frequency of a specific ferrite (Ms is constant), we have to sacrifice their
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alloy ingot (composition: Fe84.94Si9.68Al5.38) was prepared using the hydrogen
reduction method in a furnace with the starting materials (Si, Al and Fe with high
purity). Subsequently, the Fe-Si-Al ingot was first pulverized into particles with
irregular shapes; later these particles were further milled into flakes under different
milling times (10, 20 and 30 hours, respectively). Our traditional ball milling pro-
cess description can be found in our published paper [2]. The scanning electron
microscopy images of Fe-Si-Al particles are shown in Figure 1. Clearly, the
preliminarily pulverized particles have irregular shapes. The traditional ball milling
process can transform them into flakes after 10, 20 or 30 hours of milling. The
typical milling result is illustrated in Figure 1b showing flaky particles milled for
30 hours. The high-frequency complex permeability values were measured within
0.5–10 GHz using a network analyzer (Agilent 8720ET). The measured samples
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The dependence of high-frequency complex permeability on particle shape is
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values within the whole frequency range studied than those of particles with irregular
shapes, as shown in Figure 2b. Our explanations for the enhanced permeability are as
follows: Fe-Si-Al alloy is a metallic alloy with a conducting feature. The eddy current
effect is stronger for irregular shape but can be greatly suppressed by milling the
irregular particles into flakes that have lower thickness. Besides, Snoek’s law
governing the relationship between the permeability and shape factor is given as [3]

μs � 1ð Þ f 2r ¼
γ

2π

� �2
� 4πMs � Hk þ 4πMsDzð Þ (1)

where Dz is a factor related to the shape, also known as the demagnetization
factor for the normal direction of the particle plane. Dz is about 4π/3 for a sphere
and is about 4π for a flake. Accordingly, the enhanced permeability value can be
observed by increasing Dz from (4π/3) to (4π) by controlling particle shapes. That is
also the reason why people often fabricate ferromagnetic thin films to obtain
enhanced high-frequency permeability. Thin films can be viewed as an extreme
case of “all flakes well aligned,” which therefore are found to have much larger
permeability values resulting from the “flakes” and in-plane induced uniaxial
anisotropy. Furthermore, the well-known Snoek’s law for bulk materials describes

μs � 1ð Þ f r ¼
2
3
γ04πMs (2)

No shape-related demagnetization factor is found in this equation.

Figure 1.
SEM pictures: (a) preliminarily pulverized particles and (b) particles with flaky shapes prepared by 30 hours
of ball milling.

Figure 2.
Dependence of high-frequency permeability on particle shapes (copyright, 2013, IOP).
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3. Particle size distribution

As discussed before, the high-frequency permeability can be greatly enhanced
by controlling the shapes of particles and alignment of flakes (i.e., a thin film can be
treated as a large quantity of well-aligned flakes in a plane). In this section, we will
focus on the effect of size distribution of flakes on the dynamic permeability. We
choose the composites containing Fe-Cu-Nb-Si-B alloy particles (a.k.a. “FINEMET”
alloy) for this purpose. The reason to choose this Fe-based nanostructured material
for its special nanoscale structure is the nano-grains are well dispersed in an amor-
phous matrix (it can be thought as a core-shell structure). The amorphous matrix
has the larger resistivity which can reduce the detrimental effects of eddy current
on high-frequency permeability. Besides, both amorphous phase and nano-grains
are ferromagnetic, which avoids the effect non-magnetic coatings have on ferro-
magnetic particles (it will be discussed in the next section), and as a result both
phases contribute to the permeability.

The phase transition temperatures of a “FINEMET” alloy can be identified by
taking a differential scanning calorimeter (DSC) curve. As shown in Figure 3, two
exothermal peaks are found in the DSC curve: one at 530°C (called Tx1) and the
other at 672°C (called Tx2). Tx1 is known as the primary crystallization temperature,
and Tx2 is the secondary crystallization temperature. In order to form nanoscale grains,
as-prepared ribbonsmay be annealed above Tx1 (see zone I) or Tx2 (see zone II). It was
previously reported that nanoscale Fe(Si) grains can be formed when the alloys are
annealed above Tx1. Annealing at different temperatures and with different time will
give rise to different volume fractions of ferromagnetic phases (amorphous phase and
nanocrystallized phase), size of nano-grains and different kinds of magnetic phases
(T > Tx2, zone II), such as Fe-B phases. More details on the phase transitions can be
found in literature [4]. We believe that controlling the annealing (in other words,
phase transition) will give us abundant ways to tailor the high frequency of Fe-based
nanostructured materials to meet the specific requirement of an EMwave absorbing
application. Here, we propose that without preparing materials with new composi-
tions, just annealing the nanocrystalline soft magnetic alloys (such as FINEMET,
NANOPERM or HITPERM) to tailor the high-frequency permeability is an economic
approach from the perspective of mass production.

Preparation of FINEMENT amorphous ribbon, annealing treatments and milling
processes can be found in our published paper [5]. Nanostructures of sample heat

Figure 3.
DSC curve of FINEMET alloy.
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treated at 540°C are characterized by a transmission electron microscopy (TEM)
and shown in Figure 4. Figure 4a is the bright-field TEM image, whereas Figure 4b
shows the typical features of Fe-based nanostructured alloys, where the amorphous
matrix is surrounding the nanocrystalline grains. The average grain size is about
14.38 nm. XRD results show the nanocrystalline grains to be α-Fe(Si). It should be
noted that the effect of annealing and ball milling on phase transitions can be
investigated using Mössbauer technique and XRD measurements. Especially,
Mössbauer technique can detect fine distinctions in the transformations of crystal
structures due to the high-energy ball milling [5]. Using the milling procedure
described in the previous section, we can effectively transform the annealed ribbons
into flakes, which are shown in Figure 5. These flakes are divided into two catego-
ries by a shaking sieve: the large flakes (Figure 5a) and the small flakes (Figure 5b).
The typical thickness of flakes of both categories is also shown in Figure 5c and d.
For large flakes, the width of flakes is about 23–111 μm, average width is estimated
to be about 81.1 μm and average thickness was found to be 4.5 μm. For small flakes,
the width of flakes is about 3–21 μm, average width is estimated about 9.4 μm and
thickness is averaged to be 1.3 μm.

Frequency dependence of permeability of these two kinds of flakes is shown in
Figure 6. At the beginning of measurement frequency (i.e., at 0.5 GHz), the real
part of permeability, which can be named “initial permeability” (μ0s), is found to be
about 4.6 for large flakes and about 3.9 for small flakes. Initial imaginary part of
permeability (μ″s) is about 1.3 for large flakes and about 0.9 for small flakes. Inter-
estingly, it should be pointed out that wide magnetic loss spectra (μ″ � f) can be
found for both kinds of flakes, as indicated in Figure 6b. Wide magnetic loss peak is
advantageous for electromagnetic noise attenuation composites with a wide work-
ing frequency band. The loss peak (μ″ is maximum) is found to be 3.0 GHz for large
flakes and 5.5 GHz for small flakes, whereas μ″ (max) is 2.1 for the composite with
large flakes, and for composites with small flakes, μ″ (max) is about 1.6.

For materials with high resistivity, such as ferrites magnetic loss above 1 GHz is
often ascribed to the natural resonance mechanism. The frequency of natural reso-
nance is closely associated with the magnetocrystalline anisotropy as per Snoek’s
law. One of typical magnetic materials in this case is M-type hexagonal ferrites. In
our case, however, the sources of the observed broad magnetic loss peaks are
believed to be due to the distribution of localized magnetic anisotropy field, which
is the resultant of distribution of shapes (shape anisotropy fields), and distribution
of interaction fields among particles. Moreover, eddy current effect is another cause

Figure 4.
TEM photographs of Fe-Cu-Nb-Si-B nanostructured alloys. (a) Image showing nano-grains. The inset showing
the select area electron diffraction. (b) Nano-grains circled in the high-resolution image (copyright, 2014,
IOP).
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found in literature [4]. We believe that controlling the annealing (in other words,
phase transition) will give us abundant ways to tailor the high frequency of Fe-based
nanostructured materials to meet the specific requirement of an EMwave absorbing
application. Here, we propose that without preparing materials with new composi-
tions, just annealing the nanocrystalline soft magnetic alloys (such as FINEMET,
NANOPERM or HITPERM) to tailor the high-frequency permeability is an economic
approach from the perspective of mass production.

Preparation of FINEMENT amorphous ribbon, annealing treatments and milling
processes can be found in our published paper [5]. Nanostructures of sample heat
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treated at 540°C are characterized by a transmission electron microscopy (TEM)
and shown in Figure 4. Figure 4a is the bright-field TEM image, whereas Figure 4b
shows the typical features of Fe-based nanostructured alloys, where the amorphous
matrix is surrounding the nanocrystalline grains. The average grain size is about
14.38 nm. XRD results show the nanocrystalline grains to be α-Fe(Si). It should be
noted that the effect of annealing and ball milling on phase transitions can be
investigated using Mössbauer technique and XRD measurements. Especially,
Mössbauer technique can detect fine distinctions in the transformations of crystal
structures due to the high-energy ball milling [5]. Using the milling procedure
described in the previous section, we can effectively transform the annealed ribbons
into flakes, which are shown in Figure 5. These flakes are divided into two catego-
ries by a shaking sieve: the large flakes (Figure 5a) and the small flakes (Figure 5b).
The typical thickness of flakes of both categories is also shown in Figure 5c and d.
For large flakes, the width of flakes is about 23–111 μm, average width is estimated
to be about 81.1 μm and average thickness was found to be 4.5 μm. For small flakes,
the width of flakes is about 3–21 μm, average width is estimated about 9.4 μm and
thickness is averaged to be 1.3 μm.

Frequency dependence of permeability of these two kinds of flakes is shown in
Figure 6. At the beginning of measurement frequency (i.e., at 0.5 GHz), the real
part of permeability, which can be named “initial permeability” (μ0s), is found to be
about 4.6 for large flakes and about 3.9 for small flakes. Initial imaginary part of
permeability (μ″s) is about 1.3 for large flakes and about 0.9 for small flakes. Inter-
estingly, it should be pointed out that wide magnetic loss spectra (μ″ � f) can be
found for both kinds of flakes, as indicated in Figure 6b. Wide magnetic loss peak is
advantageous for electromagnetic noise attenuation composites with a wide work-
ing frequency band. The loss peak (μ″ is maximum) is found to be 3.0 GHz for large
flakes and 5.5 GHz for small flakes, whereas μ″ (max) is 2.1 for the composite with
large flakes, and for composites with small flakes, μ″ (max) is about 1.6.

For materials with high resistivity, such as ferrites magnetic loss above 1 GHz is
often ascribed to the natural resonance mechanism. The frequency of natural reso-
nance is closely associated with the magnetocrystalline anisotropy as per Snoek’s
law. One of typical magnetic materials in this case is M-type hexagonal ferrites. In
our case, however, the sources of the observed broad magnetic loss peaks are
believed to be due to the distribution of localized magnetic anisotropy field, which
is the resultant of distribution of shapes (shape anisotropy fields), and distribution
of interaction fields among particles. Moreover, eddy current effect is another cause

Figure 4.
TEM photographs of Fe-Cu-Nb-Si-B nanostructured alloys. (a) Image showing nano-grains. The inset showing
the select area electron diffraction. (b) Nano-grains circled in the high-resolution image (copyright, 2014,
IOP).
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for broadening the spectra of permeability. In order to interpret the observed
dissimilarities in the high-frequency permeability of composites with these two
categories of flakes, Snoek’s law with shape factors included is employed and given
as below:

μs ¼ 1þ 4πMs

Hk þ 4πMsNhð Þ (3)

f r ¼
γ

2π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2

k þ 4πMsHk N⊥ þNhð Þ þ 4πMsð Þ2N⊥Nh

q
(4)

Figure 5.
SEM images of two categories of flakes: (a) large flakes; (b) small flakes; (c) typical thickness of large flakes;
(d) typical thickness of small flakes (copyright, 2015, AIP).

Figure 6.
High-frequency permeability of composites contained different sizes of Fe-Cu-Nb-Si-B flakes. (a) μ0 � f spectra
and (b) μ″ � f spectra (copyright, 2015, AIP).
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where αr is the width/thickness ratio (often called “aspect ratio”) of a flake. The
demagnetization factor along the direction of thickness and width is N⊥ and Nh,
respectively. The saturation magnetization of material under studied is denoted as
Ms. Magnetocrystalline anisotropy field is denoted as Hk. The total magnetic
anisotropy field is given in the denominator of Eq. (3). For our samples, these two
kinds of flakes are obtained under the same milling process and made from the
same material. Therefore, large flakes and small flakes have same Ms and Hk values.
The main differences among them are size distribution, aspect ratio and thickness.
The aspect ratio is calculated as 7.23 and 18.02, respectively, for small flakes and
large flakes according to the measured geometrical parameters. Subsequently,
demagnetization factors (N⊥ and Nh) have been calculated as per Eqs. (5) and (6)
and are shown in Table 1. It can be seen that larger flakes having the larger initial
permeability values are because they have smaller Nh values, as indicated by
Eq. (3). Moreover, the finding that their magnetic loss peaks are found at lower
frequencies can be understood according to Snoek’s law: the inversely proportional
relationship between the initial permeability and the loss peak. The μ0 � f spectrum
of large flakes drops more rapidly than small flakes. When f > 1.8 GHz, the real part
(μ0(z, the real partflakes drops more rapidly ty and the loss peak. Theower fre-
quencies, with increasing frequency, eddy current becomes a more serious issue in
the large flakes. As we pointed out, FINEMET alloys are metallic and well-
conducting materials. When they work above 1 GHz, the eddy current effect will be
unavoidable. The electromagnetic wave will interact with the part of magnetic
materials which are within the so-called “skin depth.” As a result, high-frequency
permeability spectrum depends on this eddy current effect. Stronger eddy current
effect will give rise to the smaller volume fraction of magnetic materials interacting
with the EM wave. Consequently, a faster dropping of μ0 � f spectrum is observed.

For electromagnetic wave absorbing application, the simplest example is that
composites containing the flakes work as single layer on a perfectly conducting
substrate (such as the surface of aircrafts). The absorbing properties of a normal
incident EM wave can be assessed by the reflection loss (RL, in dB) based on the
equations as follows:

Zin ¼ Z0

ffiffiffi
μ

ε

r
tanh j

2πfd
c

ffiffiffiffiffi
με

p� �
(7)

R:L: ¼ 20 log
Zin � Z0

Zin þ Z0

����
���� (8)

where “d” is the thickness of composite layer, “c” is the velocity of light, Z0 is
the impedance of free space and Zin is the characteristic impedance at the free

N⊥ Nh (N⊥ + Nh) N⊥Nh

Small flakes 0.816 0.092 0.908 0.075

Large flakes 0.919 0.041 0.960 0.038

Table 1.
Demagnetization factors of two kinds of flakes.
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space/absorber interface. In this chapter, all “t” values are in mm unit. “μ” and “ε”
are the measured relative complex permeability and permittivity, respectively. The
measured permittivity values can be found and have been studied in our paper [6].
The potential absorbing performances of composites with different thickness values
are illustrated in Figure 7. Clearly, composites containing smaller flakes will have
excellent absorbing performances in terms of RL as well as reduced absorber thick-
ness. The superior absorbing properties are also shown in Figure 8 by selecting a
few thicknesses of single layer of composites filled with smaller flakes.

4. Coating treatments

Since high-frequency permittivity of metallic flakes is much larger than their
permeability, this difference will cause a serious mismatch of impedance
(Zin >> Z0), which will deteriorate the absorbing properties of flakes. Common
means of reducing impedance mismatch is to coat the metallic particles with a layer
of oxides with high resistivity (such as SiO2, TiO2, Al2O3, etc.). Although these
layers are effective in decreasing the permittivity, they are not ferro- (or ferri-)
magnetic and cannot take part in the absorbing of EM wave via magnetic losses.
Therefore, we propose to coat the FINEMET flakes with ferrimagnetic layer (such

Figure 7.
Contour maps showing the absorbing properties of single layer composites with different flakes: (a) large flakes
and (b) small flakes (copyright, 2015, AIP).

Figure 8.
(a) Composites filled with smaller flakes and with different thickness and (b) composite filled with different
flakes but with same thickness (4 mm) (copyright, 2015, AIP).
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as NiFe2O4 ferrite) so as to realize two objectives: to reduce the permittivity and to
absorb the EM wave by the high-resistivity layer.

NiFe2O4 layers were fabricated on the Fe-Cu-Nb-Si-B flakes using a low-
temperature chemical plating route. In a simplified description, Fe-Cu-Nb-Si-B
nanocrystalline flakes were added into a flask containing a bath solution at 333 K. As
for the bath solution, the well-designed molar ratios of NiCl2, FeCl2 and KOH
solutions were prepared in the flask. Meanwhile, oxygen gas was introduced into
the solution until the chemical reactions were completed. Subsequently, the flask
was heated at 333 K for 40 min. When the chemical reaction was finished, the
deionized flakes were collected and dried at 333 K for 12 h. Elaborative experimen-
tal descriptions can be found in our published paper [7]. The morphologies of
coated flakes are presented in Figure 9a and b, respectively. TEM images in
Figure 9c show that the thickness of coating layer is estimated to be about 17.73–
55.61 nm. The energy dispersion spectrum (EDS) and XRD measurements of
uncoated and coated flakes confirm the formation of NiFe2O4 spinel ferrite. XRD
patterns are given in Figure 10, which indicate the formation of spinel ferrite phase.
The magnetic hysteresis loops of coated and uncoated flakes are given in Ref. [7]
and show that the saturation magnetization of coated flakes drops from 129.33 to
96.54 emu/g.

The impacts of spinel ferrite coating layer on the high-frequency permittivity
and permeability are shown in Figure 11. When the flakes are coated, ε0 drops from
61.49 to 33.02 at 0.5 GHz, whereas ε″ also drops from 21.39 to 1.16 at 0.5 GHz. As
shown, the complex permittivity values are significantly decreased within the lower
frequency band and are believed to result from increased resistivity. The perme-
ability values are also found to be a little reduced, due to the fact that Ms value of

Figure 9.
SEM images of (a) uncoated flakes and (b) coated flakes. (c) TEM image of a coated flake. Inset in (a): typical
thicknesses of the sample. Inset in (b): surface roughness of a coated flake (copyright, 2015, IEEE).
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space/absorber interface. In this chapter, all “t” values are in mm unit. “μ” and “ε”
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are illustrated in Figure 7. Clearly, composites containing smaller flakes will have
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ness. The superior absorbing properties are also shown in Figure 8 by selecting a
few thicknesses of single layer of composites filled with smaller flakes.
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magnetic and cannot take part in the absorbing of EM wave via magnetic losses.
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and (b) small flakes (copyright, 2015, AIP).

Figure 8.
(a) Composites filled with smaller flakes and with different thickness and (b) composite filled with different
flakes but with same thickness (4 mm) (copyright, 2015, AIP).
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as NiFe2O4 ferrite) so as to realize two objectives: to reduce the permittivity and to
absorb the EM wave by the high-resistivity layer.

NiFe2O4 layers were fabricated on the Fe-Cu-Nb-Si-B flakes using a low-
temperature chemical plating route. In a simplified description, Fe-Cu-Nb-Si-B
nanocrystalline flakes were added into a flask containing a bath solution at 333 K. As
for the bath solution, the well-designed molar ratios of NiCl2, FeCl2 and KOH
solutions were prepared in the flask. Meanwhile, oxygen gas was introduced into
the solution until the chemical reactions were completed. Subsequently, the flask
was heated at 333 K for 40 min. When the chemical reaction was finished, the
deionized flakes were collected and dried at 333 K for 12 h. Elaborative experimen-
tal descriptions can be found in our published paper [7]. The morphologies of
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The magnetic hysteresis loops of coated and uncoated flakes are given in Ref. [7]
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The impacts of spinel ferrite coating layer on the high-frequency permittivity
and permeability are shown in Figure 11. When the flakes are coated, ε0 drops from
61.49 to 33.02 at 0.5 GHz, whereas ε″ also drops from 21.39 to 1.16 at 0.5 GHz. As
shown, the complex permittivity values are significantly decreased within the lower
frequency band and are believed to result from increased resistivity. The perme-
ability values are also found to be a little reduced, due to the fact that Ms value of

Figure 9.
SEM images of (a) uncoated flakes and (b) coated flakes. (c) TEM image of a coated flake. Inset in (a): typical
thicknesses of the sample. Inset in (b): surface roughness of a coated flake (copyright, 2015, IEEE).
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coated flakes is less than that of uncoated flakes; see Figure 11c and d. Since the
spinel ferrite layer has a smaller Ms value than the FINEMET alloy, the reduced
permeability can be understood as per Snoek’s law. It is interesting to point out that
μ � f spectra of coated flakes are not significantly fluctuated as much as the
uncoated flakes. The previous section showed that eddy current effect in uncoated
flakes is strong and results in a large reduction of μ values. Such a large reduction is

Figure 10.
XRD patterns of uncoated and coated flakes (copyright, 2015, IEEE).

Figure 11.
The impact of ferrite coating on the permittivity and permeability of flakes. (a) ε0 � f and (b) ε″ � f. (c) μ0 � f
and (d) μ″ � f (copyright, 2015, IEEE).

126

Electromagnetic Materials and Devices

greatly suppressed in coated particles, which means that the high-resistivity coating
ferrite effectively reduces the impact of eddy currents on μ values.

The impact of coating with a high-resistivity ferrite on EM absorbing perfor-
mances is shown in Figure 12. We use a contour map to illustrate the reflection loss
of absorbers filled with flakes which are coated and uncoated. For composites
containing uncoated flakes, the complex ε values are much larger than the complex
μ values. Due to this large difference in ε and μ, the impedance mismatch (Zin and
Z0) according to Eq. 7 is significant, and consequently it results in the worsening of
absorbing properties compared to absorbers filled with coated flakes. Obviously,
the high-resistivity coating can effectively lessen the impedance mismatch and
improve absorbing performance. Moreover, the thickness of absorbing composite is
greatly decreased if coated flakes are used as absorbent composite.

5. Origins of multi-peaks in the intrinsic permeability spectra

As discussed before, broad permeability spectra are commonly observed in the
composites filled with magnetic particles. The debate on the causes is intense. We
believe that a broad intrinsic permeability spectrum results from superposition of
many natural resonance peaks. Intrinsic permeability can be retrieved from mea-
sured permeability using one of the mixing rules [8]. However, origins of multi-
peaks in the intrinsic permeability spectra have not been well answered, and it is
essential for the designing of electromagnetic devices or materials. In order to
exclude impact of non-intrinsic factors (e.g., inhomogeneous microstructure, eddy
current, size distribution and particle shape) on the understanding of the origin of
multi-peaks, we design several “1 � 3” iron nanowire (Fe-NW) arrays. Each array
has a different interwire spacing. Each nanowire in the array is identical in geome-
try. Each one has a cuboid shape: the length is 100 nm (set as the “z”axis). The cross
section is 10 nm (“y” axis) � 20 nm (“x” axis).

In this study, we will discuss the impact of interwire distance on the intrinsic
permeability for only two interwire distances: 2.5 and 60 nm, as depicted in
Figure 13. The static magnetic properties and dynamic responses of Fe nanowire
arrays are simulated using micromagnetic simulation. First-order-reversal-curve
(FORC) technique is used to simulate and analyse the impact of interwire distance
on the static magnetic properties. The dynamic response of magnetization under
excitation of pulse magnetic field can be described by the Landau-Lifshitz-Gilbert
equation:

Figure 12.
Contour maps showing the absorbing properties (in terms of RL) of composites with different thicknesses.
(a) Uncoated flakes and (b) coated flakes (copyright, 2015, IEEE).
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sured permeability using one of the mixing rules [8]. However, origins of multi-
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Figure 13. The static magnetic properties and dynamic responses of Fe nanowire
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More details on simulation procedures and setting parameters can be found in
our published paper [9]. FORC approach is based on the Preisach hysteresis theory
and is helpful in investigating factors that determine local magnetic properties of
materials. According to FORC measurement procedure, the array is at first satu-
rated at a field value (Hs) in one direction; next, the magnetic field is decreased to a
field (called “reversal field,” Ha); and then the array is again saturated from Ha to
Hs, which will trace out one partial magnetization curve (i.e., a FORC curve).
Following the same procedure, a series of FORC curves can be obtained starting
from different Ha values to the Hs value, which will fill the interior of the major
hysteresis loop. Each data point of a FORC curve is denoted as M(Ha, Hb), whereHb

is the applied field. According to the Preisach model, a major hysteresis loop is
consisted to be a set of hysterons, and the probability density function ρ (Ha, Hb) of
hysteron ensemble can be calculated by a mixed second derivative as follows, where
ρ wha, Hb) is often called the FORC distribution, and is expressed as

ρ Ha;Hbð Þ ¼ � 1
2

∂
2M

∂Ha∂Hb
(10)

Usually, the FORC distribution is illustrated in the diagram of (Hu vs. Hc), as
shown in Figure 14a. Hu is the local interaction field and Hc the local coercivity.
Relationship between (Ha, Hb) coordinate system and (Hu, Hc) coordinate system is
given as Hc = (Hb � Ha)/2 and Hu = (Ha + Hb)/2.

Clearly, there are no domain walls existing in our simulations, as shown in
Figure 13. Therefore, the impact of domain wall on the permeability can be
excluded. In addition, coercivity is therefore only decided by localized effective
magnetic field (no domain wall movements involved). Localized magnetic fields
decide the precession of local magnetizations, which will precess around these
effective local fields. Each precession has an eigenfrequency, which is also called
“natural resonance frequency.” Under the excitation of a pulse magnetic field
((h(t) = 100 exp(�109t), t in second, hour in A/m) is) perpendicular to “z” axis, the
simulated intrinsic permeability spectra are shown in Figures 14b and 15b.

Figure 13.
The equilibrium states of magnetization for two kinds of interwire distance: (a) D = 2.5 nm and (b) D = 60 nm
(only partial sections of nanowire are presented for saving space).
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Corresponding FORC distributions are shown in Figures 14a and 15a. Obviously as
seen in Figure 14, two stronger resonance peaks at f = 5.75 and 19.5 GHz and several
weak resonance peaks at f = 11.75, 15, 22.25, 24.25 and 26.5 GHz are found for the
nanowire array with D as 2.5 nm. The previous studies of both ours and by others
show that the resonance peaks found at lower frequency of 5.75 GHz are often
named “edge mode” [10], which are resulting from precessions at the ends of
nanowires. The frequencies of “edge mode” found by us are very close to those
reported by others [10, 11]. The peak found at 19.5 GHz can be identified as “bulk
mode.” The eigenfrequency of bulk mode for an isolated nanowire can be calculated
by the following equation:

f ¼ γ0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H þ Nx�Nzð ÞMsf g � H þ Ny�Nzð ÞMsf g

q
(11)

where H (the external DC magnetic field) is along the easy axis, demagnetiza-
tion factor is N and γ0 is the gyromagnetic ratio (for Fe: 2.8 � 106 Hz/Oe). For our
nanowire arrays, Nx + Ny + Nz = 1, Nz is 0, Nx is 1/3 and Ny is 2/3. Then, the
eigenfrequency frequency (natural resonance frequency) of bulk mode is calculated
as 28.2 GHz. This calculated value is larger than those for bulk mode simulated in
the arrays with different D values. This difference is a result from the fact that the
calculated value is based on Eq. (11) which is for uniform precession without
considering interactions among nanowires. However, the simulated values are
obtained under the circumstance of interaction among NW. It was found that “the

Figure 14.
FORC distribution and intrinsic permeability of nanowire array when interwire distance (D) is 2.5 nm
(copyright, 2018, IOP).

Figure 15.
FORC distribution and intrinsic permeability of nanowire array when D = 60 nm (copyright, 2018, IOP).
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More details on simulation procedures and setting parameters can be found in
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and is helpful in investigating factors that determine local magnetic properties of
materials. According to FORC measurement procedure, the array is at first satu-
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Corresponding FORC distributions are shown in Figures 14a and 15a. Obviously as
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weak resonance peaks at f = 11.75, 15, 22.25, 24.25 and 26.5 GHz are found for the
nanowire array with D as 2.5 nm. The previous studies of both ours and by others
show that the resonance peaks found at lower frequency of 5.75 GHz are often
named “edge mode” [10], which are resulting from precessions at the ends of
nanowires. The frequencies of “edge mode” found by us are very close to those
reported by others [10, 11]. The peak found at 19.5 GHz can be identified as “bulk
mode.” The eigenfrequency of bulk mode for an isolated nanowire can be calculated
by the following equation:
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tion factor is N and γ0 is the gyromagnetic ratio (for Fe: 2.8 � 106 Hz/Oe). For our
nanowire arrays, Nx + Ny + Nz = 1, Nz is 0, Nx is 1/3 and Ny is 2/3. Then, the
eigenfrequency frequency (natural resonance frequency) of bulk mode is calculated
as 28.2 GHz. This calculated value is larger than those for bulk mode simulated in
the arrays with different D values. This difference is a result from the fact that the
calculated value is based on Eq. (11) which is for uniform precession without
considering interactions among nanowires. However, the simulated values are
obtained under the circumstance of interaction among NW. It was found that “the
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Figure 15.
FORC distribution and intrinsic permeability of nanowire array when D = 60 nm (copyright, 2018, IOP).
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calculated fr” and “the simulated fr” are in good agreement in an isolated nanowire
[10]. Our simulations show that when the interwire distance increases, FORC dia-
grams and the intrinsic μ � f spectra vary differently. In addition, the reversal
process of nanowire array is found to be different. Please refer to our published
paper for more details [9]. When interwire distance increases, magnetization
reversal behaviour progressively changes from “the sequential mode” to “the inde-
pendent mode.” Moreover, the finding that the amount of weak resonance peaks
decreases with increasing D is worth noting. With regard to the origin of weak
resonance peaks in Figure 14b, we presume that it is the consequence of superpo-
sition of interaction field, magnetocrystalline field and shape anisotropy field. As
depicted in FORC diagrams (see Figures 14 and 15), the interaction field can be
either negative or positive. Effective field acting on some magnetization can be
smaller (or larger) than the effective field related to “bulk mode” in an isolated
nanowire. Accordingly, some resonance frequency is smaller (or larger) than that of
bulk mode, which can be clearly observed in Figure 14. With increasing interwire
distance, interaction among nanowires gradually disappears; therefore, these
smaller peaks gradually vanish. From the stand point of electromagnetic (EM)
attenuation application, it means that volume fraction of magnetic particles in a
composite should not be diluted in order to have many resonance peaks for
expanding the attenuation bandwidth. As shown in Figure 15, there are only two
strong resonance peaks found when D is 60 nm, which may be explained using the
same physical mechanism. The “calculated fr” (bulk mode) is about 28.2 GHz and is
close to the “simulated fr” (about 25 GHz).

Impact of interwire distance on interaction among NWs is shown in Figures 14a
and 15a. Obviously, with increasing interwire distance (D), data points approach
together (results of other D values were shown in Ref. 9), and Hu becomes “zero”
when D is equal or greater than 60 nm. Here, when reversal resistance comes only
from localized effective field (Heff), then effective field can be approximated by
coercivity field (i.e., Hc ≈ Heff). Hence, when D increases, localized Hc is always
larger than zero. The “scattered” characteristic of Hc value vanishes when D is
60 nm, which means that reversal behaviour of M changes into the “independent
mode,” as shown in Ref. 9. In addition, peak magnitude of “edge mode” in an
isolated “cylindrical” nanowire is usually smaller than “bulk mode” [10, 11]. How-
ever, all peak magnitudes of “edge mode” in our “cuboid” shape nanowires are
comparable with bulk mode, which suggests that high-frequency magnetic loss due
to the “edge mode” cannot be neglected in our case. Moreover, smaller fr value of
“edge mode” means that localized effective magnetic field governing its precession
is weaker. It means that reversal of magnetization commonly starts from the ends of
nanowires, which has been observed in our study.

To better understand the changes of intrinsic μ � f spectra, studies on difference
in magnetic moment orientations in equilibrium states are necessary, as illustrated
in Figure 13. Apparently, magnetic moment orientations around the ends of
nanowires at equilibrium states are distinct. Such orientation pattern of magnetic
moments strongly relies on the local effective magnetic field. The first-order--
reversal-curve diagram is useful to know the distribution of local effective magnetic
fields. Hence, we believe any factor affecting the equilibrium state of magnetic
moments will change the intrinsic μ � f spectra. If the equilibrium state is rebuilt,
then the permeability spectra under same excitation can be recovered too (we name
it as “memory effect”). Finally, we want to point out that such traits of “scattered”
values of Hc and Hu in these simulations differ from the continuous distribution
measured in most nanowires deposited in nanoporous templates (such as AAO
templates). The reason is that continuous distribution of Hc and Hu in a FORC
diagram results from inhomogeneity in nanopore sizes of template, nanoscale
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electrochemically deposited polycrystals and multimagnetic domains, which will
give rise to plentiful irreversible magnetization processes.

6. Negative imaginary parts of permeability (μ″ < 0)

As stated before, high-frequency permeability of Fe-based conducting nano-
structured materials can be tailored by shapes, phase transitions, coating and size
distributions. Most importantly, all imaginary parts of permeability are positive
(μ″ > 0), which are accepted as an unalterable natural principle. This is correct
when there are no other excitations except AC magnetic field based on the fact that
positive μ″manifests energy dissipation of magnetization precession. What happens
to the imaginary parts of permeability if there is another excitation, which can
compensate the energy loss during the precession? Furthermore, is it possible to
tailor the high-frequency permeability by electric current? If possible, it will be
possible for us to design intelligent electromagnetic devices. In this section, we
propose for the first time an approach to accomplish such a goal via spin transfer
torque (STT) effect. According to STT effect, when polarized electrons flow
through zone of metallic ferromagnetic material with nonuniformly oriented mag-
netic moments (e.g., magnetic domain walls), the spins of electrons will exert
torques on them, which will change the dynamic responses of precession of mag-
netic moments [13]. When STT is strong enough, it can even switch the direction of
magnetic moments. Here we only demonstrate an example using micromagnetic
simulation; our detailed results can be found in Ref. [12]. The object of
micromagnetic simulations is an isolated Fe nanowire with a length of 400 nm (set
as “x” axis) and the diameter of 10 nm, as shown in Figure 16. The dynamic
response of magnetization (a group of magnetic moments in a direction, also can be
called “macro spin”) can be simulated under two external excitations: AC magnetic
field and electrically polarized current. The AC magnetic field is applied along the
“z” axis, and polarized electrons are flowing along the “x” axis. The software of
micromagnetic simulation is a three-dimensional object-oriented micromagnetic
framework (OOMMF). The dynamic responses of precession are simulated by
solving the Landau-Lifshitz-Gilbert (LLG) equation as a function of time. When the
STT effect is incorporated, the modified LLG equation is expressed as [13, 14]:
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where α (damping constant) is set as 0.01 for the simulations; γ is the Gilbert
gyromagnetic ratio (2.21 � 105 mA�1 S�1); M is the magnetization; Heff is the

Figure 16.
Inhomogeneous orientation of magnetic moments of an isolated nanowire (copyright, 2018, IOP).
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field and electrically polarized current. The AC magnetic field is applied along the
“z” axis, and polarized electrons are flowing along the “x” axis. The software of
micromagnetic simulation is a three-dimensional object-oriented micromagnetic
framework (OOMMF). The dynamic responses of precession are simulated by
solving the Landau-Lifshitz-Gilbert (LLG) equation as a function of time. When the
STT effect is incorporated, the modified LLG equation is expressed as [13, 14]:
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where α (damping constant) is set as 0.01 for the simulations; γ is the Gilbert
gyromagnetic ratio (2.21 � 105 mA�1 S�1); M is the magnetization; Heff is the

Figure 16.
Inhomogeneous orientation of magnetic moments of an isolated nanowire (copyright, 2018, IOP).
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effective magnetic field which consists of demagnetization field, exchange interac-
tion, anisotropic field and external applied field; and finally, β (nonadiabatic spin
transfer parameter) is set as 0.02 and is used to consider the impact of temperature
on the dynamics of precession. The vector u is defined as

u!¼ � gμBP
2eMs

J
!

(13)

where g is the Landé factor, e is the electron charge, μB is the Bohr magneton, J is
the current density and P is the polarization ratio of current and set as 0.5. The
simulation parameters for iron (Fe) nanowire are Ms = 17 � 105 A/m,
magnetocrystalline anisotropy constant, K1 = 4.8 � 104 J/m3, exchange stiffness
constant and A = 21 � 10�12 J/m. Also, the nanowire is discretized into many
tetrahedron cells (cell size: 5 � 1.25 � 1.25 nm). The cell is smaller than the critical
exchange length. To obtain high-frequency permeability spectra, these steps are
followed: Firstly, the remanent magnetization state should be acquired after
the external field is removed. Secondly, a pulse magnetic field is applied perpen-
dicular to the long axis (x-axis) of the wire. The pulse magnetic field has the form
h(t) = 1000 exp(�109t) (t in second, hour in A/m). A polarized current (density J is
3.0 � 1012 A/m2) is flowing along x-axis. Thirdly, the dynamic responses of mag-
netization in time-domain are recorded under these two excitations. Using the Fast
Fourier Transform (FFT) technique, the dynamic responses in frequency domain
are obtained. The high-frequency permeability spectra are calculated based on the
definition of permeability:

μ fð Þ ¼ 1þm fð Þ
h fð Þ ¼ 1þ χ0 fð Þ � iχ} fð Þ (14)

wherem(f) is magnetization under both excitations and the pulse magnetic field
(h) works as the perturbing field. The following relations exist: μ0 = 1 + χ0(f), μ″ = χ″
(f). The differences in the high-frequency permeability under different excitations
have been investigated.

When single nanowire is under the excitation of only an AC magnetic field (h),
two Lorentzian-type resonance peaks are found in the permeability spectrum, as
shown in Figure 17a. One is located approximately at 18 GHz, and the other is
located approximately at 31.5 GHz. According to our previous studies, the major
resonance is called “bulk mode,” which has larger magnetic loss and is manifested
by the larger μ″ value, which is ascribed to the precession of perfectly aligned
magnetic moments within the nanowire body excluding the misaligned magnetic
moments at both ends of nanowire. The minor resonance peak located at 18 GHz is
often called “edge mode,”whose smaller magnitudes of real and imaginary parts are
due to smaller volume fractions of magnetic moments at the ends of nanowire. The
edge mode is due to the precession and resonance of misaligned magnetic moments.
Physically, if external field is not applied, the magnetizations are aligned along the
local effective field (Heff). Once the perturbation field (h) is applied to excite the
precession, M will move away from their equilibrium positions with small angles,
andM will then precess around Heff. When precession goes on, the y-component of
M (My) will have nonzero values, as shown in Figure 17b. During the period of
precession, the energy absorbed from the AC magnetic field will be gradually
dissipated via damping mechanisms. M will restore to its equilibrium positions, and
My will be zero; see Figure 17b. The energy loss is manifested by a positive imagi-
nary part of permeability (μ″ > 0). When the nanowire is excited under both the
pulse magnetic field and polarized current, the high-frequency permeability
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spectrum is naturally found to be different and is illustrated in Figure 17c. The
previous minor resonance becomes the major resonance with negative μ″ values.
The “My” component does not vanish gradually; see Figure 17d. According to the
STT effect, a spin-polarized current flows through the nanowire; STTs only act on
the magnetic moments at the ends of nanowire. These STTs will counteract the
torques due to effective magnetic field, which will then bring the magnetizations
back to their equilibrium positions. When the STT is strong enough, it can maintain
the precession angle (μ″ = 0) and even enlarge the precession angle (μ″ < 0) or
switch the direction of magnetization. Additionally, negative μ″ values are found
only for “edge mode” at lower frequency. This is because the STT effect only acts on
magnetic moments with a spatially nonuniform orientation, which are only found
at both ends of nanowires. The cause for minor peak becoming major peak under
STT effect is due to the fact that the spin transfer torques are consistently acting on

Figure 17.
Permeability spectra and responses of My component without and with STT excitation (J 6¼ 0) (copyright,
2018, Elsevier).

Figure 18.
The variation of total energy without and with STT excitation (copyright, 2018, Elsevier).
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the magnetic moments; therefore, the precession angle is enlarging, and as a result,
My component is also increased. From the perspective of total energy (Etotal) of
magnetic moment ensemble, when no STT effect is involved, Etotal first increases
due to the excitation of pulse magnetic field and then gradually attenuates due to
energy loss via damping mechanisms. However, when STT effect exists, Etotal is not
attenuated to a constant; see Figure 18.

Finally, it should be pointed out that although others have also reported negative
μ″ in other materials, there are no convincing physical mechanisms that have been
provided to support their results (μ″ < 0), and negative μ″ is mostly likely due to
measurement errors.

7. Conclusions

In this chapter, we have shown several approaches to tailor the high-frequency
permeability of ferromagnetic materials: shapes, particle size distribution, heat
treatments, coating and spin transfer torque effect. Micromagnetic simulations are
used to explain the origins of multi-peaks in permeability spectra of nanowire array.
In addition, just like the simultaneous excitation method (pulse H field + STT
effect) shown here, we want to propose the other possibilities (pulse H field + the
other excitation) to tailor μ � f spectra and to realize negative imaginary parts of
permeability (μ″ < 0), such as femtosecond laser pulses or photomagnetic pulses.
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Chapter 7

Ferrite Materials and Applications
Tsun-Hsu Chang

Abstract

This chapter starts from a generalized permeability and aims at providing a
better understanding of the ferrites behavior in the microwave fields. The formula
of the generalized permeability explains why the permeability of the ferrimagnetic
or even the ferromagnetic materials strongly depends on the applied magnetic bias
and the polarization of the wave. Right-hand circularly polarized (RHCP) wave
may synchronize with the precession of the magnetic moment, resulting in a strong
resonant effect. Characterizing the ferrites’ properties, including the complex per-
mittivity, the saturation magnetization, and the resonance linewidth, will be
discussed. We then utilize these properties to design and fabricate various micro-
wave devices, such as phase shifters, circulators, and isolators. Detailed analysis and
simulation to demonstrate how these ferrite devices work will be shown. The
mechanism will be discussed.

Keywords: ferrite, microwave, generalized permeability, circular polarization,
phase shifter, circulator, isolator

1. Introduction

Ferrimagnetism is similar to ferromagnetism in many ways [1–4]. They all have
hysteresis curves as the applied magnetic field changes, resulting in the saturation
magnetization (4πMs), the coercive field (Hc), and the remnant polarization (Br).
A ferri- or ferromagnetic material can be used to fabricate a hard or a soft magnet
depending on its coercivity (Hc). Hard magnets are characterized by a high Hc,
indicating that their magnetization is difficult to change and will retain their mag-
netization in the absence of an applied field as shown in Figure 1(a). On the
contrary, the soft magnets have low Hc values and, normally, have very weak,
remnant magnetic field (low Br) as in Figure 1(b). Hard magnetism has been
extensively used to make the permanent magnets and provides a strong DC
magnetic field, while the soft magnetism can be used for the AC systems.

Soft magnetic materials include electrical steels and soft ferrites [3, 4]. Unlike
the ferromagnetic metals which are conductors, soft ferrites have low electric
conductivity, i.e., they are dielectric materials. The electrical steels have
extensive applications in low-frequency systems, such as generators, motors, and
transformers, while the soft ferrites are suitable for the high-frequency applica-
tions, such as circulators, isolators, phase shifters, and high-speed switches.

This chapter will focus on the properties of the soft ferrites and their applica-
tions at high-frequency systems. The ferrites are crystals having small electric
conductivity compared to ferromagnetic materials. Thus they are useful in high-
frequency devices because of the absence of significant eddy current losses. Ferrites
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are ceramic-like materials with specific resistivities that may be as much as 1014

greater than that of metals and with dielectric constants around 10 to 16 or greater.
Ferrites are made by sintering a mixture of metal oxides and have the general
chemical composition MO�Fe2O3, where M is a divalent metal such as Mn, Mg, Fe,
Zn, Ni, Cd, etc. Relative permeabilities of several thousands are common [5, 6]. The
magnetic properties of ferrites arise mainly from the magnetic dipole moment
associated with the electron spin [2].

The magnetic dipole moment precesses around the applied DC magnetic field by
treating the spinning electron as a gyroscopic top, which is a classical picture of the
magnetization process. This picture also explains the anisotropic magnetic proper-
ties of ferrites, where the permeability of the ferrite is not a single scalar quantity,
but instead is a generally a second-rank tensor or can be represented as a matrix.
The left and right circularly polarized waves have different propagation constant
along the direction of the external magnetic field, resulting in the nonreciprocity of
a propagating wave. Since the permeability should be treated as a tensor (matrix),
not a scalar permeability, it is generally much difficult to understand and to have
intuition, even for the researchers.

2. The susceptibility matrix

2.1 Magnetic dipole precesses around the applied magnetic field

The properties of ferrites are very intriguing. Without a DC bias magnetic field
H0, the magnetic dipoles of ferrites are randomly orientated. They exhibit dielectric
properties only. The dielectric loss can be high or low depending on the loss tangent
of the soft ferrites. Interestingly, when the DC bias magnetic field is strong enough,
and the ferrite is magnetically saturated, the magnetic dipole will precess around
the DC bias field at a frequency called the Larmor frequency (ω0∝H0). Waves with
different circular polarizations will corotate or counter-rotate with the precession of
the magnetic dipoles.

Figure 2 shows the Larmor precession with the circularly polarized fields [7].
Circular polarization may be referred to as right handed or left handed, depending
on the direction in which the electric (magnetic) field vector rotates. For a

Figure 1.
The hysteresis (B-H) curves for (a) hard ferrimagnetism and (b) soft ferrimagnetism. The remnant
polarization (Br) and the coercive field (Hc) for the hard ferrites should be as large as possible. On the other
hand, for the soft ferrites, the remnant polarization (Br) and the coercive field (Hc) are very small or even close
to zero.
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right-hand circularly polarized (RHCP) wave, the fields rotate clockwise at a given
position from the source looking in the direction of propagation. The magnetic
dipole moment m processes around the H0 field vector, like a top spinning precess
around the z-axis at the Larmor frequency ω0. The spinning property depends on
the applied DC bias magnetic field. Figures 2(a) and (b) shows the RHCP and
LHCP waves with the gyrating frequency of ω. When the RHCP wave is propagat-
ing along the direction of the DC bias field, it corotates with the precession of the
magnetic dipole moments. On the other hand, the left-hand circularly polarized
(LHCP) wave will counter-rotate with the precession of the dipole moments.

A linearly polarized incident wave can be decomposed into RHCP and LHCP
waves of equal amplitude. The orientation of the linearly polarized wave changes
after the wave propagates a certain distance because of the distinct propagation
constants. The phenomenon is the famous Faraday’s rotation [5, 6]. This unique
property has various applications, such as phase shifters, isolators, and circulators.
However, it is difficult to follow for students and even researchers in that the
permeability is a tensor, not just a simple proportional constant.

Here we consider the simplest case for the pedagogic purpose—a circularly
polarized plane wave is normally incident upon a semi-infinite medium. The wave
characteristics such as the propagation constant k and the wave impedance Z are
associated with the permeability μ, which is a tensor for the ferrite medium [5]. By
finding the preferred eigenvalues, it will be shown that the properties of μ depend
on the DC bias field H0, the saturated magnetization Ms, and the operating fre-
quency ω. By adjusting the frequency of the incident wave, i.e., ω, the permeability
μ changes, especially close to the Larmor frequency (ω0). Such an effect is called
the ferrite magnetic resonance (FMR) or gyromagnetic resonance [7].

Figure 2.
Larmor precession of a magnetic moment m around the applied DC bias field H0 (¼ H0ẑ) with (a) a right-
hand circularly polarized (RHCP) wave and (b) a left-hand circularly polarized (LHCP) wave. The
frequency of the Larmor precession in both cases are the same, i.e., the Larmor frequency ω0 ¼ μ0γH0ð Þ. Hþ

t
and H�

t are the transverse components of the incident waves which rotate clockwise (RHCP) and counter-
clockwise (LHCP) from the source viewpoint looking in the direction of propagation. The thumb points the
direction of the wave propagation, and the fingers give the rotation of the transverse components [7].
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Figure 1.
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polarization (Br) and the coercive field (Hc) for the hard ferrites should be as large as possible. On the other
hand, for the soft ferrites, the remnant polarization (Br) and the coercive field (Hc) are very small or even close
to zero.
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hand circularly polarized (RHCP) wave and (b) a left-hand circularly polarized (LHCP) wave. The
frequency of the Larmor precession in both cases are the same, i.e., the Larmor frequency ω0 ¼ μ0γH0ð Þ. Hþ

t
and H�

t are the transverse components of the incident waves which rotate clockwise (RHCP) and counter-
clockwise (LHCP) from the source viewpoint looking in the direction of propagation. The thumb points the
direction of the wave propagation, and the fingers give the rotation of the transverse components [7].

139

Ferrite Materials and Applications
DOI: http://dx.doi.org/10.5772/intechopen.84623



2.2 Derivation of the susceptibility matrix

The permeability μr ωð Þ is a tensor. Note that the permittivity εr ωð Þ can be
expressed in a tensor as well, but in the region of interest around 10 GHz, it can be
treated as a complex proportional constant for many ceramics. Many microwave
textbooks and literature have elaborated the derivation of the permeability tensor
[5–7]. In this paper, a more accessible interpretation of the permeability tensor is
provided. The magnetic properties of a material are due to the existence of magnetic
dipole moment m, which arise primarily from its (spin) angular momentum s. The
magnetic dipole moment and angular momentum have a simple relation, m ¼ �γs,
where γ is the gyromagnetic ratio (γ ¼ e=m ¼ 1:759� 1011 C=kg). When a DC bias
magnetic field B0 (¼ μ0H0) is present, the torque τ exerted on the magnetic dipole
moment is

τ ¼ m� B0 ¼ μ0m�H0: (1)

Since the torque is equal to the time change rate of the angular momentum, we
have

τ ¼ ds
dt

¼ �1
γ

dm
dt

: (2)

By comparing Eqs. (1) and (2), we obtain

dm
dt

¼ �μ0γm�H0: (3)

A large number of the magnetic dipole moment m per unit volume give rise to
an average macroscopic magnetic dipole moment densityM. The torque exerting on
the magnetization per unit volumeM due to the magnetic flux H has the same form
as Eq. (3):

dM
dt

¼ �μ0γM�H: (4)

M and H in Eq. (4) differ slightly from m and H0 in Eq. (3) in that M and H can
further be divided into two parts: the DC term and the high-frequency AC term.
The DC term is, in general, much larger than the AC term. The applied DC bias
magnetic field H0 is assumed to be in the z-direction. When H0 is strong enough,
the magnetization will be saturated, denoted as Ms which aligns with the direction
of H0. If the AC term just polarizes in the transverse direction (i.e., the xy plane),
the external magnetic bias field and the magnetization can be written as,

H ¼ Hxx̂ þHyŷ þH0ẑ, (5)

M ¼ Mxx̂ þMyŷ þMsẑ: (6)

Since the AC terms have an exp(�iωt) dependence, by substituting Eq. (5) and
(6) into Eq. (4) the transverse component terms read

ω2
0 � ω2� �

Mx ¼ ω0ωmHx þ jωωmHy; (7)

ω2
0 � ω2� �

My ¼ �jωωmHx þ ω0ωmHy, (8)

where ω0 ¼ μ0γH0 and ωm ¼ μ0γMs. In matrix representation, Eq. (7) and (8)
can be rewritten as
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M ¼ χ½ �H ¼
χxx χxy 0

χyx χyy 0

0 0 0

2
64

3
75H, (9)

where χxx ¼ χyy ¼ ω0ωm= ω2
0 � ω2

� �
and χxy ¼ �χyx ¼ jωωm= ω2

0 � ω2
� �

. The
eigenvalues of the susceptibility matrix are

χþ ¼ ωm

ω0 � ω
, (10)

χ� ¼ ωm

ω0 þ ω
: (11)

The eigenvectors corresponding to these two eigenvalues are the right-hand
circularly polarized wave (RHCP, denoted as +) and the left-hand circularly polar-
ized wave (LHCP, denoted as -), respectively. The symbols, + and -, represent
positive helicity and negative helicity, respectively. The LHCP wave has a relatively
mild response over the entire frequency range. On the contrary, the RHCP wave has
a much more dramatic response.

The permeabilities of the RHCP and LHCP waves are

μþ ¼ μ0 1þ ωm

ω0 � ω

� �
, (12)

μ� ¼ μ0 1þ ωm

ω0 þ ω

� �
: (13)

Eq. (12) has a singularity when the wave frequency ω is equal to the Larmor
frequency ω0. This phenomenon is called the ferri-magnetic resonance (FMR, or
called gyromagnetic resonance) [6]. On the contrary, Eq. (13) is relatively mild.
Therefore, this study will mainly focus on the RHCP wave.

For a resonant cavity with a quality factor (Q), the loss effect can be introduced
by using the complex resonant frequency ω0 1� i=2Qð Þ. By analogy with the reso-
nant cavity, the loss part can be calculated by using the complex frequency
ω0 ! ω0 1� iΔHμ0γ=2ω0ð Þ, where ΔH is the ferrimagnetic resonance linewidth
[2, 3]. Since

ΔHμ0γ

2ω0
¼ ΔHμ0γ

2H0μ0γ
¼ ΔH

2H0
, (14)

the permeability for the RHCP wave now reads

μþr ¼ 1þ
ωm
ω0

1� ω
ω0

� �
þ i ΔH2H0

0
@

1
A: (15)

To conduct a complete simulation of a ferrite device, we need to know its
complex permittivity, the saturation magnetization, and the resonance linewidth.
We will discuss how to characterize the ferrite’s properties in the next section.

3. Characterization of ferrite materials

Here we will discuss the measurement of the most important properties of
ferrites, including the dielectric properties (εr þ iεi), the saturation magnetization
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To conduct a complete simulation of a ferrite device, we need to know its
complex permittivity, the saturation magnetization, and the resonance linewidth.
We will discuss how to characterize the ferrite’s properties in the next section.

3. Characterization of ferrite materials

Here we will discuss the measurement of the most important properties of
ferrites, including the dielectric properties (εr þ iεi), the saturation magnetization
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(Ms or 4πMs), and the resonance linewidth (ΔH). The behavior of the spin wave
linewidth should be considered when the field strength of an electromagnetic wave
exceeds a threshold value, that is, the high-power condition. For the general pur-
pose, only the first three properties will be used in the ferrite simulation.

3.1 Dielectric properties

Ferrites are ceramic-like materials with relative dielectric constants around 10 to
16 or greater. The resistivities of ferrites may be as high as 1014 greater than that of
metals. Since ferrites are dielectric materials. The dielectric properties (εr þ iεi)
always play an important role with or without the influence of the magnetic field.
The perturbation method is the most commonly employed resonant technique
[8, 9]. The perturbation method is very good for small-size and low-dielectric
samples. When measuring the high-dielectric samples, however, the fields and the
resonant frequency change drastically. The perturbation technique may lead to a
reduced accuracy. Recently, the field enhancement method was proposed [10, 11].
The field enhancement method operates at a condition opposite to the perturbation
method. The resonant frequency and quality factor alter significantly and depend
on not only the geometry of the cavity but the sample’s size and complex permit-
tivity as well. Luckily, both the perturbation method and the field enhancement
method agree well for samples with the dielectric constant below 50, which is
suitable for most of the ferrites.

Figure 3 shows the ideal of the field enhancement method. Figure 3(a) shows
the resonant frequency as functions of the dielectric constant (εr) using a simulation
setup as in Figure 3(b). The ingot-shaped sample has a diameter of 16.00 mm
and thickness of 5.00 mm. The solid blue line depicts the simulation result for the
field enhancement method. From the measured resonant frequency, we can derive
the corresponding dielectric constant. On the other hand, the dashed black line is
obtained using a sample with the same diameter but much thinner in thickness
of 1.0 mm. The response of the 1-mm-thick sample quite resembles the
perturbation method. The imaginary part of the permittivity (εi) or the loss tangent
( tan δ ¼ εi=εr) can then be determined from the measured resonant frequency and
the quality factor. The field enhancement method has very wide measuring range
from unity to high-κ dielectrics and from lossless to lossy materials [10, 11].

Figure 3.
(a) Resonant frequency versus dielectric constant based on full-wave simulations. The solid curve can be
divided into three regions: low, transition, and ultrahigh. The dashed line is simulated with a much thinner
sample of 1.00 mm in thickness, which exhibits the properties similar to those of perturbation. (b) Schematic
diagram of the field enhancement method. It consists of a cylindrical resonant cavity and a metal rod. The
sample is placed on the top of the metal rod. The metal rod focuses and enhances the electric field significantly.
An SubMiniature version A (SMA) 3.5-mm adapter couples the wave from the top of the cavity [11].
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3.2 Saturation magnetization

Ferrites have a strong response to the applied magnetic field. The magnetic
properties of ferrites arise mainly from the magnetic dipole moment associated with
the electron spin. Relative permeabilities of several thousands are common. The
saturation magnetization (Ms or 4πMs) of a ferrite plays a key role as shown in
Section 2. Researchers or engineers use the saturation magnetization as a design
parameter that enters into the initial selection of a ferrimagnetic material for
microwave device applications. Typical ferrimagnets exhibit values of 4πMs
between 300 gauss (G) and 5000 G. Static or low-frequency methods are generally
used to measure 4πMs [12]. From the measured hysteresis loop as shown in
Figure 4, one can determine the saturation magnetization Ms.

Note that the saturation magnetization is denoted as Ms in the SI unit, but since
the values are generally displayed in Gaussian unit (gauss, G), 4πMs is commonly
used. Also, the internal bias H0 is different from the applied H-field (Ha). Demag-
netization factor should be considered [5, 6]. The demagnetization factor allows us
to calculate the H-field inside the sample denoted as H0. In all, measurement of the
saturation magnetization from the dynamic hysteresis loop characteristics can be
used for the design and simulation of ferrite devices.

3.3 Resonance linewidth

The loss of ferrite material is related to the linewidth, ΔH, of the susceptibility
curve near resonance. Consider the imaginary part of the susceptibility χ″xx versus
the bias fieldH0. The linewidth ΔH is defined as the width of the curve of χ″xx versus
H0, where χ″xx has decreased to half of its peak value. For a fixed microwave
frequency ω, resonance occurs when ω0 ¼ μ0γHr, such that ω ¼ ω0 ¼ μ0γHrð Þ.
The linewidth, ΔH, is defined as the width of the curve of χ″xx versus H0, where χ″xx
has decreased to half its peak value. This is the idea that is introduced in [5].
However, obtaining the relation of χ″xx versus H0 is not easy. Here we adopt another
commonly used technique [9, 12].

Figure 4.
The hysteresis curve regarding the magnetization M and the internal bias H0. When the applied internal
magnetic field H0 is large enough, the magnetization will be saturated, denoted as (Ms or 4πMs). When H0
decreases to zero, the remnant polarization is denoted asMr. The polarization will change sign (from positive to
negative) when H0 is greater than �Hc which is called the coercive field.
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The idea is normally implemented using a TE10n (n even) cavity in the X-band
region [9, 12]. The test sample is placed at the H-field maximum. The sample is
spherical with a diameter of approximately 0.040 inches, which is much easier to
estimate than the internal bias field H0. A cross-guide coupler is used with the
coupling iris. The loaded Q (QL) of the empty cavity should be 2000 or greater. The
sample, mounted on a fused silica or equivalent rod, is positioned away from the
cavity wall at a point of minimummicrowave electric field and maximummicrowave
magnetic field. A power meter can be used to read off the half-power points by
adjusting the DC magnetic field and measuring the difference in H0-field directly
[12]. Figure 5 shows how the resonant linewidth is determined.

The three key parameters are obtained in three experimental setups under
different sizes and geometries of the samples. If the samples’ properties are slightly
different or the machining error is not negligible, the error will be large or even
unacceptable. The ultimate goal is to integrate the measurements and to extract the
parameters using one experimental setup. The three key parameters will be used in
the design of the microwave ferrite devices in the next session.

4. Applications of ferrite materials

The ferrites are crystals having small electric conductivity compared to ferro-
magnetic materials. Thus they are useful in high-frequency situations because of the
absence of significant eddy current losses. Three commonly used ferrite devices are
discussed below. These are phase shifters, circulators, and isolators [13–16].

4.1 Phase shifter

The phase shifters are important applications of ferrite materials, which are
two-port components that provide variable phase shift by changing the bias
magnetic field. Phase shifters find application in test and measurement systems, but
the most significant use is in phase array antenna where the antenna beam can be
steered in space by electronically controlled phase shifters. Because of the demand,
many different types of phase shifters have been provided. One of the most useful
designs is the latching nonreciprocal phase shifter using a ferrite toroid in the
rectangular waveguide. We can analyze this geometry with a reasonable degree of
approximation using the double ferrite slab geometry.

Figure 6 shows the full-wave simulation for a two-port phase shifter using high-
frequency structure simulator (HFSS, ANSYS). A standard waveguide WR-90 is
employed with a width of 22.86 mm and height of 10.16 mm. The field patterns are

Figure 5.
The idea is to place the sample at the maximum of the H-field. It exhibits resonant absorption when the internal
bias field is changed to Hr. By changing the magnetic field, we will obtain the absorption. H1 and H2 are
associated with the 3-dB absorption. The difference between these two values is the resonance linewidth ΔH.
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displayed in Figure 6(a) for an empty waveguide and a waveguide with two ferrite
slabs. The phase difference Δϕ, shown in Figure 6(b), is calculated under two
conditions: with and without ferrites. The simulation parameters are the same as
example 9.4 of Pozar’s textbook. The saturation magnetization (4πMs) is 1786 G,
the dielectric constantε0 is 13.0, and the resonance linewidth ΔH is 20 Oe. The
length and thickness of the ferrite are L = 37.50 mm and t = 2.74 mm.

4.2 Circulator

Circulator, a nonreciprocal device, has been widely used in various microwave
systems. Figure 7 schematically shows the function of a stripline circulator. The
circulator is, in general, a three-port device. If the incident wave is injected from
Port 1, then the wave will ideally go to Port 2, while Port 3 will be isolated as shown
in Figure 7(a). On the other hand, if the wave is injected from Port 2, it will go to
Port 3 and isolate from Port 1 as shown in Figure 7(b). There are three figures of
merit for a circulator: transmission, reflection, and isolation. The transmission from
Port 1 to Port 2 should be as high as possible, i.e., the insertion loss should be as
small as possible. The reflection received at Port 1 due to the incident wave of
Port 1 (S11) and the isolation from Port 1 to Port 3 (S13) should be as small as
possible. The nonreciprocity of the circulator can be used to protect the oscillators
from the damage of the reflected power in plasma or material processing systems.
It can also be used to separate the transmitted and the received waves in radar or
communication systems [13–17].

Figure 6.
Simulation results. (a) The field pattern to the left is for the empty waveguide. The right figure shows field
strength with ferrites. (b) The phase difference Δϕ as a function of the internal bias field H0.

Figure 7.
Schematic diagrams of the operation of a stripline circulator. (a) The incident wave is injected from Port 1 and
the transmitted wave ideally goes to Port 2. (b) The incident wave from Port 2 will go to Port 3. The color
spectrum is the electric field pattern inside the ferrite disks. It is a three-port, nonreciprocal device. A full-wave
solver, high-frequency structure simulator (HFSS), is used [18].
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displayed in Figure 6(a) for an empty waveguide and a waveguide with two ferrite
slabs. The phase difference Δϕ, shown in Figure 6(b), is calculated under two
conditions: with and without ferrites. The simulation parameters are the same as
example 9.4 of Pozar’s textbook. The saturation magnetization (4πMs) is 1786 G,
the dielectric constantε0 is 13.0, and the resonance linewidth ΔH is 20 Oe. The
length and thickness of the ferrite are L = 37.50 mm and t = 2.74 mm.
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Port 3 and isolate from Port 1 as shown in Figure 7(b). There are three figures of
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small as possible. The reflection received at Port 1 due to the incident wave of
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possible. The nonreciprocity of the circulator can be used to protect the oscillators
from the damage of the reflected power in plasma or material processing systems.
It can also be used to separate the transmitted and the received waves in radar or
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In addition to the stripline circulator, there are other types such as the microstrip
circulator and the waveguide circulator. The microstrip circulator is similar to the
stripline circulator in many ways. Here we show a waveguide circulator which is
capable of high-power operation. Figure 8(a) shows the structure of the
nonreciprocal device and the simulated electric field strength. The simulation
parameters are described in the caption. The circulator is, in general, a three-port
device. If the incident wave is injected from Port 1, then the wave will ideally go to
Port 2, while Port 3 will be isolated as shown in Figure 8(b). On the other hand, if
the wave is injected from Port 2, it will go to Port 3 and be isolated from Port 1 as
shown in Figure 8(b).

4.3 Isolator

The isolator is one of the useful microwave ferrite components. As shown in
Figure 9, the isolator is generally a two-port device having unidirectional transmis-
sion characteristics (nonreciprocity). From Port 1 to Port 2 (S21), the forward
transmission is high (i.e., low insertion loss in Figure 9(a)). However, from Port 2
to Port 1 (S12), the reverse transmission is low (i.e., high isolation in Figure 9(b)).
Besides, the reflection (S11 and S22) should be as low as possible. The simulation
parameters in Figure 9 are the same as Ex. 9.2 of Pozar’s textbook [5]. The simula-
tion parameters and the sample’s geometry are described in the caption.

Figure 8.
(a) Schematic diagrams of the operation of a waveguide circulator. A full-wave solver, HFSS, is used with the
saturation magnetization (4πMs) is 1600 G, the dielectric constantε0 is 13.0, and the resonance linewidth ΔH
is 10 Oe. The radius and thickness of the ferrite disks in rust red are R = 21.0 mm and t = 5 mm, respectively.
The waveguide is a standard WR 340 with 86.36 � 43.18 mm2. The electric field pattern is displayed in color.
(b) Simulation results of the waveguide circulator like the one in Part (a). The solid red curve is the
transmission or insertion loss; the blue curve represents the reflection loss, and the black is the isolation.

Figure 9.
The simulated field strength for a two-port isolator using the full-wave solver. (a) The high forward
transmission (S21) and (b) the low reverse transmission (S12). The saturation magnetization (4πMs) is
1700 G, the dielectric constant ε0 is 13.0, and the resonance linewidth ΔH is 200 Oe. The length and thickness
of the ferrite are L = 24.0 mm and t = 0.5 mm.
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An isolator is commonly used to prevent the high reflected power from damag-
ing the precious and expansive microwave source. For example, the impedance of a
plasma system changes a lot when the plasma is ignited. The radical change of the
impedance will result in impedance mismatch and cause serious reflection which
might kill the source instantly. An isolator can be used in place of a matching or
tuning network. However, it should be realized that the reflected power will be
absorbed by the ferrite of the isolator, as shown in Figure 9(b). When the ferrite
absorbs the reflected energy, the temperature will rise and the performance will be
compromised. Therefore, a simple isolator can be implemented by using a
circulator with one port well terminated [19]. For example, if Port 3 in Figure 8(a)
is matched with water load, the power injected from Port 2 will go to Port 3 and
will be isolated from Port 1. The power handling capability can be improved.

Circulator and isolator can be implemented using the self-bias [20–22], just like
the latch phase shifter (H0 ¼ 0) shown in Figure 6 using the remnant field Br orMr
only. The self-biased ferrite devices will simplify the design and fabrication,
but the overall performance is still not good enough. Further theoretical and
experimental study is needed.

5. Conclusions

Ferrimagnetism and ferromagnetism share many magnetic properties in com-
mon, such as hard and soft magnets, but the conductivity differentiates these two
materials. Ferrites are ceramic materials and suitable for the high-frequency opera-
tion. The electromagnetic properties of ferrite materials are difficult to understand
in that the magnetic susceptibility is a tensor and depends on the saturated magne-
tization Ms, the internal bias field H0, and the resonance linewidth ΔH. The mag-
netic susceptibility also depends on the frequency of the microwave ω as well as the
polarization of the wave. The first two sessions explain the basic properties.

The complex permittivity εr þ iεi, the saturation magnetization Ms, and the
resonance linewidth ΔH are the most important electromagnetic properties of fer-
rites. How to measure the ferrite’s properties are discussed in Section 3. The full-
wave simulation is conducted to demonstrate how the phase shifter, circulator, and
isolator work, which are shown in Section 4. Although the examples are discussed in
many textbooks, Section 4 offers in-depth simulation results for the first time.

At high-power operation, the ferrite devices will be heated. The spin wave
linewidth may be taken into account. Besides, the ferrites will become paramagne-
tism when the temperature exceeded the Curie temperature. These two factors are
important for high-power operation, which are not considered in this chapter.
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ing the precious and expansive microwave source. For example, the impedance of a
plasma system changes a lot when the plasma is ignited. The radical change of the
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Chapter 8

Electromagnetic Wave Absorption 
Properties of Core-Shell Ni-Based 
Composites
Biao Zhao and Rui Zhang

Abstract

Currently, high efficiency electromagnetic wave absorption plays an important 
role to keep away from the detection of aircraft by radar and reduce information 
leakage in various electronic equipment. Among the candidates of electromagnetic 
absorbers, ferromagnetic Ni materials possess high saturation magnetization and 
high permeability at high frequency (1–18 GHz), which is widely used to prepare 
thinner absorbing materials along with strong electromagnetic absorption proper-
ties. However, the metallic materials usually have relatively high electrical conduc-
tivity, and their permeability decreases rapidly at high frequency thanks to the eddy 
current losses, which is generally named as skin-depth effect. To address this issue, 
one effective way is to design core-shell structured Ni based composites combining 
magnetic cores with dielectric shells. This chapter focuses on the state-of-the-art 
of the microwave absorption properties of Ni-based core-shell composites, and 
the related electromagnetic attenuation theory about how to enhance absorption 
properties is also discussed in detail.

Keywords: ferromagnetic Ni, core-shell structure, dielectric loss, magnetic loss, 
impedance match

1. Introduction

The discovery of electromagnetic (EM) waves boosted the development of 
transmission technology. It is well accepted that the various electromagnetic 
waves are widely applied in numerous areas and make our daily life convenient 
[1]. Extensive electronics devices, such as mobile phones, WiFi, Near Field 
Communication (NFC), and wireless charging, are developing and play an impor-
tant role in modern life [2, 3]. With the extensive practical applications of electronic 
devices and densely packed systems, electromagnetic interference (EMI) becomes 
a more and more serious problem, which would lead to pernicious impacts on 
equipment performance, human health, as well as surrounding environment [4]. 
Furthermore, our individual mini device produces unwanted EM waves, which 
would influence other nearby devices [5]. Moreover, the global need for some EM 
waves, such as for military radar stealth, is also boosting, which produces plentiful 
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Chapter 8

Electromagnetic Wave Absorption 
Properties of Core-Shell Ni-Based 
Composites
Biao Zhao and Rui Zhang

Abstract

Currently, high efficiency electromagnetic wave absorption plays an important 
role to keep away from the detection of aircraft by radar and reduce information 
leakage in various electronic equipment. Among the candidates of electromagnetic 
absorbers, ferromagnetic Ni materials possess high saturation magnetization and 
high permeability at high frequency (1–18 GHz), which is widely used to prepare 
thinner absorbing materials along with strong electromagnetic absorption proper-
ties. However, the metallic materials usually have relatively high electrical conduc-
tivity, and their permeability decreases rapidly at high frequency thanks to the eddy 
current losses, which is generally named as skin-depth effect. To address this issue, 
one effective way is to design core-shell structured Ni based composites combining 
magnetic cores with dielectric shells. This chapter focuses on the state-of-the-art 
of the microwave absorption properties of Ni-based core-shell composites, and 
the related electromagnetic attenuation theory about how to enhance absorption 
properties is also discussed in detail.

Keywords: ferromagnetic Ni, core-shell structure, dielectric loss, magnetic loss, 
impedance match

1. Introduction

The discovery of electromagnetic (EM) waves boosted the development of 
transmission technology. It is well accepted that the various electromagnetic 
waves are widely applied in numerous areas and make our daily life convenient 
[1]. Extensive electronics devices, such as mobile phones, WiFi, Near Field 
Communication (NFC), and wireless charging, are developing and play an impor-
tant role in modern life [2, 3]. With the extensive practical applications of electronic 
devices and densely packed systems, electromagnetic interference (EMI) becomes 
a more and more serious problem, which would lead to pernicious impacts on 
equipment performance, human health, as well as surrounding environment [4]. 
Furthermore, our individual mini device produces unwanted EM waves, which 
would influence other nearby devices [5]. Moreover, the global need for some EM 
waves, such as for military radar stealth, is also boosting, which produces plentiful 
concerns for human health. Therefore, the protection of electromagnetic radiation 
has been widely concerned by the whole society. Recently, development of high 
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performance microwave absorbing materials (MAMs) have attracted great interests 
to eliminate the electromagnetic pollution [6, 7].

Recently, considerable research attention has been focused on core-shell 
structure for innovative electromagnetic absorption due to the potential to 
combine the individual properties of each component or achieve enhanced 
performances through cooperation between the components [8–10]. Liu and 
co-workers have fabricated core-shell structured Fe3O4@TiO2 with Fe3O4 as 
cores and hierarchical TiO2 as shells and the Fe3O4@TiO2 core-shell composites 
displayed the enhanced microwave absorption properties than pure Fe3O4 
[11]. Chen and co-workers have successfully synthesized core/shell Fe3O4/TiO2 
composite nanotubes with superior microwave attenuation properties [12]. 
Combining Fe3O4 and TiO2 can take advantage of both the unique magnetic 
properties of Fe3O4 and strong dielectric characteristics of TiO2 as well as core-
shell structure, and therefore offer an avenue to achieve excellent microwave-
absorption performance. In this kind of core/shell configurations, the magnetic 
materials regarding as cores, which could improve the permeability of the 
composites, is conductive to the enhancement of the magnetic loss. The dielectric 
materials considering as shells, which are supposed to play the roles not only as 
a center of polarization but also as an insulating medium between the magnetic 
particles, lead to the increased dielectric loss and good impedance match. The 
high-efficiency microwave absorption properties resulted from the enhanced 
magnetic loss, dielectric loss, reduced eddy current loss and impedance match 
[8]. Thus, the traditional microwave absorbing materials holding a core-shell 
structure may improve their microwave absorption capabilities.

It is well known Ni is regarded as a typical magnetic metal material, which are 
supposed to have numerous applications in many fields such as magnetic record-
ing devices, clinical medicine, catalysis and so on [13, 14]. It is worth pointing 
that Ni was also proved to be as a competitive candidate for high-efficiency elec-
tromagnetic absorption materials to address the electromagnetic interference and 
pollution problems because Ni can provide more beneficial features, such as high 
saturation magnetization, distinguishable permeability, and compatible dielectric 
loss ability in the gigahertz range when compared with those nonmagnetic EM 
absorption materials. However, single-component electromagnetic absorption 
materials easily suffer from mismatched characteristic impedance and poor micro-
wave absorption performance. Moreover, Ni would generate eddy current induced 
by microwave in GHz range because of high conductivity. The eddy current effect 
may cause impedance mismatching between the absorbing materials and air space, 
which would make microwave reflection rather than absorption. This issue is a 
challenge to handle for scientists. Thus, for the sake of getting superior microwave 
absorption ability, a promising pathway is to compound the Ni products with an 
inorganic or nonmagnetic constituent to produce a core@shell configuration. 
Numerous literatures have been carried out to cover the magnetic Ni with inorganic 
or nonmagnetic shells. For example, Ni/SnO2 core-shell composite [15], carbon-
coated Ni [16], Ni/ZnO [17], Al/AlOx-coated Ni [18], Ni@Ni2O3 core-shell particles 
[19], Ni/polyaniline [20], and CuO/Cu2O-coated Ni [21] show the better microwave 
absorption performance than the pure core or shell materials. Thus, the EM wave 
absorption abilities of Ni particles can be obviously enhanced after coating inor-
ganic and nonmagnetic shells.

Herein, we report the microwave absorption properties of core-shell structured 
Ni based composited and discuss how does core-shell ameliorate the electromag-
netic wave absorption properties and also investigate the related electromagnetic 
attenuation theory in detail.
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2. Core-shell Ni@oxide composite as microwave absorbers

2.1 Core-shell Ni@ZnO composites as microwave absorbers

For the ZnO nanostructural materials, due to the features of lightweight semi-
conductive properties and its easily mass synthesis, they are expected to be the 
potential applications in EM wave absorbing materials [22]. Therefore, when the 
Ni particles were covered by ZnO shell, the electromagnetic properties of Ni would 
be boosted, correspondingly. Moreover, it is well accepted that the EM absorp-
tion properties are closely related with their morphologies. Herein, the various 
morphologies of Ni/ZnO composites were synthesized by control of the amounts 
of NH3·H2O, and the microwave absorption properties of these Ni/ZnO composites 
have been investigated based on the complex permittivity and permeability.

2.1.1 Preparation of core-shell Ni@ZnO composites

Ni microspheres were prepared based on our previous publication [15]. Ni/ZnO 
composites were synthesized through a facile hydrothermal method [23]. Typically, 
0.05 g of the as-obtained Ni microspheres was distributed in 60 mL distilled water. 
Then 0.45 g of Zn(CH3COO)2·2H2O and a certain amounts of ammonia solution 
were added into the mixture solution. The mixture was transferred into a Teflon-
lined stainless steel autoclave, and maintained at 120°C for 15 h. The precipitates 
were collected by centrifugation, washed several times with distilled water and 
absolute ethanol, respectively. For the convenience of discussion, the Ni/ZnO 
prepared at 1 mL NH3·H2O, 2 mL NH3·H2O and 3 mL NH3·H2O were denoted as SA, 
SB and SC, respectively.

Figure 1a displays the representative FESEM image of the Ni particles, which 
possesses uniformly spherical shape and the diameter is about 1.0–1.2 μm. The SEM 
images of the Ni/ZnO obtained at different contents of NH3·H2O are displayed in 
Figure 1b–d. Figure 1b exhibits that the as-prepared Ni/ZnO product is composed 
of plentiful ZnO polyhedrons with the diameter of 0.2–0.5 μm covered on the 
surface of Ni particles to generate special core-shell structure if small amount 
of NH3·H2O (1 mL) was added. If the content of NH3·H2O is lifted to 2.0 mL, the 
football-like Ni/ZnO samples with the size of 4–5 μm could be observed (Figure 1c).  
One can infer that the thickness of ZnO polyhedron is about 2-3 μm, which is larger 
than that of Ni microsphere. Therefore, the Ni microspheres are completely coated 
by ZnO, thus, we could not see the existence if individual Ni microspheres. When 
the content of NH3·H2O is further improved to 3 mL, ZnO rods and Ni microsphere 
coexist in the final products (Figure 1d), separately. These results indicate that the 
morphology of Ni/ZnO composite can be effectively adjusted by controlling the 
NH3·H2O content.

Figure 2 depicts the schematic diagram of the generation for various shapes of 
Ni/ZnO composite. First, the distributed Ni microspheres are fabricated through 
a chemical reduction method. Following, the different shapes of Ni/ZnO compos-
ites are fabricated by the addition of various NH3·H2O contents. The ZnO nuclei 
is prone to plant along special crystal planes and finally generate polyhedron-like 
or rod-like ZnO products. It is accepted that ZnO is a polar crystal with a polar 
c-axis ([0001] direction) [24]. In the solution system, the NH3·H2O consists of the 
positive hydrophilic group (NH4

+) and negative hydrophobic group (OH−). The 
positive hydrophilic groups would link with the basic cells of crystalline growth 
[Zn(OH)4]2− easily by Coulomb force, which means that the positive hydrophilic 
groups turn into the carriers of [Zn(OH)4]2−; on the other hand, due to existence 
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of van der Waals force, the connection between the negative hydrophobic groups 
and the non-polar lateral surfaces of ZnO would take place, indicating that the 
occurrence of hydrophobic films thanks to the negative hydrophobic groups 
on the non-polar lateral surfaces [25]. The basic cells of growing [Zn(OH)4]2− 
attracted by the positive hydrophilic groups would move to the polar axial surface 
(0001) easily to integrate together and remain at the suitable lattice locations but 
difficultly reach the non-polar lateral remains due to the presence of the hydro-
phobic films. It indicates that the positive polar surface (0001) grows quicker 
than that of non-polar lateral surfaces in a fixed content of NH3·H2O. As a result, 
more OH− ions assimilate and hamper the growth on the positively charged 
(0001) surface, forcing a shape transition [26]. At the high content of NH3·H2O, 
long ZnO nanorods could be produced because of the fast growth rate along the 
[0001] direction [27].

Figure 1. 
(a) SEM image of pure Ni microspheres and (b–d) SEM images of as-prepared Ni/ZnO samples prepared at 
various concentration of NH3·H2O: (b) 1 mL, (c) 2 mL, and (d) 3 mL [23] (permission from Elsevier).

Figure 2. 
Schematic illustration of formation of various morphologies of Ni/ZnO composites [23] (permission from 
Elsevier).
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2.1.2 EM properties of core-shell Ni@ZnO composites

To reveal the electromagnetic wave absorption properties of SA, SB and SC 
paraffin composites, the reflection loss (RL) values of the Ni/ZnO samples are 
calculated based on following equations [28]:

  RL = 20  log  10   | ( Z  in   −  Z  0  )  /  ( Z  in   +  Z  0  ) |   (1)

   Z  in   =  Z  0    √ 
__

    μ  r   __  ε  r       tanh  ( j   2𝜋𝜋fd  √ 
____

  μ  r    ε  r     _______ c  )   (2)

Herein   Z  0    is the impedance of free space, Zin is the input impedance of the 
material, ƒ is the frequency of the microwave,  c  is the velocity of microwave in free 
space, μr and εr are, respectively, the relative complex permeability and permit-
tivity, and  d  is the thickness of the absorber. The RL values of the three samples 
with a thickness of 2.0 mm are displayed in Figure 3a. The SA sample holds the 
outstanding EM wave absorption performances. A strong peak (−48.6 dB) could 
be seen at 13.4 GHz. The RL less than −10 dB (90% absorption) reaches 6.0 GHz 
(10.5–16.5 GHz). Furthermore, the RL less than −20 dB (99% microwave dissipa-
tion) is also obtained in the range of 11.5–14.2 GHz. But, for the SB and SC samples, 
they present inferior microwave dissipation capabilities. Figure 3b depicts the 
simulated RL of SA paraffin-composite with various thicknesses in the frequency 
of 1–18 GHz. Clearly, one can notice that the optimal RL shifts into lower fre-
quency range along with an increased thickness, indicating that we could adjust 
the absorption bandwidth by tuning absorber thickness. From above analysis, one 
can note that the minimal RL of −48.6 dB could be observed at 13.4 GHz with a 
layer thickness of 2.0 mm. The effective absorption (below −10 dB) bandwidth 
could be monitored in the frequency of 9.0–18.0 GHz by control of the absorber 
thickness between 1.5 mm and 2.5 mm. Furthermore, the frequency with RL below 
−20 dB could be observed at 11.1–16.2 GHz with thickness of 1.8–2.2 mm. For the 
SA sample, the enhanced microwave absorption properties are stemmed from the 
good impedance match, synergistic effect between dielectric loss and magnetic 
loss, and special core-shell microstructures, which could induce the interference of 
microwave multiple reflection [29]. In addition, the compact polyhedron ZnO coat-
ing brings the metal/dielectric interfaces, in which the interface polarization boosts 
the microwave dissipation. For the football-like Ni/ZnO (SB), the size of ZnO is 
so big that the Ni microspheres could not interact with incident microwave, which 

Figure 3. 
(a) Frequency dependences of RL with the thickness of 2.0 mm for the three samples SA, SB, SC; (b) RL of Ni/ZnO 
(SA) paraffin composite of varying thicknesses [23] (permission from Elsevier).
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gives rise to the mismatch between the magnetic loss and dielectric loss, leading 
to inferior microwave absorption. For the SC, due to the presence of uncover Ni, 
these uncoated Ni microspheres play a negative in the wave-absorption of materials 
thanks to the occurrence of a significant skin effect when its surface is irradiated by 
microwaves [30].

On the basis of transmission line theory, the suitable microwave absorption 
properties are determined by two key factors. One factor is the impedance match, 
which need the complex permittivity is close to the complex permeability, and the 
other one is the EM attenuation ability, which dissipates the microwave energy 
through dielectric loss or magnetic loss. The EM attenuation was determined by the 
attenuation constant α, which can be expressed as [31, 32]:

  α =    √ 
__

 2   𝜋𝜋 f ___ c   ×  √ 

______________________________________

     ( μ   ″   ε   ″  −  μ   ′   ε   ′ )  +  √ 

_________________________

     ( μ   ″   ε   ″  −  μ   ′   ε   ′ )    
2
  +   ( μ   ′   ε   ″  +  μ   ″   ε   ′ )    

2
       (3)

where  f  is the frequency of the microwave and  c  is the velocity of light. Figure 4 
displays the frequency dependence of the attenuation constant. The SA possesses 
the biggest α in all measured frequency ranges, meaning the outstanding attenu-
ation. Moreover, based on the above equation, one can notice that the attenuation 
constant is closely related to the values of ε″ and μ″. The highest ε″ and μ″ values 
are the responsible for the highest α in Ni@ZnO (SA) core/shell structures, which 
is related to interface polarization and relaxation. As a result, the enhancement of 
the microwave absorption properties for the dielectric coating originates from the 
improvement of dielectric loss and magnetic loss.

2.2 Core-shell Ni@CuO composites as microwave absorbers

Nowadays, CuO is well accepted as an important p-type semiconductor, which 
holds the unique features of narrow band gap (Eg = 1.2 eV), and has captured more 
and more interests. This material has proved to exhibit widespread potential appli-
cations in optical switches, anode materials, field emitters, catalyst, gas sensors, 
photoelectrode and high-temperature micro-conductors [33, 34]. Recently, CuO has 
been realized as an efficient material for the preparation of microwave absorbing 
materials [21, 35, 36]. Herein, we fabricated the core-shell structural composites 
with Ni cores and rice-like CuO shells via a facile method. The microwave absorp-
tion properties of Ni, CuO and Ni/CuO composites are studied in term of complex 

Figure 4. 
Attenuation constant of Ni/ZnO samples-paraffin composites versus frequency [23] (permission from Elsevier).
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permittivity and permeability. In comparison with pristine Ni and CuO, rice-like 
CuO-coated Ni composites displayed the enhanced microwave absorption proper-
ties. Furthermore, we also studied the effects of CuO amounts on microstructures 
and microwave absorption properties of Ni/CuO composites in detail.

2.2.1 Preparation of core-shell Ni@CuO composites

The Ni microspheres were prepared by a solvothermal method, which was 
described in our pervious literature [15]. Synthesis of CuO nanoflakes: CuCl2·2H2O 
(0.36 g) was dissolved in a mixture of distilled water (60 mL) and ammonia (2 mL) 
under continuously stirring (30 min); The final mixture was transferred into a 
Teflon-lined autoclave and heated hydrothermally at 150°C for 15 h.

Synthesis of CuO rice-coated Ni core/shell composites [37]: the as-prepared Ni 
microspheres (0.05 g) and CuCl2·2H2O (0.36 g) were both added in distilled water 
(60 mL). Then, the ammonia (2 mL) was introduced into the mixture. Finally, 
the prepared mixture was moved into a Teflon-lined autoclave. The Teflon-lined 
autoclave was sealed and kept at 150°C for 15 h. The Ni/CuO composites prepared at 
0.18 g CuCl2·2H2O, 0.36 g CuCl2·2H2O and 0.54 g CuCl2·2H2O were denoted as S-1, 
S-2 and S-2, respectively.

Figure 5c, d exhibits FESEM micrographs of Ni@CuO composites with dif-
ferent magnification after hydrothermal treatment at 150°C for 15 h. It can be 
observed that the products are composed of CuO rices-coated smooth Ni micro-
spheres heterostructures with the diameter of 1.0–1.2 μm. One can notice that 
rice-like CuO/Ni composites hold rough surfaces, which results from compactly 
aggregated panicle-shape CuO nanostructures. In order to get more information 
about microstructure of Ni/CuO composite, TEM and HR-TEM images of Ni/CuO 
composites are carried out. The core-shell structure of Ni/CuO composite can be 

Figure 5. 
Typical TEM and HRTEM images of the as-prepared Ni/CuO structures: (a) low magnification, inset of (a) 
shows the SAED pattern; (b) high magnification; inset of (b) shows the HRTEM. (c, d) FESEM images of the 
Ni microsphere-CuO rice core-shell structures [37] (permission from RSC).
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gives rise to the mismatch between the magnetic loss and dielectric loss, leading 
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where  f  is the frequency of the microwave and  c  is the velocity of light. Figure 4 
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Figure 4. 
Attenuation constant of Ni/ZnO samples-paraffin composites versus frequency [23] (permission from Elsevier).
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observed that the products are composed of CuO rices-coated smooth Ni micro-
spheres heterostructures with the diameter of 1.0–1.2 μm. One can notice that 
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clearly observed from Figure 5a, b. The inset SAED pattern of the CuO particles 
indicated that CuO particles are polycrystalline (Figure 5a). The HRTEM image 
(inset of Figure 5b) displays that the lattice spacing is 0.276 nm, which is in good 
agreement with the (110) lattice spacing of CuO. Based on the SEM and TEM 
results, it can be concluded that the CuO is deposited on the surface of Ni, the core-
shell composites are obtained under this procedure.

Figure 6 exhibits the morphologies of the obtained products with different molar 
ratio of the CuCl2·2H2O to Ni microspheres. Noticeably, the surfaces of all samples 
turns coarser in comparison with the pure Ni microspheres, which indicates the suc-
cessful coating of the CuO nanoparticles on the pristine Ni surfaces. Furthermore, 
the shape and coverage density of CuO materials could be controlled by tuning the 
content of precursor (Cu2+). When the molar ratio of the CuCl2·2H2O to Ni micro-
spheres in the precursor solution is 1: 0.85 (S-1), one can find (Figure 6a, b)  
that the Ni microspheres are coated by a large number of CuO nanorices. But, due 
to the low content of precursor (Cu2+), we just could obtain thin CuO shell. If the 

Figure 6. 
FESEM images of hierarchical Ni/CuO core-shell heterostructures with different molar ratio: (a, b) S-1; (c, d) 
S-2; and (e, f) S-3 [37] (permission from RSC).
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molar ratio of precursor is enhanced to 2: 0.85 (S-2), one can see that the aggrega-
tion occurs and CuO nanorices are compactly covered on the smooth surfaces of Ni 
microspheres to produce coarser thick CuO shells (Figure 6c, d). If the molar ratio 
is improved continuously to 3:0.85 (S-3), a thick layer of compact CuO nanoflakes 
coated on Ni microspheres could be observed (Figure 6e, f). Based on above results, 
the microstructures and coverage density of CuO shells can be effectively monitored 
by selecting a suitable content of Cu2+.

2.2.2 EM properties of core-shell Ni@CuO composites

To compare and assess the EM wave absorption properties of Ni, Ni/CuO core-
shell composites, and CuO nanoflakes, the paraffin (30 wt%, which is transparent to 
microwave) are mixed with as-obtained products, and pressed into a ring shape with 
an outer diameter of 7.00 mm and an inner diameter of 3.04 mm. The microwave 
absorption abilities of these as-fabricated products could be evaluated by the RL val-
ues, which could be simulated on the basis of the complex permeability and permit-
tivity with the measured frequency and given layer thickness [38, 39]. As presented 
in Figure 7a, the three Ni/CuO composites show the superior microwave-absorption 
properties to those of the pure Ni microspheres and the CuO nanoflakes. Taking 
an example, when the thickness is 2 mm, the S-1 sample exhibits the enhanced 
EM-wave absorption with the minimal RL value of −15.6 dB at 11.9 GHz among the 
five samples. From Eqs. (1) and (2), one can find that the thickness of the absorber 
is one important factor, which would affect the position of minimal RL value and the 
absorption bandwidth. Therefore, the RL values of Ni/CuO samples with different 
thicknesses are also calculated. Compared with S-2 (Figure 7c) and S-3 (Figure 7d)  
samples, the S-1 (Figure 7b) displays the outstanding microwave absorption per-
formances. The lowest RL of the S-1 sample is −62.2 dB at 13.8 GHz with the only 
thickness of 1.7 mm. The effective absorption (below −10 dB) bandwidth can be 
tuned between 6.4 GHz and 18.0 GHz by adjusting thickness in 1.3–3.0 mm.

Figure 7. 
(a) Comparison of RL of the five as-obtained samples with a thickness of 2.0 mm. The RL values of (b) S-1, 
(c) S-2, and (d) S-3 samples with various thicknesses [37] (permission from RSC).
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coated on Ni microspheres could be observed (Figure 6e, f). Based on above results, 
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by selecting a suitable content of Cu2+.
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microwave) are mixed with as-obtained products, and pressed into a ring shape with 
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absorption abilities of these as-fabricated products could be evaluated by the RL val-
ues, which could be simulated on the basis of the complex permeability and permit-
tivity with the measured frequency and given layer thickness [38, 39]. As presented 
in Figure 7a, the three Ni/CuO composites show the superior microwave-absorption 
properties to those of the pure Ni microspheres and the CuO nanoflakes. Taking 
an example, when the thickness is 2 mm, the S-1 sample exhibits the enhanced 
EM-wave absorption with the minimal RL value of −15.6 dB at 11.9 GHz among the 
five samples. From Eqs. (1) and (2), one can find that the thickness of the absorber 
is one important factor, which would affect the position of minimal RL value and the 
absorption bandwidth. Therefore, the RL values of Ni/CuO samples with different 
thicknesses are also calculated. Compared with S-2 (Figure 7c) and S-3 (Figure 7d)  
samples, the S-1 (Figure 7b) displays the outstanding microwave absorption per-
formances. The lowest RL of the S-1 sample is −62.2 dB at 13.8 GHz with the only 
thickness of 1.7 mm. The effective absorption (below −10 dB) bandwidth can be 
tuned between 6.4 GHz and 18.0 GHz by adjusting thickness in 1.3–3.0 mm.
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(a) Comparison of RL of the five as-obtained samples with a thickness of 2.0 mm. The RL values of (b) S-1, 
(c) S-2, and (d) S-3 samples with various thicknesses [37] (permission from RSC).
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Notably, the optimal RL peaks gradually shift toward lower frequencies with 
an increased absorber thickness, which can be described by quarter-wavelength 
cancelation model that the incident and reflected waves in the absorber are out of 
phase 180° and causing the reflected waves in the air-absorber interface are totally 
cancelled [40]. The enhanced microwave absorption property of core-shell Ni/CuO 
composites can be obtained by tuning the content of CuO. The rice-like CuO shell 
is expected to be helpful for the dissipation proprieties of the core/shell compos-
ites. The CuO shells are covered on the surface of Ni microspheres to produce the 
special core-shell structure, which brings metal-dielectric hetero-interfaces to cause 
interfacial polarization. It is supposed that the interfacial polarization taken place 
in heterostructures consisting of at least two constituents [17, 41, 42]. This type of 
polarization occurring at the interfaces results from the movement of charge carri-
ers between different compositions, which accumulate the moving charge at these 
interfaces. When irradiated by alternating EM fields, the accumulated charge would 
redistribute periodically between Ni cores and CuO shells, which are favorable for 
the microwave dissipation. However, for the S-2 and S-3 samples, thanks to the high 
content of CuO, we cannot observe the synergistic effect between Ni cores and CuO 
shells, which gives rise to inferior microwave absorption.

3. Core-shell Ni@non-oxide composite as microwave absorbers

3.1 Ni@ZnS composites as microwave absorbers

It is well known that ZnS, a wide band-gap semiconductor with the band-gap 
energy (Eg) of 3.6 eV, has been widely applied in displays, sensors, and lasers 
for many years [43, 44]. As far as I am concerning, the publications about the 
microwave absorption properties of ZnS and core/shell structured Ni/ZnS are not 
reported. Herein, we synthesized the core-shell structured composites with Ni 
cores and ZnS nanowall shells through a facile method. The microwave absorption 
properties of Ni, ZnS and Ni@ZnS composites are detailedly investigated in the 
frequency of 2–18 GHz.

3.1.1 Preparation of core-shell Ni@ZnS composites

ZnS nanowall-coated Ni composites were fabricated via a two-stage method 
[45]. First, Ni microspheres were synthesized based on our previous paper [15]. 
Second, Ni microspheres are coated by ZnS nanowalls to generate the core-shell 
structural composites. In the modified procedure, the as-obtained Ni microspheres 
(0.05 g) and Zn(CH3COO)2·2H2O (0.45 g) were added in a mixture solution of etha-
nol (30 mL) and distilled water (30 mL). Then, Na2S·9H2O (0.50 g) and ammonia 
solution (4 mL) were added into the mixture solution with intensely stirring for 
20 min. Finally, the mixture was moved into a Teflon-lined stainless steel autoclave, 
and kept at 100°C for 15 h. In order to study the effect of core-shell structure on the 
microwave absorption properties of the Ni/ZnS composite, the pure ZnS particles 
were also prepared according to the above procedure without addition of Ni 
microspheres.

Inset of Figure 8a presents the XRD profiles of Ni microspheres, ZnS particles 
and Ni@ZnS composites. For the Ni microspheres, all the diffraction peaks can 
be well indexed to the face-centered cubic (fcc) structure of nickel (JCPDS No. 
04-0850). For the ZnS particles, all diffraction peaks can be indexed to a typical zinc 
blende structured ZnS, which is consistent with the standard value for bulk ZnS 
(JCPDS Card No. 05-0566). The crystal structure of core/shell structured Ni/ZnS 
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composites is also investigated by XRD measurements. Noticeably, we expectantly 
observed the diffraction peaks, which are in good accordance with Ni and ZnS, 
respectively. One can conclude that the as-obtained core/shell structural composites 
are made up of crystalline Ni and ZnS. Figure 8a presents the SEM image of the Ni 
microspheres. One can notice that the products have a relatively uniform spherical 
shape with the diameter of 0.7–1.0 μm. The pure ZnS products appear to have irreg-
ular shapes (Figure 8b). In raw ZnS particles, the formation of ZnS is via a two-step 
pathway. The fresh nanoparticles incline to aggregate for the sake of decreasing the 
surface energy. Therefore, we could obtain the irregular gathering ZnS particles. 
Whereas, as for the Ni/ZnS system, ZnS particles were generated via the template 
way (heterogeneous nucleation, raw Ni as template). Therefore, the variation of the 
shape and dimensions of ZnS particles in pure ZnS and core-shell Ni/ZnS compos-
ites could be seen. Figure 8c, d present the SEM images of core-shell Ni/ZnS. In 
comparison with pure Ni (Figure 8a), one significant distinction is clearly observed 
between the Ni/ZnS composites and the pure Ni particles. The distinction is that 
the Ni particles are absolutely wrapped by the ZnS nanowalls. The large-scale SEM 
image in Figure 8d suggests that the as-prepared Ni/ZnS composites show crinkled 
and rough textures, which are similar with the reduced graphene oxide sheets [46]. 
The thickness of ZnS nanowall is about 10 nm.

3.1.2 EM properties of core-shell Ni@ZnS composites

The relative complex permittivity (ε′ and ε″) and permeability (μ′ and μ″) of the 
Ni/paraffin, ZnS/paraffin and Ni@ZnS/paraffin composite samples are measured 
over a frequency of 2–18 GHz. Figure 9a–c manifest the real part (ε′) and imaginary 

Figure 8. 
SEM images of (a) Ni microspheres, (b) ZnS particles, and (c, d) the as-prepared Ni/ZnS composites. 
The inset in (b) is the magnified SEM image of ZnS particles. Inset in Figure 8a is the XRD patterns of Ni 
microspheres, ZnS particles and Ni/ZnS composites [45] (permission from RSC).
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ZnS nanowall-coated Ni composites were fabricated via a two-stage method 
[45]. First, Ni microspheres were synthesized based on our previous paper [15]. 
Second, Ni microspheres are coated by ZnS nanowalls to generate the core-shell 
structural composites. In the modified procedure, the as-obtained Ni microspheres 
(0.05 g) and Zn(CH3COO)2·2H2O (0.45 g) were added in a mixture solution of etha-
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20 min. Finally, the mixture was moved into a Teflon-lined stainless steel autoclave, 
and kept at 100°C for 15 h. In order to study the effect of core-shell structure on the 
microwave absorption properties of the Ni/ZnS composite, the pure ZnS particles 
were also prepared according to the above procedure without addition of Ni 
microspheres.

Inset of Figure 8a presents the XRD profiles of Ni microspheres, ZnS particles 
and Ni@ZnS composites. For the Ni microspheres, all the diffraction peaks can 
be well indexed to the face-centered cubic (fcc) structure of nickel (JCPDS No. 
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composites is also investigated by XRD measurements. Noticeably, we expectantly 
observed the diffraction peaks, which are in good accordance with Ni and ZnS, 
respectively. One can conclude that the as-obtained core/shell structural composites 
are made up of crystalline Ni and ZnS. Figure 8a presents the SEM image of the Ni 
microspheres. One can notice that the products have a relatively uniform spherical 
shape with the diameter of 0.7–1.0 μm. The pure ZnS products appear to have irreg-
ular shapes (Figure 8b). In raw ZnS particles, the formation of ZnS is via a two-step 
pathway. The fresh nanoparticles incline to aggregate for the sake of decreasing the 
surface energy. Therefore, we could obtain the irregular gathering ZnS particles. 
Whereas, as for the Ni/ZnS system, ZnS particles were generated via the template 
way (heterogeneous nucleation, raw Ni as template). Therefore, the variation of the 
shape and dimensions of ZnS particles in pure ZnS and core-shell Ni/ZnS compos-
ites could be seen. Figure 8c, d present the SEM images of core-shell Ni/ZnS. In 
comparison with pure Ni (Figure 8a), one significant distinction is clearly observed 
between the Ni/ZnS composites and the pure Ni particles. The distinction is that 
the Ni particles are absolutely wrapped by the ZnS nanowalls. The large-scale SEM 
image in Figure 8d suggests that the as-prepared Ni/ZnS composites show crinkled 
and rough textures, which are similar with the reduced graphene oxide sheets [46]. 
The thickness of ZnS nanowall is about 10 nm.

3.1.2 EM properties of core-shell Ni@ZnS composites

The relative complex permittivity (ε′ and ε″) and permeability (μ′ and μ″) of the 
Ni/paraffin, ZnS/paraffin and Ni@ZnS/paraffin composite samples are measured 
over a frequency of 2–18 GHz. Figure 9a–c manifest the real part (ε′) and imaginary 

Figure 8. 
SEM images of (a) Ni microspheres, (b) ZnS particles, and (c, d) the as-prepared Ni/ZnS composites. 
The inset in (b) is the magnified SEM image of ZnS particles. Inset in Figure 8a is the XRD patterns of Ni 
microspheres, ZnS particles and Ni/ZnS composites [45] (permission from RSC).
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part (ε″) of the complex permittivity as a function of frequency. The ε′ of Ni/paraffin 
composite shows a gradual decrease with frequency (Figure 9a).  
However, the ε″ values are relative constant without significant change over the 
2–18 GHz. The ε′ and ε″ of ZnS/paraffin composite presents constant value (4.5 and 
0.5, respectively) in Figure 9b. The ε′ of the Ni/ZnS composite firstly reduces in the 
frequency of 2–15 GHz and then improves with increasing frequency (Figure 9c). 
Nevertheless, the ε″ exhibits the opposite tendency in the frequency of 2–18 GHz. 
One can note that the ε″ values of Ni/ZnS composite presents a peak in the 13–15 GHz 
range, which is originated from the natural resonance behavior of core-shell micro-
structure [21, 47]. Furthermore, it can be found that the ε″ values of Ni/paraffin 
composite are larger than those of ZnS/paraffin composite and Ni@ZnS/paraffin 
composite. Based on the free electron theory [17],   ε   ″ ≈ 1 / 2  𝜋𝜋𝜋𝜋  0   𝜌𝜌f , where ρ is the resistiv-
ity. The lower ε″ values of ZnS/paraffin composite and Ni@ZnS/paraffin composite 
indicate the higher electric resistivity. In general, a high electrical resistivity is favor-
able for improving the microwave absorption abilities [48].

Figure 9 (d–f) present the curves of the real part (μ′) and imaginary part (μ″) 
of the complex permeability as a function of frequency for the Ni/paraffin, ZnS/
paraffin and Ni@ZnS/paraffin composites. The μ′ and μ″ of Ni/paraffin composite 
are 0.81–1.59 and 0.05–0.51, respectively (Figure 9d). Compared with the complex 
permittivity (Figure 9a), the values of complex permeability is relatively small, 
which lead to mismatch impedance. The impedance match is required that complex 

Figure 9. 
Frequency dependence of the complex permittivity (εr = ε′ − jε″) of (a) Ni microspheres, (b) ZnS particles, 
and (c) Ni/ZnS composites; frequency dependence of the complex permeability (μr = μ′ − jμ″) of (d) Ni 
microspheres, (e) ZnS particles, and (f) Ni/ZnS composites [45] (permission from RSC).
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permittivity is close to the permeability, which can make microwaves enter into the 
materials as much as possible [49]. The higher permittivity of the absorber plays 
a negative role in the impedance match [50], thus gives rise to inferior microwave 
absorption. From the Figure 9e, f, it can be found that the complex permeability of 
ZnS/paraffin and Ni@ZnS/paraffin composite exhibit the similar tendency with an 
increased frequency. The μ′ values of 0.99–1.38 and 0.84–1.34 could be observed in 
ZnS/paraffin and Ni@ZnS/paraffin composites, respectively. The μ″ values are in 
the range of 0.02–0.24 and 0.03–0.34 for the ZnS/paraffin and Ni@ZnS/paraffin 
composites, respectively. Given the complex permittivity (Figure 9b, c), it can be 
found that the relation between permittivity and permeability is prone to be close 
(good impedance match). The good impedance match is beneficial for the micro-
wave absorption. On the basis of the above results, one can deduce that the imped-
ance match of ZnS/paraffin and Ni@ZnS/paraffin is superior to that of Ni/paraffin 
composite. Thus, the ZnS/paraffin and Ni@ZnS/paraffin composites may possess 
better dissipation abilities of microwave energy.

It is widely accepted that the RL values could be utilized to evaluate the micro-
wave absorption abilities of EM materials. Figure 10a exhibits the calculated RL 
values of Ni, ZnS and Ni/ZnS paraffin composites with 70 wt% amounts at the 
thickness of 2.5 mm in the frequency range of 2–18 GHz. Because a paraffin matrix 
is transparent to microwaves, these results are generally considered as the wave-
absorption abilities of the filler itself. It is noting that the microwave absorption 
properties of Ni particles are weak and the optimal RL value is only −3.04 dB 
at 5.28 GHz, which is due to the mismatch impedance. Another possible factor 
is that the skin effect could be observed in Ni microspheres, which is harmful 
for microwave absorption [30]. Compared with Ni particles, ZnS particles and 
ZnS nanowall-coated Ni composite presents the superior microwave absorption 
abilities, which stems from good impedance match. It is worth pointing that, for 
Ni@ZnS composite, the minimal RL of −20.16 dB is observed at 13.92 GHz and 
RL values below −10 dB are seen in the 12–16.48 GHz rang. Figure 10b displays 
the relationship between RL and frequency for the paraffin wax composites with 
70 wt% Ni/ZnS in various thicknesses. The optimal RL is −25.78 dB at 14.24  
GHz with the corresponding thickness of 2.7 mm. The effective absorption (less 
than −10 dB) bandwidth reaches 4.72 GHz (11.52–16.24 GHz). Interestingly, with 
increasing the sample thickness, the location of minimal absorption peaks almost 
keeps the same at various thicknesses without moving to lower frequency, which 
has also been recorded by other’ groups [51]. The location of absorption peaks is 
in accordance with the natural resonance, which means the resonance behavior in 
permittivity influences the microwave absorption.

Figure 10. 
(a) RL curves of Ni, ZnS and Ni/ZnS paraffin composite with 70 wt% loadings at the thickness of 2.5 mm; 
(b) RL curves of 70 wt% Ni/ZnS wax-composite at various thicknesses in the frequency of 2–18 GHz [45] 
(permission from RSC).
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Figure 9. 
Frequency dependence of the complex permittivity (εr = ε′ − jε″) of (a) Ni microspheres, (b) ZnS particles, 
and (c) Ni/ZnS composites; frequency dependence of the complex permeability (μr = μ′ − jμ″) of (d) Ni 
microspheres, (e) ZnS particles, and (f) Ni/ZnS composites [45] (permission from RSC).
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3.2 Urchin-like ZnS/Ni3S2@Ni composites as microwave absorbers

The EM absorption properties of nanomaterial are associated with the size, 
shape, and dimensionality. Metal sulfide nanomaterials have captured more and 
more attention due to their excellent properties and wide applications in electronic 
and optoelectronic devices. Nickel subsulfide and ZnS are the important categories 
in the metal sulfide family [52, 53] thanks to their various applications such as in 
lithium ion batteries, supercapacitors, dye-sensitized [54, 55] and charge transfer, 
anion exchange, electricity generation [56, 57], respectively. Due to the semicon-
ductor properties of nickel subsulfide and ZnS, it can induce dipole and space 
charge polarizations when placed in the alternated electromagnetic field [16, 58]. 
Moreover, nickel subsulfide (Ni3S2) are highly metallic compared to insulating oxide 
compounds, which can cause conductive loss [59]. The core-shell Ni@ZnS com-
posites with the improvement of electromagnetic properties were reported by our 
earlier literatures [45, 60]. To the best of our knowledge, the EM wave absorption of 
core-shell structured ternary ZnS/Ni3S2@Ni composite is hardly found in the pub-
lished papers. Herein, a novel ZnS/Ni3S2@Ni composite with urchin-like core-shell 
structure is successfully synthesized, and it exhibits the excellent EM absorption 
and the absorption mechanism of such unique hierarchical microstructure is also 
discussed in detail.

3.2.1 Preparation of urchin-like ZnS/Ni3S2@Ni composites

The monodispersed Ni microspheres were prepared according to our previous 
literatures [37, 45, 62]. Synthesis of urchin-like core-shell structured ZnS/Ni3S2@Ni 
composite [61]: in brief, Ni (0.05 g) was dispersed in a mixture of aqueous solution 
of distilled water (30 mL) and ethanol (30 mL) containing 1.0 M NaOH. Then, 
1 mmol ZnCl2 and 2 mmol Na2S·9H2O were introduced into above mixture, respec-
tively. The mixture was transferred to a Teflon-lined autoclave. The sealed autoclave 
was heated to 120°C for 15 h. To explore the possible generation mechanism of core-
shell microstructure urchins and effects of temperatures on the shapes of target 
products, the temperature-control experiments (60°C, 80°C, 100°C and 120°C) 
were also conducted.

The phase constituent and structure of the as-prepared Ni microspheres and 
urchin-like ZnS/Ni3S2@Ni products are characterized by XRD. Figure 11a displays 
the XRD curve of uncoated Ni microspheres, which could be well assigned to face-
centered cubic structure of Ni (JCPDS No. 040850). As presented in Figure 11b, 
except for the diffraction peaks of Ni, the other diffraction peaks could be attrib-
uted to the zinc-blende ZnS (JCPDS Card No. 05-0566) and Ni3S2 (JCPDS Card 
No. 76-1870). From these XRD patterns, it can be confirmed that the core-shell 
ZnS/Ni3S2@Ni composite is composed of nickel, nickel sulfide and zinc sulfide. It 
can be inferred that nickel has functioned as the template for in-situ generation of 
Ni3S2 and deposition of ZnS.

To investigate the morphology of the products, FESEM images are taken for Ni 
microspheres and ZnS/Ni3S2@Ni composite and the corresponding results were 
shown in Figure 12. From the Figure 12a, it can be seen that Ni products were com-
posed of uniform distribution and smooth surface of microspheres. Figure 12b, c  
presents the different magnification FESEM images of core-shell ZnS/Ni3S2@Ni 
composite. Interestingly, from panoramic observation (Figure 12b), urchin-like 
products are optionally grown on the surfaces of Ni microspheres and the out-
line of Ni spheres cannot be clearly observed due to the formation of ZnS/Ni3S2. 
Noticeably, the decease size of Ni particles could be observed, which suggests the 
depletion of Ni products. The thorns possess about 1 μm and 50 nm in length and 
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diameter, respectively. Further observation from the high magnification FESEM 
image (Figure 12c), the existence of crumple products encircle Ni particles and the 
crinkled products are expected to be linked between Ni particles and thorns. Figure 12d  
presents the EDS of the ZnS/Ni3S2@Ni composite. The EDS reveals the presence of 
elements of S, Zn and Ni. Pt peaks are also seen in the EDS curve because the SEM 
sample is prepared by sputtering of platinum onto the sample.

It is assumed that the reaction temperature has an effect on the morphology 
of core-shell heterostructure. At low temperature (60°C), interestingly, there are 
plentiful waxberry-like products existed in Figure 13a. It is due to the fact that Ni 

Figure 11. 
XRD patterns of (a) pristine Ni microspheres and (b) as-prepared ZnS/Ni3S2@Ni [61] (permission from RSC).

Figure 12. 
FESEM images of (a) Ni microspheres, (b, c) urchin-like core-shell structured ZnS/Ni3S2@Ni composite, and 
(d) EDS profile of ZnS/Ni3S2@Ni composite [61] (permission from RSC).
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XRD patterns of (a) pristine Ni microspheres and (b) as-prepared ZnS/Ni3S2@Ni [61] (permission from RSC).

Figure 12. 
FESEM images of (a) Ni microspheres, (b, c) urchin-like core-shell structured ZnS/Ni3S2@Ni composite, and 
(d) EDS profile of ZnS/Ni3S2@Ni composite [61] (permission from RSC).
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microspheres were coated by wrinkle ZnS products. Ni3S2 nanoparticles are in-
situ formed by depletion of Ni particles and then covered on the surface of left Ni 
products. With elevating the reaction temperatures to high temperatures (80°C), one 
can notice that some protuberant prickles were grown on the surfaces of core-shell 
composites (Figure 13b). When the reaction temperature is increased to 100°C, the 
presence of more and strong protuberant stabs on the crumple surfaces of composite 
can be obviously observed (Figure 13c). With further enhancing the temperature 
to 120°C, the target urchin-like core-shell structural ZnS/Ni3S2@Ni composites are 
formed with numerous of thorns or rods grown on the rugged surfaces (Figure 13d).

3.2.2 EM properties of urchin-like ZnS/Ni3S2@Ni composites

With the purpose of revealing the electromagnetic wave absorption properties, the 
representation RL values of the core-shell ZnS/Ni3S2@Ni paraffin-composites with 
different sample thicknesses are simulated. Figure 14 reveals the RL values of the 
core-shell ZnS/Ni3S2@Ni composites prepared at different temperatures with thick-
ness varies from 0.8 to 2.5 mm in the frequency range of 1–18 GHz. It can be found 
that urchin-like ZnS/Ni3S2@Ni composite exhibits outstanding electromagnetic 
absorption. The minimal RL is down to −27.6 dB at 5.2 GHz as the thickness is 2.5 mm. 
Notably, the reflection loss of urchin-like ZnS/Ni3S2@Ni is −21.6 dB at 13.3 GHz with 
the absorber thickness of 1.0 mm, and the valuable bandwidth (RL below −10 dB) 
could reach 2.5 GHz (12.2–14.7 GHz), which is better than those of the literatures 
about microwave absorption performances of dielectric/magnetic composites, such 
as Fe@SnO2 (>−10 dB) [63], and Co/CoO(−14.5 dB) [64]. Meanwhile, the absorption 
peaks would move to lower frequencies and dual RL peaks could be obtained with an 
increased absorber thickness above 2.5 mm. This phenomenon could be described by 
the quarter-wavelength cancelation model [65].

According to above results, we propose a possible electromagnetic wave absorp-
tion mechanism for the core-shell ZnS/Ni3S2@Ni heterogeneous system When the 

Figure 13. 
FESEM images of core-shell ZnS/Ni3S2@Ni composites prepared at various reaction temperatures: (a) 60°C, 
(b) 80°C, (c) 100°C, and (d) 120°C [61] (permission from RSC).
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ZnS/Ni3S2@Ni composite is subjected to EM wave radiation, the Ni3S2 thorns grown 
on the surfaces of Ni microspheres are expected as antenna receiver to allow electro-
magnetic waves penetrate into interior of absorber as much as possible, namely 
called good impedance match [66, 67]. Moreover, EM absorption is also understood 
from the viewpoint of Ohmic heating induced by an alternating magnetic field 
[68], in which ZnS/Ni3S2@Ni composite with relatively high electric conductivity. 
Thirdly, due to the heterogeneous systems of core-shell ZnS/Ni3S2@Ni composites, 
the multi-interfaces between the ZnS, Ni3S2, and Ni are favorable for improvement 
of electromagnetic wave absorption thanks to the interaction between electro-
magnetic radiation and charged multipoles at the interfaces [69]. The interfacial 
polarizations [42, 70] occurring at the interfaces are resulted from the migration of 
charge carriers through different conductivity properties of the composite material. 
During the irradiated by alternating electromagnetic field, an additional interfacial 
relaxation is produced, which is beneficial for the electromagnetic absorption [71]. 
On the other hand, the cooperation effect between dielectric loss at high frequency 
and magnetic loss at low frequency contribute to the improvement of electromag-
netic absorption [72].

4. Conclusion

Various morphologies of Ni/ZnO composites are successfully fabricated by a 
hydrothermal method. The shapes of ZnO nanostructures could be effectively 
monitored by tuning the contents of NH3·H2O. One can find that the morphology of 
ZnO plays an important role on the microwave absorption capabilities. The core-
shell structural Ni/polyhedron ZnO presents relatively high dielectric loss, magnetic 
loss and microwave dissipation abilities compared with the other Ni/ZnO samples. 

Figure 14. 
The calculated RL of core-shell ZnS/Ni3S2@Ni composites prepared at various temperatures: (a) 60°C,  
(b) 80°C, (c) 100°C, and (d) 120°C with different thickness in the frequency range of 1–18 GHz [61] 
(permission from RSC).
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The minimal RL could reach −48.6 dB at 13.4 GHz in the absorber thickness of 
2.0 mm. The absorption band with RL below −10 dB could reach 6.0 GHz between 
10.5 and 16.5 GHz. The enhanced microwave dissipation abilities are attributed to 
the synergetic effect between dielectric loss and magnetic loss, strong dissipation 
ability, as well as the multiple polarization of the core/shell interfaces.

The hierarchical Ni-CuO heterostructures have been successfully synthesized 
by a two-step process. The as-prepared Ni-CuO products display a rice-like coating 
composite. Moreover, by tuning the molar ratio of CuCl2·2H2O to the Ni micro-
spheres, different shapes and coverage densities of CuO coating are obtained. The 
effects of CuO amounts on the Ni microspheres for microwave absorption proper-
ties have been investigated. The thin CuO-coated Ni composites (S-1) exhibit the 
enhanced electromagnetic absorption properties. The optimal RL is −62.2 dB at 
13.8 GHz with only thickness of 1.7 mm. The outstanding microwave absorption 
properties result from the strongest attenuation constant, interfacial polarization of 
and the synergetic effect between the dielectric loss and magnetic loss.

ZnS nanowall-covered Ni composite is fabricated via a hydrothermal template 
method. The as-obtained Ni/ZnS composites display the crumble and rough 
features and the thickness of ZnS nanowall is about 10 nm. In comparison with raw 
Ni and ZnS particles, the Ni@ZnS composites show superior microwave dissipa-
tion abilities. The optimal RL of −25.78 dB could be obtained at 14.24 GHz and the 
valuable (less than −10 dB) band could reach 4.72 GHz (11.52–16.24 GHz) in the 
thickness of 2.7 mm. Moreover, the location of absorption peaks is almost similar 
at various thicknesses without moving to low frequency, which originates from 
natural resonance in permittivity.

Novel and interesting urchin-like ZnS/Ni3S2@Ni composites are synthesized 
through a two-step process including solution reduction and subsequently a 
template method. Crucially, the morphologies of the core-shell ZnS/Ni3S2@Ni 
composites are determined by the reaction temperature. Different ZnS/Ni3S2@
Ni composites prepared at different temperatures show variable electromagnetic 
absorption responses, for which the urchin-like ZnS/Ni3S2@Ni obtained at 120°C 
show the enhanced EM absorption properties thanks to its promising dielectric 
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Chapter 9

Electromagnetic Function Textiles
Hong Xiao, Meiwu Shi and Jianying Chen

Abstract

This chapter is about the electromagnetic (EM) functional textiles. There are three
parts including the EM properties of the textiles, the EM functional textile materials,
and the application of the EM functional textiles. In the first part, we outline the
textile materials including the fibers, yarns, and fabrics and their EM properties.
Generally, textiles are poor in EM properties such as low conductivity and low
dielectric and magnetic properties. In the second part, EM functional textiles are
defined and the manufacture method is stated. The EM functional fibers and yarns
and fabrics can be got by various methods; the EM properties can be improved to a
high level. In the third part, several typical EM functional textiles are introduced.
These textiles are antistatic textiles, EM shielding textiles, EM scattering textiles, and
two-dimensional and three-dimensional frequency selective textiles. The principle,
the processing methods, the properties of the static electro or EM shielding or EM
scattering or frequency selection, and so on are described one by one in detail.

Keywords: antistatic textiles, EM shielding textiles, EM scattering textiles,
frequency selective textiles

1. Electromagnetic properties of textile materials

1.1 The outline of textile materials

The textile materials include various raw fiber materials which are used in textile
and various products processed from textile fibers, such as the one-dimensional
yarn, thread, rope, and so on; two-dimensional and shape-based fabrics, textile
nets, flakes, and so on; and three-dimensional and form-based clothing, braids,
utensils, and its reinforced composites. The basic textile processing process is shown
in Figure 1.

As shown in Table 1, the textile materials are essentially different from tradi-
tional engineering materials; moreover, textile materials are flexible, easy to change
their shape, and generally light weight; these characters can largely compensate the
defects of engineering materials. According to the form, textile materials can be
divided into fibers, yarns, flat fabrics, and three-dimensional fabrics. The fibers are
spun to form the yarns, which are then weaved into the fabrics by weaving tech-
nology or knitting technology. In addition, the nonwoven fabrics are formed
directly by winding the fibers.

1.1.1 Fiber

The shape of fibers is flexible and elongate, with length (Figure 2) and diameter
ratio (Figure 3) of more than 103. Theoretically speaking, the fibers have round and

179



Chapter 9

Electromagnetic Function Textiles
Hong Xiao, Meiwu Shi and Jianying Chen

Abstract

This chapter is about the electromagnetic (EM) functional textiles. There are three
parts including the EM properties of the textiles, the EM functional textile materials,
and the application of the EM functional textiles. In the first part, we outline the
textile materials including the fibers, yarns, and fabrics and their EM properties.
Generally, textiles are poor in EM properties such as low conductivity and low
dielectric and magnetic properties. In the second part, EM functional textiles are
defined and the manufacture method is stated. The EM functional fibers and yarns
and fabrics can be got by various methods; the EM properties can be improved to a
high level. In the third part, several typical EM functional textiles are introduced.
These textiles are antistatic textiles, EM shielding textiles, EM scattering textiles, and
two-dimensional and three-dimensional frequency selective textiles. The principle,
the processing methods, the properties of the static electro or EM shielding or EM
scattering or frequency selection, and so on are described one by one in detail.
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1. Electromagnetic properties of textile materials
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and various products processed from textile fibers, such as the one-dimensional
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utensils, and its reinforced composites. The basic textile processing process is shown
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ratio (Figure 3) of more than 103. Theoretically speaking, the fibers have round and
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slender bodies with the continuous homogeneous internal structure. But actually,
they have a wide variety of cross-sectional shapes, and section shape changing along
the length, heterogeneous internal structure, with the porosity form. According to
the source of the fibers, they can be divided into natural fibers and chemical fibers.
Fibers such as cotton, hemp, silk, and wool are the natural fibers with the longest
history.

Figure 1.
Basic process of textile processing.

Traditional engineering materials Transitional material Textile materials

Rigidity Flexible Flexible

Homogeneous state Solid state Discontinuous state

Dense, non-permeable Dense or porous Porous

Smooth surface Soft, fillable loose structure Surface texture

No buckling state Flexion or non-buckling Multiple buckling state

Table 1.
The difference between textile materials and traditional engineering materials.

Figure 2.
The longitudinal morphology of natural fibers. (a) Wool fiber; (b) Cotton fiber; (c) Silk fiber; (d) Hemp fiber.

Figure 3.
The cross-sectional morphology of natural fibers. (a) Wool fiber; (b) Cotton fiber; (c) Silk fiber; (d) Hemp
fiber.
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1.1.2 Yarn

The yarn is an elongated body having a certain strength and toughness, in which
the fibers are arranged in parallel and are cohered or entangled by twisting or other
methods. The yarn is an intermediate product of textile processing. A number of
short fibers or filaments are arranged in an approximately parallel state and twisted
in the axial direction to form an elongated object having a certain strength and
linear density, which is called the “yarn.” The strand of two or more single yarns is
called the “thread” (Figure 4).

1.1.3 Fabric

A two-dimensional object having thin thickness, large length, and wide width
formed by interweaving and interlacing textile fibers and yarns by a certain method
is the flat fabric. There are a variety of fabrics (as shown in Figure 5); they could
have various materials, forms, colors, structures, and formation methods.

According to the forming methods, the fabrics can be divided into woven fabric,
knitted fabric, and nonwoven fabric. The woven fabric is composed by warp and
weft yarns arranged perpendicularly to each other according to some organization
rules. The knitted fabric is formed by the yarns bent into a loop. Nonwoven fabrics
are reinforced by oriented or randomly arranged fiber webs.

1.2 Electromagnetic properties of textile materials

Traditional textile materials are mostly dielectric materials and are important
electrical insulation materials. The electromagnetic properties of textile materials
include electrical conductivity, dielectric properties, electrostatic and magnetic
properties.

Figure 4.
The morphology of one kind of the yarn. (a) The appearance of the yarn and (b) The distribution of fibers in
the yarn.

Figure 5.
The type of the fabric. (a) Woven fabric; (b) Knitted fabric and (c) Nonwoven fabric.

181

Electromagnetic Function Textiles
DOI: http://dx.doi.org/10.5772/intechopen.85586



slender bodies with the continuous homogeneous internal structure. But actually,
they have a wide variety of cross-sectional shapes, and section shape changing along
the length, heterogeneous internal structure, with the porosity form. According to
the source of the fibers, they can be divided into natural fibers and chemical fibers.
Fibers such as cotton, hemp, silk, and wool are the natural fibers with the longest
history.

Figure 1.
Basic process of textile processing.

Traditional engineering materials Transitional material Textile materials

Rigidity Flexible Flexible

Homogeneous state Solid state Discontinuous state

Dense, non-permeable Dense or porous Porous

Smooth surface Soft, fillable loose structure Surface texture

No buckling state Flexion or non-buckling Multiple buckling state

Table 1.
The difference between textile materials and traditional engineering materials.

Figure 2.
The longitudinal morphology of natural fibers. (a) Wool fiber; (b) Cotton fiber; (c) Silk fiber; (d) Hemp fiber.

Figure 3.
The cross-sectional morphology of natural fibers. (a) Wool fiber; (b) Cotton fiber; (c) Silk fiber; (d) Hemp
fiber.

180

Electromagnetic Materials and Devices

1.1.2 Yarn

The yarn is an elongated body having a certain strength and toughness, in which
the fibers are arranged in parallel and are cohered or entangled by twisting or other
methods. The yarn is an intermediate product of textile processing. A number of
short fibers or filaments are arranged in an approximately parallel state and twisted
in the axial direction to form an elongated object having a certain strength and
linear density, which is called the “yarn.” The strand of two or more single yarns is
called the “thread” (Figure 4).

1.1.3 Fabric

A two-dimensional object having thin thickness, large length, and wide width
formed by interweaving and interlacing textile fibers and yarns by a certain method
is the flat fabric. There are a variety of fabrics (as shown in Figure 5); they could
have various materials, forms, colors, structures, and formation methods.

According to the forming methods, the fabrics can be divided into woven fabric,
knitted fabric, and nonwoven fabric. The woven fabric is composed by warp and
weft yarns arranged perpendicularly to each other according to some organization
rules. The knitted fabric is formed by the yarns bent into a loop. Nonwoven fabrics
are reinforced by oriented or randomly arranged fiber webs.

1.2 Electromagnetic properties of textile materials

Traditional textile materials are mostly dielectric materials and are important
electrical insulation materials. The electromagnetic properties of textile materials
include electrical conductivity, dielectric properties, electrostatic and magnetic
properties.

Figure 4.
The morphology of one kind of the yarn. (a) The appearance of the yarn and (b) The distribution of fibers in
the yarn.

Figure 5.
The type of the fabric. (a) Woven fabric; (b) Knitted fabric and (c) Nonwoven fabric.

181

Electromagnetic Function Textiles
DOI: http://dx.doi.org/10.5772/intechopen.85586



1.2.1 Conductive properties

The electrical conductivity of textile materials is expressed as specific resistance.
There are usually three representations: volume specific resistance, mass specific
resistance and surface specific resistance (Table 2).

According to the law of resistance, the resistance R of the conductor is propor-
tional to the length L of the conductor, inversely proportional to the cross-sectional
area S, and related to material properties. That is,

R ¼ ρV � L
S

(1)

where ρV is the resistivity or volume specific resistance and its unit is Ω cm, and
it is the physical expression that indicates the electrical conductivity of a material.

For textile materials, the cross-sectional area or volume is not easy to measure;
so, we usually use the mass specific resistance ρm rather than the volume specific
resistance ρV to indicate the conductivity of textile materials, especially for the
fibers and yarns.

ρm ¼ d � ρV (2)

where ρm represents the mass specific resistance, and the unit is Ω cm/cm2. d is
the density of the material in 1 g/cm3. In actual measurement, the moisture content
of the fiber or the relative humidity of the air has a great influence on its electrical
resistance. The dried textile fibers have extremely poor electrical conductivity, and
their mass specific resistance is generally bigger than 1012 Ω cm/cm2. For most
textile materials, there is an approximate relationship between the moisture content
M and the mass specific resistance ρm of the textile materials in the range of 30–90%
relative humidity:

lgρm ¼ �nlgMþ lgK (3)

where n and K are experimental constants.

Type of fiber lg ρm n lg K

Cotton 6.8 11.4 16.6

Ramie 7.5 12.3 18.6

Silk 9.8 17.6 26.6

Wool 8.4 15.8 26.2

Washed wool 9.9 14.7 26.6

Viscose fiber 7.0 11.6 19.6

Acetate fiber 11.7 10.6 20.1

Acrylic 8.7 — —

Acrylic (degreasing) 14 — —

Polyester 8.0 — —

Polyester (degreasing) 14 — —

Table 2.
Mass specific resistance of textile materials.
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1.2.2 Dielectric properties

1.2.2.1 Dielectric constant

The dielectric constant of dried fiber is 2–5 at the frequent of 50 or 60 Hz. The
dielectric constant of the liquid water is 20 and the adsorbed water is 80. The
dielectric constants of common textile fibers measured at the frequency of 1 kHz
and the relative humidity of 65% are shown in Table 3.

As the relative dielectric constant of water is several tens of times larger than
that of the dry textile material, the dielectric constant of the fiber is different when
the moisture regain or moisture content of the textile material is different. The
presence of frequency, temperature, and impurities also changes the dielectric
constant of the materials.

1.2.2.2 Dielectric loss

A physical process in which a dielectric converts a portion of electrical energy
into thermal energy under the action of an electric field is known as dielectric loss.
The magnitude of the dielectric loss is related to the applied electric field frequency,
electric field strength, fiber constant, and dielectric loss angle. In unit time, the heat
energy P produced per unit volume of fiber is

P ¼ 0:556f � E2 � εr � tan δ � 10�12 (4)

where P is the power consumed by the electric field (W/cm3); f is the frequency
of the applied electric field (Hz); E is the external electric field strength (V/cm);
and tan δ is the tangent of the dielectric loss angle δ.

The dielectric constant of dry textile material generally is 2–5, for which tan δ is
equal to 0.02–0.05. The dielectric constant of water is 20–80, for which tan δ is
0.15–1.2. Therefore, the higher the moisture content of the textile material, the
larger than tan δ.

1.2.3 Electrostatic performance

The specific resistance of textile materials with dielectric properties is generally
high, especially for synthetic fibers with low hygroscopicity, such as polyester and
acrylic fibers. Under normal atmospheric conditions, the mass specific resistance is

Fiber Dielectric
constant (ε)

Fiber Dielectric
constant (ε)

Cotton 18 Acetate 4.0

Wool 5.5 Nylon staple fiber 3.7

Viscose fiber 8.4 Nylon yarn 4.0

Viscose wire 15 Polyester staple fiber
(deoiled)

2.3

Acetate staple fiber 3.5 Polyester staple fiber 4.2

Acrylic staple fiber
(deoiled)

2.8 — —

The high moisture regain of cotton and viscose leads to its high dielectric constant.

Table 3.
The dielectric constant of common textile fibers.
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as high as 1013 Ω cm/cm2 or more. In textile processing, the contact and friction
between fibers or between fibers and machine parts tends to trigger charge transfer
and static electricity generation. During the production process, static electricity
will cause fiber hairiness, hairiness increase, filament winding mechanism, break-
age, etc. In the course of the taking process, static electricity will cause clothes to
stick and absorb dust.

Although the phenomenon of static electricity leads to many hazards during
textile processing, the electrostatic properties of textile materials can also benefit to
some processing technology, such as electrospinning and electrostatic flocking.

1.2.4 Magnetic properties

Ordinary textile materials are anti-magnets, which are negative. The magnetic
susceptibility of some textile materials is shown in Table 4.

The magnetic properties of textile materials are not as much as those of electrical
properties, but they are gradually being valued by people to develop various types
of magnetic fibers and textiles. For example, magnetic powders such as iron, cobalt,
nickel, and ferrite are added to a spinning solution, and fibers having magnetic
properties are obtained by wet spinning.

2. Electromagnetic functional textile materials

Common textile materials have dielectric properties and electrostatic phenom-
ena, but the electromagnetic parameter of them has not reached the order of
magnitude of metals or semiconductors. Therefore, they generally do not own any
electromagnetic function.

2.1 The definition of electromagnetic textile materials

Electromagnetic textile materials are a new type of functional textile materials
obtained from fibers or yarns with good electrical and magnetic properties through
textile processing technology or by applying the materials with metallic properties
to common textile material. Meanwhile, electromagnetic textile materials have
unique structure of textile materials and the electromagnetic properties of the metal
materials [1, 2].

2.2 Preparation of electromagnetic materials

Ordinary fibers are generally made of nonconductive and non-magnetic poly-
mer materials. To obtain the functionalization of textile materials, special materials
must be introduced during the preparation process. Textile materials include fibers,

Material Magnetic susceptibility ( χ) Material Magnetic susceptibility ( χ)

Ethylene �10.3 � 10�6 Polyester �6.53 � 10�6

Polypropylene �10.1 � 10�6 Nylon 66 �9.55 � 10�6

Fluorine �47.8 � 10�6

Table 4.
Magnetic susceptibility of some fibers.
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yarns, and fabrics. Therefore, electromagnetic functionalization of fibers, yarns,
and fabrics can be achieved by spinning, weaving, and finishing.

In the spinning process for fibers, metal fibers, carbon/graphite fibers, or
intrinsically conductive polymer materials having intrinsic electromagnetic func-
tion may be used to take place of the ordinary fiber materials in whole or in part. It
is possible to add the powder having electromagnetic properties to the spinning
solution in the blending way during the spinning process.

In the spinning process for yarns, electromagnetic fibers such as metal fibers and
magnetic fibers can be added to the ordinary fibers through different ways to
combine, producing the electromagnetic yarn. Metal fibers have low elongation and
poor toughness; so, they are not suitable to be used alone for weaving. They are
often used to form the yarn containing metal fiber with ordinary textile fibers by
blending, enveloping, etc.

In the weaving process, electromagnetically functionalized yarns can be directly
woven. The common yarns can be interlaced into fabrics with the electromagneti-
cally functionalized yarns.

The finishing process is suitable for fibers, yarns, and fabrics. For the fiber or the
yarn that has been formed and does not have electromagnetic function, the surface
of it may be coated with a metal coating or magnetic powder by electroless plating,
electroplating, magnetron sputtering, or other ways. For ordinary fabrics without
electromagnet properties, the surface can be treated by finishing, such as the
electroplating, electroless plating, or embroidery to make it electromagnetic.

3. The application of electromagnetic textile materials

3.1 Antistatic textile materials

The electrostatic phenomenon of cellulose fibers in the processing process is not
obvious; but the electrostatic interference of protein fibers is pretty serious. Although
the wool fiber has high equilibrium moisture regain, its mass specific resistance is the
highest in the natural fiber. The resistivity of synthetic fibers such as polyester, nylon,
acrylic, and polypropylene, which are generally high in moisture regain, is as high as
1014 Ω cm, and the accumulation of electrostatic charge is obvious.

3.1.1 Electrostatic mechanism

The material is excited by various energies, causing the electrons to escape from
the nucleus. The electrons overcome the binding of the nucleus, and the minimum
energy required to escape from the surface of the material is called the work
function. Different materials or the same material in different states have different
work function. The generation and accumulation of electric charge causes the
substance to carry static electricity, and the one that acquires the electron exhibits
the negative electric property, and the one that loses the electron exhibits the
positive electric property, which generate the electrostatic phenomenon.

The resistivity of conventional textile materials is up to 1010 Ω cm or more, and
the generated charge is not easily dissipated, resulting in very serious electrostatic
phenomenon. Therefore, the antistatic properties of textile materials have become
an important property having a great influence on the processing of textile mate-
rials and the use of textiles.
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3.1.2 Antistatic technology for textile materials

The antistatic technology of textile materials includes the preparation of anti-
static fibers, the preparation of conductive yarns, and the conductive treatment of
textiles.

3.1.2.1 The preparation of antistatic fibers

For textile materials with higher mass specific resistance, surfactants are often
added to fibers in fiber factories, which absorb water molecules from the environ-
ment and reduce static interference in the yarns. The hydrophobic end of the
surfactant molecule is adsorbed on the surface of the fiber; the hydrophilic group is
pointed to the outer space [3]. Then, the fiber forms the polar surface and adsorbs
water molecules in the air. The surface resistivity of the fiber is reduced, and the
charge dissipation is accelerated. The method is simple and easy to make; however,
the antistatic effect is poor in durability, and the surfactant is volatile and less
resistant to washing.

In order to prepare relatively durable antistatic fiber, the methods are following:
(1) Adding the surfactant to a fiber-forming polymer during blend spinning;
(2) adding the hydrophilic group by block copolymerization; and (3) adding the
hydrophilic group by graft modification in a fiber-forming polymer. These can
make the fibers obtain durable hygroscopicity and antistatic properties.

In addition, there are also another methods, including fixing the surfactant to
the surface of the fiber with a binder and crosslinking the surfactant on the surface
of the fiber to form a film. The effect is similar to applying an antistatic varnish onto
the surface of the plastic.

Antistatic fibers are usually blended with ordinary fibers, and a higher content
of antistatic fibers is required to achieve a more feasible antistatic effect. The
specific ratio between antistatic fibers and ordinary fibers should be based on the
resistivity of the ordinary fibers used, the final use environment, and requirements
of the products.

3.1.2.2 The preparation of conductive fibers

The electrical resistivity of the conductive fiber is smaller than that of the
antistatic fiber, and it has a more significant antistatic effect. And during the blend
fabrics with the same antistatic effects, the amount of conductive fiber added is
much smaller than that of the antistatic fiber [4]. As long as a few thousandths to a
few percent of the conductive yarn is added, the fabric can attain antistatic
requirements. So with the widespread use of organic conductive fibers [5, 6], the
field of application of antistatic fibers has been gradually reduced.

3.2 Electromagnetic shielding textile materials

3.2.1 Shielding effectiveness

Electromagnetic shielding is a technical measure to prevent or suppress the
transmission of electromagnetic energy by using a shield. The shield used can
weaken the electromagnetic field strength generated by the field source in the
electromagnetic space protection zone. There are two main purposes for shielding:
one is to limit the field source electromagnetic energy leaking out from the area that
needs protection and the other is to prevent the external electromagnetic field
energy entering into the area protected.
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The shielding effectiveness equals to the ratio of electric field strength E0 when a
point in space is unshielded to the electric field strength ES of the field after
shielding, or the ratio of the magnetic field strength H0 to the magnetic field
strength HS of the field after shielding, or the ratio of the power P0 to the PS of the
field after shielding. The shielding effectiveness (SE) can be expressed as follows:

SEE ¼ 20lg
E0j j
ESj j , or SEH ¼ 20lg

H0j j
HSj j , or SE ¼ 10lg

P0j j
PSj j (5)

Arching method is usually used to measure shielding effectiveness. The sche-
matic diagram is shown in Figure 6, which can characterize the shielding effective-
ness by measuring the power of the receiving antennas and transmitting antennas.

3.2.2 Conductive grid structure of electromagnetic shielding fabrics

Woven fabric is composed of warp and weft yarns interlaced vertically with each
other according to a certain regularity. It is well known that ordinary fiber yarns are
transparent to the EM wave, while yarn containing metal fibers is conductive. As
metal fiber yarns are closely spaced, continuous conductive paths can be established
easily. For an electromagnetic shielding fabric composed of metal fiber yarns or
coated with a metal layer or a functional layer, it has a remarkable and typical mesh
structure [7], as shown in Figure 7. Figure 7(a) is a schematic view of the structure of
the metal fiber-containing yarn fabric and Figure 7(b) is a structural model diagram
of the metal fiber yarn extracted in Figure 7(a). The geometric parameters in the
figure correspond to the parameters in the fabric: h is the buckling wave height,
similar to the thickness of the fabrics in the data; l is the length of the organization
cycle; and a is the arrangement cycle spacing of the metal yarns in the fabric.

3.2.2.1 The metallic yarn grid model

The metal fiber yarn fabric is considered as a periodic grid structure model
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3.1.2 Antistatic technology for textile materials
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In addition, there are also another methods, including fixing the surfactant to
the surface of the fiber with a binder and crosslinking the surfactant on the surface
of the fiber to form a film. The effect is similar to applying an antistatic varnish onto
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3.2 Electromagnetic shielding textile materials
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electromagnetic space protection zone. There are two main purposes for shielding:
one is to limit the field source electromagnetic energy leaking out from the area that
needs protection and the other is to prevent the external electromagnetic field
energy entering into the area protected.
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The shielding effectiveness equals to the ratio of electric field strength E0 when a
point in space is unshielded to the electric field strength ES of the field after
shielding, or the ratio of the magnetic field strength H0 to the magnetic field
strength HS of the field after shielding, or the ratio of the power P0 to the PS of the
field after shielding. The shielding effectiveness (SE) can be expressed as follows:

SEE ¼ 20lg
E0j j
ESj j , or SEH ¼ 20lg

H0j j
HSj j , or SE ¼ 10lg

P0j j
PSj j (5)
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other is composed of the weft yarn (as shown in Figure 8(c)). The two wire arrays
are directly cascaded at a certain orientation angle. The contact impedances
between the wires of the two arrays are assumed to be negligible, due to the EM
coupling between the two grid arrays. In particular, the grid structure model is only
composed of metal fiber yarns, that is, the effect of ordinary yarns in fabric is not
considered.

The two parallel periodic arrays (as shown in Figure 1) have wire orientation ψ1,
ψ2, and (°); spacing p1 and p2 (m); and wire diameter a1 and a2 (m), respectively. In
most fabric structures, the grid is anisotropic and asymmetric, namely, ψ1 6¼ ψ2,
p1 6¼ p2, and a1 6¼ a2.

3.2.2.2 Shielding effectiveness of the grid model

The periodic grid is regarded as a stratified medium made of two periodic parallel
arrays at a certain angle. The transmission matrix was established, and the SE for
different polarization incident waves was calculated by analyzing the propagation of
EM fields passing through the wire mesh. It can be used for the calculation of the SE
of isotropic and anisotropic metal wire mesh structures for different polarization.

The grid is excited by a plane wave having normal incidence, and the incident
EM wave can be decomposed into TMZ (transverse magnetic: the magnetic field
component only in the plane perpendicular to the propagation direction) and TEZ
(transverse electric: the electric field component only in the plane perpendicular to

Figure 7.
The grid structure of electromagnetic shielding fabric. (a) Typical mesh structure (b) The structure of the metal
fiber-containing yarn fabric.

Figure 8.
Grid structure model. (a) Grid structure; (b) Period parallel array 1 and (c) Period parallel array 2.
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the propagation direction) polarized waves, that is, the vertical polarization wave
and the horizontal polarization wave, respectively, as shown in Figure 9.

ε0 and μ0 are the dielectric constant and absolute permeability of free space,
respectively. Assume that the metallic yarns are lossy and characterized by the per-
unit-length impedance Zw (unit: Ω/m). The skin depth is given by

δ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
π fμ0μrσ

s
(6)

where δ is the skin depth (m); μ0 is permeability of the vacuum (H/m); μr is
relative permeability of the conductive yarns; σ is electrical conductivity (S/m); and
f is frequency (Hz).

As shown in Figure 10, the global coordinate system (x, y, z) and the local one
(ξ, ψ , ζ) are introduced. The ζ-axis is parallel to the wires of the array; the x-axis is
parallel to the ξ-axis, and they are perpendicular to the plane of the periodic parallel
array, which has yarn orientation ψ , spacing p, and yarn diameter a.

Assuming that the diameters of the metallic yarns and periodic spacing are small
compared to the wavelength, then the parallel array can be modeled by a homoge-
neous thin anisotropic sheet with thickness a. Under the condition of the EM wave
having normal incidence, the following relations can be written among the propa-
gating field components expressed in the local coordinate system and averaged over
the wire array period, on each side of the sheet.

Eζ að Þ ¼ Eζ 0ð Þ (7)

Eψ að Þ ¼ Eψ 0ð Þ (8)

Hζ að Þ ¼ Hζ 0ð Þ (9)

Hψ að Þ ¼ Hψ 0ð Þ þ J (10)

Figure 9.
Schematic wire mesh illuminated by a plane wave with normal incidence and transverse magnetic (TM) or
transverse electric (TE) polarization.

189

Electromagnetic Function Textiles
DOI: http://dx.doi.org/10.5772/intechopen.85586



other is composed of the weft yarn (as shown in Figure 8(c)). The two wire arrays
are directly cascaded at a certain orientation angle. The contact impedances
between the wires of the two arrays are assumed to be negligible, due to the EM
coupling between the two grid arrays. In particular, the grid structure model is only
composed of metal fiber yarns, that is, the effect of ordinary yarns in fabric is not
considered.

The two parallel periodic arrays (as shown in Figure 1) have wire orientation ψ1,
ψ2, and (°); spacing p1 and p2 (m); and wire diameter a1 and a2 (m), respectively. In
most fabric structures, the grid is anisotropic and asymmetric, namely, ψ1 6¼ ψ2,
p1 6¼ p2, and a1 6¼ a2.

3.2.2.2 Shielding effectiveness of the grid model

The periodic grid is regarded as a stratified medium made of two periodic parallel
arrays at a certain angle. The transmission matrix was established, and the SE for
different polarization incident waves was calculated by analyzing the propagation of
EM fields passing through the wire mesh. It can be used for the calculation of the SE
of isotropic and anisotropic metal wire mesh structures for different polarization.

The grid is excited by a plane wave having normal incidence, and the incident
EM wave can be decomposed into TMZ (transverse magnetic: the magnetic field
component only in the plane perpendicular to the propagation direction) and TEZ
(transverse electric: the electric field component only in the plane perpendicular to

Figure 7.
The grid structure of electromagnetic shielding fabric. (a) Typical mesh structure (b) The structure of the metal
fiber-containing yarn fabric.

Figure 8.
Grid structure model. (a) Grid structure; (b) Period parallel array 1 and (c) Period parallel array 2.

188

Electromagnetic Materials and Devices

the propagation direction) polarized waves, that is, the vertical polarization wave
and the horizontal polarization wave, respectively, as shown in Figure 9.

ε0 and μ0 are the dielectric constant and absolute permeability of free space,
respectively. Assume that the metallic yarns are lossy and characterized by the per-
unit-length impedance Zw (unit: Ω/m). The skin depth is given by

δ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
π fμ0μrσ

s
(6)

where δ is the skin depth (m); μ0 is permeability of the vacuum (H/m); μr is
relative permeability of the conductive yarns; σ is electrical conductivity (S/m); and
f is frequency (Hz).

As shown in Figure 10, the global coordinate system (x, y, z) and the local one
(ξ, ψ , ζ) are introduced. The ζ-axis is parallel to the wires of the array; the x-axis is
parallel to the ξ-axis, and they are perpendicular to the plane of the periodic parallel
array, which has yarn orientation ψ , spacing p, and yarn diameter a.

Assuming that the diameters of the metallic yarns and periodic spacing are small
compared to the wavelength, then the parallel array can be modeled by a homoge-
neous thin anisotropic sheet with thickness a. Under the condition of the EM wave
having normal incidence, the following relations can be written among the propa-
gating field components expressed in the local coordinate system and averaged over
the wire array period, on each side of the sheet.

Eζ að Þ ¼ Eζ 0ð Þ (7)

Eψ að Þ ¼ Eψ 0ð Þ (8)

Hζ að Þ ¼ Hζ 0ð Þ (9)

Hψ að Þ ¼ Hψ 0ð Þ þ J (10)

Figure 9.
Schematic wire mesh illuminated by a plane wave with normal incidence and transverse magnetic (TM) or
transverse electric (TE) polarization.

189

Electromagnetic Function Textiles
DOI: http://dx.doi.org/10.5772/intechopen.85586



in which J is the current density (A/m2) flowing inside the wire and all quantities
are considered to be averaged over the wire array period. The current density J can
be related to the tangential average electric field components along the wires.
According to the following impedance condition,

Eζ 0ð Þ ¼ ZSJ (11)

in which the expressions of impedance ZS for the periodic array are given by

ZS ¼ ZWp9þ jα
ffiffiffiffiffiffiffi
μ=ε

ph i
(12)

where μ (H/m) and ε (F/m) are the magnetic permeability and dielectric con-
stant of the substrate, respectively; α is a parameter that depends on the geometry
structure of the periodic array and on the wavelength in the substrate λW (m).

α ¼ p=λWð Þ log p= a � πð Þð Þ (13)

Combining Eqs. (10) and (11) yield

Hψ að Þ ¼ Hψ 0ð Þ þ Eζ 0ð Þ=ZS (14)

According to Eqs. (7)–(9) and (14), the boundary condition describing the
relation among the EM field components tangential to the conductive grid is
obtained, and its matrix expression is

Eζ að Þ
Eψ að Þ
Hζ að Þ
Hψ að Þ

2
666664

3
777775
¼ Φloc½ �

Eζ 0ð Þ
Eψ 0ð Þ
Hζ 0ð Þ
Hψ 0ð Þ

2
666664

3
777775

(15)

in which Φloc½ � is the transformation matrix of the parallel array in the local
coordinate system as follows:

Figure 10.
The periodic array in the local coordinate system and the global coordinate system.
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Φloc½ � ¼

1 0 0 0

0 1 0 0

0 0 1 0

1=ZS 0 0 1

2
6664

3
7775 (16)

In the global coordinate system, the transformation matrix of the parallel array
Φ½ � is given by

Φ½ � ¼ R½ ��1 Φloc½ � R½ � (17)

in which the transformation matrix R½ � from the global coordinate system to the
local coordinate system is as follows:

R½ � ¼

sinφ cosφ 0 0

� cosφ sinφ 0 0

0 0 sinφ cosφ

0 0 � cosφ sinφ

2
6664

3
7775 (18)

The grid array transmission matrix Φ½ �is

Φ½ � ¼ U½ � 0½ �
YT½ � U½ �

� �
(19)

where U½ � and 0½ � are the bi-dimensional unit and null matrices, respectively,
and YT½ � is the effective shunt admittance of the parallel array; its matrix
expression is

YT½ � ¼ 1
ZS

� sinφ cosφ � cos 2φ

sin 2φ sinφ cosφ

� �
(20)

The total thickness of the wire grid is aM ¼ a1 þ a2; the orientations of two
parallel arrays are ψ1 and ψ2, respectively, and the effective shunt admittances are
YT1½ � and YT2½ �, respectively. The transmission matrix of the grid is the product of
two parallel array transmission matrixes Φ1½ � and Φ2½ � as shown below:

ΦM½ � ¼ Φ2½ � Φ1½ � ¼ U½ � 0½ �
YM½ � U½ �

� �
(21)

in which the effective shunt admittance YM½ � of the grid is

YM½ � ¼ YT1½ � þ YT2½ � (22)

Therefore, the matrix of the boundary condition for the metal grid is given as

Ez aMð Þ½ �
Ey aMð Þ� �

Hz aMð Þ½ �
Hy aMð Þ� �

2
6664

3
7775 ¼ ΦM½ �

Ez 0ð Þ½ �
Ey 0ð Þ� �

Hz 0ð Þ½ �
Hy 0ð Þ� �

2
6664

3
7775 (23)

The shielding factors of the metal grid of against TMz and TEz polarized waves
with normal incidence are FTM and FTE, respectively, shown as:
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FTM ¼ ETM,i�� ��2= ETM aMð Þ�� ��2 (24)

FTE ¼ ETE, i�� ��2= ETE aMð Þ�� ��2 (25)

in which ETM,i�� �� and ETE, i�� �� are the amplitude of the incident electric field for the
TMz and TEz polarized plane waves, respectively. ETM aMð Þ�� �� and ETE aMð Þ�� �� are the
amplitude of the corresponding transmitted electrical field. η0½ � is the free space
wave impedance and Ei� �

is the vector of the incident electric field.
The electric field component on the back faces of the grid expressed in matrix

form is given by

E aMð Þ½ � ¼ 2η�1
0 Zeq
� �

Ei� �
(26)

in which

Zeq
� � ¼ YM½ � þ 2 η0½ ��1

n o�1
(27)

In the case where the incident wave is the TMz polarized wave, set Ei� � ¼ 0Ey
i½ �t.

Therefore, the amplitude of the transmitted field is

ETM aMð Þ�� �� ¼ 2η�1
0 Zeq 1; 2ð Þ�� ��2 þ Zeq 2; 2ð Þ�� ��2n o1=2

Ei
y

h i
(28)

Similarly, for a TEz polarized incident wave, set Ei� � ¼ Ey
i;0½ �t. Therefore, the

amplitude of the transmitted field is

ETE aMð Þ�� �� ¼ 2η�1
0 Zeq 1; 1ð Þ�� ��2 þ Zeq 2; 1ð Þ�� ��2n o1=2

Ei
z

� �
(29)

The shielding factors are, respectively

FTM ¼ η20
4

Zeq 1; 2ð Þ�� ��2 þ Zeq 2; 2ð Þ�� ��2n o�1
(30)

FTE ¼ η20
4

Zeq 1; 1ð Þ�� ��2 þ Zeq 2; 1ð Þ�� ��2n o�1
(31)

The SE against TMz and TEz polarized incident waves are, respectively

SETM ¼ 10lgFTM (32)

SETE ¼ 10lgFTE (33)

For isotropic material, the transmitted EM power due to incident TMz or TEz
polarized plane waves is equal. Namely

ETM aMð Þ�� �� ¼ ETE aMð Þ�� �� ¼ E aMð Þj j (34)

For anisotropic materials, the total incident and transmitted power are com-
puted as the average of the two polarizations

Pi ¼ ETM,i�� ��2 þ ETE, i�� ��2h i
= 4η0ð Þ (35)
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P ¼ E aMð Þj j2= 2η0ð Þ (36)

From Eq. (6), we obtain

SE ¼ 10lg
FTM þ FTE

2

� �
(37)

For the grid that is isotropic in the y; zð Þ plane, the SE against the two polarized
waves is coincident. It results in

SE ¼ SETM ¼ SETE (38)

3.2.3 Influencing factors for electromagnetic shielding effectiveness

In combination with the mesh structure of the electromagnetic shielding fabric,
the key factors affecting the electromagnetic shielding effectiveness SE are the
structural parameters and material parameters of fabric [9, 10]. Some key 1param-
eters are as following: the periodic spacing of metal yarns, the conductivity of the
yarns (decided by the type of yarns, the type of metal fibers, the content of metal
fibers), the diameters of the yarns, the arrangement method, the connection of
intersections, the direction of incidence of electromagnetic field, and the frequency.

3.2.3.1 The influence of structural parameters on shielding effectiveness

3.2.3.1.1 The influence of periodic spacing on SE

Samples in which copper filaments are arranged in parallel at different intervals
have different SE. As shown in Figure 11, the arrangement periodic intervals of
copper filaments are 1, 2, 3, 4, and 5 mm, respectively. The SE of 10–14 GHz is 17–
20, 7–12, 5–10, 2–5, and 2–4 dB, respectively. It can be seen that as the periodic
spacing increases, the shielding effectiveness is significantly reduced.

Metal yarn arrangement interval has an important effect on SE of fabrics. The
metal yarn periodic spacing is related to these parameters such as fabric density and

Figure 11.
The shielding effectiveness at different intervals.

193

Electromagnetic Function Textiles
DOI: http://dx.doi.org/10.5772/intechopen.85586



FTM ¼ ETM,i�� ��2= ETM aMð Þ�� ��2 (24)

FTE ¼ ETE, i�� ��2= ETE aMð Þ�� ��2 (25)

in which ETM,i�� �� and ETE, i�� �� are the amplitude of the incident electric field for the
TMz and TEz polarized plane waves, respectively. ETM aMð Þ�� �� and ETE aMð Þ�� �� are the
amplitude of the corresponding transmitted electrical field. η0½ � is the free space
wave impedance and Ei� �

is the vector of the incident electric field.
The electric field component on the back faces of the grid expressed in matrix

form is given by

E aMð Þ½ � ¼ 2η�1
0 Zeq
� �

Ei� �
(26)

in which

Zeq
� � ¼ YM½ � þ 2 η0½ ��1

n o�1
(27)

In the case where the incident wave is the TMz polarized wave, set Ei� � ¼ 0Ey
i½ �t.

Therefore, the amplitude of the transmitted field is

ETM aMð Þ�� �� ¼ 2η�1
0 Zeq 1; 2ð Þ�� ��2 þ Zeq 2; 2ð Þ�� ��2n o1=2

Ei
y

h i
(28)

Similarly, for a TEz polarized incident wave, set Ei� � ¼ Ey
i;0½ �t. Therefore, the

amplitude of the transmitted field is

ETE aMð Þ�� �� ¼ 2η�1
0 Zeq 1; 1ð Þ�� ��2 þ Zeq 2; 1ð Þ�� ��2n o1=2

Ei
z

� �
(29)

The shielding factors are, respectively

FTM ¼ η20
4

Zeq 1; 2ð Þ�� ��2 þ Zeq 2; 2ð Þ�� ��2n o�1
(30)

FTE ¼ η20
4

Zeq 1; 1ð Þ�� ��2 þ Zeq 2; 1ð Þ�� ��2n o�1
(31)

The SE against TMz and TEz polarized incident waves are, respectively

SETM ¼ 10lgFTM (32)

SETE ¼ 10lgFTE (33)

For isotropic material, the transmitted EM power due to incident TMz or TEz
polarized plane waves is equal. Namely

ETM aMð Þ�� �� ¼ ETE aMð Þ�� �� ¼ E aMð Þj j (34)

For anisotropic materials, the total incident and transmitted power are com-
puted as the average of the two polarizations

Pi ¼ ETM,i�� ��2 þ ETE, i�� ��2h i
= 4η0ð Þ (35)

192

Electromagnetic Materials and Devices

P ¼ E aMð Þj j2= 2η0ð Þ (36)

From Eq. (6), we obtain

SE ¼ 10lg
FTM þ FTE

2

� �
(37)

For the grid that is isotropic in the y; zð Þ plane, the SE against the two polarized
waves is coincident. It results in

SE ¼ SETM ¼ SETE (38)

3.2.3 Influencing factors for electromagnetic shielding effectiveness

In combination with the mesh structure of the electromagnetic shielding fabric,
the key factors affecting the electromagnetic shielding effectiveness SE are the
structural parameters and material parameters of fabric [9, 10]. Some key 1param-
eters are as following: the periodic spacing of metal yarns, the conductivity of the
yarns (decided by the type of yarns, the type of metal fibers, the content of metal
fibers), the diameters of the yarns, the arrangement method, the connection of
intersections, the direction of incidence of electromagnetic field, and the frequency.

3.2.3.1 The influence of structural parameters on shielding effectiveness

3.2.3.1.1 The influence of periodic spacing on SE

Samples in which copper filaments are arranged in parallel at different intervals
have different SE. As shown in Figure 11, the arrangement periodic intervals of
copper filaments are 1, 2, 3, 4, and 5 mm, respectively. The SE of 10–14 GHz is 17–
20, 7–12, 5–10, 2–5, and 2–4 dB, respectively. It can be seen that as the periodic
spacing increases, the shielding effectiveness is significantly reduced.

Metal yarn arrangement interval has an important effect on SE of fabrics. The
metal yarn periodic spacing is related to these parameters such as fabric density and

Figure 11.
The shielding effectiveness at different intervals.

193

Electromagnetic Function Textiles
DOI: http://dx.doi.org/10.5772/intechopen.85586



tightness. And as the fabric tightness and density increase, the spacing of the metal
fibers reduces, the electromagnetic wave transmission decreases, and the SE increases.

3.2.3.1.2 The influence of the way of arrangement on SE

The woven fabric is interwoven from the yarns of two systems that are perpen-
dicular to each other. Therefore, it is possible to introduce functional fibers into the
parallel structure in only one system, or functional yarns are introduced to both
systems to form a grid structure.

The stainless steel core spun yarn and the blended yarn were arranged in parallel
as a sample with a spacing of 2 mm, and the distance of the grid structure sample is
2 mm in both vertical and horizontal directions. The shielding effectiveness is
shown in Figure 12. It can be seen that the SE of the yarn model of the parallel
arrangement structure is the same to the grid arrangement structure, and as the
frequency increases, the SE gradually decreases.

3.2.3.1.3 The influence of intersection conduction on SE

Separating the yarns of the horizontal and vertical systems in the sample with a
thin insulating plate is seen as a nonconducting state. The bare copper wire is
arranged in two states with conduction and nonconduction at the intersection, and
the periodic intervals of the grid samples are 1, 2, 3, 4, and 5 mm, respectively, the
shielding effectiveness is shown in Figure 13. It can be seen that under the same
periodic spacing, the shielding effectiveness curves of the copper wire mesh model
samples almost coincide in the two states of conduction and nonconduction.

3.2.3.2 Effect of material parameters on shielding effectiveness

The material parameters mainly include the way of forming the metal yarns, the
material of the metal fibers, and the content of the metal fibers.

3.2.3.2.1 The effect of the method of forming yarns on SE

Metal monofilaments can be used to make fabrics after they have been formed
into yarns by a certain yarn forming method. For metal filaments, core yarns and
twisted yarns are the common yarns. However, for metal staple fibers, blended

Figure 12.
The shielding effectiveness of metal fiber yarns in parallel and grid arrangement.
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yarns are the commonly used yarn. The type of yarns affects the electromagnetic
parameters of the yarns and fabrics, resulting in the difference in SE.

Stainless steel filaments, core-spun yarns, blended yarns, and twisted yarns
composed of stainless steel/cotton with a stainless steel content of 30% are arranged
in a grid sample with a periodic spacing of 2 mm. The SE is shown in Figure 14. At
the same spacing, the blended yarns have the best shielding effectiveness, while the
shielding effectiveness of stainless steel filaments, core spun yarns, and twisted
yarns are equivalent. At the frequency of 8–16 GHz, the SE of the former is about
7 dB higher than that of the latter, and both decrease with increasing frequency.

3.2.3.2.2 The effect of the material of the metal fibers on SE

The metal fibers used in the fabric are different, and the different electrical
conductivity of the metal may affect the electrical resistivity of the yarns and the

Figure 13.
The shielding effectiveness of metal fiber yarns in parallel and grid arrangement.

Figure 14.
The shielding effectiveness of different types of yarns.
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fabrics. For example, the electrical conductivity of copper fiber is 5.8 � 107 S/m,
and the electrical conductivity of aluminum is 3.54� 107 S/m. When the metal fiber
content, linear density, and fabric specification parameters are the same, the SE of
copper fiber fabrics are better than that of aluminum fiber fabrics.

The five grid samples with completely nonconducting period of 2 mm is shown
in Figure 15, for which each grid sample of five different materials consisting of
stainless steel bare wire (the diameter is 35 μm), core spun yarn and blended yarn of
stainless steel/cotton (containing the stainless steel content of 30%), silver-plated
nylon filament (the diameter is 50 μm), and bare copper wire (the diameter is
80 μm). The SE of the samples made of, respectively, stainless steel blended yarns,
silver-plated filaments, and bare copper wires are substantially equal and higher
that of the samples of core spun yarn and stainless steel bare wire.

3.2.3.2.3 The effect of metal fiber content on SE

The two blended yarns with the stainless steel content of 20 and 30% are woven
in both warp and weft directions, and the SE of the obtained sample in the range of
1–18 GHz are shown in Figure 16. It can be seen that except for the frequency range
of 10 and 12–14 GHz, the SE of the fabric with 30% stainless steel content is 5 dB
higher than that of the fabric with 20% stainless steel content, and the difference of
SE in other frequency bands is unobvious. The content of stainless steel fibers has a
certain effect on the shielding effectiveness of the fabric, but after reaching a
certain level, the difference is not significant.

It is assumed that the fibers are evenly distributed in the yarn. As the content of
the metal fibers increases, the shielding effectiveness of the fabrics will increase,
but when it is increased to a certain extent, the bending stiffness and flexural
modulus of the yarns will increase, and the porosity among fibers during the fabric
will increase. So the SE of the fabrics becomes slow down or even lower. Consider-
ing the cost, the content of stainless steel is generally 20–30% for fabrics containing
stainless steel fibers.

Figure 15.
Shielding effectiveness of different materials with grid period spacing of 2 mm in order.
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3.3 Electromagnetic scattering fabrics

3.3.1 The mechanism of electromagnetic scattering fabrics

When electromagnetic waves radiate into the macroscopic object, which will
causing induced electric charges and currents of the object, then the electromag-
netic wave radiated into the object will be scattered into various directions. This
process is called electromagnetic scattering [11, 12]. The electromagnetic scattering
fabric is an electromagnetic functional material with the specific design structure,
which makes the electromagnetic waves incident on the target are no longer
reflected back along the way of the reflection of mirror, but radiated out into
different directions. Thereby, it can reduce the radiated electromagnetic waves in
the direction of propagation, and can make the human body and military targets
invisible for certain direction Radar.

The textile technology is relatively mature in the preparation of three-
dimensional structural fabrics. Thus, it is very feasible to design the three-
dimensional structure of metallized fabrics which have good scattering properties
for incident electromagnetic waves.

3.3.1.1 The electromagnetic wave scattering characteristics of linear column unit
structures

As shown in Figure 17, the composite materials of the three-dimensional peri-
odic structure can be simplified into two-phase dielectric materials when studying
the transmission process of electromagnetic waves in the three-dimensional
structure.

When a simple harmonic uniform plane wave is incident on the three-
dimensional structure, the three-dimensional coordinate system XYZ shown in
Figure 18 is selected. The XOY plane of the coordinate system coincides with the
lower surface of the object, and the Z axis is perpendicular to the interface of the
upper and lower surfaces. Electromagnetic waves are incident from the upper
surface with the incident angle θ, and reflected waves and transmitted waves are
generated at the interface of the upper surface. The transmitted waves enter the

Figure 16.
The shielding effectiveness of the fabrics with different content of stainless steel.
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periodic three-dimensional structure, and after being attenuated in the three-
dimensional structure, the reflected waves and the transmitted waves are again
generated at the lower surface interface.

3.3.1.2 The electromagnetic wave scattering characteristics of the concave-convex element
structure

Electromagnetic waves are reflected at the interface of different medium, which
conforms to the law of reflection, as shown in Figure 19. The concave-convex
natural surfaces can be broken down into a series of planar elements with small-
sized geometries, which is called roughness. The roughness of the scattering surface
is very important in the surface scattering.

If the surface is smooth, the incident energy would form two plane waves after
interacting with the surface. One is a surface-reflected wave whose angle with the
normal is the same as the angle of incidence, and the direction is opposite, as shown
in Figure 20. The other is refracted or transmitted waves with downward surface.

If the surface is rough, the incident energy interacts with the surface and then
radiates and shoots in all directions, becoming a scattering field, as shown in
Figure 21.

Figure 17.
Dielectric column periodic three-dimensional structure.

Figure 18.
The schematic diagram of electromagnetic wave incident three-dimensional structure.
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3.3.2 The scattering properties of electromagnetically functional textile materials

3.3.2.1 Velvet structure fabrics

The fibers having electromagnetic properties are scattered as the fluff of the
fabric on the surface, or are consolidated as a U-shaped structural unit on the fabric
to form the fluff, and thereby a velvet structure fabrics with good radar wave
scattering property is obtained.

The woven velvet fabric for decoration and its reflection coefficient is
displayed in Figure 22. It can be seen from the test results that the tested
structural unit achieves attenuation of 5 dB in the bandwidth of 10 GHz, and the
peak value reaches �30 dB. This is mainly due to the angle between the metal
fluff of the structural unit and the plane of the sample. When electromagnetic
waves are incident onto the sample, those metal fluffs with a certain angle in the
plane have a certain scattering of the incident electromagnetic waves, which
reduces the energy received by the receiving antenna, so that the reflection
coefficient is reduced.

Figure 20.
The reflection of electromagnetic waves on smooth reflective surfaces.

Figure 21.
The reflection of electromagnetic waves on rough reflective surfaces.

Figure 19.
The law of electromagnetic wave reflection.
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3.3.2.2 The three-dimensional spacer fabrics

The silver fiber spacer fabric is prepared on the warp knitting machine, of which
the silver-plated filaments with a fineness of 83dtex are used in the middle layer,
and the upper and lower surfaces are all made of polyester fibers, as shown in
Figure 23. The silver-plated fibers make the radar waves absorption, reflection, and
multiple reflections happen in the intermediate layer.

The silver-plated fiber spacer fabric has a significant resonance peak, which
should be related to the thickness of the intermediate layer of the fabric, and
indicates that the shielding effect on the radar wave is not mainly due to the
reflection radar wave mechanism. The reflectivity of silver-plated fiber spacer
fabric is generally inferior to that of velvet fabrics, but its resonance peak can reach
�30 dB, and when the reflection coefficient is below �5 dB, it has a wide band-
width, even up to 18 GHz.

3.3.2.3 Cut flower structure fabrics

The cut fabrics are obtained by cutting fabrics containing metal fibers or metal-
lized fibers into different shapes. The planar fabrics are formed into the three-
dimensional structure through some support, and the cut flower units of fabrics
become scattering units for radar waves, which are a kind of flexible, lightweight,
wide-band radar stealth fabric.

The stainless steel/polyester/cotton blend fabric with a stainless steel content of
20% is cut as shown in Figure 24. The reflection coefficient of the fabric in the

Figure 22.
The woven velvet fabric for decoration and its reflection coefficient.

Figure 23.
The silver-plated fiber spacer fabric and its reflection coefficient.
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three-dimensional state and the state in which the fabric is flattened is as shown in
Figure 25.

From the test results, it can be found that the reflection coefficient of the flat
structural unit and the uneven structural unit are very large in a wide frequency
range, and the coefficient of the uneven cut flower fabric can reach �10 dB at
2 GHz, and the flat cut flower fabric is �5 dB. In the test results, mainly because of
the antenna used in the test, the results of the test in the frequency bands less than
3 GHz and greater than 17 GHz are not regular enough. The irregularity of the
structural unit produces a strong scattering for electromagnetic waves, making the
reflection coefficient smaller. However, the main difference in the structural unit of
unevenness and flatness is the difference in the position of the resonance peak that
appears. This is because when the mesh structure becomes flat, the size of the unit
structure becomes small, so that the resonance peak shifts toward the higher
frequency.

3.3.2.4 Uneven surface structure fabrics

By adopting the method of embedding the heat shrinkable yarns, the textured
structure containing metal fibers or metallized fibers can be obtained, which
imparts good electromagnetic wave scattering properties to the fabric.

The stainless steel fibers and the cotton fibers in a ratio of 40/60 were blended
into a yarn of 116dtex linear density, and high heat-shrinkage polyester yarns with a
shrinkage ratio of 53.7% in the boiling water and a linear density of 167dtex are
embedded in the warp and weft directions. Mixed yarns and polyester yarns are

Figure 24.
Cut flower structure fabric. (a) Three-dimensional cut flower fabric and (b) Flat cut flower fabric.

Figure 25.
The reflection coefficient of cut flower structure fabric. (a) The reflection coefficient of three-dimensional cut
flower fabric and (b) The reflection coefficient of flat cut flower fabric.
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woven into a plain fabric with a square weight of 127 g/m2 (as shown in Figure 26).
The fabrics are treated at different temperatures to obtain fabrics with different
concave and convex structures, as shown in Figure 27.

It can be seen from Figure 27 that the fabrics have different degrees of uneven-
ness at different heat processing temperatures. The higher the treatment tempera-
ture, the more obvious the uneven structure; the lower the treatment temperature,
the smaller the uneven structure. At 58°C, the fabric has a smaller degree of
shrinkage.

Figure 26.
The original plain weave.

Figure 27.
Stainless steel fabrics with concave structure embedded with high heat shrinkage wires.

Figure 28.
Comparison of reflection coefficients under different conditions.
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As Figure 28 shows, in the range of 2–18 GHz, for the fabrics containing the heat
shrinkage yarns in both directions, as the processing temperature is lowered, the
degree of the uneven structure of the fabrics is reduced, the unit size of the concave
and convex structure becomes larger, which make the fabrics have poor scattering
performance for radar waves. Besides, the reflection coefficients are becoming
more and more higher and the difference is obvious. At a frequency of 14 GHz, the
reflection coefficients of fabrics having heat treatment temperatures of 97, 75, 65,
and 58°C and untreated fabrics, respectively, are �39,�27,�24,�10, and�4 dB. It
can be seen from the shrinkage structure at different temperatures that the degree
of wrinkles of the fabrics after treatment at 97°C is significantly higher than that of
the wrinkles treated at other temperatures. The unevenness of the fabric structure
causes the electromagnetic waves to form the diffuse reflection in the structure;
meanwhile, the electromagnetic wave scattering forms multiple absorptions on the
adjacent two intersecting slopes.

3.4 Frequency selective surface textile materials

3.4.1 The structure and properties of frequency selective surface textile materials

Frequency selective surface (FSS) is an infinitely large periodic array structure
that is one-dimensional, two-dimensional, etc. It is mainly divided into two types:
patch type and aperture type, which have frequency selective characteristic for the
propagation of electromagnetic wave in space. The patch type can totally reflect
electromagnetic waves of a specific frequency, and the aperture type can transmit
all electromagnetic waves of a specific frequency.

The textiles are light, soft, and flexible in processing. Relying on the media of
textile materials, textile processing technology will qualify the textile products to
attain the filtering characteristics and light, soft, and other characteristics, which
can be applied in more fields [13]. Flexible periodic array structure prepared by
textile processing technology is called frequency selective fabric (FSF). According
to the filtering characteristics, the frequency selective fabric can be divided into
four frequency response characteristics: high pass, low pass, band pass, and band
stop, as shown in Figure 29.

Figure 29.
The four frequency response characteristics of the frequency selective surface. (a) High pass; (b) low pass;
(c) band stop; and (d) band pass.

203

Electromagnetic Function Textiles
DOI: http://dx.doi.org/10.5772/intechopen.85586



woven into a plain fabric with a square weight of 127 g/m2 (as shown in Figure 26).
The fabrics are treated at different temperatures to obtain fabrics with different
concave and convex structures, as shown in Figure 27.

It can be seen from Figure 27 that the fabrics have different degrees of uneven-
ness at different heat processing temperatures. The higher the treatment tempera-
ture, the more obvious the uneven structure; the lower the treatment temperature,
the smaller the uneven structure. At 58°C, the fabric has a smaller degree of
shrinkage.

Figure 26.
The original plain weave.

Figure 27.
Stainless steel fabrics with concave structure embedded with high heat shrinkage wires.

Figure 28.
Comparison of reflection coefficients under different conditions.

202

Electromagnetic Materials and Devices

As Figure 28 shows, in the range of 2–18 GHz, for the fabrics containing the heat
shrinkage yarns in both directions, as the processing temperature is lowered, the
degree of the uneven structure of the fabrics is reduced, the unit size of the concave
and convex structure becomes larger, which make the fabrics have poor scattering
performance for radar waves. Besides, the reflection coefficients are becoming
more and more higher and the difference is obvious. At a frequency of 14 GHz, the
reflection coefficients of fabrics having heat treatment temperatures of 97, 75, 65,
and 58°C and untreated fabrics, respectively, are �39, �27,�24,�10, and�4 dB. It
can be seen from the shrinkage structure at different temperatures that the degree
of wrinkles of the fabrics after treatment at 97°C is significantly higher than that of
the wrinkles treated at other temperatures. The unevenness of the fabric structure
causes the electromagnetic waves to form the diffuse reflection in the structure;
meanwhile, the electromagnetic wave scattering forms multiple absorptions on the
adjacent two intersecting slopes.

3.4 Frequency selective surface textile materials

3.4.1 The structure and properties of frequency selective surface textile materials

Frequency selective surface (FSS) is an infinitely large periodic array structure
that is one-dimensional, two-dimensional, etc. It is mainly divided into two types:
patch type and aperture type, which have frequency selective characteristic for the
propagation of electromagnetic wave in space. The patch type can totally reflect
electromagnetic waves of a specific frequency, and the aperture type can transmit
all electromagnetic waves of a specific frequency.

The textiles are light, soft, and flexible in processing. Relying on the media of
textile materials, textile processing technology will qualify the textile products to
attain the filtering characteristics and light, soft, and other characteristics, which
can be applied in more fields [13]. Flexible periodic array structure prepared by
textile processing technology is called frequency selective fabric (FSF). According
to the filtering characteristics, the frequency selective fabric can be divided into
four frequency response characteristics: high pass, low pass, band pass, and band
stop, as shown in Figure 29.

Figure 29.
The four frequency response characteristics of the frequency selective surface. (a) High pass; (b) low pass;
(c) band stop; and (d) band pass.

203

Electromagnetic Function Textiles
DOI: http://dx.doi.org/10.5772/intechopen.85586



3.4.2 The processing of frequency selective surface textiles

3.4.2.1 The method for preparing frequency selective surface textiles

The researches mainly focus on the preparation of frequency selective fabrics with
high-precision two-dimensional periodic structure produced by different textile
processing techniques, which can be roughly divided into four categories [14].

1. Continuous conductive yarns form a periodic structure in the fabric. The
continuous carbon fibers are directly woven into a square or rectangular
periodic structure, as shown in Figure 30. Since the conductive carbon fibers
are continuously present in the fabric, the structure is actually a conductive
grid formed by the conductive yarns in the woven fabric. This structure is
more suitable for the preparation of isotropic electromagnetic shielding
fabrics, not a true frequency selective periodic structure, which is confirmed
by the absence of resonance peaks in the test curves reported in the article.

2. The cut commercialized conductive material unit is directly bonded to the
nonconductive fabric substrate, as shown in Figure 31.

3.Depositing conductive materials on the surface of fabrics by screen printing,
inkjet printing, and other textile finishing techniques can form the conductive
structural unit, as shown in Figure 32.

4.The high conductive yarns are formed into a periodic structural unit by textile
weaving processing techniques such as weaving, weft knitting, embroidery,
and so on, as shown in Figure 33.

Figure 30.
Continuous conductive yarns form a periodic structure in the fabric. (a) Woven in a square structure and
(b) Woven in a square structure rectangle.

Figure 31.
The conductive material is adhered to the substrate to form a periodic structure.
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In China, the team that studies the periodic structure of textile materials is
mainly a joint research group composed of Professor Meiwu Shi in textile materials
and Professor Qun Wang in electromagnetic materials. Based on preliminary sam-
ple preparation, theoretical simulation analysis, and the preliminary experimental
results and research ideas of special electromagnetic functional textile materials, in
the aspect of 2D FSF, various types of bandpass, band-stop filter fabrics, etc. have
been prepared by weaving, electroless plating, embroidery, transfer printing, and so
on. Through experiments, the effects of cell shape and dimensional changes, peri-
odic spacing, and dielectric materials on transmission and reflection coefficients
have been studied.

3.4.2.2 The comparison for frequency selective surface textile materials produced by
different processing methods

The preparation of frequency selective surface for flexible materials mainly
includes screen printing, laser processing, and computer embroidery [15].

The screen printing is to stretch and fix synthetic fibers, silk fabrics, or mental
wire meshes on the frame, using the method of making the hand-painted film or
photochemical plate to make the screen printing plate, and the metal ink is
squeezed from the mesh of the pattern portion, which is a process for extruding
onto a fabric to form a sample. Figure 34 shows a ring-shaped frequency selective
surface of a complementary structure prepared by the screen printing method.

The complementary cross-type frequency selective surface prepared by the laser
processing method is directly produced by laser processing on the flexible medium

Figure 32.
Screen printing and inkjet printing form a periodic structure. (a) The screen printing and (b) The inkjet
printing.

Figure 33.
The periodic structures produced by knitting and embroidery processes. (a) The samples of woven fabrics and
(b) The samples of knitted fabrics.
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Figure 32.
Screen printing and inkjet printing form a periodic structure. (a) The screen printing and (b) The inkjet
printing.

Figure 33.
The periodic structures produced by knitting and embroidery processes. (a) The samples of woven fabrics and
(b) The samples of knitted fabrics.
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to which metal materials are pasted. The patch type (slit type) sample torn off the
excess metal (patch metal) at the gap to obtain the final sample, thus ensuring the
process precision of the patch type frequency selective surface (Figure 35).

The frequency selective surface with ring patch type is prepared by computer
embroidery technology. According to the unit pattern and size of frequency selec-
tive surface period designed, the processing personnel uses the sample program-
ming system to make the programming sample, and the needle position data of the
design pattern is designed. Using these needle position data to control the computer
embroidery machine, the silver-plated yarns are embroidered onto the fabric to
produce the fabric material frequency selective surface (Figure 36).

The screen printing technology is more adaptable and can be applied to the
flexible medium surface in printing; besides, the process is simple, the cost is low,
and the quality is relatively stable. However, the screen printing processing has low
production efficiency and is only suitable for small batch production, and the image
accuracy produced is not high, which has a certain influence on the frequency
response characteristics of the product.

The laser processing technology is characterized by high quality, high efficiency,
and low cost. The laser processing is a kind of non-contact processing, and the
frequency selection surface patterns at the sharp corners such as precise polygons
can be obtained, and the products have high precision. Because the excess metal
needs to be removed during the sample preparation processing to obtain the desired
sample, the production efficiency of the product is affected.

The precision of computer embroidery technology when preparing flexible
frequency selective surface is affected by the fineness of the needle, but the process

Figure 34.
The ways of screen printing processing. (a) The patch type and (b) The aperture type.

Figure 35.
The laser engraving. (a) The patch type and (b) The aperture type.

206

Electromagnetic Materials and Devices

is simple and the production efficiency is the highest. It is suitable for mass pro-
duction and exhibits better band resistance characteristics at the resonance fre-
quency. The fabric-based frequency selective surface structure can be directly
integrated into various textiles such as tents, clothing, and decorative products, and
has the advantages of portability, maintenance-free, and low cost.

3.4.3 The frequency selective textile materials with three-dimensional periodic structure

The single-performance frequency selective surface can no longer meet complex
electromagnetic wave environments. Incident angle stability, multi-band, wide
passband, miniaturization, flexibility, and active frequency selective surfaces are
the research hotspots of frequency selective surface in recent years. The use of
various processing techniques to convert a two-dimensional FSF into a three-
dimensional structure can bring more performance to the frequency selective sur-
face [16].

The 3D FSF consists of the structural unit (white part in Figure 37), the dielec-
tric unit (black part in Figure 37), and the base medium (gray part in Figure 37). In
the z-axis direction, the conical stereoscopic periodic structure composed of the
structural unit and the dielectric unit and a composite structure of the dipole plane
periodically loaded with a base medium structure. At the same time, the 3D FSF has

Figure 36.
The computer embroidery processing.

Figure 37.
The multi-scale structure of 3D FSF.
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a multi-scale structure and easily deformable feature, and the electromagnetic
parameters can be adjusted at multiple scales or by deformation.

Compared with metal periodic structural materials, 3D FSF is characterized by
flexibility and can achieve deformation control. During use, the base medium will
be the main bearer for external force, especially the elastic base medium with large
deformation. The deformation of the substrate medium will cause changes in the
size and other dimensions of the various scale structures fixed thereon, further
leading to changes in electromagnetic response characteristics [17]. It can be seen
that the electromagnetic response of the 3D FSF can be regulated by deformation.
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Chapter 10

Lightweight Electromagnetic
Interference Shielding Materials
and Their Mechanisms
Liying Zhang, Shuguang Bi and Ming Liu

Abstract

Motivated by the increase of stress over electromagnetic pollution issues arising
from the fast-growing development and need for electronic and electrical devices,
the demand for materials with high electromagnetic interference (EMI) shielding
performance has become more urgently. Considering the energy consumption in
real applications, lightweight EMI shielding materials has been attentive in this field
of research. In this chapter, first of all, the EM theory will be briefly discussed.
Secondly, the EMI shielding performance and corresponding mechanisms of three
categories of lightweight materials, such as polymer-based composites, foams and
aerogels, are reviewed. Finally, the summary and conclusions of this field will be
addressed.

Keywords: lightweight, EMI shielding, polymer-based composite, foam, aerogel

1. Introduction

Electromagnetic (EM) waves are generated when an electric field comes in
contact with a magnetic field. The oscillations of the electric field and the
magnetic field are perpendicular to each other and they are also perpendicular to
the direction of EM waves propagation. EM waves travel with a constant velocity
of 3.0 � 108 m/s in vacuum. Unlike mechanical waves (sound waves) which need
a medium to travel, EM waves can travel through anything, such as air, water, a
solid material or vacuum. EM radiation refers to the EM waves, propagating
through space–time, carrying EM radiant energy [1]. It is a form of energy that is all
around us. Human activities like using global positioning system (GPS) device to
navigate precise location, heating up a food in a microwave or using X-rays detec-
tion by a doctor would be impossible without EM radiation. Figure 1 shows the EM
spectrum used to describe different types of EM energy according to their frequen-
cies (or wavelengths). The EM spectrum ranges from lower energy waves (longer
wavelength), like radio waves and microwaves, to higher energy waves (shorter
wavelength), like X-rays and gamma rays. As for the radiated emission which is
focused on in this chapter, the frequency locates in the radio frequency spectrum
(3 KHz–300 GHz).

Electromagnetic interference (EMI) is a disturbance generated by conduction or
external radiation that affects an electrical circuit. The interference emission
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Electromagnetic interference (EMI) is a disturbance generated by conduction or
external radiation that affects an electrical circuit. The interference emission
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sources are from the conducted emission (several KHz–30 MHz) to the radiated
emission (30 MHz–12 GHz) [2]. The conducted emission is the noise which is
internally generated from the poor designed electrical circuit such as electrical
cables and power wires. The radiated emission that is externally generated is in the
form of transmitting EM waves such as the intended EM radiation from the radio
broadcasting antenna and the unintended EM radiation from the high-speed trans-
ceivers. While detecting the EMI shielding of the device, it is usually relevant to the
radiated emission lonely. The conducted emission is another subject especially for
the noise prevention in system level.

EMI is encountered by all of us in our daily life and are expected to face
exponential rise in future due to the growing numbers of wireless devices and
standards, including cell phones, GPS, Bluetooth, Wi-Fi and near-field communi-
cation (NFC). Great effort has been dedicated for the development of EMI
shielding materials. EMI shielding can be achieved by prevention of EM waves
passing through an electric system either by reflection or by absorption of the
incident radiation power. In the past, metals were conveniently used in many
occasions. Among them, galvanized steel and aluminum are the most widely used.
Copper, nickel, pre-tin plated steel, zinc and silver are also used for some pur-
poses. When the trend in today’s electronic devices become faster, smaller and
lighter, metals are disadvantageous in weight consideration. Moreover, the EM
pollution is not truly eliminated or mitigated since the EM signals are almost
completely reflected at the surface of the metal protecting the environment only
beyond the shield [3]. Hence, intensive research efforts have been focused on the
development of EMI shielding materials that work by tunable reflection and
absorption based on novel materials that possess lightness, corrosion resistance,
flexibility, easy processing, etc.

This chapter is divided into two sections. In the next section, we will describe the
EMI shielding theory in details and the parameters that influence the shielding by
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2. EMI shielding theory

The EMI capability of a material is called shielding effectiveness (SE). It is
defined in terms of the ratio between the incoming power (Pi) and outgoing power
(Po) of an EM wave as [4]:

SE ¼ 10 log
Pi

P0

� �
(1)

The unit of EMI SE is given in decibels (dB). According to Eq. (1), how much
attenuation is blocked at given SE is given in Table 1.

2.1 Far field and near field

According to the distance r between the radiating source and the shield material,
an EM wave can be divided into near field wave and far field wave relative to the
total wavelength λ of the EM wave. As shown in Figure 2, the region within the
distance r > λ/2π is the far field while the distance r < λ/2π is the near field.

In far field, the EM waves can be regarded as plane waves and EMI should
consider both electric field (E) and magnetic field (H) effects. It fulfills the condi-
tions as follows,

Z ¼ Ej j
Hj j (2)

E ⊥ H (3)

SE (dB) 20 30 40 50 60 70

Attenuation % 99 99.9 99.99 99.999 99.9999 99.9999

Table 1.
Shielding effectiveness and attenuation %.

Figure 2.
Wave impedance in far field and near field [5].
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where Z is the intrinsic impedance or what is sometimes called wave impedance.
|E| and |H| are the electric and magnetic fields’ amplitudes, respectively. For air
(σ = 0, μ = μ0, ε = ε0), the wave impedance (Z0) is always equal to 377 Ω and can be
expressed as

z0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jωμ

σ þ jωε

s
¼

ffiffiffiffiffiffiffiffiffiffi
jωμ0
jωε0

s
¼

ffiffiffiffiffi
μ0
ε0

r
≈ 377Ω (4)

where σ is the electrical conductivity, μr is the relative permeability (μ = μ0μr), μ0
is the permeability of air (4π � 10�7 H/m), ε0 is the permittivity of air
(8.85 � 10�12 F/m).

In near field, the wave front is curved instead of planar, so the wave front is
not parallel to the surface of the shielding material. In this case, the wave imped-
ance (|E|/|H|) is not constant and depends on the distance and the dominant
field. For an electrical radiation source, the electrical field dominates. The wave
impedance is higher than 377 Ω and decreases as the distance r increases. It can be
expressed as [5].

z0 ¼ 1
2π f εr

(5)

For a magnetic radiation source, the near field is mainly magnetic. The wave
impedance is lower than 377 Ω and increases as the distance r increases, it can be
expressed as [5].

Z0 ¼ 2π fμr (6)

In this chapter, all the formulations and results are taken based on far field
condition because a distance of 48 cm associated with operating at a frequency of
100 MHz is already considered as far field.

2.2 EMI shielding mechanisms for homogeneous shield materials

Figure 3a illustrates the reflection and transmission of an EM wave when it
strikes on a shield material. The uniform EM wave with the electric field Ei and
magnetic field Hi is normal incident to the material. When the EM wave strikes the
left boundary of the material, portions of the EM wave are reflected in the opposite

Figure 3.
(a) Schematic illustration of EM plane wave is normal incident to a material with thickness t and
(b) schematic illustration of attenuation of an incident EM wave by a shield material (thickness of shield
material = t).
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direction with the electric field Er and magnetic field Hr. Other portions of the EM
wave are transmitted though the material with the electric field Et and magnetic
field Ht. The electric field SE can be expressed as:

SE ¼ 20 log
Ei

Et

����
���� (7)

The magnetic field SE can be expressed as:

SE ¼ 20 log
Hi

Ht

����
���� (8)

Theoretically, the SE of a material is contributed from three mechanisms
including reflection, absorption and multiple-reflections., the materials with mobile
charge carriers (electrons or holes) can interact with the incoming EM wave to
facilitate reflection. Absorption depends on the thickness of the shield materials. It
increases with the increase of the thickness of the shield materials. For significant
absorption, the shield materials possess electric and/or magnetic dipoles which
could then interact with the EM fields. Multiple-reflections is the third shielding
mechanism, which operates via the internal reflections within the shield material.
Therefore, the overall SE is the sum of all the three terms:

SEoverall ¼ SER þ SEA þ SEMR dBð Þ (9)

The EMI SE of the material depends on the distance between radiation source
and the shielding material. When the radiation source is far from the shielding
material, the SE is called as far field SE. In the case of the short distance between
radiation source and the shielding material, the SE is called as near field SE.

Figure 3b illustrates three EMI shielding mechanisms in a conductive shield
material. When an EM wave strikes the left boundary of the homogenous conduc-
tive material, a reflected wave and a transmitted wave will be created at the left
external and right external surface, respectively. As the transmitted wave propa-
gates within the shield material, the amplitude of the wave exponentially decreases
as a result from absorption, and the energy loss due to the absorption will be
dissipated as heat [6]. Once the transmitted wave reaches the internal right surface
of the shield (t), a portion of wave continues to transmit from the shield material
and a portion will be reflected into the shield material. The portion of internal
reflected wave will be re-reflected within the shield material, which represents the
multiple-reflections mechanism. The skin effect would affect the effect of multiple-
reflections to the overall shielding to a great extent. The depth at which the electric
field drops to (1/e) of the incident strength is call the skin depth (δ), which is given
as follows [7]:

δ ¼ 1ffiffiffiffiffiffiffiffiffiffi
πfσμ

p (10)

where f is frequency (Hz). μ and σ are the magnetic permeability and the
electrical conductivity of the shield material, respectively. If the shield is thicker
than the skin depth, the multiple-reflections can be ignored. However, the effect of
multiple-reflections will be significant as the shield is thinner than the skin depth.

As shown in Figure 3b, in case the shield material is a good conductor, Zm ≪ Z0,
then [8].
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SER ¼ 20 log
Ei

Et

����
���� ¼ 20 log

Z0 þ Zmð Þ2
4ZmZ0

�����

����� ffi 20 log
Z0

4Zm

����
���� (11)

where Zm ¼
ffiffiffiffiffiffiffiffiffiffiffi
jωμ

σþ jωε

q
ffi

ffiffiffiffiffi
jωμ
σ

q
, Z0 ¼

ffiffiffiffi
μ0
ε0

q
. So SEMR can be expressed as [8].

SEMR ¼ 20 log
1
4

ffiffiffiffiffiffiffiffiffiffiffiffi
σ

ωμrε0

r� �
¼ 168þ 10 log

σr
μrf

� �
(12)

where ω = 2πf, σr = σ/σCu is the relative conductivity of the material, it is related
to the electrical conductivity of the copper, the electrical conductivity of copper is
σCu = 5.8� 107 S/m. If the shield material possesses electric and/or magnetic dipoles,
the attenuation of incident EM wave happens inside the shield material due to the
absorption and multiple-reflections, the amplitude of the EM wave declines during
wave traveling, and it can be expressed as [8].

SEA ¼ 131:4t
ffiffiffiffiffiffiffiffiffiffiffi
fμrσr

q
(13)

SEMR ¼ 20 log 1� Z0 � Zm

Z0 þ Zm

� �2

e�2t=δe�2jβt

�����

����� ffi 20 log 1� e�2t=δe�2jt=δ
�� �� (14)

where t is the thickness of the shield material, δ is the skip depth under the
operation frequency, β is the propagation constant.

The mechanism of multi-reflections is complicated. For a good conductor
material, the multiple-reflection is usually insignificant because most of the inci-
dent EM waves are reflected from the external conductive surface of the shield
material, and only few penetrated EM waves can be retained for multiple-
reflections. The influence is more important for a material that has high perme-
ability and low electrical conductivity. In this case, EM waves can easily penetrate
through the external surface of the shield material and most penetrated EM waves
are reflected from the second surface of the shield material. The influence is more
important in low frequency and is reduced when the frequency gets higher
because the ratio between material thickness and skin depth (t/δ) become larger as
the frequency increases.

2.3 EMI shielding mechanisms for composites

Composites are made from fillers and matrices with significantly different
physical or chemical properties. Hence, EMI shielding mechanisms are more com-
plicated than those for homogeneous shield materials because of the huge surface
area available for reflection and multiple-reflections. The EMI SE of composites can
be measured experimentally, and it also can be calculated theoretically. The effec-
tive relative permittivity εeff of composites, which is one of the most important
parameters in the calculation, can be approximately calculated from the Maxwell
Garnett formula as [9]:

εeff ¼ εe þ 3f εe
ϵi � ϵe

εi þ 2εe � f εi � εeð Þ (15)

where εe is the relative permittivity of the matrix, εi is the relative permittivity of
the filler and f is the volume fraction of the filler. If the filler are electrical conduc-
tive particles, the relative permittivity εi can be expressed as [10]:
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εi ¼ ε0 � jε00 ¼ ε0 � j
σ

ωϵ0
(16)

where ε0 and ε00 are the real and imaginary part of the complex relative permit-
tivity of the filler, respectively. σ is the electrical conductivity of the filler. As shown
in Figure 3b, the transmission coefficient T can be expressed as [10]:

T ¼ T1T2e�γmD

1þ R1R2e�2γmD
(17)

where T1 and T2 are the transmission coefficients at the boundary 0 and t,
respectively. R1 and R2 are the reflection coefficients at the boundary 0 and t,
respectively. γm is the complex propagation constant. The T1,T2, R1, and R2 can
further be expressed in terms of the impedance Z0 and Zm [10]:

T1 ¼ 2 Zm

Zm þ Z0
(18)

T2 ¼ 2 Z0

Zm þ Z0
(19)

R1 ¼ Zm � Z0

Zm þ Z0
(20)

R2 ¼ Z0 � Zm

Zm þ Z0
(21)

where Z0 and Zm are the impedance of the air and the composite material,
respectively. Z0 can be expressed in Eq. (4) and Zm can further be expressed as:

Zm ¼ Zo

ffiffiffiffiffiffiffi
μr
εeff

r
(22)

The propagation constant γm can be expressed as [10]:

γm ¼ jω
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε0μ0 ε0eff � jε00eff

� �r
(23)

So, the SE can be calculated in terms of T,

SE ¼ �20 log Tj jð Þ (24)

3. Lightweight EMI shielding materials

When modern electronic devices are designed, high performance EMI shielding
materials are highly demanded. In addition, lightweight is one additional important
technical requirement for potential applications especially in the areas of automo-
bile and aerospace. In the following section, we will briefly review state-of-the-art
research work regarding polymer-based composite, foams and aerogels used for
EMI shielding.

3.1 Polymer-based composites

Polymer/conductive fillers composites was seen as a promising advanced EMI
shielding materials since the discovery that an insulating polymer would allow the
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flow of current through the conductive network stablished by conductive fillers
above the percolation threshold. The conductive composite materials preserve the
advantages of lightness of polymers, low cost, design flexibility and ease of
processing, and the incorporation of conductive fillers circumvent intrinsic nature
of polymers being transparent to EM waves through interaction between EM wave
and the conductive fillers. Metallic fillers, intrinsically conductive polymers and
carbon based electrically conductive fillers are discussed in this section with specific
examples. Polymer/magnetic particles composites will also be briefly introduced as
magnetic portion is an important component in EM waves that should not be
ignored. This section aims to provide a general overview on the preparation of
polymer-based EMI shielding materials and the advantages and challenges faced
by each category and possible strategies towards enhancing the EMI shielding
performances.

3.1.1 Polymer-based composites containing metallic fillers

Metals are typical wave-reflection materials used for EMI shielding purpose owing
to their abundance in mobile charge carriers that can interact with the incident EM
radiation. Metallic fillers of various physical forms, such as fibers or nanoparticles,
were dispersed in the polymer matrix to increase the interaction with the incident EM
radiation. Injection-molding provides a direct method to disperse metallic fillers into
a polymer matrix. Stainless steel fibers (SSF) introduced into polycarbonate matrix
through injection molding shown that EMI SE is heavily dependent on the molding
parameters which would give an optimum electrical conductivity [11]. Blended tex-
tiles of polyester fibers with SSF showed that the EMI SE is more than 50 dB in the
frequencies ranging from 30 MHz to 1.5 GHz [12] (see Figure 4a). As shown in
Figure 4b and c, comparison of reflectance, absorbance and transmittance, (identi-
fied as reflectivity, absorptivity and transmissibility in Figure 4) for SSF and SSF/
polyester fiber fabrics as a function of frequency revealed absorption as the dominant
EMI shielding mechanism. In the case of SSF/polyester with 10 wt% SSF, EMI
shielding by absorption increased from 30 MHz to maximum at 500 MHz and then
decreased with the increase in frequency.

The challenges in achieving a good dispersion of metallic fillers and the weight
increase make polymer/metallic fillers composites a less popular choice. Much
attention was switched to intrinsically conductive polymers (including polyaniline,
polyacetylene, and polypyrrole), carbon-based materials (including carbon fibers,
carbon black, graphite, graphene, carbon nanotubes and mesoporous carbon), and
magnetic materials like carbonyl iron and ferrites (including Fe3O4 and α-Fe2O3).

Figure 4.
(a) The EMI SE of the SSF/PET fabric as a function of frequency; (b) reflectivity/absorptivity/transmissibility
of SSF fabric and (c) SSF/PET fabric with 10 wt% SSF as a function of frequency [12].
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3.1.2 Intrinsically conductive polymers-based composites

Blends of a polymer with an intrinsically conductive polymer results in a com-
posite combining the desired properties of the two components, that is, adequate
mechanical properties of the polymer matrix for mechanical support and the elec-
trically conducting component for interaction with the EM radiation. Conducting
polymers are conjugated polymers, which on doping exhibit electronic conductiv-
ity. Distinctive to metallic fillers, the electrical conductivity of conducting polymers
arises from the polymer molecular structure. Alteration of parameters such as chain
size, doping level, dopant type and the synthesis route directly affect the molecular
structure, hence the EMI shielding properties of the material.

Among the available conducting polymers, polypyrrole (PPY) and polyaniline
(PANI) are the most widely used conductive fillers for EMI shielding purposes. PPY
is known to possess high conductivity, easy synthesis, good environmental stability
and less toxicological problem. Chemical and electrochemical polymerization of
PPY on a polyethylene terephthalate (PET) fabric is given as an example for elec-
trically conducting composite. Pyrrole was first dissolved in an aqueous solution
containing 10 wt% polyvinyl alcohol (PVA) and sprayed on the PET fabric before
subject to electrochemical polymerization at room temperature under a constant
current density. The resultant PPY coated PET fabric was shown to exhibit EMI SE
about 36 dB over a wide frequency range up to 1.5 GHz [13].

PANI was studied extensively for its various structures, unique doping mecha-
nism, excellent physical and chemical properties, stability, and the readily obtain-
able raw materials. Lakshmi et al. [14] prepared PANI-PU composite film by adding
aniline to polyurethane (PU) solution in tetrahydrofuran (THF). Doping of com-
posites was done by adding camphor sulfonic acid to the composite solution. The
EMI SE of the PU-PANI film was found to increase with thickness and the fre-
quency specific material is ideal for shielding at 2.2 and 8.8 GHz.

Other intrinsically conducting polymers, such as poly(p-phenylene-vinylene)
[15, 16] and poly(3-octylthiophene) [17], were also investigated for EMI shielding
applications, but too much lesser extent, mainly due to the unsatisfactory perfor-
mance and complex processing procedures involved.

In general, the EMI shielding performance arises by the addition of conductive
polymer consequently dominated by reflection mechanism due to the increase of
the level of impedance mismatch with air. One obvious advantage of such polymer-
polymer system is the lightweight being preserved, also there is no issue on sub-
strate flexibility as those associated with metallic or carbon-based fillers. However,
the main drawbacks of such composites include (1) poor mechanical properties of
the most of the intrinsically conducting polymers require a matrix material for
structural support; (2) the insoluble and infusible characteristics caused conducting
polymers to exhibit poor processability and (3) high filler (conducting polymer)
level is usually needed for acceptable performances.

3.1.3 Polymer-based composites containing carbon-based fillers

Similar to metallic fillers, carbon-based fillers come in various shapes and aspect
ratios. Carbon black (CB), including graphite and CB, is the generic name given to
small particle size carbon pigments which are formed in the gas phase by thermal
decomposition of hydrocarbons [18]. Carbon fibers (CFs) are 1D carbon structure
of diameter generally lies between 50 and 200 nm and aspect ratios around 250 and
2000, largely produced by chemical vaporization of hydrocarbon [19, 20]. Carbon
nanotubes (CNTs) can be considered as rolled-up hollow cylinders of graphene
sheets of very high aspect ratio due to the small diameter, constituted of a single
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flow of current through the conductive network stablished by conductive fillers
above the percolation threshold. The conductive composite materials preserve the
advantages of lightness of polymers, low cost, design flexibility and ease of
processing, and the incorporation of conductive fillers circumvent intrinsic nature
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carbon based electrically conductive fillers are discussed in this section with specific
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magnetic portion is an important component in EM waves that should not be
ignored. This section aims to provide a general overview on the preparation of
polymer-based EMI shielding materials and the advantages and challenges faced
by each category and possible strategies towards enhancing the EMI shielding
performances.
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radiation. Injection-molding provides a direct method to disperse metallic fillers into
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Figure 4.
(a) The EMI SE of the SSF/PET fabric as a function of frequency; (b) reflectivity/absorptivity/transmissibility
of SSF fabric and (c) SSF/PET fabric with 10 wt% SSF as a function of frequency [12].
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3.1.2 Intrinsically conductive polymers-based composites
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EMI SE of the PU-PANI film was found to increase with thickness and the fre-
quency specific material is ideal for shielding at 2.2 and 8.8 GHz.

Other intrinsically conducting polymers, such as poly(p-phenylene-vinylene)
[15, 16] and poly(3-octylthiophene) [17], were also investigated for EMI shielding
applications, but too much lesser extent, mainly due to the unsatisfactory perfor-
mance and complex processing procedures involved.

In general, the EMI shielding performance arises by the addition of conductive
polymer consequently dominated by reflection mechanism due to the increase of
the level of impedance mismatch with air. One obvious advantage of such polymer-
polymer system is the lightweight being preserved, also there is no issue on sub-
strate flexibility as those associated with metallic or carbon-based fillers. However,
the main drawbacks of such composites include (1) poor mechanical properties of
the most of the intrinsically conducting polymers require a matrix material for
structural support; (2) the insoluble and infusible characteristics caused conducting
polymers to exhibit poor processability and (3) high filler (conducting polymer)
level is usually needed for acceptable performances.

3.1.3 Polymer-based composites containing carbon-based fillers

Similar to metallic fillers, carbon-based fillers come in various shapes and aspect
ratios. Carbon black (CB), including graphite and CB, is the generic name given to
small particle size carbon pigments which are formed in the gas phase by thermal
decomposition of hydrocarbons [18]. Carbon fibers (CFs) are 1D carbon structure
of diameter generally lies between 50 and 200 nm and aspect ratios around 250 and
2000, largely produced by chemical vaporization of hydrocarbon [19, 20]. Carbon
nanotubes (CNTs) can be considered as rolled-up hollow cylinders of graphene
sheets of very high aspect ratio due to the small diameter, constituted of a single
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hollow cylinder, that is, single-walled carbon nanotubes (SWCNTs) or of a collec-
tion of graphene concentric cylinders, that is, multi-walled carbon nanotubes
(MWCNTs) [21, 22]. Graphene sheet (GS), an atomically thick two-dimensional
structure, exhibited excellent mechanical, thermal and electrical properties [23].
Both CNTs and graphene offer substantial advantages over conventional carbon
fillers and the percolation threshold can be achieved by both at very low content if
properly dispersed.

In general, carbon fillers with high aspect ratio are generally more effective in
imparting electrical conductivities to a polymer matrix, hence it is no surprise to
observe the highest SE from fillers with the highest aspect ratio, that is, SWCNTs >
MWCNTs > CNFs > CB when the volume fraction of the fillers is the same. The
different methods of fillers dispersion and various carbon filler surface modification
methods were comprehensively reviewed in the published paper and will not be
discussed in detail here [3, 24]. The EMI shielding performance of the
polymer/carbon-fillers composites can also be found in Ref. [3, 7, 24, 25].

3.1.4 Polymer-based composites containing magnetic particles composites

A binary or even ternary component consists of two or more types of the fillers
provide an effective way to bypass the inherent shortcomings of a single-filler
composite. The incorporation of magnetic components will supplement the attenu-
ation properties of a carbon-based EMI shielding material.

Physical blending or deposition of metallic particles within a polymer blend or
structure is the most direct way of incorporation a third element, however, such
method faces the problem of uniform dispersion and deposition at the bottom layers
due to the higher density of metallic particles. Electroless plating of metals on
carbon substrates provides a neat way of incorporating metal components uni-
formly into a system without excessive weight addition. Works by Kim et al. [26]
and Yim et al. [27] dispersed nickel coated MWCNT through electroless plating in
epoxy and high-density polyethylene, respectively. Figure 5a gives an illustration of

Figure 5.
(a) Schematic diagram of the electroless Ni-plating process; (b) SEM images of (1) pristine MWCNTs and
(2) Ni-coated MWCNTs, respectively; (c) comparison of the EMI SE of MWCNTs/HDPE and Ni-MWCNTs/
HDPE and (d) the proposed shielding mechanism of Ni-MWCNTs/HDPE [27].

220

Electromagnetic Materials and Devices

the nickel coated MWCNTs. It is apparent that the nickel coated MWCNTs
appeared rougher comparing to the pristine ones due to the presence of nickel
particles as shown Figure 5b. Yim achieved 140% (at 1 GHz, Figure 5c) in
enhancement of the EMI SE compared to the pristine MWCNT/polymer compos-
ites. The enhancement was attributed to the increased surface conductivity.
Figure 5d shows the proposed shielding mechanism of Ni-MWCNTs/HDPE. EM
wave was firstly reflected at the composite surfaces upon reaching the surface of the
composite. When the penetrated EM wave meets the nickel layer on the MWCNTs,
the metallic layer functioned as EM absorbable or reflective fillers. It is evident that
the EMI absorbing nature of the metallic layer can be used as an effective additional
shielding material despite the small amount present in the systems.

3.2 Foams and aerogels used in EMI shielding

In view of the rigid index of fuel-economy in the applications of automobile and
aerospace, lightweight EMI shielding materials with the combination of reduced
density and high EMI SE are much preferred. In this section, we aim to provide a
general overview on the preparation of foam and aerogel materials used in EMI
shielding and the advantages and challenges faced by each category and possible
strategies towards enhancing their EMI shielding performances. The specific EMI
SE, defined as the ratio of the EMI SE to the density (SSE) or both density and
thickness (SSE/t), is a more appropriate criterion to compare the EMI shielding
performance with those of other typical materials for the applications where light-
weight is required.

3.2.1 Polymer-based composite foams

Conductive polymer-based composites foams offer significant reduction in
weight, while the pores decrease the real part of the permittivity, accordingly
reducing the reflection at the material surface. The porous structure enhances the
energy absorption through wave scattering in the walls of the pores. Electrically
conductive fillers, including CNFs, CNTs and graphene sheets, are commonly used
to form a desirable conducting network within the inherently insulating polymer
foam matrix. Yang et al. [28] first reported CNFs reinforced polystyrene (PS)
composite foam as a conductive foam for EMI shielding application. The EMI SE of
PS/CNFs foam containing 1 wt% CNFs was less than 1 dB, upon increasing CNFs
content to 15 wt%, EMI SE increased to 19 dB. Following this work, the authors
reported PS/CNTs composite foam with varying CNTs contents from 0 to 7 wt%
[4]. The PS/CNTs composite foam achieved a higher EMI SE of above 10 dB com-
pared to 3 dB for the PS/CNFs composite foam at the same filler content of 3 wt%.
The difference in the results originated from the remarkable electrical and struc-
tural properties of CNTs, such as larger aspect ratio, smaller diameter, higher
electrical conductivity and strength, compared to CNFs.

3.2.2 Syntactic foams

Syntactic foam, filling hollow spheres in a matrix, is a kind of lightweight
composite materials. The approaches to enhance the EMI SE of syntactic foams
include (i) hollow particles made of a conductive material; (ii) coating a conductive
layer onto the surface of hollow particles and (iii) adding a second conductive filler
in syntactic foam matrix.

Zhang et al. [29] added a second conductive filler, (CNFs, chopped carbon fiber
(CCF), and long carbon fiber (LCF)), into syntactic foams containing conductive
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MWCNTs > CNFs > CB when the volume fraction of the fillers is the same. The
different methods of fillers dispersion and various carbon filler surface modification
methods were comprehensively reviewed in the published paper and will not be
discussed in detail here [3, 24]. The EMI shielding performance of the
polymer/carbon-fillers composites can also be found in Ref. [3, 7, 24, 25].
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A binary or even ternary component consists of two or more types of the fillers
provide an effective way to bypass the inherent shortcomings of a single-filler
composite. The incorporation of magnetic components will supplement the attenu-
ation properties of a carbon-based EMI shielding material.

Physical blending or deposition of metallic particles within a polymer blend or
structure is the most direct way of incorporation a third element, however, such
method faces the problem of uniform dispersion and deposition at the bottom layers
due to the higher density of metallic particles. Electroless plating of metals on
carbon substrates provides a neat way of incorporating metal components uni-
formly into a system without excessive weight addition. Works by Kim et al. [26]
and Yim et al. [27] dispersed nickel coated MWCNT through electroless plating in
epoxy and high-density polyethylene, respectively. Figure 5a gives an illustration of
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(a) Schematic diagram of the electroless Ni-plating process; (b) SEM images of (1) pristine MWCNTs and
(2) Ni-coated MWCNTs, respectively; (c) comparison of the EMI SE of MWCNTs/HDPE and Ni-MWCNTs/
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the nickel coated MWCNTs. It is apparent that the nickel coated MWCNTs
appeared rougher comparing to the pristine ones due to the presence of nickel
particles as shown Figure 5b. Yim achieved 140% (at 1 GHz, Figure 5c) in
enhancement of the EMI SE compared to the pristine MWCNT/polymer compos-
ites. The enhancement was attributed to the increased surface conductivity.
Figure 5d shows the proposed shielding mechanism of Ni-MWCNTs/HDPE. EM
wave was firstly reflected at the composite surfaces upon reaching the surface of the
composite. When the penetrated EM wave meets the nickel layer on the MWCNTs,
the metallic layer functioned as EM absorbable or reflective fillers. It is evident that
the EMI absorbing nature of the metallic layer can be used as an effective additional
shielding material despite the small amount present in the systems.

3.2 Foams and aerogels used in EMI shielding

In view of the rigid index of fuel-economy in the applications of automobile and
aerospace, lightweight EMI shielding materials with the combination of reduced
density and high EMI SE are much preferred. In this section, we aim to provide a
general overview on the preparation of foam and aerogel materials used in EMI
shielding and the advantages and challenges faced by each category and possible
strategies towards enhancing their EMI shielding performances. The specific EMI
SE, defined as the ratio of the EMI SE to the density (SSE) or both density and
thickness (SSE/t), is a more appropriate criterion to compare the EMI shielding
performance with those of other typical materials for the applications where light-
weight is required.

3.2.1 Polymer-based composite foams

Conductive polymer-based composites foams offer significant reduction in
weight, while the pores decrease the real part of the permittivity, accordingly
reducing the reflection at the material surface. The porous structure enhances the
energy absorption through wave scattering in the walls of the pores. Electrically
conductive fillers, including CNFs, CNTs and graphene sheets, are commonly used
to form a desirable conducting network within the inherently insulating polymer
foam matrix. Yang et al. [28] first reported CNFs reinforced polystyrene (PS)
composite foam as a conductive foam for EMI shielding application. The EMI SE of
PS/CNFs foam containing 1 wt% CNFs was less than 1 dB, upon increasing CNFs
content to 15 wt%, EMI SE increased to 19 dB. Following this work, the authors
reported PS/CNTs composite foam with varying CNTs contents from 0 to 7 wt%
[4]. The PS/CNTs composite foam achieved a higher EMI SE of above 10 dB com-
pared to 3 dB for the PS/CNFs composite foam at the same filler content of 3 wt%.
The difference in the results originated from the remarkable electrical and struc-
tural properties of CNTs, such as larger aspect ratio, smaller diameter, higher
electrical conductivity and strength, compared to CNFs.

3.2.2 Syntactic foams

Syntactic foam, filling hollow spheres in a matrix, is a kind of lightweight
composite materials. The approaches to enhance the EMI SE of syntactic foams
include (i) hollow particles made of a conductive material; (ii) coating a conductive
layer onto the surface of hollow particles and (iii) adding a second conductive filler
in syntactic foam matrix.

Zhang et al. [29] added a second conductive filler, (CNFs, chopped carbon fiber
(CCF), and long carbon fiber (LCF)), into syntactic foams containing conductive
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hollow carbon microspheres (HCMs). The EMI SE values of used syntactic foams at
the same filler content were compared, as shown as Table 2. The results showed
that CNFs is more effective in providing EMI shielding compared to CCF and LCF
due to the larger aspect ratio of CNFs.

Zhang et al. [30] also demonstrated the effect of functionalization of HCMs on
the EMI SE of the epoxy-HCMs syntactic foam. HCMs were coated with
polydopamine (PDA) via the self-polymerization of dopamine. The PDA coating
promotes dispersion and served as a reducing agent to deposit silver (Ag) particles
on the surface of HCMs as illustrated in Figure 6a. The average EMI SE of the
epoxy-HCMs syntactic foam containing Ag-PDA-HCMs with 28.5 and 30.5 wt% of
silver in the X-band achieved 49.5 and 60.2 dB, respectively as shown in Figure 6b.
The SSE reached up to 46.3 dB cm3/g, demonstrating the prospect of epoxy/Ag-
PDA-HCMs syntactic foam as a lightweight high-performance EMI shielding mate-
rial. The corresponding EMI shielding mechanism of this syntactic foam was ana-
lyzed by comparing the values of reflectance (R), absorptance (A), and

Filler content (vol%) CNF
Aspect ratio: 500–1700

CCF
Aspect ratio: 6–50

LCF
Aspect ratio: 150–750

0.5 5.2 2.2 2.8

1.0 11.3 3.4 4.4

1.5 16.4 3.7 6.5

2.0 24.9 4.3 7.5

Table 2.
Comparison of the EMI SE (dB) of CNF, CCF, and LCF reinforced syntactic foam.

Figure 6.
(a) Schematic illustration of the procedure for preparation of PDA-HCMs and Ag-PDA-HCMs; (b) EMI SE
in the frequency range from 8 to 12 GHz for syntactic foam containing pristine HCMs and Ag-PDA-HCMs
with different silver contents; and (c) reflectance (R), absorbance (A), and transmittance (T) of EM radiation
over syntactic foams containing Ag-PDA-HCMs with different silver content at 10 GHz [30].
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transmittance (T) in Figure 6c. The specimens were both reflective and absorptive
towards EM radiation at silver content less than 17.8 wt%. The contribution of
reflection (0.83) towards EMI SE surpassed that from absorption (0.16) when silver
content increased to 28.5%. The dense and thick electrically conductive silver
formed due to further increasing the silver content to 30.5 wt% increased the R to
0.97 and resultant in reflection as the dominant shielding mechanism.

Xu et al. [31] fabricated syntactic foams (“hybridized epoxy composite foams”
according to authors) through impregnating expandable epoxy/MWCNT/micro-
sphere blends into a preformed, highly porous, and 3D silver-coated melamine
foam (SF) sponge. The highly conductive SF resolved the problem of the foam
reduction of high filled epoxy blends and provided channels for rapid electron
transport. MWCNTs were used to offset the loss of conductive pathways due to the
crystal defects in the silver layer and the insulating epoxy resin. As a result, the EMI
SE of 68.1 dB was achieved with only 2 wt% of MWCNTs and 3.7 wt% of silver due
to the synergy of the MWCNT and SF.

3.2.3 Carbon foams

Carbon foam is a class of three-dimensional (3D) architecture consisting of a
sponge-like interconnected network of porous carbon. Carbon foams have been
wildly used as candidates for realistic EMI shielding applications due to their excel-
lent properties, such as low density, resistance to chemical corrosion, high thermal
and electrical conductivity, and high temperature resistance.

Zhang et al. [32] prepared a novel ultralight (0.15 g/cm3) carbon foam by direct
carbonization of phthalonitrile (PN)-based polymer foam, as shown in Figure 7a.
High EMI SE of � 51.2 dB (see Figure 7b, C1000 was labeled as the carbonization of
1000°C) was contributed by the high graphitic carbonaceous species and the
intrinsic nitrogen-containing structure. The carbon foams showed the best SSE of
341.1 dB cm3/g so far when mechanical property was considered. The carbon foam
developed by Zhang provides an excellent low-density and high-performance EMI
shielding material for use in areas where mechanical integrity is desired.

3.2.4 CNTs/graphene foams

The EMI SE of carbon foams was closely related to the char yield of polymer
precursors and the demanding carbonization conditions. Therefore, a new kind of
filler-free lightweight EMI shielding material, is in demand, which can be prepared
without the stringent processing conditions. In view of the lightweight require-
ment, assembling one dimensional (1D) CNTs and two-dimensional (2D) graphene
sheets into three dimensional (3D) macroscopic porous structures (e.g., sponges,
foams and aerogels) emerged as an efficient approach.

Figure 7.
(a) Schematic representation of the preparation of PN-based carbon foams and (b) EMI SE of carbon foams [32].
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hollow carbon microspheres (HCMs). The EMI SE values of used syntactic foams at
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transmittance (T) in Figure 6c. The specimens were both reflective and absorptive
towards EM radiation at silver content less than 17.8 wt%. The contribution of
reflection (0.83) towards EMI SE surpassed that from absorption (0.16) when silver
content increased to 28.5%. The dense and thick electrically conductive silver
formed due to further increasing the silver content to 30.5 wt% increased the R to
0.97 and resultant in reflection as the dominant shielding mechanism.

Xu et al. [31] fabricated syntactic foams (“hybridized epoxy composite foams”
according to authors) through impregnating expandable epoxy/MWCNT/micro-
sphere blends into a preformed, highly porous, and 3D silver-coated melamine
foam (SF) sponge. The highly conductive SF resolved the problem of the foam
reduction of high filled epoxy blends and provided channels for rapid electron
transport. MWCNTs were used to offset the loss of conductive pathways due to the
crystal defects in the silver layer and the insulating epoxy resin. As a result, the EMI
SE of 68.1 dB was achieved with only 2 wt% of MWCNTs and 3.7 wt% of silver due
to the synergy of the MWCNT and SF.

3.2.3 Carbon foams

Carbon foam is a class of three-dimensional (3D) architecture consisting of a
sponge-like interconnected network of porous carbon. Carbon foams have been
wildly used as candidates for realistic EMI shielding applications due to their excel-
lent properties, such as low density, resistance to chemical corrosion, high thermal
and electrical conductivity, and high temperature resistance.

Zhang et al. [32] prepared a novel ultralight (0.15 g/cm3) carbon foam by direct
carbonization of phthalonitrile (PN)-based polymer foam, as shown in Figure 7a.
High EMI SE of � 51.2 dB (see Figure 7b, C1000 was labeled as the carbonization of
1000°C) was contributed by the high graphitic carbonaceous species and the
intrinsic nitrogen-containing structure. The carbon foams showed the best SSE of
341.1 dB cm3/g so far when mechanical property was considered. The carbon foam
developed by Zhang provides an excellent low-density and high-performance EMI
shielding material for use in areas where mechanical integrity is desired.

3.2.4 CNTs/graphene foams

The EMI SE of carbon foams was closely related to the char yield of polymer
precursors and the demanding carbonization conditions. Therefore, a new kind of
filler-free lightweight EMI shielding material, is in demand, which can be prepared
without the stringent processing conditions. In view of the lightweight require-
ment, assembling one dimensional (1D) CNTs and two-dimensional (2D) graphene
sheets into three dimensional (3D) macroscopic porous structures (e.g., sponges,
foams and aerogels) emerged as an efficient approach.
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Lu et al. [33] synthesized a flexible CNTs sponge with a density of 10.0 mg/cm3

via chemical vapor deposition (CVD) process, composed of self-assembled and
interconnected CNT skeletons. The freestanding CNTs sponge showed the high
EMI SE and SSE of 54.8 dB and 5480 dB cm3/g in X-band, respectively. After
composited with polydimethylsiloxane (PDMS) by directly infiltrating method, the
CNT/PDMS composites still exhibited excellent EMI SE (46.3 dB) at the thickness
of 2.0 mm, while the CNT loading content was less than 1.0 wt%.

Surface modification is employed to increase the EMI shielding ability of
graphene foams. Zhang et al. [34] prepared surfaced modified 3D graphene foams
via self-polymerization of dopamine with a subsequent foaming process, as shown
in Figure 8a. The polydopamine (PDA) served as a nitrogen doping source and an
enhancement tool to achieve higher extent of reduction of the graphene through
providing wider pathways and larger accessible surface areas. The enhanced reduc-
tion of graphene sheets and the polarization effects introduced by PDA decoration
compensated the negative effect of the barrier posed by PDA. As a result, the
resultant EMI SE showed 15% improvement compared to PDA-free graphene foam
as shown in Figure 8b. Wu et al. [35] also fabricated an ultralight, high performance
EMI shielding graphene foam (GF)/poly(3,4-ethylenedioxythiophene):poly(sty-
rene sulfonate) (PEDOT:PSS) composites by drop coating of PEDOT:PSS on the
freestanding cellular-structured GFs, as illustrated in Figure 8c. The GF/PEDOT:
PSS composites possess an enhanced electrical conductivity from 11.8 to 43.2 S/cm
after the incorporation of PEDOT:PSS. The modified grapheme foam with a density
of 18.2 � 10�3 g/cm3 provide a remarkable EMI SE of 91.9 dB (identified as SET in
Figure 8d).

3.2.5 Graphene aerogels

Aerogel is a synthetic porous ultralight material derived from a gel, in which the
liquid component used in gel are replaced by air. In recent years, the great potential
of graphene aerogel (GAs) in EMI shielding applications has been confirmed by
several researchers. Song et al. [36] reported that the EMI SE of GA-carbon textile
hybrid with a thickness of 2 mm was 27 dB. The 3D scaffold GA greatly enhances

Figure 8.
(a) Schematic representation of the preparation of PDA-GO and PDA-rGO; (b) EMI SE of rGO foam and
PDA-rGO foam [34]; (c) schematic procedure of the preparation of GF/PEDOT:PSS composites; (d) EMI SE
of GF/PEDOT:PSS composites as a function frequency [35].
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the conductive network while maintaining the advantage of light carbon textile.
Singh et al. [37] studied the EMI SE of pure GA, which was 20 dB, with a density
�75 mg /cm3 and a thickness of 2 mm. They discussed the EMI shielding mechanism
by correlating the EM wave interaction with the 3D porous structure. Zeng et al.
[38] fabricated an ultralight and highly elastic rGO/lignin-derived carbon (LDC)
composite aerogel with aligned microspores and cell walls by directional freeze-
drying and carbonization method. The EMI SE of rGO/LDC composite aerogels
with a thickness of 2 mm could reach up to 49.2 and 21.3 dB under ultralow
densities of 8.0 and 2.0 mg/cm3, respectively.

The graphitization of GAs facilitates to improve its electrical conductivity, thus
improving the EMI SE. Liu et al. [39] reported an effective method of manufacturing
an integrated graphene aerogel (IGA) using a complete bridge between rGO sheets
and polyimide macromolecules via graphitization at 2800°C, as shown in Figure 9a.
The rGO sheets were efficiently reduced to graphene during graphitization, while the
polyimide component was graphitized to turbostratic carbon to connect the graphene
sheets, resulting in a high EMI SE of�83 dB in X-band at a low density of 18 mg/cm3,
as shown in Figure 9b. The EMI shielding mechanism analysis for the porous IGA
revealed that most of the incident EM wave was dissipated through absorption, thus
forming an absorption-dominant EMI shielding mechanism.

Different reduction process of graphene oxide (GO), including chemical reduc-
tion and thermal reduction would affect the EMI shielding performance of GAs.
Bi et al. [40, 41] carried out a comprehensive study of EMI shielding mechanisms of
GAs solely consisted of graphene sheets to determine the main parameters of high
EMI SE. As shown in Figure 10a, two types of ultralight (4.5–5.5 mg/cm3) 3D GAs
were prepared by chemical reduction and thermal reduction of GO aerogels. The EMI
SE reached 27.6 and 40.2 dB for chemically reduced graphene aerogel (GAC) and
thermally reduced graphene aerogel (GAT), respectively. The distinct graphene
surface resulted from different processing pathway led to different EM wave

Figure 9.
(a) Schematic illustration for fabricating IGA and (b) effect of annealing temperature on EMI shielding
performance of IGAs [39].

Figure 10.
(a) Schematic representation of the preparation process of GAC and GAT [42] and (b) R & A of GA9 and
GA9F [41].
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the conductive network while maintaining the advantage of light carbon textile.
Singh et al. [37] studied the EMI SE of pure GA, which was 20 dB, with a density
�75 mg /cm3 and a thickness of 2 mm. They discussed the EMI shielding mechanism
by correlating the EM wave interaction with the 3D porous structure. Zeng et al.
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composite aerogel with aligned microspores and cell walls by directional freeze-
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response upon striking the graphene/air interface. Nitrogen-doping and side polar
groups induced strong polarization effects in GAC. Higher extent of reduction of the
grapheme sheets in GAT left a smaller amount of side polar groups and formed more
sp2 graphitic lattice, both favored π-π stacking between the adjacent graphene sheets.
The enhanced polarization effects and the increased electrical conductivity of GAT
contributed to better EMI shielding performance. Bi further investigated the effect of
porosity on EMI shielding mechanisms compressing the aerogel (GA9) into thin film
(GA9F), as shown in Figure 10b. The highly connected conducting network resulted
in a significant increase in the electrical conductivity of GA9F, while the EMI SE
remained unchanged at constant rGO content. The observation was contradictory to
the previous outcomes that higher electrical conductivity or better-connected
network contributed to higher EMI SE. Hence, the fact can be believed that the EMI
SE is highly dependent on the effective amounts of materials response to the EM
waves. Despite the similar intrinsic properties of rGO, the amount of absorption of
EM waves in GA9 was much higher than that in GA9F when the EM waves
penetrated through the porous structure. The cavities within the highly porous GA
absorbed the EM waves through multiple internal reflections and eventually depleted
the energy. Hence, the tightly connected conducting network within GA9F changed
the EMI shielding mechanism from absorption to reflection.

4. Conclusions

Generally, EMI shielding is defined as the prevention of the propagation of EM
waves from one region to another by using shield materials. With the development of
electronic industry, weight reduction is an additional technical requirement besides the
good EMI shielding performance.Metal as a traditional EMI shieldingmaterial has been
replacing with lighter materials, such as polymer-based composites, foams and
aerogels. This chapter reviewed various types of lightweight materials with their EMI
SEs corresponding to their EMI shielding mechanisms. To verify the benefits of using
lightweight materials for EMI shielding applications, a comprehensive comparison was
performed as shown in Figure 11. All the data in Figure 11were collected from the

Figure 11.
Comparison of EMI SEs of lightweight materials as a function of density of materials.
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reference papers listed in this chapter. Although the data are not involved all the
published results, they are representative to the library of lightweight EMI shielding
materials. The reported EMI SEs of polymer-based composites containing conductive
fillers varied in the range of 20–60 dB corresponding to the densities higher than 0.8 g/
cm3. Polymer-based foams reinforced with additional conductive fillers and carbon
foams outperform polymer-based composites in terms of EMI SE. They possessed
comparable EMI SE of 20–80 dB with the lower density (<0.8 g/cm3). Aerogels with
ultralow densities (<100 mg/cm3) exhibited high EMI SEs in the same range of poly-
mer- and carbon-based foams, indicating they can be used as an ideal potential light-
weight EMI shielding materials though the mechanical properties of aerogels still
remain a big issue.
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Chapter 11

Optical Propagation in
Magneto-Optical Materials
Licinius Dimitri Sá de Alcantara

Abstract

Magneto-optical materials present anisotropy in the electrical permittivity con-
trolled by a magnetic field, which affects the propagation characteristics of light and
stands out in the design of nonreciprocal devices, such as optical isolators and
circulators. Based on Maxwell’s equations, this chapter focuses on the wave propa-
gation in magneto-optical media. The following cases are covered: The propagation
of a plane wave in an unbounded magneto-optical medium, where the phenomenon
of Faraday rotation is discussed, and the guided propagation in planar magneto-
optical waveguides with three and five layers, highlighting the phenomenon of
nonreciprocal phase shift and its potential use on the design of nonreciprocal optical
devices.

Keywords: magneto-optical media, light propagation, Faraday rotation,
nonreciprocal phase shift, optical devices

1. Introduction

A material is classified as magneto-optical (MO) if it affects the propagation
characteristics of light when an external magnetic field is applied on it. For ferro-
magnetic materials, which are composed by magnetically ordered domains, MO
phenomena may also occur in the absence of an external magnetic field. A great
number of magneto-optical phenomena are the direct or indirect outcome of the
splitting of energy levels in an external or spontaneous magnetic field [1].

The MO effect depends on the polarization of the magnetic field. It also depends
on the polarization of the light and on its propagation direction, so it is an aniso-
tropic phenomenon, which has attracted great attention from researchers in optical
devices. The MO materials can have their anisotropy controlled by a magnetostatic
field (HDC), and this behavior can be exploited on the design of nonreciprocal
devices. By nonreciprocal devices or structures, it means that waves or guided
modes supported by them have their propagation characteristics altered when the
wave propagation sense is reversed. Optical isolators and circulators can be
highlighted as examples of such devices. Isolators are designed to protect optical
sources from reflected light and are present in optical amplification systems. The
circulators are employed as signal routers and act in devices that extract wave-
lengths in WDM systems.

The design of optical devices with MO materials is addressed in several works
such as [2–5]. The challenges for the design of such devices are the development of
MO materials with high-induced anisotropy and high transparency at the optical
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devices. By nonreciprocal devices or structures, it means that waves or guided
modes supported by them have their propagation characteristics altered when the
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lengths in WDM systems.

The design of optical devices with MO materials is addressed in several works
such as [2–5]. The challenges for the design of such devices are the development of
MO materials with high-induced anisotropy and high transparency at the optical
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spectrum. Therefore, research activities on the improvement of MO materials and
structures have also great relevance and are covered in works such as [6–10].
Integration of MO materials and structures with other optical system components,
with reduction of insertion losses, is also a target for researches in optical devices.
Research of MO effects in optical structures such as photonic crystals has also been
addressed [11–13].

This chapter presents analytical formalisms derived from Maxwell’s and wave
equations to analyze the propagation characteristics of transverse electromagnetic
(TEM) waves in unbounded magneto-optical material. The guided propagation
characteristics of transverse magnetic (TM) modes in three- and five-layered planar
magneto-optical waveguides are also formalized and discussed. The analytical for-
malism is versatile so that each layer can be set as magneto-optical or isotropic in
the mathematical model.

2. Wave propagation characteristics

This section focuses on the optical propagation analysis in magneto-optical
media using Maxwell’s equations as starting point. In a magnetized MO media,
cyclotron resonances occur at optical frequencies, if the wave is properly polarized.
This physical phenomenon induces a coupling between orthogonal electric field
components in the plane perpendicular to the applied magnetostatic field HDC,
which affects the wave polarization. Depending on the orientation of the magneto-
static field, the configuration of the electric permittivity tensor changes. If HDC is
oriented along one of the Cartesian axes, the relative electric permittivity assumes
the form

εr ¼
n2 0 0

0 n2 jδ
0 �jδ n2

2
64

3
75, for HDC k x� axis; (1)

εr ¼
n2 0 jδ
0 n2 0

�jδ 0 n2

2
64

3
75, for HDC k y� axis; (2)

εr ¼
n2 jδ 0

�jδ n2 0

0 0 n2

2
64

3
75, for HDC k z� axis: (3)

where n is the refractive index of the material and δ is the magneto-optical
constant. The MO constant is proportional to HDC. If the sense of HDC is reversed,
δ(-HDC) = �δ(HDC), and for HDC = 0, the off-diagonal components of the electric
permittivity tensor are zero [14, 15].

2.1 TEM wave in an unbounded magneto-optical medium

Let us consider a TM wave propagating in an unbounded MOmedium, as shown
in Figure 1.

From Maxwell’s equations, the vectorial Helmholtz equation for anisotropic
media and for the electric field E x; y; zð Þ can be written as

ω2μ0ε0εrEþ ∇2E� ∇ ∇ � E� � ¼ 0, (4)
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where ω is the angular frequency in rad/s, μ0 is the magnetic permeability of the
vacuum in H/m, and ε0 is the electric permittivity of the vacuum in F/m.

To develop a plane wave solution for MO media, it is assumed that HDC is
parallel to the y-axis and εr is given by Eq. (2) from now on. This assumption does
not imply on lack of generality because it is assumed that the wave propagates at an
arbitrary direction, with the electric field vector given by

E ¼ E0 exp jωtð Þ exp �j γxxþ γyyþ γzz
� �h i

: (5)

where γ ¼ γx i
! þγy j

! þγzk
!
is the propagation constant vector.

From Gauss’ law for a medium with equilibrium of charges, ∇: ε0εrE
� � ¼ 0, we

obtain:

∇ � E ¼ j
δ

n2
∂Ex

∂z
� ∂Ez

∂x

� �
: (6)

Substituting Eq. (6) into Eq. (4) leads to

ω2μ0ε0εrEþ ∇2E� j
δ

n2
∇

∂Ex

∂z
� ∂Ez

∂x

� �
¼ 0: (7)

Expanding Eq. (7) in the Cartesian coordinates results in

ω2μ0ε0 n2Ex þ jδEz
� �þ ∂

2Ex

∂x2
þ ∂

2Ex

∂y2
þ ∂

2Ex

∂z2
� j

δ

n2
∂
2Ex

∂x∂z
� ∂

2Ez

∂x2

� �
¼ 0, (8)

ω2μ0ε0n
2Ey þ

∂
2Ey

∂x2
þ ∂

2Ey

∂y2
þ ∂

2Ey

∂z2
� j

δ

n2
∂
2Ex

∂y∂z
� ∂

2Ez

∂x∂y

� �
¼ 0, (9)

Figure 1.
TEM wave in an unbounded magneto-optical medium.
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ω2μ0ε0 �jδEx þ n2Ez
� �þ ∂

2Ez

∂x2
þ ∂

2Ez

∂y2
þ ∂

2Ez

∂z2
� j

δ

n2
∂
2Ex

∂z2
� ∂

2Ez

∂x∂z

� �
¼ 0: (10)

The spatial derivatives in Eqs. (8)–(10) are now calculated by considering
Eq. (5):

ω2μ0ε0n
2 � γj j2 � j

δ

n2
γxγz

� �
Ex þ jδ ω2μ0ε0 �

1
n2

γ2x

� �
Ez ¼ 0 (11)

ω2μ0ε0n
2 � γj j2

� �
Ey þ j

δ

n2
γyγzEx � γxγyEz

� �
¼ 0, (12)

�jδ ω2μ0ε0 �
1
n2

γ2z

� �
Ex þ ω2μ0ε0n

2 � γj j2 � j
δ

n2
γxγz

� �
Ez ¼ 0, (13)

where γj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ2x þ γ2y þ γ2z

q
.

2.1.1 TEM wave with electric field vector parallel to HDC

By observing Eqs. (11–13), we note that when the electric field of the electro-
magnetic wave is polarized along the y-axis and is parallel to HDC, so that
Ex = Ez = 0, the magneto-optical constant δ related to HDC will have no effect on the
propagation characteristics of the wave. In this case, from Eq. (12), the propagation
constant modulus would be

γj j ¼ nω
ffiffiffiffiffiffiffiffiffiffi
μ0ε0

p
, (14)

which is the same expression for a traveling wave in an isotropic material. Note
that when the electric field is polarized along the y-axis, the wave is traveling in the
plane xz, so that γy = 0.

2.1.2 The general expression for the propagation constant

In a general case, by solving the system formed by Eqs. (11) and (13), we obtain
the following equation

ω2μ0ε0n
2 � γj j2 � j

δ

n2
γxγz

� �2

� δ2 ω2μ0ε0 �
1
n2

γ2x

� �
ω2μ0ε0 �

1
n2

γ2z

� �
¼ 0: (15)

Solving Eq. (15) for |γ|, we obtain:

γj j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2μ0ε0n2 � j

δ

n2
γxγz � δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2μ0ε0 �

1
n2

γ2x

� �
ω2μ0ε0 �

1
n2

γ2z

� �svuut : (16)

Note that when the MO constant δ = 0, Eq. (16) reduces to Eq. (14).
The parameters γx and γz are projections of the propagation constant vector

along the x and the y-axis, respectively.

2.1.3 TEM wave propagating parallel to HDC

If the TEM wave is propagating along the HDC direction (y-axis), so that
γx = γz = 0, Eq. (16) assumes the simpler form:
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γj j ¼ ω
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0 n2 � δð Þ

p
, (17)

and from Eq. (5), the electric field vector becomes

E ¼ E0x i
!þE0zk

!� �
exp j ωt� yω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0 n2 � δð Þ

p� �h i
: (18)

From Eq. (11), we see that the electric field components are connected by

E0x ¼ �jδ
ω2μ0ε0

ω2μ0ε0n2 � γj j2
� �E0z: (19)

Substituting Eq. (17) in Eq. (19), we obtain:

E0x ¼ �jE0z: (20)

Therefore, substituting Eq. (20) in Eq. (18), and given that �j = exp(�jπ/2), the
electric field components can be written as

Ex ¼ E0z exp j ωt� yω
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0 n2 � δð Þ

p
� π=2

� �h i
, (21)

Ez ¼ E0z exp j ωt� yω
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0 n2 � δð Þ

p� �h i
: (22)

Eqs. (21) and (22) represent a circular polarized wave, which can be dismem-
bered into two circular polarized eigenmodes propagating along the y-axis with
different propagation constants. If the plus sign (in “�”) is adopted for Eqs. (21)
and (22), we obtain a counterclockwise (CCW) circular polarized eigenmode. Oth-
erwise, if the minus sign is adopted, we obtain a clockwise (CW) circular polarized
eigenmode, as shown in Figure 2. From Eq. (17), it is possible to associate an
equivalent refractive index to each eigenmode:

nþ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ δ

p
, for the CCW circular polarized eigenmode;

n� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � δ

p
, for the CW circular polarized eigenmode.

A linear polarized wave propagating along the y-axis may be decomposed into
two opposite circular polarized waves in the xz plane, as shown in Figure 2. Since
these eigenmodes propagate with distinct propagation constants, the linear

Figure 2.
Decomposition of a linear polarized TEM wave into two circular polarized components. The circular polarized
components travel with distinct propagation constants in a MO medium.
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γ2z

� �
Ex þ ω2μ0ε0n

2 � γj j2 � j
δ

n2
γxγz

� �
Ez ¼ 0, (13)

where γj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ2x þ γ2y þ γ2z

q
.

2.1.1 TEM wave with electric field vector parallel to HDC

By observing Eqs. (11–13), we note that when the electric field of the electro-
magnetic wave is polarized along the y-axis and is parallel to HDC, so that
Ex = Ez = 0, the magneto-optical constant δ related to HDC will have no effect on the
propagation characteristics of the wave. In this case, from Eq. (12), the propagation
constant modulus would be

γj j ¼ nω
ffiffiffiffiffiffiffiffiffiffi
μ0ε0

p
, (14)

which is the same expression for a traveling wave in an isotropic material. Note
that when the electric field is polarized along the y-axis, the wave is traveling in the
plane xz, so that γy = 0.

2.1.2 The general expression for the propagation constant

In a general case, by solving the system formed by Eqs. (11) and (13), we obtain
the following equation

ω2μ0ε0n
2 � γj j2 � j

δ

n2
γxγz

� �2

� δ2 ω2μ0ε0 �
1
n2

γ2x

� �
ω2μ0ε0 �

1
n2

γ2z

� �
¼ 0: (15)

Solving Eq. (15) for |γ|, we obtain:

γj j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2μ0ε0n2 � j

δ

n2
γxγz � δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2μ0ε0 �

1
n2

γ2x

� �
ω2μ0ε0 �

1
n2

γ2z

� �svuut : (16)

Note that when the MO constant δ = 0, Eq. (16) reduces to Eq. (14).
The parameters γx and γz are projections of the propagation constant vector

along the x and the y-axis, respectively.

2.1.3 TEM wave propagating parallel to HDC

If the TEM wave is propagating along the HDC direction (y-axis), so that
γx = γz = 0, Eq. (16) assumes the simpler form:
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γj j ¼ ω
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0 n2 � δð Þ

p
, (17)

and from Eq. (5), the electric field vector becomes

E ¼ E0x i
!þE0zk

!� �
exp j ωt� yω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0 n2 � δð Þ

p� �h i
: (18)

From Eq. (11), we see that the electric field components are connected by

E0x ¼ �jδ
ω2μ0ε0

ω2μ0ε0n2 � γj j2
� �E0z: (19)

Substituting Eq. (17) in Eq. (19), we obtain:

E0x ¼ �jE0z: (20)

Therefore, substituting Eq. (20) in Eq. (18), and given that �j = exp(�jπ/2), the
electric field components can be written as

Ex ¼ E0z exp j ωt� yω
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0 n2 � δð Þ

p
� π=2

� �h i
, (21)

Ez ¼ E0z exp j ωt� yω
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0 n2 � δð Þ

p� �h i
: (22)

Eqs. (21) and (22) represent a circular polarized wave, which can be dismem-
bered into two circular polarized eigenmodes propagating along the y-axis with
different propagation constants. If the plus sign (in “�”) is adopted for Eqs. (21)
and (22), we obtain a counterclockwise (CCW) circular polarized eigenmode. Oth-
erwise, if the minus sign is adopted, we obtain a clockwise (CW) circular polarized
eigenmode, as shown in Figure 2. From Eq. (17), it is possible to associate an
equivalent refractive index to each eigenmode:

nþ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ δ

p
, for the CCW circular polarized eigenmode;

n� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � δ

p
, for the CW circular polarized eigenmode.

A linear polarized wave propagating along the y-axis may be decomposed into
two opposite circular polarized waves in the xz plane, as shown in Figure 2. Since
these eigenmodes propagate with distinct propagation constants, the linear

Figure 2.
Decomposition of a linear polarized TEM wave into two circular polarized components. The circular polarized
components travel with distinct propagation constants in a MO medium.
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polarization will rotate in the xz plane as the wave propagates along the y-axis, in a
phenomenon known as Faraday rotation, which is depicted in Figure 3.

When the sense of the magnetostatic field HDC is reversed, the magneto-optical
constant δ changes its signal, and the values of n+ and n� are interchanged, and the
sense of rotation of a linear polarized wave in the MO media will change.

The Faraday rotation angle (ϕF) may be calculated (in radians) as a function of
the propagation distance y by

ϕF ¼ 1
2

ϕþ � ϕ�ð Þ ¼ 1
2

nþ
2π
λ0

y� n�
2π
λ0

y
� �

¼ π

λ0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ δ

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � δ

p� �
y, (23)

where λ0 is the optical wavelength in vacuum. The Faraday rotation effect is
responsible for a periodic power transfer between the transverse components, in
this case, Ex and Ez. This phenomenon in MO materials may be exploited for the
design of optical isolators based on Faraday rotation.

When a MO waveguide, with HDC applied along its longitudinal direction,
supports degenerate orthogonal quasi TEM modes, the power transfer between
these modes will be maximized. Figure 4 shows a MO rib waveguide [16], where
layers 1 and 2 are composed of bismuth yttrium iron garnet (Bi-YIG) grown on top
of a gadolinium gallium garnet (GGG) substrate with nSR = 1.94. For the Bi-YIG
layers, the relative permittivity tensor has the form of Eq. (2), with δ = 2.4 � 10�4,

Figure 3.
Faraday rotation of a linear polarized TEM wave in a MO medium. The propagation direction is parallel to
the magnetostatic field HDC.

Figure 4.
Magneto-optical rib waveguide.
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n1 = 2.19, and n2 = 2.18. The waveguide dimensions are w = 8 μm, h = 0.5 μm,
t1 = 3.1 μm, and t2 = 3.4 μm. The optical wavelength is λ0 = 1.485 μm.

Figure 5 shows numerical results for the power transfer between the transverse
components along the propagation direction. These results were obtained using a
finite difference vectorial beam propagation method (FD-VBPM) [17]. We observe
that the length for maximum energy transfer is around 6800 μm. In practice, as
observed in [16], the device length must be set at half that length (�3400 μm) so
that a 45° rotation is achieved at the output port. Therefore, if a reflection occurs at
this point, the reflected field will complete a 90° rotation at the input port, which
can then be blocked with a polarizer without affecting the input field, so that an
optical isolator is obtained.

In Eq. (23), by adopting δ = 2.4 � 10�4, n = n1 = 2.19, λ0 = 1.485 μm, and
ϕF = π/4 (45°), we obtain y = 3388 μm, which is a propagation length that
converges with the FD-VBPM result.

2.1.4 TEM wave propagating along the diagonal of an imaginary cube

Before finishing this section, let us consider another particular case of propaga-
tion direction—suppose, in Figure 1, that γx = γy = γz = γu, with γu 6¼ 0. This case
corresponds to a TEM wave propagating along the diagonal of an imaginary
cube, adjacent to the Cartesian axes. From Eq. (16), we obtain:

γj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2μ0ε0n2 � j

δ

n2
γ2u � δ ω2μ0ε0 �

1
n2

γ2u

� �s
: (24)

From the relation γj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ2x þ γ2y þ γ2z

q
we can also obtain:

γj j ¼ γu
ffiffiffi
3

p
: (25)

Equaling Eqs. (24)–(25) and solving for γu result in

γu ¼ ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0 n2 � δð Þ
3� δ

n2 þ j δ
n2

s
: (26)

Figure 5.
Normalized intensity evolution of the transverse field components along the propagation direction (y-axis) of
the MO waveguide.
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polarization will rotate in the xz plane as the wave propagates along the y-axis, in a
phenomenon known as Faraday rotation, which is depicted in Figure 3.

When the sense of the magnetostatic field HDC is reversed, the magneto-optical
constant δ changes its signal, and the values of n+ and n� are interchanged, and the
sense of rotation of a linear polarized wave in the MO media will change.

The Faraday rotation angle (ϕF) may be calculated (in radians) as a function of
the propagation distance y by

ϕF ¼ 1
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λ0

y� n�
2π
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y
� �
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p
�
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n2 � δ

p� �
y, (23)

where λ0 is the optical wavelength in vacuum. The Faraday rotation effect is
responsible for a periodic power transfer between the transverse components, in
this case, Ex and Ez. This phenomenon in MO materials may be exploited for the
design of optical isolators based on Faraday rotation.

When a MO waveguide, with HDC applied along its longitudinal direction,
supports degenerate orthogonal quasi TEM modes, the power transfer between
these modes will be maximized. Figure 4 shows a MO rib waveguide [16], where
layers 1 and 2 are composed of bismuth yttrium iron garnet (Bi-YIG) grown on top
of a gadolinium gallium garnet (GGG) substrate with nSR = 1.94. For the Bi-YIG
layers, the relative permittivity tensor has the form of Eq. (2), with δ = 2.4 � 10�4,

Figure 3.
Faraday rotation of a linear polarized TEM wave in a MO medium. The propagation direction is parallel to
the magnetostatic field HDC.

Figure 4.
Magneto-optical rib waveguide.

236

Electromagnetic Materials and Devices

n1 = 2.19, and n2 = 2.18. The waveguide dimensions are w = 8 μm, h = 0.5 μm,
t1 = 3.1 μm, and t2 = 3.4 μm. The optical wavelength is λ0 = 1.485 μm.

Figure 5 shows numerical results for the power transfer between the transverse
components along the propagation direction. These results were obtained using a
finite difference vectorial beam propagation method (FD-VBPM) [17]. We observe
that the length for maximum energy transfer is around 6800 μm. In practice, as
observed in [16], the device length must be set at half that length (�3400 μm) so
that a 45° rotation is achieved at the output port. Therefore, if a reflection occurs at
this point, the reflected field will complete a 90° rotation at the input port, which
can then be blocked with a polarizer without affecting the input field, so that an
optical isolator is obtained.

In Eq. (23), by adopting δ = 2.4 � 10�4, n = n1 = 2.19, λ0 = 1.485 μm, and
ϕF = π/4 (45°), we obtain y = 3388 μm, which is a propagation length that
converges with the FD-VBPM result.

2.1.4 TEM wave propagating along the diagonal of an imaginary cube

Before finishing this section, let us consider another particular case of propaga-
tion direction—suppose, in Figure 1, that γx = γy = γz = γu, with γu 6¼ 0. This case
corresponds to a TEM wave propagating along the diagonal of an imaginary
cube, adjacent to the Cartesian axes. From Eq. (16), we obtain:

γj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2μ0ε0n2 � j

δ

n2
γ2u � δ ω2μ0ε0 �

1
n2

γ2u

� �s
: (24)

From the relation γj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ2x þ γ2y þ γ2z

q
we can also obtain:

γj j ¼ γu
ffiffiffi
3

p
: (25)

Equaling Eqs. (24)–(25) and solving for γu result in

γu ¼ ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0 n2 � δð Þ
3� δ

n2 þ j δ
n2

s
: (26)

Figure 5.
Normalized intensity evolution of the transverse field components along the propagation direction (y-axis) of
the MO waveguide.

237

Optical Propagation in Magneto-Optical Materials
DOI: http://dx.doi.org/10.5772/intechopen.81963



Substituting Eq. (26) in Eq. (25), we obtain the propagation constant:

γj j ¼ ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0 n2 � δð Þ
1� δ

3n2 þ j δ
3n2

s
: (27)

The corresponding electric field vector can be retrieved by substituting the
results of Eqs. (26)–(27) in Eq. (11) to obtain

Ex ¼ �jEz: (28)

However, for the considered propagation direction, the Ey component is not
zero. From Eq. (12) we obtain:

Ey ¼ � n2 � δþ j3 δ� n2ð Þ
5n2

Ez: (29)

By using the results of Eqs. (26)–(29) in Eq. (5), we can express the electric field
vector for this particular case by

E ¼ �j i
! � n2 � δþ j3 δ� n2ð Þ

5n2
j
! þ k

!� �
E0z exp j ωt� ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0 n2 � δð Þ
3� δ

n2 þ j δ
n2

s
xþ yþ zð Þ

 !" #
,

(30)

where i, j, and k are the unit vectors along the x-, y-, and z-axis, respectively.
As in the previous case of propagation, Eq. (30) provides two eigenmodes for

TEM propagation. From Eq. (28) we can observe that, when projected in the xz
plane, the electric field vector of each eigenmode is circular polarized. The combi-
nation of these eigenmodes will result in a wave with linear polarization progres-
sively rotated as it propagates. The Ey component has the role of projecting the
Faraday rotation to the plane perpendicular to the propagation direction (the diag-
onal of the cube), since the wave is TEM regarding this propagation direction.
Figure 6 shows a simulation of the TEM wave eigenmodes along the diagonal of an
imaginary cube.

The simulations presented in Figure 6 were performed for f = 193.4145 THz,
n = 2, and δ = 0.2. Note that both eigenmodes present losses as they propagate. This
is due the complex characteristic of the propagation constant expressed by Eq. (27),
where the imaginary part depends on the magneto-optical constant δ. It was
observed that increasing δ enhances the Faraday rotation but also increases the
losses for diagonal propagation.

Equivalent refractive indexes for the circular polarized eigenmodes can be
obtained from Eq. (27), which leads to the following equation to compute the
Faraday rotation for diagonal propagation:

ϕF ¼ π

λ0
Re

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ δ

1þ δ
3n2 þ j δ

3n2

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � δ

1� δ
3n2 þ j δ

3n2

s !
d, (31)

where d is the propagation distance along the diagonal.
For n = 2, δ = 0.2, and λ0 = 1.55 μm, we obtain ϕF/d = 0.27046 rads/μm.

Comparing with the case for propagation along the y-axis (parallel to HDC), by
using Eq. (23), we obtain ϕF/y = 0.40549 rads/μm. These results show that we can
obtain a better Faraday rotation when the propagation direction is aligned with the
magnetostatic field, when considering TEM waves.
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2.2 TM mode in a planar magneto-optical waveguide

Figure 7 presents a planar MO waveguide, which is composed by three MO
layers. The magnetostatic field HDC is applied along the y-axis. The propagation
direction is now the z-axis. The planar waveguide supports transversal electric, TE,
modes (Hx, Ey, Hz components) and transversal magnetic, TM, modes (Ex, Hy, Ez

components). As discussed in Section 2.1.1, if HDC is parallel to the electric field
vector of the wave, then MO constant δ does not affect the propagation character-
istics of the mode. Therefore, for the TE modes, no MO effect will be observed. For
TM modes, however, the electric field components are perpendicular to HDC, and

Figure 6.
TEM eigenmodes for diagonal propagation where γx = γy = γz. The trajectory of the electric field vector is
represented by red lines.

Figure 7.
Longitudinal section of a planar MO waveguide.
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Substituting Eq. (26) in Eq. (25), we obtain the propagation constant:

γj j ¼ ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0 n2 � δð Þ
1� δ

3n2 þ j δ
3n2

s
: (27)

The corresponding electric field vector can be retrieved by substituting the
results of Eqs. (26)–(27) in Eq. (11) to obtain

Ex ¼ �jEz: (28)

However, for the considered propagation direction, the Ey component is not
zero. From Eq. (12) we obtain:

Ey ¼ � n2 � δþ j3 δ� n2ð Þ
5n2

Ez: (29)

By using the results of Eqs. (26)–(29) in Eq. (5), we can express the electric field
vector for this particular case by

E ¼ �j i
! � n2 � δþ j3 δ� n2ð Þ

5n2
j
! þ k

!� �
E0z exp j ωt� ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0ε0 n2 � δð Þ
3� δ

n2 þ j δ
n2

s
xþ yþ zð Þ

 !" #
,

(30)

where i, j, and k are the unit vectors along the x-, y-, and z-axis, respectively.
As in the previous case of propagation, Eq. (30) provides two eigenmodes for

TEM propagation. From Eq. (28) we can observe that, when projected in the xz
plane, the electric field vector of each eigenmode is circular polarized. The combi-
nation of these eigenmodes will result in a wave with linear polarization progres-
sively rotated as it propagates. The Ey component has the role of projecting the
Faraday rotation to the plane perpendicular to the propagation direction (the diag-
onal of the cube), since the wave is TEM regarding this propagation direction.
Figure 6 shows a simulation of the TEM wave eigenmodes along the diagonal of an
imaginary cube.

The simulations presented in Figure 6 were performed for f = 193.4145 THz,
n = 2, and δ = 0.2. Note that both eigenmodes present losses as they propagate. This
is due the complex characteristic of the propagation constant expressed by Eq. (27),
where the imaginary part depends on the magneto-optical constant δ. It was
observed that increasing δ enhances the Faraday rotation but also increases the
losses for diagonal propagation.

Equivalent refractive indexes for the circular polarized eigenmodes can be
obtained from Eq. (27), which leads to the following equation to compute the
Faraday rotation for diagonal propagation:

ϕF ¼ π

λ0
Re

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ δ

1þ δ
3n2 þ j δ

3n2

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � δ

1� δ
3n2 þ j δ

3n2

s !
d, (31)

where d is the propagation distance along the diagonal.
For n = 2, δ = 0.2, and λ0 = 1.55 μm, we obtain ϕF/d = 0.27046 rads/μm.

Comparing with the case for propagation along the y-axis (parallel to HDC), by
using Eq. (23), we obtain ϕF/y = 0.40549 rads/μm. These results show that we can
obtain a better Faraday rotation when the propagation direction is aligned with the
magnetostatic field, when considering TEM waves.
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2.2 TM mode in a planar magneto-optical waveguide

Figure 7 presents a planar MO waveguide, which is composed by three MO
layers. The magnetostatic field HDC is applied along the y-axis. The propagation
direction is now the z-axis. The planar waveguide supports transversal electric, TE,
modes (Hx, Ey, Hz components) and transversal magnetic, TM, modes (Ex, Hy, Ez

components). As discussed in Section 2.1.1, if HDC is parallel to the electric field
vector of the wave, then MO constant δ does not affect the propagation character-
istics of the mode. Therefore, for the TE modes, no MO effect will be observed. For
TM modes, however, the electric field components are perpendicular to HDC, and
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nonreciprocal propagation characteristics will take place. In this section, mathe-
matical expressions to calculate the propagation constants for TM modes in a MO
planar waveguide will be derived. For the occurrence of guided modes in the
structure shown in Figure 7, n1 > n2 and n1 > n3.

Defining ξ as the inverse of the electric permittivity tensor of Eq. (2), we have:

ξ ¼ ε
�1
r ¼

n2

n4 � δ2
0 � jδ

n4 � δ2

0
n2

n4 � δ2
0

jδ
n4 � δ2

0
n2

n4 � δ2

2
66666664

3
77777775
¼

ξxx 0 �ξzx
0 ξyy 0

ξzx 0 ξzz

2
64

3
75: (32)

From Maxwell’s equations at the frequency domain, considering TM modes (Ex,
Hy, Ez components) and no field spatial variations along the y-axis, we obtain:

jωμHy ¼ jβEx þ ∂Ez

∂x
, (33)

Ex ¼ 1
ε0

ξxx
β

ω
Hy þ j

ξzx
ω

∂Hy

∂x

� �
, (34)

Ez ¼ 1
ε0

ξzx
β

ω
Hy � j

ξzz
ω

∂Hy

∂x

� �
, (35)

where β is the propagation constant of the guided TM mode in radians per
meter.

Substituting Eqs. (34)–(35) in Eq. (33), we obtain the following wave equation
for nonreciprocal media in terms of the Hy component:

∂
2Hy

∂x2
þ k20 � ξxxβ

2

ξzz

 !
Hy ¼ 0, (36)

where k0 ¼ ω
ffiffiffiffiffiffiffi
με0

p
.

The solution for Hy is expressed for each waveguide layer as.

Hy ¼ C exp �ζxð Þ, for x≥0: (37)

Hy ¼ C cos κxð Þ þD sen κxð Þ, for–d≤ x≤0: (38)

Hy ¼ C cos κdð Þ �D sen κdð Þ½ � exp γ xþ dð Þ½ �, for x≤ � d: (39)

The solution for the component Ez at each layer is obtained by substituting the
corresponding solution for Hy in Eq. (35), resulting in.

Ez ¼ C
ωε0

ξ 3ð Þ
zx β þ jζξ 3ð Þ

zz

� �
exp �ζxð Þ, for x≥0: (40)

Ez ¼ 1
ωε0

C ξ 1ð Þ
zx β cos κxð Þ þ jκξ 1ð Þ

zz sen κxð Þ
h i

þD ξ 1ð Þ
zx βsen κxð Þ � jκξ 1ð Þ

zz cos κxð Þ
h in o

, for–d≤ x≤0:

(41)

Ez ¼ C cos κdð Þ �Dsen κdð Þ
ωε0

ξ 2ð Þ
zx β � jγξ 2ð Þ

zz

� �
exp γ xþ dð Þ½ �, for x≤ � d: (42)

The superscripts between parentheses on the inverse permittivity tensor ele-
ments identify the corresponding waveguide layer, as specified in Figure 7. The
continuity of Ez at x = 0 and at x = �d leads to the following system:
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C ξ 3ð Þ
zx � ξ 1ð Þ

zx

� �
β þ jζξ 3ð Þ

zz

h i
þD jκξ 1ð Þ

zz

� �
¼ 0, (43)

C ξ 1ð Þ
zx � ξ 2ð Þ

zx

� �
β þ jγξ 2ð Þ

zz

h i
cos κdð Þ � jκξ 1ð Þ

zz sen κdð Þ
n o

þD ξ 2ð Þ
zx � ξ 1ð Þ

zx

� �
β � jγξ 2ð Þ

zz

h i
sen κdð Þ � jκξ 1ð Þ

zz cos κdð Þ
n o

¼ 0:
(44)

After solving this system formed by Eqs. (43)–(44), we obtain:

tan κdð Þ ¼ κξ 1ð Þ
zz ζξ 3ð Þ

zz þ γξ 2ð Þ
zz � j ξ 3ð Þ

zx � ξ 2ð Þ
zx

� �
β

� �

κξ 1ð Þ
zz

� �2 � ξ 3ð Þ
zx � ξ 1ð Þ

zx

� �
β þ jζξ 3ð Þ

zz

� �
ξ 2ð Þ
zx � ξ 1ð Þ

zx

� �
β � jγξ 2ð Þ

zz

� � : (45)

The constants ζ, κ, and γ can be determined by substituting Eq. (37), Eq. (38), or
Eq. (39), respectively, in Eq. (36), resulting in

ζ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ξ 3ð Þ
xx β

2 � k20
ξ 3ð Þ
zz

s
, (46)

κ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k20 � ξ 1ð Þ

xx β
2

ξ 1ð Þ
zz

s
, (47)

γ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ξ 2ð Þ
xx β

2 � k20
ξ 2ð Þ
zz

s
, (48)

where k0 = 2π/λ0, and λ0 is the optical wavelength.
From the roots of Eq. (45) for β, the dispersion curve for TM modes in MO

waveguides can be retrieved. Assuming that n1 = 2.26, n2 = 2.0, n3 = 2.23, d = 1 μm,
and only the layer 3 is magneto-optical with δ = 0.019, the dispersion curve for the
fundamental and a superior TM mode is shown in Figure 8. We observe that the
effective index profile changes when the propagation direction is reversed, which
opens the possibility to the design of nonreciprocal devices. This phenomenon is
known as nonreciprocal phase shift. If the magnetostatic field is not applied (δ = 0),
the effective index profile becomes reciprocal and converges to the dashed line

Figure 8.
Dispersion curves of the fundamental TM0 mode and the superior TM1 mode.
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nonreciprocal propagation characteristics will take place. In this section, mathe-
matical expressions to calculate the propagation constants for TM modes in a MO
planar waveguide will be derived. For the occurrence of guided modes in the
structure shown in Figure 7, n1 > n2 and n1 > n3.

Defining ξ as the inverse of the electric permittivity tensor of Eq. (2), we have:

ξ ¼ ε
�1
r ¼

n2

n4 � δ2
0 � jδ

n4 � δ2

0
n2

n4 � δ2
0

jδ
n4 � δ2

0
n2

n4 � δ2

2
66666664

3
77777775
¼

ξxx 0 �ξzx
0 ξyy 0

ξzx 0 ξzz

2
64

3
75: (32)

From Maxwell’s equations at the frequency domain, considering TM modes (Ex,
Hy, Ez components) and no field spatial variations along the y-axis, we obtain:

jωμHy ¼ jβEx þ ∂Ez

∂x
, (33)

Ex ¼ 1
ε0

ξxx
β

ω
Hy þ j

ξzx
ω

∂Hy

∂x

� �
, (34)

Ez ¼ 1
ε0

ξzx
β

ω
Hy � j

ξzz
ω

∂Hy

∂x

� �
, (35)

where β is the propagation constant of the guided TM mode in radians per
meter.

Substituting Eqs. (34)–(35) in Eq. (33), we obtain the following wave equation
for nonreciprocal media in terms of the Hy component:

∂
2Hy

∂x2
þ k20 � ξxxβ

2

ξzz

 !
Hy ¼ 0, (36)

where k0 ¼ ω
ffiffiffiffiffiffiffi
με0

p
.

The solution for Hy is expressed for each waveguide layer as.

Hy ¼ C exp �ζxð Þ, for x≥0: (37)

Hy ¼ C cos κxð Þ þD sen κxð Þ, for–d≤ x≤0: (38)

Hy ¼ C cos κdð Þ �D sen κdð Þ½ � exp γ xþ dð Þ½ �, for x≤ � d: (39)

The solution for the component Ez at each layer is obtained by substituting the
corresponding solution for Hy in Eq. (35), resulting in.

Ez ¼ C
ωε0

ξ 3ð Þ
zx β þ jζξ 3ð Þ

zz

� �
exp �ζxð Þ, for x≥0: (40)

Ez ¼ 1
ωε0

C ξ 1ð Þ
zx β cos κxð Þ þ jκξ 1ð Þ

zz sen κxð Þ
h i

þD ξ 1ð Þ
zx βsen κxð Þ � jκξ 1ð Þ

zz cos κxð Þ
h in o

, for–d≤ x≤0:

(41)

Ez ¼ C cos κdð Þ �Dsen κdð Þ
ωε0

ξ 2ð Þ
zx β � jγξ 2ð Þ

zz

� �
exp γ xþ dð Þ½ �, for x≤ � d: (42)

The superscripts between parentheses on the inverse permittivity tensor ele-
ments identify the corresponding waveguide layer, as specified in Figure 7. The
continuity of Ez at x = 0 and at x = �d leads to the following system:
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C ξ 3ð Þ
zx � ξ 1ð Þ

zx

� �
β þ jζξ 3ð Þ
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h i
þD jκξ 1ð Þ

zz

� �
¼ 0, (43)
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zx

� �
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zz

h i
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n o
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h i
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After solving this system formed by Eqs. (43)–(44), we obtain:
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β

� �
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� �
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� � : (45)

The constants ζ, κ, and γ can be determined by substituting Eq. (37), Eq. (38), or
Eq. (39), respectively, in Eq. (36), resulting in
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s
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2
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s
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γ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ξ 2ð Þ
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s
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where k0 = 2π/λ0, and λ0 is the optical wavelength.
From the roots of Eq. (45) for β, the dispersion curve for TM modes in MO

waveguides can be retrieved. Assuming that n1 = 2.26, n2 = 2.0, n3 = 2.23, d = 1 μm,
and only the layer 3 is magneto-optical with δ = 0.019, the dispersion curve for the
fundamental and a superior TM mode is shown in Figure 8. We observe that the
effective index profile changes when the propagation direction is reversed, which
opens the possibility to the design of nonreciprocal devices. This phenomenon is
known as nonreciprocal phase shift. If the magnetostatic field is not applied (δ = 0),
the effective index profile becomes reciprocal and converges to the dashed line
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shown in Figure 8. The TMmodes reach cutoff for optical wavelengths at which the
effective index reaches the minimum value of 2.23. For greater optical wavelengths,
the mode becomes irradiated and escapes through layer 3.

Figure 9 shows the transversal distributions of the Hy component at two distinct
optical wavelengths. For this waveguide design, λ0 = 1.55 μm is near cutoff, and the
mode is highly distributed in the MO layer, which increases the nonreciprocal phase
shift. Note from Figure 8 that the difference between the effective indexes of the
counter propagating TM modes are greater for optical wavelengths near cutoff, but
as the wavelengths decreases, the mode becomes more confined at the waveguide
core, and its interaction with the MO layer decreases, resulting in a decrease of the
nonreciprocal phase shift effect, considering this waveguide configuration.

2.3 TM mode in a planar magneto-optical directional coupler

Now let us consider a five-layered MO planar structure as shown in Figure 10.

Figure 9.
Transversal distribution of the Hy component of the fundamental TM0 mode at λ0 = 1.31 μm and at
λ0 = 1.55 μm.

Figure 10.
Longitudinal section of the five-layered MO planar structure.
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The solutions for Eq. (36) in each layer, making use of the proper radiation
conditions, are [18]

Hy ¼ A1 exp �γ1 x� S3 � d2ð Þ½ �, for x≥ S3 þ d2,

Hy ¼ A2 cos κ2 x� S3 � d2=2ð Þ½ � þ A3 sin κ2 x� S3 � d2=2ð Þ½ � for S3 ≤ x≤ S3 þ d2,

Hy ¼ A4 exp �γ3xð Þ þ A5 exp γ3xð Þ, for –S3 ≤ x≤ S3,

Hy ¼ A6 cos κ4 xþ S3 þ d4=2ð Þ½ � þ A7 sin κ4 xþ S3 þ d4=2ð Þ½ �, for –S3–d4 ≤ x≤ –S3,

Hy ¼ A8 exp γ5 xþ S3 þ d4ð Þ½ �, for x≤ –S3–d4,

where A1 through A8 are constants to be determined, κi and γj are given by.

κi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k20 � ξ ið Þ

xxβ
2

ξ ið Þ
zz

s
, i ¼ 2,4, (49)

γj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ξ jð Þ
xx β

2 � k20
ξ jð Þ
zz

s
, j ¼ 1, 3, 5, (50)

where k0 = 2π/λ0, and λ0 is the optical wavelength.
The electric field components Ex and Ez can be directly obtained with Eq. (34)

and Eq. (35), respectively. Applying the boundary conditions for the tangential
components Hy and Ez, one obtains a system of eight equations and eight
unknowns, which can be conveniently written in matrix form as follows:

M βð Þ½ �A ¼ 0: (51)

Here, [M(β)] is an 8�8 matrix that depends on the unknown longitudinal
propagation constant β and A = [A1 A2 … A8]

T. The propagation constant can be
easily found by solving the equation Det([M(β)]) = 0. The nonzero elements of the
matrix [M(β)] are listed below:

M11 ¼ 1;M12 ¼ � cos κ2d2=2ð Þ;M13 ¼ � sin κ2d2=2ð Þ;
M21 ¼ �jξ 1ð Þ

zx β þ γ1ξ
1ð Þ
zz ;M22 ¼ jξ 2ð Þ

zx β cos κ2d2=2ð Þ � κ2ξ
2ð Þ
zz sin κ2d2=2ð Þ;

M23 ¼ �jξ 2ð Þ
zx β sin k2d2=2ð Þ þ k2ξ 2ð Þ

zz cos k2d2=2ð Þ;
M32 ¼ cos κ2d2=2ð Þ;M33 ¼ � sin κ2d2=2ð Þ;M34 ¼ � exp �γ3S3ð Þ;M35 ¼ � exp γ3S3ð Þ;
M42 ¼ �jξ 2ð Þ

zx β cos κ2d2=2ð Þ � κ2ξ
2ð Þ
zz sin κ2d2=2ð Þ;

M43 ¼ jξ 2ð Þ
zx β sin κ2d2=2ð Þ � κ2ξ

2ð Þ
zz cos κ2d2=2ð Þ;

M44 ¼ jξ 3ð Þ
zx β � ξ 3ð Þ

zz γ3
� �

exp �γ3S3ð Þ;M45 ¼ jξ 3ð Þ
zx β þ ξ 3ð Þ

zz γ3
� �

exp γ3S3ð Þ;
M54 ¼ exp γ3S3½ �;M55 ¼ exp �γ3S3½ �;M56 ¼ � cos κ4d4=2ð Þ;M57 ¼ � sin κ4d4=2ð Þ;
M64 ¼ � jξ 3ð Þ

zx β þ ξ 3ð Þ
zz γ3

� �
exp γ3S3½ �;M65 ¼ � jξ 3ð Þ

zx β þ ξ 3ð Þ
zz γ3

� �
exp �γ3S3½ �;

M66 ¼ jξ 4ð Þ
zx β cos κ4d4=2ð Þ � ξ 4ð Þ

zz κ4 sin κ4d4=2ð Þ;
M67 ¼ jξ 4ð Þ

zx β sin κ4d4=2ð Þ þ ξ 4ð Þ
zz κ4 cos κ4d4=2ð Þ;

M76 ¼ cos κ4d4=2ð Þ;M77 ¼ � sin κ4d4=2ð Þ;M78 ¼ �1;

M86 ¼ �jξ 4ð Þ
zx β cos κ4d4=2ð Þ � ξ 4ð Þ

zz κ4 sin κ4d4=2ð Þ;
M87 ¼ jξ 4ð Þ

zx β sin κ4d4=2ð Þ � ξ 4ð Þ
zz κ4 cos κ4d4=2ð Þ;

M88 ¼ jξ 5ð Þ
zx β þ ξ 5ð Þ

zz γ5;
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shown in Figure 8. The TMmodes reach cutoff for optical wavelengths at which the
effective index reaches the minimum value of 2.23. For greater optical wavelengths,
the mode becomes irradiated and escapes through layer 3.

Figure 9 shows the transversal distributions of the Hy component at two distinct
optical wavelengths. For this waveguide design, λ0 = 1.55 μm is near cutoff, and the
mode is highly distributed in the MO layer, which increases the nonreciprocal phase
shift. Note from Figure 8 that the difference between the effective indexes of the
counter propagating TM modes are greater for optical wavelengths near cutoff, but
as the wavelengths decreases, the mode becomes more confined at the waveguide
core, and its interaction with the MO layer decreases, resulting in a decrease of the
nonreciprocal phase shift effect, considering this waveguide configuration.

2.3 TM mode in a planar magneto-optical directional coupler

Now let us consider a five-layered MO planar structure as shown in Figure 10.

Figure 9.
Transversal distribution of the Hy component of the fundamental TM0 mode at λ0 = 1.31 μm and at
λ0 = 1.55 μm.

Figure 10.
Longitudinal section of the five-layered MO planar structure.
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The solutions for Eq. (36) in each layer, making use of the proper radiation
conditions, are [18]

Hy ¼ A1 exp �γ1 x� S3 � d2ð Þ½ �, for x≥ S3 þ d2,

Hy ¼ A2 cos κ2 x� S3 � d2=2ð Þ½ � þ A3 sin κ2 x� S3 � d2=2ð Þ½ � for S3 ≤ x≤ S3 þ d2,

Hy ¼ A4 exp �γ3xð Þ þ A5 exp γ3xð Þ, for –S3 ≤ x≤ S3,

Hy ¼ A6 cos κ4 xþ S3 þ d4=2ð Þ½ � þ A7 sin κ4 xþ S3 þ d4=2ð Þ½ �, for –S3–d4 ≤ x≤ –S3,

Hy ¼ A8 exp γ5 xþ S3 þ d4ð Þ½ �, for x≤ –S3–d4,

where A1 through A8 are constants to be determined, κi and γj are given by.

κi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k20 � ξ ið Þ

xxβ
2

ξ ið Þ
zz

s
, i ¼ 2,4, (49)

γj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ξ jð Þ
xx β

2 � k20
ξ jð Þ
zz

s
, j ¼ 1, 3, 5, (50)

where k0 = 2π/λ0, and λ0 is the optical wavelength.
The electric field components Ex and Ez can be directly obtained with Eq. (34)

and Eq. (35), respectively. Applying the boundary conditions for the tangential
components Hy and Ez, one obtains a system of eight equations and eight
unknowns, which can be conveniently written in matrix form as follows:

M βð Þ½ �A ¼ 0: (51)

Here, [M(β)] is an 8�8 matrix that depends on the unknown longitudinal
propagation constant β and A = [A1 A2 … A8]

T. The propagation constant can be
easily found by solving the equation Det([M(β)]) = 0. The nonzero elements of the
matrix [M(β)] are listed below:

M11 ¼ 1;M12 ¼ � cos κ2d2=2ð Þ;M13 ¼ � sin κ2d2=2ð Þ;
M21 ¼ �jξ 1ð Þ

zx β þ γ1ξ
1ð Þ
zz ;M22 ¼ jξ 2ð Þ

zx β cos κ2d2=2ð Þ � κ2ξ
2ð Þ
zz sin κ2d2=2ð Þ;

M23 ¼ �jξ 2ð Þ
zx β sin k2d2=2ð Þ þ k2ξ 2ð Þ

zz cos k2d2=2ð Þ;
M32 ¼ cos κ2d2=2ð Þ;M33 ¼ � sin κ2d2=2ð Þ;M34 ¼ � exp �γ3S3ð Þ;M35 ¼ � exp γ3S3ð Þ;
M42 ¼ �jξ 2ð Þ

zx β cos κ2d2=2ð Þ � κ2ξ
2ð Þ
zz sin κ2d2=2ð Þ;

M43 ¼ jξ 2ð Þ
zx β sin κ2d2=2ð Þ � κ2ξ

2ð Þ
zz cos κ2d2=2ð Þ;

M44 ¼ jξ 3ð Þ
zx β � ξ 3ð Þ

zz γ3
� �

exp �γ3S3ð Þ;M45 ¼ jξ 3ð Þ
zx β þ ξ 3ð Þ

zz γ3
� �

exp γ3S3ð Þ;
M54 ¼ exp γ3S3½ �;M55 ¼ exp �γ3S3½ �;M56 ¼ � cos κ4d4=2ð Þ;M57 ¼ � sin κ4d4=2ð Þ;
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zx β þ ξ 3ð Þ
zz γ3
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exp γ3S3½ �;M65 ¼ � jξ 3ð Þ

zx β þ ξ 3ð Þ
zz γ3

� �
exp �γ3S3½ �;

M66 ¼ jξ 4ð Þ
zx β cos κ4d4=2ð Þ � ξ 4ð Þ

zz κ4 sin κ4d4=2ð Þ;
M67 ¼ jξ 4ð Þ

zx β sin κ4d4=2ð Þ þ ξ 4ð Þ
zz κ4 cos κ4d4=2ð Þ;

M76 ¼ cos κ4d4=2ð Þ;M77 ¼ � sin κ4d4=2ð Þ;M78 ¼ �1;

M86 ¼ �jξ 4ð Þ
zx β cos κ4d4=2ð Þ � ξ 4ð Þ

zz κ4 sin κ4d4=2ð Þ;
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zz κ4 cos κ4d4=2ð Þ;

M88 ¼ jξ 5ð Þ
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As an example, Table 1 shows the material parameters and layer thicknesses for
each layer. Layers 1 and 5 are unbounded, and their thicknesses are theoretically
infinite for the analytical model. The optical wavelength is λ0 = 1.55 μm.

Figure 11 shows a plot of guided supermodes that occurs in the planar structure
for forward propagation (along +z). The guided propagation along the five-layered
structure, as well the periodical energy exchange of light between the two wave-
guides, can be expressed as a linear combination of these supermodes. The coupling
length for the structure is given by Lπ = π/|β1 – β2|, where β1 and β2 are the propaga-
tion constants of the supermodes obtained from the roots of Det([M(β)]) = 0. The
computed coupling length, which refers to the propagation along the +z axis, is
Lþ
π ¼ 1389:84 μm.
Figure 12 shows the plot of the supermodes, now considering backward propa-

gation of the TM mode (along -z). The computed coupling length, which refers to
the backward propagation along the z-axis, is L�

π ¼ 689μm.

Layer Parameters

n δ Thickness (μm)

1 2.23 �0.019 ∞

2 2.26 0 1.20

3 2.00 0 0.75

4 2.26 0 1.23

5 2.23 �0.019 ∞

Table 1.
Material and geometric parameters of the MO directional coupler.

Figure 11.
Transversal distribution of the supermodes (Hy component) for forward propagation (+z).
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Considering both propagation senses, when the condition L ¼ Lþ
π ¼ 2L�

π for the
length of the directional coupler is achieved, we obtain an optical isolator calibrated
for the given optical wavelength. The operation of the optical isolator is depicted in
Figure 13. If an optical source is placed at the port 1 of the waveguide A, all optical
power will be coupled into port 3 of the waveguide B, if the length of the directional
coupler is L ¼ Lþ

π . If some light is reflected at port 3, since L ¼ 2L�
π , all optical

power is directed to the port 4. Therefore, the optical source at port 1 becomes
isolated from the reflected light. Figures 14, 15 show simulations of the forward and
backward optical propagation in the MO directional coupler via a propagation
projection of a linear combination of the corresponding supermodes.

The MO directional coupler of Figure 10 also acts as an optical circulator,
considering the following sequence of input and output ports: 1 to 3; 3 to 4; 4 to 2;
and 2 to 1.

Figure 12.
Transversal distribution of the supermodes (Hy component) for backward propagation (�z).

Figure 13.
Operation of an optical isolator based on nonreciprocal phase shift.
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As an example, Table 1 shows the material parameters and layer thicknesses for
each layer. Layers 1 and 5 are unbounded, and their thicknesses are theoretically
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for forward propagation (along +z). The guided propagation along the five-layered
structure, as well the periodical energy exchange of light between the two wave-
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Table 1.
Material and geometric parameters of the MO directional coupler.
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Considering both propagation senses, when the condition L ¼ Lþ
π ¼ 2L�

π for the
length of the directional coupler is achieved, we obtain an optical isolator calibrated
for the given optical wavelength. The operation of the optical isolator is depicted in
Figure 13. If an optical source is placed at the port 1 of the waveguide A, all optical
power will be coupled into port 3 of the waveguide B, if the length of the directional
coupler is L ¼ Lþ

π . If some light is reflected at port 3, since L ¼ 2L�
π , all optical

power is directed to the port 4. Therefore, the optical source at port 1 becomes
isolated from the reflected light. Figures 14, 15 show simulations of the forward and
backward optical propagation in the MO directional coupler via a propagation
projection of a linear combination of the corresponding supermodes.

The MO directional coupler of Figure 10 also acts as an optical circulator,
considering the following sequence of input and output ports: 1 to 3; 3 to 4; 4 to 2;
and 2 to 1.

Figure 12.
Transversal distribution of the supermodes (Hy component) for backward propagation (�z).

Figure 13.
Operation of an optical isolator based on nonreciprocal phase shift.
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3. Conclusions

The propagation characteristics of optical waves in magneto-optical media and
in planar waveguides with three and five MO layers were exposed. The effects of
Faraday rotation and nonreciprocal phase shift were discussed with mathematical

Figure 15.
Backward propagation simulation of the TM mode component Hy excited at port 3 (P3) of the five-layered
structure. The light exits through port 4 (P4). The starting transversal Hy field was supermode 1 minus
supermode 2 of Figure 12.

Figure 14.
Forward propagation simulation of the TM mode component Hy excited at port 1 (P1) of the five-layered
structure. The light exits through port 3 (P3). The starting transversal Hy field was supermode 1 plus supermode
2 of Figure 11.
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background to support the analyses. The propagation of TEM waves in unbounded
MO media was discussed, where it was shown that the Faraday rotation is maxi-
mized when the propagation occurs in the same direction of the applied magneto-
static field. It was also mathematically shown that if there is no such alignment,
losses may be added to the wave propagation. A planar MO waveguide and a
directional coupler were also analyzed in the context of their nonreciprocity. For
these structures, nonreciprocity is observed for TM-guided modes. The theoretical
analyses confirm that magneto-optical materials have great potential to be
employed on the design of nonreciprocal optical devices, such as isolators and
circulators.
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3. Conclusions

The propagation characteristics of optical waves in magneto-optical media and
in planar waveguides with three and five MO layers were exposed. The effects of
Faraday rotation and nonreciprocal phase shift were discussed with mathematical

Figure 15.
Backward propagation simulation of the TM mode component Hy excited at port 3 (P3) of the five-layered
structure. The light exits through port 4 (P4). The starting transversal Hy field was supermode 1 minus
supermode 2 of Figure 12.

Figure 14.
Forward propagation simulation of the TM mode component Hy excited at port 1 (P1) of the five-layered
structure. The light exits through port 3 (P3). The starting transversal Hy field was supermode 1 plus supermode
2 of Figure 11.
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background to support the analyses. The propagation of TEM waves in unbounded
MO media was discussed, where it was shown that the Faraday rotation is maxi-
mized when the propagation occurs in the same direction of the applied magneto-
static field. It was also mathematically shown that if there is no such alignment,
losses may be added to the wave propagation. A planar MO waveguide and a
directional coupler were also analyzed in the context of their nonreciprocity. For
these structures, nonreciprocity is observed for TM-guided modes. The theoretical
analyses confirm that magneto-optical materials have great potential to be
employed on the design of nonreciprocal optical devices, such as isolators and
circulators.
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Chapter 12

Compact, Efficient, and
Wideband Near-Field Resonant
Parasitic Filtennas
Ming-Chun Tang, Yang Wang and Ting Shi

Abstract

As a hybrid component in RF front-end systems, filtennas possess the distinctive
advantages of simultaneously combining filtering and radiating performance char-
acteristics. Consequently, filtennas not only save space and costs but also reduce
transmission losses. In this chapter, three sorts of filtennas have been proposed: the
first sort is band-pass/band-stop filtennas, which are mainly realized by assembling
band-pass/band-stop filters and antennas to achieve the combined functions; the
second sort is multi-resonator-cascaded filtennas, which are obtained by altering
the coupled-resonators in the last stage of the filters to act as the radiating elements;
and the third sort is near-field resonant parasitic, bandwidth-enhanced filtennas,
which are accomplished through organically combining radiator and filtering struc-
tures. For the second and third sorts, it is worth noting that the design methods
witness significant electrical size reduction without degrading the radiation perfor-
mance of the filtennas in general.

Keywords: antennas, filter, filtennas, radiating performance, impedance
bandwidth, near-field resonant parasitic element

1. Introduction

A filtenna is a co-designed antenna which integrates a radiating element and
filter to be a single device. Due to its self-contained filtering characteristic, filtenna
possesses several main properties compared with other general antennas while
receiving a signal. First of all, the interconnection losses could be decreased, which
emerge while a common receiving antenna is assembled to a filter in the fabrication
process. In addition, it restrains unwanted signals which occur out of the opera-
tional band. Finally, from the aspect of practice, it promoted a RF front-end system
with more compact and lower cost features. Consequently, more attention has been
seized to propose all kinds of filtennas into engineering practice.

In this chapter, three main sorts of filtennas are introduced to demonstrate their
design methods and performance characteristics. For the first sort, band-pass or
band-stop filtennas focus on introducing band-notch filters into ultra-wideband
(UWB)/wideband antennas using a variety of high-Q band-stop structures or
embedding band-pass filter structures into various types of basic antennas [1–4].
Two printed planar ultrawideband (UWB) antennas are designed and fabricated.
To further improve its high frequency characteristics, a multimode-resonator filter
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consisting of a single-wing element is combined with the slot-modified UWB
antenna. These filtennas would be depicted in Section 2 in detail. For the second
sort, multi-resonator-cascaded filtennas are obtained by altering the coupled-
resonators in the last stages of the filters to act as the radiating elements [5, 6]. In
Section 3, two planar efficient wideband electrically small monopole filtennas are
proposed. The first one is directly evolved from a common planar capacitively
loaded loop (CLL)-based filter. The second filtenna consists of a driven element
augmented with a CLL structure and with slots etched onto its ground plane. Both
the filtennas are electrically small. For the third sort, near-field resonant parasitic
(NFRP), bandwidth-enhanced filtennas are accomplished through organically
combining radiator and filtering structures. In Section 4, a filtenna possessing
compact geometry with bandwidth enhancement is developed by a novel design
method. It expanded an impedance bandwidth which is over three times improve-
ment compared to its component near-field resonant parasitic (NFRP) monopole
antenna alone. Then, a set of compact filtennas with the NFRP element is simulated,
fabricated, and analyzed to validate the filtennas’ reliability.

2. Planar ultrawideband filtennas

The degradation of the radiation pattern at higher frequency of the UWB range
reveals a serious drawback for the planar design. For the purpose of decreasing this
defect, some design methods have been published, such as adding electromagnetic
band gaps (EBGs) [7], varying the radiating patches [8], reconstructing the ground
planes [9], and turning to a trident-shaped strip integrated with a tapered imped-
ance transformer connected to the feedline [10].

Alternatively, through assembling an asymmetrical single-wing filter into a
feedline section of a modified arc-slot UWB antenna, the broadside gain of the
antenna in the upper portion of the UWB band is increased. For example, the
simulated broadside gains at 10 GHz are increased from �3.89 to 4.16 dBi for the
single-wing antenna. Moreover, integrating a filter element into the antenna
strengthens the sharp cutoff performance at both edges of the frequency range for
the UWB. Additionally, the developed co-design method makes the size compact
for the whole system constituted by the filter and antenna effectively. Eventually,
the experiment results in good agreement with simulations that could validate the
proposed strategy.

2.1 UWB antenna with an arc-shaped slot

The geometries of a traditional patch UWB monopole antenna as a reference
together with its arc-slot modified case are illustrated in Figure 1. The reference
antenna is evolved from the reported printed planar UWB monopole antenna
designs [11]. Its radiating patch is elliptical in shape, and its ground plane is
designed with a rectangular slot at its upper edge for impedance matching. As its
modified case, an arc-shaped slot is engineered to be symmetric within the radiating
patch and to be close to the throat of the microstrip-feed strip. Both the reference
antenna and the antenna with an arc-shaped slot have their comparison on S-
parameters, and broadside realized gains are shown in Figure 2. It is shown that the
reference antenna has a very wide �10 dB impedance bandwidth from 2.855 up to
14.0 GHz in the simulation. In contrast, the simulated (measured) bandwidth of the
antenna with the arc-slot is shown to be from 2.615 (2.775 GHz) up to 14.0 GHz.
Moreover, by etching the arc-shaped slot, the antenna with the arc-shaped slot
achieves improved broadside realized gains, particularly at the high frequency side
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of the UWB band, e.g., a 6 dB increase in the realized gain near 10 GHz. The reason
is that the arc-shaped slot produces a parasitic element to resonate at TM10 mode
around 10 GHz to remedy the radiation performance. However, as shown in
Figure 3, the arc-shaped slot modification could ensure the broadside gain
improvement in the upper portion of the UWB band. But there is no corresponding
improvement in the H-plane, i.e., it does not exhibit an omni-directional radiation
pattern.

2.2 UWB multimode resonant filter

Numerous stub-loaded multimode-resonator-based UWB bandpass filters have
been reported in recent years [12, 13]. We found one compact filter design that has
several attractive features, including simple designs, compact sizes, low losses, flat
group delays, enhanced out-of-band rejection, and easy integration with other
microwave components in the UWB frequency range.

First, based on these advantages, a circular stub-loaded single-wing filter was
designed, fabricated, and measured. In detail, its layout and the equivalent circuit
network, together with the fabricated prototype and S-parameters, are shown in
Figure 4. The filter is composed of a single-wing resonator and a pair of interdigital-
coupled lines. The resonator creates and adjusts several sequential modes within the
UWB passband [13]. The interdigital-coupled lines are equivalent to two pairs of
single transmission lines attached in their middle to a J-inverter susceptance. The
simulated (measured) results demonstrate that the single-wing filter provides 3 dB
passband bandwidth from 2.806 (2.824) to 10.892 GHz (10.760 GHz), which covers
the entire UWB band. Moreover, the +10 dB return loss bandwidth is from 3.025

Figure 1.
The printed planar UWB antenna with an arc-shaped slot and its reference design. (a) Reference antenna,
(b) top view, (c) side view, and (d) the fabricated prototype.

Figure 2.
Comparisons between the reference antenna and the antenna with the arc-shaped slot. (a) |S11| values and
(b) broadside realized gain.
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(2.989) to 11.010 GHz (10.842 GHz). Two transmission zeros are generated at
2.12 GHz (2.085 GHz) and at 11.5 GHz (11.449 GHz).

2.3 Integration of a UWB filter into an antenna with an arc-shaped slot

The single-wing filter was integrated into the arc-slot antenna as shown in
Figure 5. The filter was connected directly to the microstrip feedline section. As
shown in Figure 5, the UWB filter-antenna design was optimized, fabricated, and
measured. As depicted, the simulated (measured) �10 dB impedance bandwidth of
the antenna with the single-wing filter is from 2.995 (2.949) to 11.047 GHz

Figure 3.
Realized gain of the arc-slot modified UWB antenna at (a) 3.0, (b) 6.5, and (c) 10 GHz.
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(10.817 GHz). Clearly, the measured lower frequency bound is downshifted by
�46 MHz, and its upper frequency edge is downshifted by �230 MHz.

The far-field realized gain patterns are presented in Figures 6 and 7. By com-
paring the results in Figure 7, it is clear that the integration of the single-wing filter
further increases the broadside gain values in the higher frequency range, while
maintaining its original radiation patterns in the lower frequency range. The broad-
side realized gain values of the single-wing version increase to 4.16 dBi in simula-
tion and to 4.25 dBi in experiment. It must be noted that the single-wing filter
antenna has very good omnidirectional radiation performance in the H-plane and
exhibits some improvements in the cross-polarization values.

3. Compact, planar, and wideband monopole filtennas

Two electrically small, efficient planar monopole filtennas based on capacitively
loaded loop (CLL) resonators are presented. Taking advantage of the characteristics
of filters that are based on a pair of electrically coupled CLL resonators, the filtenna
is designed, fabricated, and measured. The experimental results demonstrate that
this electrically small system had a 6.27% fractional impedance bandwidth, high
out-of-band rejection, and stable omnidirectional radiation patterns. An additional

Figure 4.
The circular stub-based single-wing multimode-resonator filter. (a) Design layout of the filter and its equivalent
circuit network, (b) fabricated prototype, and (c) its simulated and measured |S11|.
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shown in Figure 5, the UWB filter-antenna design was optimized, fabricated, and
measured. As depicted, the simulated (measured) �10 dB impedance bandwidth of
the antenna with the single-wing filter is from 2.995 (2.949) to 11.047 GHz

Figure 3.
Realized gain of the arc-slot modified UWB antenna at (a) 3.0, (b) 6.5, and (c) 10 GHz.
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(10.817 GHz). Clearly, the measured lower frequency bound is downshifted by
�46 MHz, and its upper frequency edge is downshifted by �230 MHz.

The far-field realized gain patterns are presented in Figures 6 and 7. By com-
paring the results in Figure 7, it is clear that the integration of the single-wing filter
further increases the broadside gain values in the higher frequency range, while
maintaining its original radiation patterns in the lower frequency range. The broad-
side realized gain values of the single-wing version increase to 4.16 dBi in simula-
tion and to 4.25 dBi in experiment. It must be noted that the single-wing filter
antenna has very good omnidirectional radiation performance in the H-plane and
exhibits some improvements in the cross-polarization values.

3. Compact, planar, and wideband monopole filtennas

Two electrically small, efficient planar monopole filtennas based on capacitively
loaded loop (CLL) resonators are presented. Taking advantage of the characteristics
of filters that are based on a pair of electrically coupled CLL resonators, the filtenna
is designed, fabricated, and measured. The experimental results demonstrate that
this electrically small system had a 6.27% fractional impedance bandwidth, high
out-of-band rejection, and stable omnidirectional radiation patterns. An additional

Figure 4.
The circular stub-based single-wing multimode-resonator filter. (a) Design layout of the filter and its equivalent
circuit network, (b) fabricated prototype, and (c) its simulated and measured |S11|.
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CLL structure, as a near-field resonant parasitic (NFRP) element, is then integrated
systematically into the system to achieve a wider operational bandwidth. The
resulting filtenna owns a 7.9% fractional bandwidth, together with a flat gain
response, stable omnidirectional radiation patterns, and high out-of-band rejection
characteristics.

3.1 Square CLL-based bandpass filter design

A bandpass filter with a 0° feed structure based on rectangular microstrip CLL
[14] is revealed in Figure 8(a). The plane is symmetrical about the dashed lines
O–O0 and T–T0 along the x- and y-axis, respectively. The Rogers substrate modeled
4350B, with permittivity εr = 3.48, dielectric loss tangent tan σ = 0.0037, and
permeability μr = 1, was chosen to construct the filter. The total size of it is

Figure 5.
The UWB antenna with both the arc-slot and the multimode resonator filter T. (a) Design model of the
antenna, (b) fabricated prototype, and (c) its simulated and measured |S11|.
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29 � 27 � 1 mm. For this design, two square CLLs oriented with each other gap to
gap were etched on the substrate. This geometry introduced an electrical coupling
between the two components [14–16], for instance, which has been exploited pre-
viously to efficiently improve the microwave field transmission by a metallic aper-
ture with subwavelength [17]. As depicted in Figure 8(a), the two feed ports of the

Figure 6.
Realized gain of the arc-slot modified UWB antenna with the single-wing filter at (a) 3.0, (b) 6.5, and
(c) 10 GHz.
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filter, which were connected to 50-Ω microstrip lines (with the width 2.2 mm), are
placed to be centrally symmetric about the midpoint of line O–O0, so as to create
another two transmission zeros in the stopband, and the passband response remains
the same. As presented in [14], 0° feed geometry is superior to having two CLLs on
one side.

Figure 8(b) correspondingly reveals the equivalent circuit with lumped ele-
ments. Its L and C values represent the natural self-inductance and self-capacitance
of the uncoupled resonators alone. Notation Cm denotes the two resonators’ mutual
capacitance. When the symmetrical line T–T0 is substituted by an electric wall (a
short circuit), the corresponding circuit has a lower resonant frequency fe = 1/{2π
[L(C + Cm)]

1/2}. In the same way, when it is replaced by a magnetic wall (an open
circuit), the corresponding circuit has a higher resonant frequency fm = 1/{2π
[L(C � Cm)]

1/2} [14].
Figure 9 demonstrates the simulated S-parameters of the filter, while varying

the distance between the two resonators (d1) from 1.1 to 0.3 mm. The results show
that when the distance d1 increases large enough (e.g., larger than 1.1 mm), the
resonant frequency f0 remains unchanged, and also the resonant intensity (|S11| dip)
at f0 presents slight variation. Because of the slight mutual coupling between the
resonators, it hardly impacts the resonant frequency f0, and the mutual capacitance
approaches zero, i.e., Cm ≈ 0. Therefore, in this scarcely coupled condition,
fe ≈ fm ≈ f0 = 1/[2π(LC)1/2] is achieved. For comparison, when the distance d1
decreases more enough (e.g., smaller than 0.7 mm), the resonant frequency f0
results to be completely divided into two adjacent frequencies, i.e., fe and fm, which
contribute to enhance the passband. It could be attained from the simulations that
the surface currents of the two CLLs are in phase at the lower resonant frequency fe.
This conclusion agrees well with the selection of the electric wall substituting the
plane labeled T–T0. For another, at higher resonance frequency fm, the surface
currents of the split rings are out of phase. The magnetic wall agrees well to replace

Figure 7.
The maximum simulated and measured realized gain values in the broadside direction and any direction for the
three UWB antennas.
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the symmetrical line labeled T–T0. Furthermore, through decreasing the distance d1
continually, it produced even stronger mutual coupling, generating an even larger Cm

value. As a result, both fe and fm departed each other away from f0 as shown in
Figure 9. Thus, with a narrower distance d1 for the filter configuration in Figure 8(a),
a much stronger coupling between the CLL resonators could be observed, and this
case causes the corresponding two poles to depart from each other, leading to an
enhanced bandwidth.

This can be verified by calculating the electric coupling coefficient (ke) between
two resonators. It is readily obtained using the expression [15].

ke ¼ � 1
2

f 2
f 1

þ f 1
f 2

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2m � f 2e
f 2m þ f 2e

 !2

� f 22 � f 21
f 22 þ f 21

 !2
vuut (1)

Figure 8.
Filter with electrically coupled resonators. (a) Design layout. (b) Equivalent circuit network [15].
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where f1 and f2 indicate the resonance frequencies of each independent CLL
resonator. Because the capacitance Cm in Figure 8 is positive, the plus sign is
selected. Furthermore, because the two CLL resonators are identical, one knows
that f1 = f2. Thus, Eq. (1) reduces to the following:

ke ¼ f 2m � f 2e
f 2m þ f 2e

: (2)

Consequently, as expected for the uncoupled, weak coupling, and strong cou-
pling cases given in Figure 9, ke is, respectively, 0, 0.14, and 0.49.

3.2 Electrically small filtenna design

A filtenna having a second-order filter was co-designed and optimized. It is
shown in Figure 10. Figure 10(a) indicates that one CLL element acts as the
directly driven element. A fan-shaped radiator with no ground plane on the back
side of it acts as a NFRP element in the presence of the monopole (CLL-based)
antenna [18]. The choice of this special fan-shaped radiator establishes an even
smoother impedance transition over the desired wider bandwidth. Simply starting
with the resonance frequencies near to each other facilitates a straightforward
numerical approach to optimize and finalize the actual antenna design. Note that
the fan-shaped part of the NFRP element is placed on the opposite side of the feed
port. This arrangement facilitates the creation of dual transmission zeros on the two
edges of the passband. This arrangement enhances the out-of-band rejection level.

Figure 9.
S-parameters of the simulation for the electrically coupled filter while the separate distance d1 varying from 1.1
to 0.3 mm, together with the surface current distribution behaviors on the resonance at fe and fm.
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The measured and simulated |S11| values are presented in Figure 11. The mea-
sured values confirmed that the filtenna had a �10 dB impedance bandwidth from
2.24 to 2.385 GHz (6.27% fractional impedance bandwidth) in good agreement with
the simulated values 2.252–2.398 GHz (6.28% fractional impedance bandwidth).
The electrical size of the measured prototype is ka � 0.93, while its simulated value
was �0.935. Figure 11 demonstrates that the prototype filtenna has a flat realized
gain response within its passband. The measured (simulated) peak value was 1.15
(1.41) dBi. The simulated radiation efficiency was higher than 80.93% throughout
the operational band. This realized filtenna prototype clearly has very good band-edge
selectivity and stopband suppression.

3.3 Filtenna with enhanced bandwidth

For many applications, it is desirable to have an even wider bandwidth. Conse-
quently, the second design shown in Figure 12 was considered. In order to improve
the flatness of the transmission performance within the passband while maintaining
its wideband operation and steep skirts, a third resonator was introduced without
increasing the total overall dimension of the filtenna.

Figure 10.
First electrically small filtenna. (a) Top and (b) side views of the HFSS simulation model. (c) Front and back
views of the fabricated prototype.

Figure 11.
Measured and simulated |S11| and realized gain values of the first filtenna as functions of the source frequency.
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The third resonator is an additional CLL element, shown in blue in Figure 12(a).
Its gap position coincides with the driven CLL element, and it has an arm included
to facilitate its coupling to the NFRP element. This collocated arrangement of the
two CLLs provides a means to control the mutual coupling, further expanding the
bandwidth without increasing the total overall dimensions of the filtenna. Three
slots were etched in the ground strip directly beneath the two CLL elements to
achieve a smoother realized gain curve. The length of the additional CLL element is
set nearly equal to the driven CLL’s size to make their resonance frequencies close to
one another.

The simulated and measured |S11| and realized gain values of the second filtenna
with the ground strip slots are given in Figure 13. The simulated (measured)
realized gain values indicate that the simulated peak realized gain value is improved
from 1.659 to 1.75 dBi. The corresponding measured value is 1.376 dBi, revealing
more losses than expected in fabrication. For the simulated |S11| values exhibited in
Figure 13, the impedance bandwidth ranges from 2.264 to 2.46 GHz (about 8.3%
fractional bandwidth, i.e., a 32.2% improvement) and was from 2.261 to 2.447 GHz
(7.9% fractional bandwidth, i.e., a 26% improvement) in the measurement. Simi-
larly, the simulated ka � 0.94 and measured ka � 0.938 values verify that the
filtenna is electrically small. Furthermore, the simulated radiation efficiency across
the entire operational bandwidth is higher than 82.87%. Again, very good agree-
ment between the simulated and measured performance characteristics was
obtained.

Figure 12.
Enhanced bandwidth filtenna with slots in its ground strip. (a) Top and (b) back views of the HFSS simulation
model. (c) Front and back views of the fabricated prototype.
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4. Compact filtennas with enhanced bandwidth

Two filtennas are proposed by a design strategy with the merits of both a
compact structure and enhanced bandwidth. The reliability of the filtennas is veri-
fied though simulations and analysis of a compact NFRP filtenna which is proposed
and fabricated. The reported design employs a Rogers 4350B substrate with relative
permittivity εr = 3.48, relative permeability μr = 1.0, and dielectric loss tangent tan
σ = 0.0037.

4.1 Design of compact filtennas

A well-designed compact NFRP antenna is selected as the radiator [19, 20]. Then
a compact NFRP antenna is designed, which consists of a traditional monopole and
a rectangular microstrip capacitively loaded loop (CLL)-based band-pass filter
[21, 22].

4.1.1 A CLL-based filtenna design

The elaborate geometry of the filtenna is shown in Figure 14. As depicted in
Figure 14(a) and (e), the compact electrically small antenna (ESA) with NFRP was
chosen as the radiating element. The NFRP element is proposed to etch upon one
side of the semi-circle board, while the monopole microstrip is located on the other
side, with the design principle corresponding to the reported NFRP ESAs [23–25].
The composite structure of this radiator element and filtering element, which is
based on CLL resonators, is well shown in Figure 14(a)–(d). The enlarged filter is
shown in Figure 14(b). This filter structure is a typical band-pass design [21, 26, 27],
and is set to be symmetric about the S–S0 line. One end is connected to the printed
monopole and the other to the SMA.

Figure 13.
Measured and simulated |S11| and realized gain values as functions of the source frequency for the enhanced
bandwidth filtenna with slots in its ground strip.
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4.1.2 Simulation and measured results

Figure 15(a) demonstrates the simulated and measured |S11| and peak realized
gain values versus the source frequency of the optimized filtenna. As a reference,
the simulated reflection coefficient of the optimized NFRP ESA alone (depicted in
Figure 14(e)), is shown in Figure 15(b). The Agilent E8361A PNA vector network
analyzer (VNA) is exploited to quantify the impedance matching. With regard to
the NFRP ESA, a 30.3 MHz �10 dB impedance bandwidth is realized corresponding
to the center frequency which is located at 1.26 GHz (corresponding to FBW of
2.4%) and with karad calculated to be 0.81 (while arad represents the smallest radius
for the sphere which could entirely cover the radiating structure at the lowest
operation frequency fL, then k = 2π/λL = 2πfL/c represents the number of relevant
waves in free space). It is worth noting that the ground size is R1 = 75 mm, i.e.,
kaground � 1.96. Although the ground size has a certain influence on the gain and
front-to-back ratio, its effect on the impedance matching level and bandwidth is
deemed slight.

Figure 14.
Prototype of miniaturized filtenna with a NFRP structure. (a) 3D graphic of the NFRP filtenna. (b) Filtering
structure. (c) Side views of the ESA and filtenna. (d) Fabricated module of the filtenna in various side views.
(e) 3D graphic of the ESA with a NFRP structure.
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Within the operational band, the realized gain (along +z axis) and radiation
efficiency ranges in 5.73–5.94 dBi and 94–95%, respectively. The expected two
overlapping resonances are depicted in the result of the fabricated filtenna. As
exhibited in Figure 15(a), the measured (simulated) |S11|min is respectively situated
at 1.23 (1.24) and 1.265 (1.272) GHz. Then �10 dB bandwidth is expanded to 49
(50) MHz, ranging in 1.223 (1.23)–1.272 (1.28) GHz, i.e., the proposed filtenna
processes a 3.93% (4.2%) FBW. It is comparably flat for the peak realized gain
values in this operational band, which ranges from 4.73 (4.25) to 5.43 (5.23) dBi.
This fairly flat realized gain curve indicates that an essentially stable response is
obtained through the whole operational band. As observed, the measured ones
shifted a little to the lower band.

Figure 16 indicates the measured (simulated) E- and H-plane peak realized gain
patterns for the proposed filtenna at the lower resonance frequency of 1.230
(1.240) GHz. The measured (simulated) peak gain was 5.12 (5.36) dBi. On the
whole, the measured results of our proposed filtenna are in good agreement with
the simulated ones.

4.2 Variations of compact filtennas

As shown in Figure 17, by altering the orientation, position, and configuration of
the filter element, certain advantages could be obtained. In contrast with the

Figure 15.
The simulated and measured |S11| and peak realized gain values versus the source frequency (a) for the filtenna
design shown in Figure 14(a) and (b) for the CLL-based NFRP ESA alone in Figure 14(e).

Figure 16.
The simulated (measured) peak realized gain patterns in the E- and H-planes at the lower resonance frequency
of the filtenna shown in Figure 14—1.24 (1.230) GHz.
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analyzer (VNA) is exploited to quantify the impedance matching. With regard to
the NFRP ESA, a 30.3 MHz �10 dB impedance bandwidth is realized corresponding
to the center frequency which is located at 1.26 GHz (corresponding to FBW of
2.4%) and with karad calculated to be 0.81 (while arad represents the smallest radius
for the sphere which could entirely cover the radiating structure at the lowest
operation frequency fL, then k = 2π/λL = 2πfL/c represents the number of relevant
waves in free space). It is worth noting that the ground size is R1 = 75 mm, i.e.,
kaground � 1.96. Although the ground size has a certain influence on the gain and
front-to-back ratio, its effect on the impedance matching level and bandwidth is
deemed slight.

Figure 14.
Prototype of miniaturized filtenna with a NFRP structure. (a) 3D graphic of the NFRP filtenna. (b) Filtering
structure. (c) Side views of the ESA and filtenna. (d) Fabricated module of the filtenna in various side views.
(e) 3D graphic of the ESA with a NFRP structure.
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Within the operational band, the realized gain (along +z axis) and radiation
efficiency ranges in 5.73–5.94 dBi and 94–95%, respectively. The expected two
overlapping resonances are depicted in the result of the fabricated filtenna. As
exhibited in Figure 15(a), the measured (simulated) |S11|min is respectively situated
at 1.23 (1.24) and 1.265 (1.272) GHz. Then �10 dB bandwidth is expanded to 49
(50) MHz, ranging in 1.223 (1.23)–1.272 (1.28) GHz, i.e., the proposed filtenna
processes a 3.93% (4.2%) FBW. It is comparably flat for the peak realized gain
values in this operational band, which ranges from 4.73 (4.25) to 5.43 (5.23) dBi.
This fairly flat realized gain curve indicates that an essentially stable response is
obtained through the whole operational band. As observed, the measured ones
shifted a little to the lower band.

Figure 16 indicates the measured (simulated) E- and H-plane peak realized gain
patterns for the proposed filtenna at the lower resonance frequency of 1.230
(1.240) GHz. The measured (simulated) peak gain was 5.12 (5.36) dBi. On the
whole, the measured results of our proposed filtenna are in good agreement with
the simulated ones.

4.2 Variations of compact filtennas

As shown in Figure 17, by altering the orientation, position, and configuration of
the filter element, certain advantages could be obtained. In contrast with the

Figure 15.
The simulated and measured |S11| and peak realized gain values versus the source frequency (a) for the filtenna
design shown in Figure 14(a) and (b) for the CLL-based NFRP ESA alone in Figure 14(e).

Figure 16.
The simulated (measured) peak realized gain patterns in the E- and H-planes at the lower resonance frequency
of the filtenna shown in Figure 14—1.24 (1.230) GHz.
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filtenna depicted in Figure 14, the configurations of the NFRP element, the printed
monopole unit and the CLL resonator part shown in Figure 17(a)–(c) were all left
the same. The results of the corresponding simulation are presented in Figure 18.

Figure 18 exhibits any of the three proposed filtennas that could introduce two
adjacent resonance frequencies and thus reveals an expected, notably enhanced
operation bandwidth. As is depicted, there is nearly no fluctuation for the values for
peak realized gain traced with the +z-axis over the whole operation band. Further-
more, the improved suppression along the edges of the band remains unchanged as
well. Table 1 summarizes the performance properties of the various filtenna
designs. In addition, Table 1 reveals that it is electrically small (i.e., ka < 1) for all
of the new simulated geometries which are composed of the radiating and filtering

Figure 17.
Exploring variations of the filtenna design shown in Figure 17. Change in the filter (a) position, (b)
orientation, and (c) structure.

Figure 18.
The simulated |S11| and peak realized gain values as functions of the source frequency for the three cases shown
in Figure 17.
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elements, and also the fractional bandwidth remains two times broader than the
electrically small CLL-based NFRP antenna alone.

4.3 Bandwidth enhancement of the filtennas

A wider impedance bandwidth could be obtained by adding more stages to the
filter structure. As shown in Figure 19, this filtenna is evolved from the design in
Figure 14. It is composed of the NFRP ESA and a two-stage filtering structure. The
filter structure consists of two rectangular CLLs etched on the substrate with a gap-
to-gap orientation. This arrangement produces a known electrical coupling between
the two elements.

The details of the design parameters of the filtenna shown in Figure 19 are listed
in Table 2. Referring to the inset figure, the microstrip transmission line is placed
on the right side of the upper CLL. It has a 50 Ω characteristic impedance and is
connected directly to the center conductor of the coaxial feedline. A straight cou-
pling line, which lies between the two CLLs along the y-axis, is utilized to further
tune the coupling levels between the two CLLs. The impedance matching and

Reported
filtennas

FBW�10dB

(%)
ka Radiator &

filter
Realized gain

(dBi)
Radiation efficiency

(%)

Figure 17(a) 6.07 0.79 4.85–5.83 76–86

Figure 17(b) 6.32 0.89 5.04–6.04 78–88

Figure 17(c) 6.13 0.90 4.92–5.89 77–86

ESA alone 2.4 0.81 5.73–5.94 94–95

Table 1.
Summary of the performance characteristics of the proposed one-stage filtennas.

Figure 19.
The NFRP filtenna with two filter stages. (a) The geometry of the two filter stages and (b) fabricated prototype
of the filtenna.
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elements, and also the fractional bandwidth remains two times broader than the
electrically small CLL-based NFRP antenna alone.

4.3 Bandwidth enhancement of the filtennas

A wider impedance bandwidth could be obtained by adding more stages to the
filter structure. As shown in Figure 19, this filtenna is evolved from the design in
Figure 14. It is composed of the NFRP ESA and a two-stage filtering structure. The
filter structure consists of two rectangular CLLs etched on the substrate with a gap-
to-gap orientation. This arrangement produces a known electrical coupling between
the two elements.

The details of the design parameters of the filtenna shown in Figure 19 are listed
in Table 2. Referring to the inset figure, the microstrip transmission line is placed
on the right side of the upper CLL. It has a 50 Ω characteristic impedance and is
connected directly to the center conductor of the coaxial feedline. A straight cou-
pling line, which lies between the two CLLs along the y-axis, is utilized to further
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far-field radiation performance characteristics of this two-stage NFRP filtenna were
also studied experimentally. The simulated (measured) results shown in Figure 20
demonstrate that the addition of the second CLL resonator introduces another
resonance and produces a 55 (50) MHz impedance bandwidth, from 1.321 (1.29) to
1.376 (1.34) GHz, i.e., a 4.0% (3.8%) fractional bandwidth. The measured opera-
tional frequency range exhibits only a slight red shift from the simulated one. A flat
realized gain response and excellent band-edge selectivity are again witnessed. The
measured and simulated realized gain curves demonstrate that the two-stage NFRP
filtenna also exhibits an essentially uniform and stable radiation performance over
its entire operational bandwidth.

R1 = 75 R2 = 20.7 R3 = 16.8 W1 = 2.5 W2 = 1.4

W3 = 12.73 W4 = 12.3 W5 = 1.7 W6 = 4.3 W7 = 9.01

W8 = 0.49 W9 = 1.0 W10 = 14.4 W11 = 0.2 W12 = 0.3

W13 = 0.3 L1 = 0.9 L2 = 7.7 L3 = 3.0 L4 = 8.7

L5 = 0.3 L6 = 0.13 L7 = 0.76 L8 = 7.95 L10 = 18.52

L11 = 2.52 L12 = 6.0 L13 = 0.2 L14 = 6.0 h1 = 9.6

h2 = 1.0 h3 = 0.762 h4 = 0.017 h1 = 0.762 Null

Table 2.
Dimensions of the NFRP filtenna with two filter stages shown in Figures 4–6 (all dimensions are in
millimeters).

Figure 20.
The simulated and measured |S11| and realized gain values as functions of the source frequency for the two-stage
NFRP filtenna shown in Figure 19.
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Chapter 13

Metal- and Dielectric-Loaded
Waveguide: An Artificial Material
for Tailoring the Waveguide
Propagation Characteristics
Vishal Kesari

Abstract

In the present chapter a number of loaded structures are studied with circular
cross-section to explore the deviation in their dispersion characteristics from their
parent circular waveguide. The dielectric and/or metal loading to the waveguide
tailors its dispersion characteristics. In general, the dielectric depresses and the
metal elevates the dispersion characteristics from the characteristics of their parent
circular waveguide. The axial periodicity results in periodic dispersion characteris-
tics with a lower and an upper cut-off frequency (bandpass). However such a
characteristic is not reported for the azimuthal periodic structures. The bandpass
characteristic arises due to the shaping of the dispersion characteristics. Therefore
the dispersion shaping is only possible with axial periodicity and not with the
azimuthal periodicity. The sensitivity of the structure (geometry) parameters on
the lower and upper cut-off frequencies, the extent of passband and the dispersion
shaping are also included. In the axial periodic structures, the periodicity is found to
be the most sensitive parameter for tailoring the dispersion characteristics and the
disc-hole radius is the most sensitive parameter for shifting the dispersion charac-
teristics over the frequency axis.

Keywords: periodically loaded waveguide, metal and dielectric loading,
disc-loaded circular waveguide, dispersion characteristics, dispersion shaping

1. Introduction

Waveguides, due to their low insertion loss and high power handling capabilities
at microwave and millimeter-wave frequencies, are the transmission line commonly
used for transmitting or propagating or guiding the signals of these frequencies
from one point to another. The propagation characteristics of a guiding structure
are generally represented by its dispersion characteristics. The dispersion charac-
teristics are the study of structure supported frequency for a given phase propaga-
tion constant, and most commonly being plotted as the supported angular
frequency ω (¼ 2π f , f being frequency) against the phase propagation constant β.
Therefore, the dispersion characteristics are also known as ω� β characteristics.
The dispersion (ω� β) characteristics of a waveguide is a hyperbola that has a
cutoff frequency, more specifically a lower cutoff frequency. All the signals having
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frequencies above this lower cutoff frequency are allowed to propagate through the
waveguide, and the signals having frequencies below this frequency will face a high
reflection. Because of this characteristics a waveguide is inherently a high pass filter.
The waveguide supports two kinds of velocities namely the phase velocity and the
group velocity. The phase velocity at a chosen frequency is the one with which the
signal of constant phase travels, which is represented by the slope of a line joining a
chosen frequency point on ω� β dispersion characteristics to the origin (point
representing zero frequency and zero phase propagation constant), i.e. mathemati-
cally given as ω=β. The group velocity at a chosen frequency point is the one with
which the energy in signal travels, which is represented by the slope of the ω� β
dispersion characteristics at the chosen frequency point, i.e. mathematically given
as dω=dβ (Figure 1). Thus, one can control the supported phase and group veloci-
ties in a waveguide by tailoring its dispersion characteristics. Such tailoring can be
achieved by loading the waveguide by metal and/ or dielectric in to the smooth wall
waveguide [1–5]. The characteristics (propagation or dispersion) of the conven-
tional (smooth wall) waveguide changes with the metal and/or dielectric loading,
and the same cannot be generated naturally. Therefore, the metal- and/or dielectric-
loaded waveguide may be considered as artificially created material or artificial
material. In part of the chapter to follow, a number of circular waveguide models
containing various metal and/or dielectric loading are considered (Section 2). The
electromagnetic boundary conditions (Section 3) and the dispersion relations (Sec-
tion 4) of these loaded waveguides are outlined. Further, the dispersion character-
istics of all the considered loaded waveguides are discussed with their sensitivity
against variation in structure (geometrical) parameters (Section 5). Finally, the
conclusion is drawn (Section 6).

2. Structure models

Although, the considered structures being a single conductor structure support
TE (Ez ¼ 0) as well as TM (Hz ¼ 0) modes, they are being analyzed for the TE
modes. The structures excited in these modes are of the interest for a specific class
of vacuum electronic fast-wave devices, specifically the gyro-devices. In the

Figure 1.
ω� β dispersion characteristics of a circular waveguide showing the waveguide cutoff frequency and phase and
group velocities.
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category of gyro-devices, for the broadband amplifier namely the gyro-traveling-
wave tube (gyro-TWT) the growth rate of the TM-mode vanishes at higher fre-
quencies [6]. The models are also restricted to circular waveguide and the analyses
are carried out in cylindrical r; θ; zð Þ system of coordinates.

2.1 Dielectric-loaded circular waveguide

In this section, we will explore two variants of dielectric-loaded structure: (i) the
circular waveguide with dielectric lining on metal wall (Figure 2), and (ii) the
circular waveguide with dielectric coaxial insert (Figure 3) for their dispersion
characteristics and the tailoring of these characteristics with change of the relative
permittivity of the dielectric material.

2.1.1 Circular waveguide with dielectric lining on metal wall

This model (model-1) includes a metallic circular waveguide of inner radius rW ,
inner wall of which is containing a dielectric lining of inner radius rL and relative
permittivity εr for the full length of the waveguide [7]. (Here, the waveguide is
considered to be infinitely long and there is no reflection of the traveling signals

Figure 2.
Circular waveguide with dielectric lining on metal wall [7].

Figure 3.
Circular waveguide with dielectric coaxial insert [7].
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category of gyro-devices, for the broadband amplifier namely the gyro-traveling-
wave tube (gyro-TWT) the growth rate of the TM-mode vanishes at higher fre-
quencies [6]. The models are also restricted to circular waveguide and the analyses
are carried out in cylindrical r; θ; zð Þ system of coordinates.

2.1 Dielectric-loaded circular waveguide

In this section, we will explore two variants of dielectric-loaded structure: (i) the
circular waveguide with dielectric lining on metal wall (Figure 2), and (ii) the
circular waveguide with dielectric coaxial insert (Figure 3) for their dispersion
characteristics and the tailoring of these characteristics with change of the relative
permittivity of the dielectric material.

2.1.1 Circular waveguide with dielectric lining on metal wall

This model (model-1) includes a metallic circular waveguide of inner radius rW ,
inner wall of which is containing a dielectric lining of inner radius rL and relative
permittivity εr for the full length of the waveguide [7]. (Here, the waveguide is
considered to be infinitely long and there is no reflection of the traveling signals

Figure 2.
Circular waveguide with dielectric lining on metal wall [7].

Figure 3.
Circular waveguide with dielectric coaxial insert [7].
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from the waveguide extremes). Thus the radial thickness of the dielectric lining can
be calculated as rW � rL. For the sake of analysis, the structure may be divided into
two analytical regions, the central free-space (dielectric free) region I:
0≤ r, rL,0≤ z,∞; and the dielectric filled region II: rL ≤ r, rW,0≤ z,∞
(Figure 2). The relevant (axial magnetic and azimuthal electric) field intensity
components may be written as [7]:

In region I:

HI
z ¼ ∑

þ∞

n¼�∞
AI

n J0 γInr
� �

exp j ω t� βnzð Þ (1)

EI
θ ¼ jωμ0 ∑
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1
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n J

0
0 γInr
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exp j ω t� βnzð Þ (2)
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HII
z ¼ ∑

þ∞

n¼�∞
AII

n  J0 γIIn r
� �þ BII

n Y0 γIIn r
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n Y
0
0 γIIn r
� �� �

exp j ω t� βnzð Þ (4)

where J0 and Y0 are the zeroth-order Bessel functions of the first and second kinds,
respectively. Prime with a function represents the derivative with respect to its
argument. AI

n, A
II
n and BII

n are the field constants, superscript identifying its value, in

different analytical regions. γIn ¼ k2 � β2n
� �1=2h i

and γIIn ¼ εrk
2 � β2n

� �1=2h i
are the

radial propagation constants in regions I and II, respectively. βn and k are the phase
and the free-space propagation constants, respectively [7].

2.1.2 Circular waveguide with dielectric coaxial insert

Similar to model-1, this model (model-2) also contains a metallic circular wave-
guide of inner radius rW , inner wall of which is free from any dielectric. The model
includes a coaxial dielectric insert of radius rC and relative permittivity εr for the
full length of the waveguide (Figure 3) [7].

For the sake of analysis, the structure may be divided into two analytical regions,
the central dielectric filled region I: 0≤ r, rC,0≤ z,∞; and the free-space
(dielectric free) region II: rC ≤ r, rW,0≤ z,∞. The relevant (axial magnetic and
azimuthal electric) field intensity components may be written same as for model-1
(1)–(4), in which the radial propagation constants γIn and γIIn are interpreted as:

γIn ¼ εrk
2 � β2n

� �1=2
and γIIn ¼ k2 � β2n

� �1=2
, respectively [7].

2.2 Metal-loaded circular waveguide

In Section 2.1, we have studied the dispersion characteristics of dielectric-
loaded structures. In the present section, we will explore three variants of all
metal-loaded structure: (i) the conventional annular metal disc-loaded circular
waveguide (Figure 4), (ii) the interwoven-disc-loaded circular waveguide
(Figure 5), and (iii) metal vane-loaded circular waveguide (Figure 6) for their
dispersion characteristics and the effect of change of the geometry parameters on
these characteristics.
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2.2.1 Circular waveguide with annular metal discs

In this model (model-3) a circular metallic waveguide of inner radius rW is
considered in which annular disc of thickness T, inner radius rD and outer radius rW

Figure 4.
Circular waveguide with annular metal discs [9–13].

Figure 5.
Interwoven disc-loaded circular waveguides [2, 9, 14, 15].

Figure 6.
Circular waveguide loaded with metal vanes [16–18].
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from the waveguide extremes). Thus the radial thickness of the dielectric lining can
be calculated as rW � rL. For the sake of analysis, the structure may be divided into
two analytical regions, the central free-space (dielectric free) region I:
0≤ r, rL,0≤ z,∞; and the dielectric filled region II: rL ≤ r, rW,0≤ z,∞
(Figure 2). The relevant (axial magnetic and azimuthal electric) field intensity
components may be written as [7]:
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radial propagation constants in regions I and II, respectively. βn and k are the phase
and the free-space propagation constants, respectively [7].

2.1.2 Circular waveguide with dielectric coaxial insert

Similar to model-1, this model (model-2) also contains a metallic circular wave-
guide of inner radius rW , inner wall of which is free from any dielectric. The model
includes a coaxial dielectric insert of radius rC and relative permittivity εr for the
full length of the waveguide (Figure 3) [7].

For the sake of analysis, the structure may be divided into two analytical regions,
the central dielectric filled region I: 0≤ r, rC,0≤ z,∞; and the free-space
(dielectric free) region II: rC ≤ r, rW,0≤ z,∞. The relevant (axial magnetic and
azimuthal electric) field intensity components may be written same as for model-1
(1)–(4), in which the radial propagation constants γIn and γIIn are interpreted as:

γIn ¼ εrk
2 � β2n

� �1=2
and γIIn ¼ k2 � β2n

� �1=2
, respectively [7].

2.2 Metal-loaded circular waveguide

In Section 2.1, we have studied the dispersion characteristics of dielectric-
loaded structures. In the present section, we will explore three variants of all
metal-loaded structure: (i) the conventional annular metal disc-loaded circular
waveguide (Figure 4), (ii) the interwoven-disc-loaded circular waveguide
(Figure 5), and (iii) metal vane-loaded circular waveguide (Figure 6) for their
dispersion characteristics and the effect of change of the geometry parameters on
these characteristics.
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2.2.1 Circular waveguide with annular metal discs

In this model (model-3) a circular metallic waveguide of inner radius rW is
considered in which annular disc of thickness T, inner radius rD and outer radius rW

Figure 4.
Circular waveguide with annular metal discs [9–13].

Figure 5.
Interwoven disc-loaded circular waveguides [2, 9, 14, 15].

Figure 6.
Circular waveguide loaded with metal vanes [16–18].
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are arranged periodically with periodicity L. The structure is commonly known as
the disc-loaded circular waveguide (conventional) (Figure 4) [2, 5, 8–13]. As the
structure is periodic, therefore one period of the structure coupled with Floquet’s
theorem is sufficient for the analysis of the infinitely long structure [1, 2, 5, 8, 9].
For the sake of analysis, the structure may be divided into two analytical regions,
the central free-space (disc free) region I: 0≤ r, rD,0≤ z,∞; and the disc occu-
pied region II: rD ≤ r, rW,0≤ z≤L� T (Figure 4). The disc free and disc occupied
regions are assumed to support propagating (traveling) and stationary waves,
respectively. The relevant (axial magnetic and azimuthal electric) field intensity
components in the region I is given by (1) and (2) and in the region II may be
written as [2, 5, 9–13]:

In region II:

HII
z ¼ ∑

∞

m¼1
AII

mZ0 γIImr
� �

exp  jω tð Þ sin βmzð Þ (5)

EII
θ ¼ jωμ0 ∑

∞

m¼1

1
γIIm

AII
mZ

0
0 γIImr
� �

exp jω tð Þ sin βmzð Þ (6)

where Z0 γIImr
� � ¼ J0 γIImr

� �
Y 0
0 γIImrW
� �� J00 γIImrW

� �
Y0 γIImr
� �

; AII
m is the field con-

stants, superscript identifying its value, in different analytical regions.

γIIm ¼ k2 � β2m
� �1=2h i

is the radial propagation constant in region II. βn, defined as

βn ¼ β0 þ 2πn=L, is the axial phase propagation constant in region I with β0 as the
axial phase propagation constant for fundamental space harmonic, and n [= 0, �1,
�2, �3, …] as space harmonic number. βm, defined as βm ¼ mπ= L� Tð Þ, is the axial
propagation constants in region II with m (= 1, 2, 3, …) as the modal harmonic
numbers in region II [2, 5, 9–13].

2.2.2 Interwoven-disc-loaded circular waveguide

This model (model-4) differs from the conventional disc-loaded circular
waveguide due to different additional disc included in between two identical con-
secutive discs of conventional disc-loaded circular waveguide [2, 9, 14, 15]. Thus,
this model is considered with a circular metallic waveguide of inner radius rW in
which annular disc of thickness T, inner radius rD and outer radius rW are arranged
periodically with periodicity L. In addition, another annular disc of thickness TBH,
inner radius rBH and outer radius rW are also arranged periodically with periodicity
L such that the disc of thickness TBH is placed in middle of two identical
consecutive discs of thickness T. The structure is known as the interwoven-disc-
loaded circular waveguide. Similar to conventional disc-loaded circular waveguide,
this structure is also periodic, therefore considering unit cell of the structure with
Floquet’s theorem suffices for the analysis of the infinitely long structure. The
analytical regions of the model may be considered as: (i) region I: 0≤ r, rD,
0≤ z,∞; (ii) region II: rD ≤ r, rBH, 0≤ z≤L� T; and (iii) region III: rBH ≤ r, rW,
0≤ z≤ L� T � TBHð Þ=2, where L� T and L� T � TBHð Þ=2 represent the axial-gaps
between two consecutive discs of smaller hole and between discs of bigger and
smaller holes (Figure 5).

Similar to the conventional disc-loaded circular waveguide (model-3), it is
assumed that the disc free (I) and disc occupied (II and III) regions, respectively,
support propagating and standing waves. The relevant (axial magnetic and azi-
muthal electric) field intensity components in the region I is given by (1) and (2)
and in the regions II and III may be written as [2, 9, 14, 15]:
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In region II:
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where Z0 γIIIp r
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n o
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0 γIIIp rW
n o
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n o
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n o
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p are

the field constants, superscript identifying its value, in different analytical regions.

γIIm ¼ k2 � β2m
� �1=2h i

and γIIIp ¼ k2 � β2p

� �1=2� �
are the radial propagation constants in

regions II and III, respectively. The axial phase propagation constants βn in region I
and βm in region II are defined in the same manner as for model-3. βp
[¼ 2pπ= L� T � TBHð Þ] is the axial phase propagation constants in region III; here p
is the modal harmonic number in region III [2, 9, 14, 15].

2.2.3 Circular waveguide loaded with metal vanes

This model (model-5) considers a circular waveguide of radius rW and N num-
ber of metal vanes of vane-inner-tip radius rV and vane angle ϕ extending axially
over the length of the waveguide arranged on the waveguide wall to maintain the
azimuthal periodicity (Figure 6) [16–18]. Clearly, the azimuthal periodicity is
2π=N. For the analysis of the structure, it may be divided into two regions; (i) the
central cylindrical vane-free free-space region I: 0≤ r, rV , 0≤ θ, 2π, and (ii) the
free-space region II between two consecutive metal vanes rV ≤ r≤ rW ,
ϕ, θ, 2π=N(Figure 6). The relevant (axial magnetic and azimuthal electric) field
intensity components in the regions I and II may be written as [16–18]:
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where AI
q, A

II
v and BII

v are the field constants; J and Y are the ordinary Bessel
function of first and second kinds, respectively, with their primes representing the
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are arranged periodically with periodicity L. The structure is commonly known as
the disc-loaded circular waveguide (conventional) (Figure 4) [2, 5, 8–13]. As the
structure is periodic, therefore one period of the structure coupled with Floquet’s
theorem is sufficient for the analysis of the infinitely long structure [1, 2, 5, 8, 9].
For the sake of analysis, the structure may be divided into two analytical regions,
the central free-space (disc free) region I: 0≤ r, rD,0≤ z,∞; and the disc occu-
pied region II: rD ≤ r, rW,0≤ z≤L� T (Figure 4). The disc free and disc occupied
regions are assumed to support propagating (traveling) and stationary waves,
respectively. The relevant (axial magnetic and azimuthal electric) field intensity
components in the region I is given by (1) and (2) and in the region II may be
written as [2, 5, 9–13]:

In region II:
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m is the field con-

stants, superscript identifying its value, in different analytical regions.

γIIm ¼ k2 � β2m
� �1=2h i

is the radial propagation constant in region II. βn, defined as

βn ¼ β0 þ 2πn=L, is the axial phase propagation constant in region I with β0 as the
axial phase propagation constant for fundamental space harmonic, and n [= 0, �1,
�2, �3, …] as space harmonic number. βm, defined as βm ¼ mπ= L� Tð Þ, is the axial
propagation constants in region II with m (= 1, 2, 3, …) as the modal harmonic
numbers in region II [2, 5, 9–13].

2.2.2 Interwoven-disc-loaded circular waveguide

This model (model-4) differs from the conventional disc-loaded circular
waveguide due to different additional disc included in between two identical con-
secutive discs of conventional disc-loaded circular waveguide [2, 9, 14, 15]. Thus,
this model is considered with a circular metallic waveguide of inner radius rW in
which annular disc of thickness T, inner radius rD and outer radius rW are arranged
periodically with periodicity L. In addition, another annular disc of thickness TBH,
inner radius rBH and outer radius rW are also arranged periodically with periodicity
L such that the disc of thickness TBH is placed in middle of two identical
consecutive discs of thickness T. The structure is known as the interwoven-disc-
loaded circular waveguide. Similar to conventional disc-loaded circular waveguide,
this structure is also periodic, therefore considering unit cell of the structure with
Floquet’s theorem suffices for the analysis of the infinitely long structure. The
analytical regions of the model may be considered as: (i) region I: 0≤ r, rD,
0≤ z,∞; (ii) region II: rD ≤ r, rBH, 0≤ z≤L� T; and (iii) region III: rBH ≤ r, rW,
0≤ z≤ L� T � TBHð Þ=2, where L� T and L� T � TBHð Þ=2 represent the axial-gaps
between two consecutive discs of smaller hole and between discs of bigger and
smaller holes (Figure 5).

Similar to the conventional disc-loaded circular waveguide (model-3), it is
assumed that the disc free (I) and disc occupied (II and III) regions, respectively,
support propagating and standing waves. The relevant (axial magnetic and azi-
muthal electric) field intensity components in the region I is given by (1) and (2)
and in the regions II and III may be written as [2, 9, 14, 15]:
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In region II:

HII
z ¼ ∑

∞

m¼1
AII

m J0 γIImr
� �þ BII

mY0 γIImr
� �� �

exp  jω tð Þ sin βmzð Þ (7)

EII
θ ¼ jωμ0 ∑

∞

m¼1

1
γIIm

AII
m J

0
0 γIImr
� �þ BII

mY
0
0 γIImr
� �� �

exp  jω tð Þ sin βmzð Þ (8)

In region III:

HIII
z ¼ ∑

∞

p¼1
AIII

p Z0 γIIIp r
n o

exp jω tð Þ sin βpz
� �

(9)

EIII
θ ¼ jωμ0 ∑

∞

p¼1

1
γIIIp

AIII
p Z0

0 γIIIm r
� �

exp jω tð Þ sin βpz
� �

, (10)

where Z0 γIIIp r
n o

¼ J0 γIIIp r
n o

Y 0
0 γIIIp rW
n o

� J00 γIIIp rW
n o

Y0 γIIIp r
n o

; AII
m, B

II
m and AIII

p are

the field constants, superscript identifying its value, in different analytical regions.

γIIm ¼ k2 � β2m
� �1=2h i

and γIIIp ¼ k2 � β2p

� �1=2� �
are the radial propagation constants in

regions II and III, respectively. The axial phase propagation constants βn in region I
and βm in region II are defined in the same manner as for model-3. βp
[¼ 2pπ= L� T � TBHð Þ] is the axial phase propagation constants in region III; here p
is the modal harmonic number in region III [2, 9, 14, 15].

2.2.3 Circular waveguide loaded with metal vanes

This model (model-5) considers a circular waveguide of radius rW and N num-
ber of metal vanes of vane-inner-tip radius rV and vane angle ϕ extending axially
over the length of the waveguide arranged on the waveguide wall to maintain the
azimuthal periodicity (Figure 6) [16–18]. Clearly, the azimuthal periodicity is
2π=N. For the analysis of the structure, it may be divided into two regions; (i) the
central cylindrical vane-free free-space region I: 0≤ r, rV , 0≤ θ, 2π, and (ii) the
free-space region II between two consecutive metal vanes rV ≤ r≤ rW ,
ϕ, θ, 2π=N(Figure 6). The relevant (axial magnetic and azimuthal electric) field
intensity components in the regions I and II may be written as [16–18]:

In region I:

HI
z ¼ ∑

þ∞

q¼�∞
AI

q Jq γIr
� �

exp �jqθð Þ (11)

EI
θ ¼

jωμ0
γI

∑
þ∞

q¼�∞
AI

q J
0
q γIr
� �

exp �jqθð Þ (12)

In region II:

HII
z ¼ ∑

þ∞

v¼0
AII

v  Jv γIIr
� �þ BII

v Yv γIIr
� �� �

cos
vπ θ � ϕð Þ
2π=N � ϕ

� �
(13)

EII
θ ¼ jωμ0

γII
∑
þ∞

v¼0
AII

v  J
0
v γIIr
� �þ BII

v Y
0
v γIIr
� �� �

cos
vπ θ � ϕð Þ
2π=N � ϕ

� �
(14)

where AI
q, A

II
v and BII

v are the field constants; J and Y are the ordinary Bessel
function of first and second kinds, respectively, with their primes representing the
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derivatives with respect to their arguments. q is an integer; and v is a non-negative

integer. γI ¼ γII ¼ k2 � β2
� �1=2� �

and β are the radial and the axial phase propagation

constants, respectively. In order to include the effect of azimuthal harmonics due to
angular periodicity of the structure, the azimuthal dependence is considered as
exp �jvθð Þ, such that v ¼ sþ qN, where s is also an integer [16–18].

2.3 Metal- and dielectric-loaded circular waveguide

In Sections 2.1 and 2.2, we have respectively explored the independent dielec-
tric- and metal-loaded structures. However, in this section we will study the metal
as well as dielectric loading in the circular waveguide.

2.3.1 Circular waveguide loaded with dielectric and metal discs

This model (model-6) is formed by alternatively stacking the metal and dielec-
tric discs each of same disc hole radii rD. This is similar to conventional disc-loaded
circular waveguide in which the volume between two consecutive metal discs is
filled with dielectric of relative permittivity εr. Similar to conventional disc-loaded
circular waveguide for the sake of analysis, one may divide the structure into two
regions: central disc free region I: 0≤ r, rD,0, z,∞, and disc occupied region II:
rD ≤ r, rW , 0, z,L� T (Figure 7). The relevant (axial magnetic and azimuthal
electric) field intensity components in the regions I and II may be given by (1), (2),
(5) and (6). In (5) and (6), the radial propagation constant in region II is interpreted

as γIIm ¼ εrk
2 � β2m

� �1=2
[19].

2.3.2 Circular waveguide loaded with dielectric and metal discs having different hole
radius

This model (model-7) is similar to that of model-6, which has a circular wave-
guide consisting of alternate dielectric and metal discs, such that the hole-radius of
metal discs is lesser than that of dielectric discs [20]. For the purpose of analysis,
one may divide the structure into three regions: i) the central disc free region I:
0≤ r, rD, 0, z,∞; ii) the disc occupied free space region II: rD ≤ r, rDD,
0, z,L� T; and iii) the dielectric filled disc occupied region III: rDD ≤ r, rW ,
0, z,L� T; where rDD is the hole radius of dielectric disc. It is considered that the
region I (disc free region) supports propagating and regions II and III (disc occupied
regions) support standing waves [20].

Figure 7.
Circular waveguide loaded with dielectric and metal discs [19].
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The relevant (axial magnetic and azimuthal electric) field intensity components
in the region I may be given by (1) and (2), and in regions II and III are written
as [20]:

In region II:

HII
z ¼ ∑

∞

m¼1
AII

m J0 γIImr
� �þ BII

mY0 γIImr
� �� �

exp jω tð Þ sin βmzð Þ (15)

EII
θ ¼ jωμ0 ∑

∞

m¼1

1
γIIm

AII
m J

0
0 γIImr
� �þ BII

mY
0
0 γIImr
� �� �

exp jω tð Þ sin βmzð Þ (16)

In region III:

HIII
z ¼ ∑

∞

m¼1
AIII

m Z0 γIIIm r
� �

exp  jω tð Þ sin βmzð Þ (17)

EIII
θ ¼ jωμ0 ∑

∞

m¼1

1
γIIIm

AIII
m Z0

0 γIIIm r
� �

exp  jω tð Þ sin βmzð Þ (18)

where Z0 γIIIm r
� � ¼ J0 γIIIm r

� �
Y 0

0 γIIIm rW
� �� J00 γIIIm rW

� �
Y0 γIIIm r
� �

; AII
m, B

II
m and AIII

m are
the field constants in different analytical regions, identified by given superscript,

respectively. γIn ¼ k2 � β2n
� �1=2h i

, γIIm ¼ k2 � β2m
� �1=2h i

, and γIIIm ¼ εrk
2 � β2m

� �1=2h i
are

the radial propagation constants in regions I, II, and III, respectively (Figure 8). The
axial phase propagation constants βn in region I and βm in regions II and III are
defined in the same manner as for model-3 [20].

2.3.3 Circular waveguide loaded with alternate dielectric and metal vanes

This model (model-8) is similar to model-5 except the region II filled with
dielectric of relative permittivity εr between the two consecutive metal vanes [21].
For the sake of analysis, the structure may be divided into two regions; (i) the
central cylindrical vane-free free-space region I: 0≤ r, rV , 0≤ θ, 2π, and (ii) the
dielectric filled region II between two consecutive metal vanes: rV ≤ r≤ rW ,
, θ, 2π=N (Figure 9). The relevant (axial magnetic and azimuthal electric) field
intensity components in the regions I and II may be given by (11)–(14), in which

the radial propagation constant is given as: γII ¼ εrk
2 � β2

� �1=2
[21].

Figure 8.
Circular waveguide loaded with dielectric and metal discs with the hole radius of metal discs lesser than that of
dielectric discs [20].
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derivatives with respect to their arguments. q is an integer; and v is a non-negative

integer. γI ¼ γII ¼ k2 � β2
� �1=2� �

and β are the radial and the axial phase propagation

constants, respectively. In order to include the effect of azimuthal harmonics due to
angular periodicity of the structure, the azimuthal dependence is considered as
exp �jvθð Þ, such that v ¼ sþ qN, where s is also an integer [16–18].

2.3 Metal- and dielectric-loaded circular waveguide

In Sections 2.1 and 2.2, we have respectively explored the independent dielec-
tric- and metal-loaded structures. However, in this section we will study the metal
as well as dielectric loading in the circular waveguide.

2.3.1 Circular waveguide loaded with dielectric and metal discs

This model (model-6) is formed by alternatively stacking the metal and dielec-
tric discs each of same disc hole radii rD. This is similar to conventional disc-loaded
circular waveguide in which the volume between two consecutive metal discs is
filled with dielectric of relative permittivity εr. Similar to conventional disc-loaded
circular waveguide for the sake of analysis, one may divide the structure into two
regions: central disc free region I: 0≤ r, rD,0, z,∞, and disc occupied region II:
rD ≤ r, rW , 0, z,L� T (Figure 7). The relevant (axial magnetic and azimuthal
electric) field intensity components in the regions I and II may be given by (1), (2),
(5) and (6). In (5) and (6), the radial propagation constant in region II is interpreted

as γIIm ¼ εrk
2 � β2m

� �1=2
[19].

2.3.2 Circular waveguide loaded with dielectric and metal discs having different hole
radius

This model (model-7) is similar to that of model-6, which has a circular wave-
guide consisting of alternate dielectric and metal discs, such that the hole-radius of
metal discs is lesser than that of dielectric discs [20]. For the purpose of analysis,
one may divide the structure into three regions: i) the central disc free region I:
0≤ r, rD, 0, z,∞; ii) the disc occupied free space region II: rD ≤ r, rDD,
0, z,L� T; and iii) the dielectric filled disc occupied region III: rDD ≤ r, rW ,
0, z,L� T; where rDD is the hole radius of dielectric disc. It is considered that the
region I (disc free region) supports propagating and regions II and III (disc occupied
regions) support standing waves [20].

Figure 7.
Circular waveguide loaded with dielectric and metal discs [19].
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The relevant (axial magnetic and azimuthal electric) field intensity components
in the region I may be given by (1) and (2), and in regions II and III are written
as [20]:

In region II:

HII
z ¼ ∑

∞

m¼1
AII

m J0 γIImr
� �þ BII

mY0 γIImr
� �� �

exp jω tð Þ sin βmzð Þ (15)

EII
θ ¼ jωμ0 ∑

∞

m¼1

1
γIIm

AII
m J

0
0 γIImr
� �þ BII

mY
0
0 γIImr
� �� �

exp jω tð Þ sin βmzð Þ (16)

In region III:

HIII
z ¼ ∑

∞

m¼1
AIII

m Z0 γIIIm r
� �

exp  jω tð Þ sin βmzð Þ (17)

EIII
θ ¼ jωμ0 ∑

∞

m¼1

1
γIIIm

AIII
m Z0

0 γIIIm r
� �

exp  jω tð Þ sin βmzð Þ (18)

where Z0 γIIIm r
� � ¼ J0 γIIIm r

� �
Y 0

0 γIIIm rW
� �� J00 γIIIm rW

� �
Y0 γIIIm r
� �

; AII
m, B

II
m and AIII

m are
the field constants in different analytical regions, identified by given superscript,

respectively. γIn ¼ k2 � β2n
� �1=2h i

, γIIm ¼ k2 � β2m
� �1=2h i

, and γIIIm ¼ εrk
2 � β2m

� �1=2h i
are

the radial propagation constants in regions I, II, and III, respectively (Figure 8). The
axial phase propagation constants βn in region I and βm in regions II and III are
defined in the same manner as for model-3 [20].

2.3.3 Circular waveguide loaded with alternate dielectric and metal vanes

This model (model-8) is similar to model-5 except the region II filled with
dielectric of relative permittivity εr between the two consecutive metal vanes [21].
For the sake of analysis, the structure may be divided into two regions; (i) the
central cylindrical vane-free free-space region I: 0≤ r, rV , 0≤ θ, 2π, and (ii) the
dielectric filled region II between two consecutive metal vanes: rV ≤ r≤ rW ,
, θ, 2π=N (Figure 9). The relevant (axial magnetic and azimuthal electric) field
intensity components in the regions I and II may be given by (11)–(14), in which

the radial propagation constant is given as: γII ¼ εrk
2 � β2

� �1=2
[21].

Figure 8.
Circular waveguide loaded with dielectric and metal discs with the hole radius of metal discs lesser than that of
dielectric discs [20].
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3. Boundary conditions

One of the general boundary conditions comprising all the considered models is
due to the null tangential electric field intensity at the inner surface of the metallic
waveguide that is represented as [2, 5, 9–21]:

Eθ ¼ 0jr¼rW 0, z,∞ (19)

Model-1: The relevant electromagnetic boundary conditions for model-1 may be
written in the mathematical form as [7]:

HI
z ¼ HII

z

��
r¼rL

0, z,∞ (20)

EI
θ ¼ EII

θ

��
r¼rL

0, z,∞ (21)

The boundary conditions (20) and (21) state the continuity of the axial compo-
nent of magnetic and the azimuthal component of electric field intensities at the
interface, r ¼ rL, between the regions I and II (Figure 2) [7].

Model-2: The relevant electromagnetic boundary conditions for model-2
(Figure 3) may be written in the mathematical form as [7]:

HI
z ¼ HII

z ; 0, z,∞
��
r¼rC

(22)

EI
θ ¼ EII

θ ; 0, z,∞
��
r¼rC

(23)

The boundary conditions (22) and (23) state the continuity of the axial compo-
nent of magnetic and the azimuthal component of electric field intensities at the
interface, r ¼ rC, between the regions I and II (Figure 3) [7].

Model-3: The relevant electromagnetic boundary conditions for model-3
(Figure 4) may be written in the mathematical form as [2, 5, 9–13]:

HI
z ¼ HII

z 0, z,L� T
��
r¼rD

(24)

EI
θ ¼

EII
θ 0, z,L� T

0 L� T ≤ z≤L

( �����
r¼rD

(25)

Figure 9.
Circular waveguide loaded with alternate dielectric and metal vanes [21].
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The boundary conditions (24) and (25) state the continuity of the axial compo-
nent of magnetic and the azimuthal component of electric field intensities at the
interface, r ¼ rD, between the regions I and II, and the null azimuthal component of
electric field intensity at the disc hole metallic surface (Figure 4) [2, 5, 9–13].

Model-4: The boundary conditions (24) and (25) are also true for the model-4
(Figure 5) at the interface, r ¼ rD, between the regions I and II. The additional
boundary conditions at the interface, r ¼ rBH, between the regions II and III may be
written as [2, 9, 14, 15]:

HII
z ¼ HIII

z 0≤ z≤ L� T � TBHð Þ=2��r¼rBH
(26)

EII
θ ¼ EIII

θ 0≤ z≤ L� T � TBHð Þ=2
0 L� T � TBHð Þ=2≤ z≤ L� T þ TBHð Þ=2

( �����
r¼rBH

(27)

The boundary conditions (26) and (27) state the continuity of the axial compo-
nent of magnetic and the azimuthal component of electric field intensities at the
interface, r ¼ rBH, between the regions II and III, and the null azimuthal component
of electric field intensity at the disc hole metallic surface (Figure 5) [2, 9, 14, 15].

Model-5: The relevant electromagnetic boundary conditions for model-5
(Figure 6) may be written in the mathematical form as [16–18]:

HI
z ¼ HII

z ϕ≤ θ≤ 2π=N
��
r¼rV

(28)

EI
θ ¼

0 0≤ θ,ϕ

EII
θ ϕ≤ θ≤ 2π=N

� ����
r¼rV

(29)

The boundary conditions (28) and (29) state the continuity of the axial compo-
nent of magnetic and the azimuthal component of electric field intensities at the
interface, r ¼ rV , between the regions I and II, and the null azimuthal component of
electric field intensity at the vane tip metallic surface (Figure 6) [16–18].

Model-6: The relevant electromagnetic boundary conditions for model-6
(Figure 7) are given by (24) and (25), same as for model-3 (Figure 4) [19].

Model-7: The relevant electromagnetic boundary conditions (24) and (25) are
also true for the model-7 (Figure 8) at the interface, r ¼ rD, between the regions I
and II. The additional boundary conditions at the interface, r ¼ rDD, between the
regions II and III may be written as [20]:

HII
z ¼ HIII

z 0, z,L� T
��
r¼rDD

(30)

EII
θ ¼ EIII

θ 0, z,L� T
��
r¼rDD

(31)

The boundary conditions (30) and (31), respectively, state the continuity of the
axial magnetic and the azimuthal electric field intensities at the interface, r ¼ rDD,
between the disc occupied free space region II and disc-occupied dielectric region
III (Figure 8) [20].

Model-8: The relevant electromagnetic boundary conditions for model-8
(Figure 9) are given by (28) and (29), same as for model-5 (Figure 6) [21].

4. Dispersion relations

In general, the field intensity components (1)–(18) contain unknown field con-
stants. In order to establish relations between these unknown field constants, the
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The boundary conditions (24) and (25) state the continuity of the axial compo-
nent of magnetic and the azimuthal component of electric field intensities at the
interface, r ¼ rD, between the regions I and II, and the null azimuthal component of
electric field intensity at the disc hole metallic surface (Figure 4) [2, 5, 9–13].

Model-4: The boundary conditions (24) and (25) are also true for the model-4
(Figure 5) at the interface, r ¼ rD, between the regions I and II. The additional
boundary conditions at the interface, r ¼ rBH, between the regions II and III may be
written as [2, 9, 14, 15]:

HII
z ¼ HIII

z 0≤ z≤ L� T � TBHð Þ=2��r¼rBH
(26)

EII
θ ¼ EIII

θ 0≤ z≤ L� T � TBHð Þ=2
0 L� T � TBHð Þ=2≤ z≤ L� T þ TBHð Þ=2

( �����
r¼rBH

(27)

The boundary conditions (26) and (27) state the continuity of the axial compo-
nent of magnetic and the azimuthal component of electric field intensities at the
interface, r ¼ rBH, between the regions II and III, and the null azimuthal component
of electric field intensity at the disc hole metallic surface (Figure 5) [2, 9, 14, 15].

Model-5: The relevant electromagnetic boundary conditions for model-5
(Figure 6) may be written in the mathematical form as [16–18]:

HI
z ¼ HII

z ϕ≤ θ≤ 2π=N
��
r¼rV

(28)

EI
θ ¼

0 0≤ θ,ϕ

EII
θ ϕ≤ θ≤ 2π=N

� ����
r¼rV

(29)

The boundary conditions (28) and (29) state the continuity of the axial compo-
nent of magnetic and the azimuthal component of electric field intensities at the
interface, r ¼ rV , between the regions I and II, and the null azimuthal component of
electric field intensity at the vane tip metallic surface (Figure 6) [16–18].

Model-6: The relevant electromagnetic boundary conditions for model-6
(Figure 7) are given by (24) and (25), same as for model-3 (Figure 4) [19].

Model-7: The relevant electromagnetic boundary conditions (24) and (25) are
also true for the model-7 (Figure 8) at the interface, r ¼ rD, between the regions I
and II. The additional boundary conditions at the interface, r ¼ rDD, between the
regions II and III may be written as [20]:

HII
z ¼ HIII

z 0, z,L� T
��
r¼rDD

(30)

EII
θ ¼ EIII

θ 0, z,L� T
��
r¼rDD

(31)

The boundary conditions (30) and (31), respectively, state the continuity of the
axial magnetic and the azimuthal electric field intensities at the interface, r ¼ rDD,
between the disc occupied free space region II and disc-occupied dielectric region
III (Figure 8) [20].

Model-8: The relevant electromagnetic boundary conditions for model-8
(Figure 9) are given by (28) and (29), same as for model-5 (Figure 6) [21].

4. Dispersion relations

In general, the field intensity components (1)–(18) contain unknown field con-
stants. In order to establish relations between these unknown field constants, the
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relevant field intensity components are substituted into the respective boundary
conditions. Further, the algebraic manipulations of the obtained relations between
these field constants eliminate all the field constants, and it results in a characteris-
tic relation of the model known as the dispersion relation. The dispersion relations
of various considered models are:

Model-1 [7]:

γIIJ00 γIrL
� �

 J0 γIIrL
� �

Y 0
0 γIIrW
� �� Y0 γIIrL

� �
J00 γIIrW
� �� �

�γIJ0 γIrL
� �

 J00 γIIrL
� �

Y 0
0 γIIrW
� �� Y 0

0 γIIrL
� �

J00 γIIrW
� �� � ¼ 0

(32)

Model-2 [7]:

γIIJ00 γIrC
� �

 J0 γIIrC
� �

Y 0
0 γIIrW
� �� Y0 γIIrC

� �
J00 γIIrW
� �� �

�γIJ0 γIrC
� �

 J00 γIIrC
� �

Y 0
0 γIIrW
� �� Y 0

0 γIIrC
� �

J00 γIIrW
� �� � ¼ 0

(33)

Model-3 [2, 5, 9–13]:

det Mnm J0 γInrD
� �

Z0
0 γIImrD
� �� Z0 γIImrD

� �
J00 γInrD
� ��� �� ¼ 0 (34)

where

Mnm ¼ γInβ
II
m 1� �1ð Þm exp �jβIn L� Tð Þ� �� �

γIIm βIIm � exp �jβI0L
� �

βIIm cos βIImL
� �þ jβIn sin βIImL

� �� �� � : (35)

Model-4 [2, 9, 14, 15]:

det Mnm J0 γInrD
� �

J00 γIImrD
� �þ ξY 0

0 γIImrD
� �� �� J00 γInrD

� �
J0 γIImrD
� �þ ξY0 γIImrD

� �� ��� ¼ 0
��

(36)

where

ξ ¼ γIIIp J00 γIImrBH
� �

Z0 γIIIm rBH
� �� γIImJ0 γIImrBH

� �
Z0
0 γIIIm rBH
� �

γIImY0 γIImrBH
� �

Z0
0 γIIIm rBH
� �� γIIIm Y 0

0 γIImrBH
� �

Z0 γIIIm rBH
� � (37)

Model-5 [16–18]:

Pg�1 Qg�1, g Qg�1, gþ1

Qg,g�1 Pg Qg,gþ1

Qgþ1, g�1 Qgþ1, g Pgþ1

�������

�������
¼ 0 (38)

where

Pv0 ¼ J0v0 γIIrV
� �� J0v0 γIIrW

� �
Y 0
v0 γIIrWf gY

0
v0 γIIrV
� �� �

2π
N

� φ

� �

� 2π
N

γII

γI
J0v0 γIrV
� �

Jv0 γIrVf g Jv0 γIIrV
� �� J0v0 γIIrW

� �
Y 0
v0 γIIrWf gYv0 γIIrV

� �� � (39)

Qv0, v ¼ J0v γIIrV
� �� J0v γIIrW

� �
Y 0
v γIIrWf gY

0
v γIIrV
� �� �

1� exp j v0 � vð Þφ
j v0 � vð Þ (40)
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Model-6 [19]:
The dispersion relation for model-6 (Figure 7) is same as that for model-3

(Figure 4) and is given by (34) through (35) with interpretation of radial propaga-

tion constant in dielectric filled region as γIIm ¼ εrk
2 � β2m

� �1=2
[19].

Model-7 [20]:

det Mnm J0 γInrMD
� �

 J00 γIImrD
� �þ ξY 0

0 γIImrD
� �� �� J00 γInrD

� �
 J0 γIImrD
� �þ ξY0 γIImrD

� �� ��� �� ¼ 0

(41)

ξ ¼ γIIIm J00 γIImrDD
� �

Z0 γIIIm rDD
� �� γIIm J0 γIImrDD

� �
Z0
0 γIIIm rDD
� �

γIImY0 γIImrDD
� �

Z0
0 γIIIm rDD
� �� γIIIm Y 0

0 γIImrDD
� �

Z0 γIIIm rDD
� � (42)

Model-8 [21]:
The dispersion relation for model-8 (Figure 9) is same as that for model-5

(Figure 6) and is given by (38) through (39) and (40) with interpretation of radial

propagation constant in dielectric filled region as γII ¼ εrk
2 � β2

� �1=2
[21].

5. Dispersion characteristics

One may clearly observe that the shape of dispersion characteristics of the
model-1 (Figure 2) and model-2 (Figure 3) change with change in relative permit-
tivity of the dielectric material (Figures 10 and 11). The cutoff frequency decreases
with increase of the relative permittivity of the dielectric material. The increase of
relative permittivity of the dielectric material depresses the dispersion characteris-
tics of the model-1 and model-2 and more at higher value of phase propagation
constant. The analytical dispersion characteristics are found within 3% of that
obtained using HFSS (Figures 10 and 11).

Periodic loading a circular waveguide by the metal annular discs (model-3)
brings out alternate pass and stop bands with their respective higher and lower

Figure 10.
TE01-mode dispersion characteristics of circular waveguide with dielectric lining on metal wall taking εr as the
parameter. The characteristics with εr ¼ 1 (special case) represents the dispersion characteristics of
conventional circular waveguide. Circles represent results obtained using HFSS.
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relevant field intensity components are substituted into the respective boundary
conditions. Further, the algebraic manipulations of the obtained relations between
these field constants eliminate all the field constants, and it results in a characteris-
tic relation of the model known as the dispersion relation. The dispersion relations
of various considered models are:

Model-1 [7]:

γIIJ00 γIrL
� �

 J0 γIIrL
� �

Y 0
0 γIIrW
� �� Y0 γIIrL

� �
J00 γIIrW
� �� �

�γIJ0 γIrL
� �

 J00 γIIrL
� �

Y 0
0 γIIrW
� �� Y 0

0 γIIrL
� �

J00 γIIrW
� �� � ¼ 0

(32)

Model-2 [7]:

γIIJ00 γIrC
� �

 J0 γIIrC
� �

Y 0
0 γIIrW
� �� Y0 γIIrC

� �
J00 γIIrW
� �� �

�γIJ0 γIrC
� �

 J00 γIIrC
� �

Y 0
0 γIIrW
� �� Y 0

0 γIIrC
� �

J00 γIIrW
� �� � ¼ 0

(33)

Model-3 [2, 5, 9–13]:

det Mnm J0 γInrD
� �

Z0
0 γIImrD
� �� Z0 γIImrD

� �
J00 γInrD
� ��� �� ¼ 0 (34)

where

Mnm ¼ γInβ
II
m 1� �1ð Þm exp �jβIn L� Tð Þ� �� �

γIIm βIIm � exp �jβI0L
� �

βIIm cos βIImL
� �þ jβIn sin βIImL

� �� �� � : (35)

Model-4 [2, 9, 14, 15]:

det Mnm J0 γInrD
� �

J00 γIImrD
� �þ ξY 0

0 γIImrD
� �� �� J00 γInrD

� �
J0 γIImrD
� �þ ξY0 γIImrD

� �� ��� ¼ 0
��

(36)

where

ξ ¼ γIIIp J00 γIImrBH
� �

Z0 γIIIm rBH
� �� γIImJ0 γIImrBH

� �
Z0
0 γIIIm rBH
� �

γIImY0 γIImrBH
� �

Z0
0 γIIIm rBH
� �� γIIIm Y 0

0 γIImrBH
� �

Z0 γIIIm rBH
� � (37)

Model-5 [16–18]:

Pg�1 Qg�1, g Qg�1, gþ1

Qg,g�1 Pg Qg,gþ1

Qgþ1, g�1 Qgþ1, g Pgþ1

�������

�������
¼ 0 (38)

where

Pv0 ¼ J0v0 γIIrV
� �� J0v0 γIIrW

� �
Y 0
v0 γIIrWf gY

0
v0 γIIrV
� �� �

2π
N

� φ

� �

� 2π
N

γII

γI
J0v0 γIrV
� �

Jv0 γIrVf g Jv0 γIIrV
� �� J0v0 γIIrW

� �
Y 0
v0 γIIrWf gYv0 γIIrV

� �� � (39)

Qv0, v ¼ J0v γIIrV
� �� J0v γIIrW

� �
Y 0
v γIIrWf gY

0
v γIIrV
� �� �

1� exp j v0 � vð Þφ
j v0 � vð Þ (40)
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Model-6 [19]:
The dispersion relation for model-6 (Figure 7) is same as that for model-3

(Figure 4) and is given by (34) through (35) with interpretation of radial propaga-

tion constant in dielectric filled region as γIIm ¼ εrk
2 � β2m

� �1=2
[19].

Model-7 [20]:

det Mnm J0 γInrMD
� �

 J00 γIImrD
� �þ ξY 0

0 γIImrD
� �� �� J00 γInrD

� �
 J0 γIImrD
� �þ ξY0 γIImrD

� �� ��� �� ¼ 0

(41)

ξ ¼ γIIIm J00 γIImrDD
� �

Z0 γIIIm rDD
� �� γIIm J0 γIImrDD

� �
Z0
0 γIIIm rDD
� �

γIImY0 γIImrDD
� �

Z0
0 γIIIm rDD
� �� γIIIm Y 0

0 γIImrDD
� �

Z0 γIIIm rDD
� � (42)

Model-8 [21]:
The dispersion relation for model-8 (Figure 9) is same as that for model-5

(Figure 6) and is given by (38) through (39) and (40) with interpretation of radial

propagation constant in dielectric filled region as γII ¼ εrk
2 � β2

� �1=2
[21].

5. Dispersion characteristics

One may clearly observe that the shape of dispersion characteristics of the
model-1 (Figure 2) and model-2 (Figure 3) change with change in relative permit-
tivity of the dielectric material (Figures 10 and 11). The cutoff frequency decreases
with increase of the relative permittivity of the dielectric material. The increase of
relative permittivity of the dielectric material depresses the dispersion characteris-
tics of the model-1 and model-2 and more at higher value of phase propagation
constant. The analytical dispersion characteristics are found within 3% of that
obtained using HFSS (Figures 10 and 11).

Periodic loading a circular waveguide by the metal annular discs (model-3)
brings out alternate pass and stop bands with their respective higher and lower

Figure 10.
TE01-mode dispersion characteristics of circular waveguide with dielectric lining on metal wall taking εr as the
parameter. The characteristics with εr ¼ 1 (special case) represents the dispersion characteristics of
conventional circular waveguide. Circles represent results obtained using HFSS.
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cutoff frequencies [1–3, 5, 9]. The dispersion characteristics taking horizontal axis
as normalized phase propagation constant become periodic with the periodicity of
βI0L ¼ 2π for a given mode (TE01, TE02 and TE03). The normalized passband (krW
scale) for the TE02 mode is narrower than that of the TE01 mode. Similarly, the
normalized stopband above the TE02 mode is narrower than that above the TE01

mode (Figure 12). The RF group velocity (slopes of dispersion plot) is positive
(fundamental forward wave mode, n = 0) for the TE01 or TE02 mode, it is negative
(fundamental backward wave mode) for the TE03 mode (Figure 12). The depen-
dencies of the structure dispersion characteristics, for typical mode TE01, on the
disc-hole radius (Figure 13), the structure periodicity (Figure 14) and the finite
disc thickness (Figure 15) are studied. Further, with the increase of either of the
parameters, namely, the disc-hole radius and the structure periodicity, the lower
and upper edge frequencies of the passband of the dispersion characteristics both
decrease, though not equally. This lead to decrease or increase of the passband

Figure 11.
TE01-mode dispersion characteristics of circular waveguide with coaxial dielectric rod and taking εr as the
parameter. Circles represent results obtained using HFSS.

Figure 12.
Pass and stop band characteristics of the infinitesimally thin metal disc-loaded circular waveguide (including
higher order harmonics n ¼ 0, � 1, � 2, � 3, � 4, � 5; m ¼ 1, 2, 3,4, 5, 6, 7, 8, 9, 10, 11) [9, 10].
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according as the disc-hole radius decreases or the structure periodicity decreases,
with the shift of the mid-band frequency of the passband to a higher value for the
decrease of both the parameters (Figures 13 and 14) [2, 5, 11].

Although the disc-hole radius and the structure periodicity tailor the dispersion
characteristics, the later one found to be more effective that the former one for
widening the frequency range of the straight-line section of the characteristics.
Reducing the structure periodicity can increase the frequency range of the straight-
line section, however it accompanies with shift in waveguide cutoff (Figure 14).
This wider straight-line section of the dispersion characteristics may be utilized for
wideband coalescence with cyclotron wave (beam mode line) to result a wideband
performance of a gyro-TWT. Thus, reducing the structure periodicity (Figure 14)

Figure 13.
TE01-mode dispersion characteristics of the conventional disc-loaded circular waveguide (solid curve) taking
the disc-hole radius as the parameter. The broken curve with crosses refers to a smooth-wall circular waveguide
[2, 5, 11].

Figure 14.
TE01-mode dispersion characteristics of the conventional disc-loaded circular waveguide (solid curve) taking
the structure periodicity as the parameter [2, 5, 11].
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scale) for the TE02 mode is narrower than that of the TE01 mode. Similarly, the
normalized stopband above the TE02 mode is narrower than that above the TE01

mode (Figure 12). The RF group velocity (slopes of dispersion plot) is positive
(fundamental forward wave mode, n = 0) for the TE01 or TE02 mode, it is negative
(fundamental backward wave mode) for the TE03 mode (Figure 12). The depen-
dencies of the structure dispersion characteristics, for typical mode TE01, on the
disc-hole radius (Figure 13), the structure periodicity (Figure 14) and the finite
disc thickness (Figure 15) are studied. Further, with the increase of either of the
parameters, namely, the disc-hole radius and the structure periodicity, the lower
and upper edge frequencies of the passband of the dispersion characteristics both
decrease, though not equally. This lead to decrease or increase of the passband

Figure 11.
TE01-mode dispersion characteristics of circular waveguide with coaxial dielectric rod and taking εr as the
parameter. Circles represent results obtained using HFSS.

Figure 12.
Pass and stop band characteristics of the infinitesimally thin metal disc-loaded circular waveguide (including
higher order harmonics n ¼ 0, � 1, � 2, � 3, � 4, � 5; m ¼ 1, 2, 3,4, 5, 6, 7, 8, 9, 10, 11) [9, 10].
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according as the disc-hole radius decreases or the structure periodicity decreases,
with the shift of the mid-band frequency of the passband to a higher value for the
decrease of both the parameters (Figures 13 and 14) [2, 5, 11].

Although the disc-hole radius and the structure periodicity tailor the dispersion
characteristics, the later one found to be more effective that the former one for
widening the frequency range of the straight-line section of the characteristics.
Reducing the structure periodicity can increase the frequency range of the straight-
line section, however it accompanies with shift in waveguide cutoff (Figure 14).
This wider straight-line section of the dispersion characteristics may be utilized for
wideband coalescence with cyclotron wave (beam mode line) to result a wideband
performance of a gyro-TWT. Thus, reducing the structure periodicity (Figure 14)

Figure 13.
TE01-mode dispersion characteristics of the conventional disc-loaded circular waveguide (solid curve) taking
the disc-hole radius as the parameter. The broken curve with crosses refers to a smooth-wall circular waveguide
[2, 5, 11].

Figure 14.
TE01-mode dispersion characteristics of the conventional disc-loaded circular waveguide (solid curve) taking
the structure periodicity as the parameter [2, 5, 11].
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and increasing the disc-hole radius (Figure 13) may widen the device bandwidth.
However, such broadbanding of coalescence is accompanied by the reduction of the
bandwidth of the passband of the structure as well (Figures 13 and 14) [2, 5, 11].
The decrease of the disc thickness decreases both the lower and upper edge fre-
quencies of the passband such that the passband first decreases, attains a minima
and then increases; and the mid-band frequency of the passband as well as the start
frequency of the straight-line section of the dispersion characteristics reduces
(Figure 15). The shape of the dispersion characteristics depends on the disc thick-
ness, though not as much as it does on the disc-hole radius or the structure period-
icity (Figures 13-15) [2, 5, 11].

Similar to the conventional disc-loaded circular waveguide (model-3), both the
hole-radii (bigger and smaller) of the interwoven-disc-loaded circular (model-4,
Figure 5) waveguide tailor the dispersion characteristics. The lower- and the upper-
cutoff frequencies decrease with increase in hole-radii, such that the passband
increases and decreases with decrease of bigger and smaller hole-radii, respectively
(Figures 16 and 17). Similar to the conventional disc-loaded circular waveguide
(model-3), the structure periodicity of the interwoven-disc-loaded circular wave-
guide is the most effective for the increasing the passband and tailoring the disper-
sion characteristics (Figure 18). Neither, the extent of passband changes nor
dispersion tailors with variation of disc-thickness of bigger-hole-disc, however, the
mid frequency of the passband shifts to higher frequency with increase of disc-
thickness of bigger-hole-disc (Figure 19). This nature may be used for shifting the
operation band in the passive components or in order to optimizing the beam-wave
interaction in designing a gyro-TWT with the interwoven-disc-loaded circular
waveguide. In addition to tailoring the dispersion characteristics, required for
designing a broadband gyro-TWT, the model-4 shows an interesting characteristic.
The passband increases with increase as well as with decrease of disc-thickness of
smaller- hole-disc with reference to that of bigger-hole-disc, however, the shift of
the passband occur towards higher and lower frequency side, respectively, with
increase and decrease of disc thickness of smaller-hole-disc with reference to that of
bigger-hole-disc (Figure 20). Thus, the structure periodicity (Figure 18) and the

Figure 15.
TE01-mode dispersion characteristics of the conventional disc-loaded circular waveguide taking the disc
thickness as the parameter. The broken curve refers to the infinitesimally thin metal disc-loaded circular
waveguide [2, 5, 11].
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disc-thickness (Figure 19) of bigger-hole-disc of the interwoven-disc-loaded circu-
lar waveguide are, respectively, the most and the least sensitive parameter for
controlling the passband as well as shape of the dispersion characteristics [14, 15].

Axial metal vane loading to a smooth-wall circular waveguide (model-5,
Figure 6) forms an azimuthally periodic structure, which does not shape its disper-
sion characteristics, however the insertion of the metal vanes in to the circular
waveguide shifts the waveguide cutoff frequency to a higher value [16–18]
(Figures 21–23). Specifically, the increase of either of the vane angle (Figure 22)
and the number of metal vanes (Figure 23) and the decrease of vane-inner-tip

Figure 16.
TE01-mode dispersion characteristics of the interwoven-disc-loaded circular waveguide taking the bigger disc-
hole-radius as the parameter [9, 14, 15].

Figure 17.
TE01-mode dispersion characteristics of the interwoven-disc-loaded circular waveguide taking the smaller disc-
hole-radius as the parameter [9, 14, 15].
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and increasing the disc-hole radius (Figure 13) may widen the device bandwidth.
However, such broadbanding of coalescence is accompanied by the reduction of the
bandwidth of the passband of the structure as well (Figures 13 and 14) [2, 5, 11].
The decrease of the disc thickness decreases both the lower and upper edge fre-
quencies of the passband such that the passband first decreases, attains a minima
and then increases; and the mid-band frequency of the passband as well as the start
frequency of the straight-line section of the dispersion characteristics reduces
(Figure 15). The shape of the dispersion characteristics depends on the disc thick-
ness, though not as much as it does on the disc-hole radius or the structure period-
icity (Figures 13-15) [2, 5, 11].

Similar to the conventional disc-loaded circular waveguide (model-3), both the
hole-radii (bigger and smaller) of the interwoven-disc-loaded circular (model-4,
Figure 5) waveguide tailor the dispersion characteristics. The lower- and the upper-
cutoff frequencies decrease with increase in hole-radii, such that the passband
increases and decreases with decrease of bigger and smaller hole-radii, respectively
(Figures 16 and 17). Similar to the conventional disc-loaded circular waveguide
(model-3), the structure periodicity of the interwoven-disc-loaded circular wave-
guide is the most effective for the increasing the passband and tailoring the disper-
sion characteristics (Figure 18). Neither, the extent of passband changes nor
dispersion tailors with variation of disc-thickness of bigger-hole-disc, however, the
mid frequency of the passband shifts to higher frequency with increase of disc-
thickness of bigger-hole-disc (Figure 19). This nature may be used for shifting the
operation band in the passive components or in order to optimizing the beam-wave
interaction in designing a gyro-TWT with the interwoven-disc-loaded circular
waveguide. In addition to tailoring the dispersion characteristics, required for
designing a broadband gyro-TWT, the model-4 shows an interesting characteristic.
The passband increases with increase as well as with decrease of disc-thickness of
smaller- hole-disc with reference to that of bigger-hole-disc, however, the shift of
the passband occur towards higher and lower frequency side, respectively, with
increase and decrease of disc thickness of smaller-hole-disc with reference to that of
bigger-hole-disc (Figure 20). Thus, the structure periodicity (Figure 18) and the

Figure 15.
TE01-mode dispersion characteristics of the conventional disc-loaded circular waveguide taking the disc
thickness as the parameter. The broken curve refers to the infinitesimally thin metal disc-loaded circular
waveguide [2, 5, 11].
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disc-thickness (Figure 19) of bigger-hole-disc of the interwoven-disc-loaded circu-
lar waveguide are, respectively, the most and the least sensitive parameter for
controlling the passband as well as shape of the dispersion characteristics [14, 15].

Axial metal vane loading to a smooth-wall circular waveguide (model-5,
Figure 6) forms an azimuthally periodic structure, which does not shape its disper-
sion characteristics, however the insertion of the metal vanes in to the circular
waveguide shifts the waveguide cutoff frequency to a higher value [16–18]
(Figures 21–23). Specifically, the increase of either of the vane angle (Figure 22)
and the number of metal vanes (Figure 23) and the decrease of vane-inner-tip

Figure 16.
TE01-mode dispersion characteristics of the interwoven-disc-loaded circular waveguide taking the bigger disc-
hole-radius as the parameter [9, 14, 15].

Figure 17.
TE01-mode dispersion characteristics of the interwoven-disc-loaded circular waveguide taking the smaller disc-
hole-radius as the parameter [9, 14, 15].
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radius (Figure 21) increases the waveguide cutoff frequency, and none of the
parameters tailors the dispersion characteristics.

For the model-6, the variation of relative permittivity of the dielectric discs
changes the lower and upper cutoff frequencies of the passband (Figure 24). Two
lowest order azimuthally symmetric (TE01 and TE02) modes are typically consid-
ered to study the performance of this model. With the increase of relative permit-
tivity, the passband continuously decreases for the TE01 mode, and first decreases
and then increases for the TE02 mode (Figure 24). Also, the variation in relative
permittivity shapes of the dispersion characteristics of the structure, for both the

Figure 18.
TE01-mode dispersion characteristics of the interwoven-disc-loaded circular waveguide taking the structure
periodicity as the parameter [9, 14, 15].

Figure 19.
TE01-mode dispersion characteristics of the interwoven-disc-loaded circular waveguide taking the disc-thickness
of bigger-hole-disc as the parameter [9, 14, 15].
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modes TE01 and TE02, however more significantly for the latter mode (Figure 24).
The TE01 mode of the structure.

Exhibits fundamental forward wave (positive) dispersion characteristics
irrespective of the value of relative permittivity (Figure 24(a)), however, the TE02

mode exhibits fundamental forward (positive) and backward (negative) wave dis-
persion characteristics, respectively, at higher and lower values of relative permit-
tivity. This suggests that an appropriate selection of the value of relative
permittivity in this structure would yield a straightened TE02 mode ω� β dispersion
characteristics near low value of phase propagation constant for wideband coales-
cence with the beam-mode dispersion line and consequent wideband gyro-TWT
performance (Figure 24(b)). Thus the introduction of the dielectric discs between
metal discs in the a conventional metal disc-loaded waveguide, with lower values of
relative permittivity for the TE01 mode and with higher values of relative permit-
tivity for the TE02 mode enhances the frequency range of the straight line portion of

Figure 20.
TE01-mode dispersion characteristics of the interwoven-disc-loaded circular waveguide taking the disc thickness
of smaller-hole-disc as the parameter [9, 14, 15].

Figure 21.
TE01-mode dispersion characteristics of the metal-vane-loaded circular waveguide taking the vane-inner-tip
radius as the parameter [16–18].
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radius (Figure 21) increases the waveguide cutoff frequency, and none of the
parameters tailors the dispersion characteristics.

For the model-6, the variation of relative permittivity of the dielectric discs
changes the lower and upper cutoff frequencies of the passband (Figure 24). Two
lowest order azimuthally symmetric (TE01 and TE02) modes are typically consid-
ered to study the performance of this model. With the increase of relative permit-
tivity, the passband continuously decreases for the TE01 mode, and first decreases
and then increases for the TE02 mode (Figure 24). Also, the variation in relative
permittivity shapes of the dispersion characteristics of the structure, for both the

Figure 18.
TE01-mode dispersion characteristics of the interwoven-disc-loaded circular waveguide taking the structure
periodicity as the parameter [9, 14, 15].

Figure 19.
TE01-mode dispersion characteristics of the interwoven-disc-loaded circular waveguide taking the disc-thickness
of bigger-hole-disc as the parameter [9, 14, 15].
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modes TE01 and TE02, however more significantly for the latter mode (Figure 24).
The TE01 mode of the structure.

Exhibits fundamental forward wave (positive) dispersion characteristics
irrespective of the value of relative permittivity (Figure 24(a)), however, the TE02

mode exhibits fundamental forward (positive) and backward (negative) wave dis-
persion characteristics, respectively, at higher and lower values of relative permit-
tivity. This suggests that an appropriate selection of the value of relative
permittivity in this structure would yield a straightened TE02 mode ω� β dispersion
characteristics near low value of phase propagation constant for wideband coales-
cence with the beam-mode dispersion line and consequent wideband gyro-TWT
performance (Figure 24(b)). Thus the introduction of the dielectric discs between
metal discs in the a conventional metal disc-loaded waveguide, with lower values of
relative permittivity for the TE01 mode and with higher values of relative permit-
tivity for the TE02 mode enhances the frequency range of the straight line portion of

Figure 20.
TE01-mode dispersion characteristics of the interwoven-disc-loaded circular waveguide taking the disc thickness
of smaller-hole-disc as the parameter [9, 14, 15].

Figure 21.
TE01-mode dispersion characteristics of the metal-vane-loaded circular waveguide taking the vane-inner-tip
radius as the parameter [16–18].
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the ω� β dispersion characteristics, desired for wideband gyro-TWT performance
(Figure 25) [19].

The lower and upper cutoff frequencies of the passband vary with thickness of
dielectric disc L� Tð Þ=rW taking structure periodicity constant such that the pass-
band decreases with an increase in thickness of dielectric disc for both the TE01 and
TE02 modes. The thickness of dielectric disc tailors the dispersion characteristics,
however, more for the TE02 than for the TE01 mode, and the control is more
prominent for thinner dielectric disc (Figure 26) [19]. The less effective parame-
ters, the disc-hole radius, in tailoring the dispersion characteristics of a conventional
disc-loaded waveguide [2, 5, 9–13], effectively controls the shape of the character-
istics after introducing the dielectric discs between the metal discs, while, the
control is more for the TE02 (Figure 27(b)) than for the TE01 (Figure 27(a))
mode, however the characteristics is little irregular for higher disc-hole radius

Figure 22.
TE01-mode dispersion characteristics of the metal-vane-loaded circular waveguide taking the vane angle as the
parameter [16–18].

Figure 23.
TE01-mode dispersion characteristics of the metal-vane-loaded circular waveguide taking the number of metal
vanes as the parameter [16–18].
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(Figure 27) [19]. Similar to a conventional all-metal disc-loaded waveguide
(model-4), the structure periodicity is the most effective parameter for tailoring the
dispersion characteristics of the structure with dielectric discs between the metal
discs (model-6), for the TE01 and TE02 modes, more for the latter. The control of
the structure periodicity in straightening the dispersion characteristics, as required
for the desired wideband gyro-TWT performance, is enhanced by introducing the
dielectric discs in the conventional disc-loaded waveguide, though not enhancing
the frequency range of the straight line portion of the dispersion characteristics
(Figure 28). In this model, a serious care is required while selecting the dielectric
material because a heavily dielectric-loaded structure depresses the dispersion
characteristics to the slow-wave region (below the velocity of light line in ω� β
characteristics).

Figure 24.
TE01 (a) and TE02 (b) mode dispersion characteristics of a circular waveguide loaded with alternate dielectric
and metal annular discs (model-6) taking relative permittivity as the parameter. The broken curves refer to a
conventional metal disc-loaded circular waveguide [19].

Figure 25.
Dispersion characteristics of a circular waveguide loaded with alternate dielectric and metal annular discs
(model-6) for the selected dielectric disc relative permittivity values for the sake of comparison between the
modes TE01 and TE02 with respect to the control of the shape of the dispersion characteristics. The broken curves
referring to a conventional metal disc-loaded circular waveguide [19].
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vanes as the parameter [16–18].
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(model-4), the structure periodicity is the most effective parameter for tailoring the
dispersion characteristics of the structure with dielectric discs between the metal
discs (model-6), for the TE01 and TE02 modes, more for the latter. The control of
the structure periodicity in straightening the dispersion characteristics, as required
for the desired wideband gyro-TWT performance, is enhanced by introducing the
dielectric discs in the conventional disc-loaded waveguide, though not enhancing
the frequency range of the straight line portion of the dispersion characteristics
(Figure 28). In this model, a serious care is required while selecting the dielectric
material because a heavily dielectric-loaded structure depresses the dispersion
characteristics to the slow-wave region (below the velocity of light line in ω� β
characteristics).

Figure 24.
TE01 (a) and TE02 (b) mode dispersion characteristics of a circular waveguide loaded with alternate dielectric
and metal annular discs (model-6) taking relative permittivity as the parameter. The broken curves refer to a
conventional metal disc-loaded circular waveguide [19].

Figure 25.
Dispersion characteristics of a circular waveguide loaded with alternate dielectric and metal annular discs
(model-6) for the selected dielectric disc relative permittivity values for the sake of comparison between the
modes TE01 and TE02 with respect to the control of the shape of the dispersion characteristics. The broken curves
referring to a conventional metal disc-loaded circular waveguide [19].
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We choose first three lowest order azimuthally symmetric modes in the com-
posite (dielectric and metal) loaded structures for exploring the effect of structure
parameter on dispersion characteristics while we chose only the lowest order

Figure 26.
TE01 (a) and TE02 (b) mode dispersion characteristics of a circular waveguide loaded with alternate dielectric
and metal annular discs (model-6) taking dielectric disc thickness as the parameter for a constant structure
periodicity [19].

Figure 27.
TE01 (a) and TE02 (b) mode dispersion characteristics of a circular waveguide loaded with alternate dielectric
and metal annular discs (model-6) taking the disc-hole radius as the parameter. The broken curves refer to the
special case of a conventional smooth wall circular waveguide [19].

Figure 28.
TE01 (a) and TE02 (b) mode dispersion characteristics of a circular waveguide loaded with alternate dielectric
and metal annular discs (model-6) taking structure periodicity as the parameter. The broken curves refer to a
conventional metal disc-loaded circular waveguide [19].
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azimuthally symmetric mode in all-metal variants of the axially periodic structure.
The increase of the relative permittivity of the dielectric discs in model-7 reduces
the lower and upper cutoff frequencies, however not equally therefore shortens the
passband for the TE01 mode with shift of the mid-frequency of the passband
towards lower value (Figure 29(a)). With the increase of the relative permittivity
of the dielectric discs, the lower and upper cutoff frequencies shift to lower value
for the TE01 and TE02 modes. The quantitatively the shift in upper cutoff frequency
is higher than that of lower cutoff frequency for the TE01, which in turn shortens
the passband (Figure 29(a)), however, the shift in lower and upper cutoff fre-
quencies are almost equal for the TE02 mode, effectively the passband does not
change (Figure 29(b)). Interestingly for the TE02 mode the introduction of dielec-
tric discs converts the fundamental backward mode (the zero group velocity fol-
lows to take negative values then again zero and further positive) into fundamental
forward mode (the zero group velocity follows to take positive values then again
zero and further negative) (Figure 29(b)). Thus, introduction of dielectric discs
into the conventional disc-loaded waveguide turns the negative dispersion into
positive. In absence as well as in presence of the dielectric discs, the TE03 mode
dispersion characteristics of the disc-loaded waveguide represents the fundamental
backward mode, in which the increase of the relative permittivity of the dielectric
discs shifts the lower cutoff frequency more than that of upper cutoff frequency,
and thus widens the passband for lower relative permittivity. For higher relative
permittivity value the lower cutoff frequency remains unchanged and upper cutoff
frequency shifts to lower value with the increase of the relative permittivity of the
dielectric discs and shortens the passband (Figure 29(c)) [20, 21].

Figure 29.
TE01 (a),TE02 (b) and TE03 (c) mode dispersion characteristics of the alternate dielectric and metal disc-
loaded circular waveguide taking relative permittivity of dielectric disc as the parameter [20, 21]. The broken
curve refers to the conventional disc-loaded circular waveguide [2, 5, 9–13].
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We choose first three lowest order azimuthally symmetric modes in the com-
posite (dielectric and metal) loaded structures for exploring the effect of structure
parameter on dispersion characteristics while we chose only the lowest order

Figure 26.
TE01 (a) and TE02 (b) mode dispersion characteristics of a circular waveguide loaded with alternate dielectric
and metal annular discs (model-6) taking dielectric disc thickness as the parameter for a constant structure
periodicity [19].

Figure 27.
TE01 (a) and TE02 (b) mode dispersion characteristics of a circular waveguide loaded with alternate dielectric
and metal annular discs (model-6) taking the disc-hole radius as the parameter. The broken curves refer to the
special case of a conventional smooth wall circular waveguide [19].

Figure 28.
TE01 (a) and TE02 (b) mode dispersion characteristics of a circular waveguide loaded with alternate dielectric
and metal annular discs (model-6) taking structure periodicity as the parameter. The broken curves refer to a
conventional metal disc-loaded circular waveguide [19].
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azimuthally symmetric mode in all-metal variants of the axially periodic structure.
The increase of the relative permittivity of the dielectric discs in model-7 reduces
the lower and upper cutoff frequencies, however not equally therefore shortens the
passband for the TE01 mode with shift of the mid-frequency of the passband
towards lower value (Figure 29(a)). With the increase of the relative permittivity
of the dielectric discs, the lower and upper cutoff frequencies shift to lower value
for the TE01 and TE02 modes. The quantitatively the shift in upper cutoff frequency
is higher than that of lower cutoff frequency for the TE01, which in turn shortens
the passband (Figure 29(a)), however, the shift in lower and upper cutoff fre-
quencies are almost equal for the TE02 mode, effectively the passband does not
change (Figure 29(b)). Interestingly for the TE02 mode the introduction of dielec-
tric discs converts the fundamental backward mode (the zero group velocity fol-
lows to take negative values then again zero and further positive) into fundamental
forward mode (the zero group velocity follows to take positive values then again
zero and further negative) (Figure 29(b)). Thus, introduction of dielectric discs
into the conventional disc-loaded waveguide turns the negative dispersion into
positive. In absence as well as in presence of the dielectric discs, the TE03 mode
dispersion characteristics of the disc-loaded waveguide represents the fundamental
backward mode, in which the increase of the relative permittivity of the dielectric
discs shifts the lower cutoff frequency more than that of upper cutoff frequency,
and thus widens the passband for lower relative permittivity. For higher relative
permittivity value the lower cutoff frequency remains unchanged and upper cutoff
frequency shifts to lower value with the increase of the relative permittivity of the
dielectric discs and shortens the passband (Figure 29(c)) [20, 21].

Figure 29.
TE01 (a),TE02 (b) and TE03 (c) mode dispersion characteristics of the alternate dielectric and metal disc-
loaded circular waveguide taking relative permittivity of dielectric disc as the parameter [20, 21]. The broken
curve refers to the conventional disc-loaded circular waveguide [2, 5, 9–13].
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The increase of dielectric disc radius in the model-7 taking constant metal disc
radius shifts the lower and upper cutoff frequencies of the TE01 mode up, and the
passband increases due to lesser the shift in lower cutoff frequency (Figure 30).
Similarly, the passband of the TE02 mode increases with the increase of dielectric
disc radius. Here, it is interesting to note that for the taken structure parameters
(rD=rW ¼ 0:6, L=rW ¼ 1:0, TDD=rW ¼ 0:3 and εr ¼ 5:0) the frequency shift is max-
imum for rDD=rW equal to 0.8–0.9, and minimum for 0.7–0.8 (Figure 30(b)). For
the lower and higher values of inner dielectric disc radius, the TE03 mode dispersion
characteristics of the model-7 are fundamental forward (positive) and backward
(negative) modes respectively. Thus, there is a possibility of getting straight-line
dispersion characteristics parallel to phase propagation constant axis, i.e., zero
group velocity line (Figure 30(c)) [20, 21]. The increase of periodicity of the
alternate dielectric and metal disc-loaded circular waveguide (model-7) reduces the
passband and both the lower and upper cutoff frequencies with higher relative
reduction in upper cutoff frequency than that of lower (Figure 31) for the chosen
three azimuthally symmetric modes TE01, TE02 and TE03. The TE01 and TE02 modes
are fundamental forward and the TE03 is fundamental backward [20, 21]. The
change of dielectric disc thickness does not much tailor the dispersion characteris-
tics and the passband (Figure 32), however, the decrease of the dielectric disc
thickness or the increase of metal disc thickness shifts the passband to lower fre-
quency side for the TE01 and TE02 modes (Figure 31(a) and (b)) and least change
occur to the TE03 mode. In very precise observation, the lower cutoff frequency of
the TE03 mode is insensitive and the upper cutoff frequency first decreases and then
increases with decrease of dielectric disc thickness or with increase of metal disc
thickness (Figure 32) [20, 21].

Figure 30.
TE01 (a),TE02 (b) and TE03 (c) mode dispersion characteristics of the alternate dielectric- and metal disc-
loaded circular waveguide (model-7) taking inner radius of dielectric disc as the parameter [20, 21].
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Figure 31.
TE01 (a),TE02 (b) and TE03 (c) mode dispersion characteristics of the alternate dielectric and metal disc-
loaded circular waveguide (model-7) taking structure periodicity as the parameter [20, 21].

Figure 32.
TE01 (a),TE02 (b) and TE03 (c) mode dispersion characteristics of the alternate dielectric and metal disc-
loaded circular waveguide (model-7) taking thickness of dielectric disc as the parameter [20, 21].
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(rD=rW ¼ 0:6, L=rW ¼ 1:0, TDD=rW ¼ 0:3 and εr ¼ 5:0) the frequency shift is max-
imum for rDD=rW equal to 0.8–0.9, and minimum for 0.7–0.8 (Figure 30(b)). For
the lower and higher values of inner dielectric disc radius, the TE03 mode dispersion
characteristics of the model-7 are fundamental forward (positive) and backward
(negative) modes respectively. Thus, there is a possibility of getting straight-line
dispersion characteristics parallel to phase propagation constant axis, i.e., zero
group velocity line (Figure 30(c)) [20, 21]. The increase of periodicity of the
alternate dielectric and metal disc-loaded circular waveguide (model-7) reduces the
passband and both the lower and upper cutoff frequencies with higher relative
reduction in upper cutoff frequency than that of lower (Figure 31) for the chosen
three azimuthally symmetric modes TE01, TE02 and TE03. The TE01 and TE02 modes
are fundamental forward and the TE03 is fundamental backward [20, 21]. The
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tics and the passband (Figure 32), however, the decrease of the dielectric disc
thickness or the increase of metal disc thickness shifts the passband to lower fre-
quency side for the TE01 and TE02 modes (Figure 31(a) and (b)) and least change
occur to the TE03 mode. In very precise observation, the lower cutoff frequency of
the TE03 mode is insensitive and the upper cutoff frequency first decreases and then
increases with decrease of dielectric disc thickness or with increase of metal disc
thickness (Figure 32) [20, 21].
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TE01 (a),TE02 (b) and TE03 (c) mode dispersion characteristics of the alternate dielectric- and metal disc-
loaded circular waveguide (model-7) taking inner radius of dielectric disc as the parameter [20, 21].
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Figure 31.
TE01 (a),TE02 (b) and TE03 (c) mode dispersion characteristics of the alternate dielectric and metal disc-
loaded circular waveguide (model-7) taking structure periodicity as the parameter [20, 21].

Figure 32.
TE01 (a),TE02 (b) and TE03 (c) mode dispersion characteristics of the alternate dielectric and metal disc-
loaded circular waveguide (model-7) taking thickness of dielectric disc as the parameter [20, 21].
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Although the geometrical parameters do not tailor the dispersion characteris-
tics of the only metal vane-loaded waveguide [16–18], however, it does for
composite-loaded structure (model-8). The radial dimensions (Figure 33) are
less sensitive in tailoring the dispersion characteristics of the dielectric and metal
vanes than their angular dimensions (Figure 34), relative permittivity
(Figure 35) and number of vanes (Figure 36). However, the waveguide cutoff
(eigenvalue) of the structure depends on all these parameters (Figures 33-36).
Thus, one may choose angular dimensions, relative permittivity and number of
vanes for tailoring the dispersion characteristics and the radial parameter to con-
trol the waveguide cutoff frequency [21].

Figure 33.
TE01-mode dispersion characteristics of a circular waveguide loaded with composite alternate dielectric and
metal vanes taking the vane inner-tip radius as the parameters. The broken curve refers to a smooth-wall
waveguide (free from dielectric and metal vanes) and the star (*) marker refers representative points obtained
using HFSS [21].

Figure 34.
TE01-mode dispersion characteristics of a circular waveguide loaded with dielectric and metal vanes taking
metal vane angle as the parameter. The broken curve represents the locus of the crossover point, which is same as
the dispersion characteristics of the smooth-wall circular waveguide of radius rV [21].
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A crossover point in the dispersion characteristics appears with varying metal
vane angle (Figure 34) or varying number of vanes (Figure 36). This crossover
point sifts to another location for another value of relative permittivity. The locus of
such crossover points for varying relative permittivity overlaps with the dispersion
plot of a smooth-wall circular waveguide of radius equal to the vane tip radius
(Figure 34). Below the crossover point, the increase of metal cross-section (either
by increasing metal vane angle or by increasing number of vanes) in the cross-
section of the waveguide elevates and that of dielectric depresses the dispersion

Figure 35.
TE01-mode dispersion characteristics of a circular waveguide loaded with composite alternate dielectric and
metal vanes, taking the relative permittivity of dielectric vanes as the parameters, along with the corresponding
characteristics of a smooth-wall waveguide (free from dielectric and metal vanes) (broken curve) and the
typical representative points of the characteristics obtained by simulation (HFSS) (* (star) marker) [21].
εr ¼ 1 represents the characteristics of a waveguide loaded with metal vanes alone (Figure 6) [16–18].

Figure 36.
TE01-mode dispersion characteristics of a circular waveguide loaded with dielectric and metal vanes taking
number of vanes as the parameter [21].
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point sifts to another location for another value of relative permittivity. The locus of
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metal vanes, taking the relative permittivity of dielectric vanes as the parameters, along with the corresponding
characteristics of a smooth-wall waveguide (free from dielectric and metal vanes) (broken curve) and the
typical representative points of the characteristics obtained by simulation (HFSS) (* (star) marker) [21].
εr ¼ 1 represents the characteristics of a waveguide loaded with metal vanes alone (Figure 6) [16–18].

Figure 36.
TE01-mode dispersion characteristics of a circular waveguide loaded with dielectric and metal vanes taking
number of vanes as the parameter [21].

299

Metal- and Dielectric-Loaded Waveguide: An Artificial Material for Tailoring the Waveguide…
DOI: http://dx.doi.org/10.5772/intechopen.82124



characteristics, and vice versa above the crossover point. This clearly represents
the behavior of model-8 as a smooth-wall waveguide of wall radius equal to the
vane tip radius at the crossover point and change of metal cross-section (either by
changing metal vane angle or by changing number of vanes) in the cross-section of
the waveguide affects the dispersion characteristics away from the crossover
(Figures 34 and 36) [21].

6. Conclusion

The waveguide is inherently a high pass filter with a lower cut-off frequency, a
signal of above this frequency will be allowed to propagate or travel through the
waveguide. Different kind of loading, such as metal and/or dielectric, has been
suggested in the published literature for altering the propagation (dispersion) char-
acteristics. In the present chapter a number of loaded structures are studied with
circular cross-sections. All the structure parameters are varied to explore the sensi-
tivity over the dispersion characteristics. In general, the axial periodicity results in
periodic dispersion characteristics with a lower and an upper cut-off frequency,
which makes the guiding structure a bandpass structure. However, such a charac-
teristic is not reported in literature for the azimuthal periodic structures. The
bandpass characteristic arises due to the shaping of the dispersion characteristics.
Therefore, the dispersion shaping is only possible with axial periodicity and not
with the azimuthal periodicity in all metal structure. However, the azimuthal peri-
odicity in all metal waveguide structure shifts the cut-off frequency over the fre-
quency scale. The dispersion characteristics of various loaded structures have been
explored. It has been the interest to study the change in the lower and upper cut-off
frequencies and in the passband. The sensitivity of the structure (geometry)
parameters on the lower and upper cut-off frequencies and the extent of passband
are also included. In case of conventional disc-loaded structure, the periodicity is
found to be the most sensitive parameter for dispersion shaping and the disc-hole
radius is the most sensitive parameter for shifting the dispersion characteristics over
the frequency axis. In interwoven-disc-loaded circular waveguide, the structure
periodicity and the disc-thickness of bigger-hole-disc are, respectively, the most
and the least sensitive parameter for controlling the passband as well as shape of the
dispersion characteristics. Insertion of metal vanes to a circular waveguide does not
shape the dispersion characteristics but increases the waveguide cutoff frequency.
On the other hand, introduction of dielectric discs into the conventional disc-loaded
waveguide turns the negative dispersion into positive. In case of composite vane-
loaded structure, the angular dimensions, relative permittivity and number of vanes
tailor the dispersion characteristics and the radial parameter controls the waveguide
cutoff frequency.
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the behavior of model-8 as a smooth-wall waveguide of wall radius equal to the
vane tip radius at the crossover point and change of metal cross-section (either by
changing metal vane angle or by changing number of vanes) in the cross-section of
the waveguide affects the dispersion characteristics away from the crossover
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acteristics. In the present chapter a number of loaded structures are studied with
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tivity over the dispersion characteristics. In general, the axial periodicity results in
periodic dispersion characteristics with a lower and an upper cut-off frequency,
which makes the guiding structure a bandpass structure. However, such a charac-
teristic is not reported in literature for the azimuthal periodic structures. The
bandpass characteristic arises due to the shaping of the dispersion characteristics.
Therefore, the dispersion shaping is only possible with axial periodicity and not
with the azimuthal periodicity in all metal structure. However, the azimuthal peri-
odicity in all metal waveguide structure shifts the cut-off frequency over the fre-
quency scale. The dispersion characteristics of various loaded structures have been
explored. It has been the interest to study the change in the lower and upper cut-off
frequencies and in the passband. The sensitivity of the structure (geometry)
parameters on the lower and upper cut-off frequencies and the extent of passband
are also included. In case of conventional disc-loaded structure, the periodicity is
found to be the most sensitive parameter for dispersion shaping and the disc-hole
radius is the most sensitive parameter for shifting the dispersion characteristics over
the frequency axis. In interwoven-disc-loaded circular waveguide, the structure
periodicity and the disc-thickness of bigger-hole-disc are, respectively, the most
and the least sensitive parameter for controlling the passband as well as shape of the
dispersion characteristics. Insertion of metal vanes to a circular waveguide does not
shape the dispersion characteristics but increases the waveguide cutoff frequency.
On the other hand, introduction of dielectric discs into the conventional disc-loaded
waveguide turns the negative dispersion into positive. In case of composite vane-
loaded structure, the angular dimensions, relative permittivity and number of vanes
tailor the dispersion characteristics and the radial parameter controls the waveguide
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Chapter 14

Terahertz Sources, Detectors, and
Transceivers in Silicon
Technologies
Li Zhuang, Cao Rui,Tao Xiaohui, Jiang Lihui and Rong Dawei

Abstract

With active devices lingering on the brink of activity and every passive device
and interconnection on chip acting as potential radiator, a paradigm shift from
“top-down” to “bottom-up” approach in silicon terahertz (THz) circuit design is
clearly evident as we witness orders-of-magnitude improvements of silicon THz
circuits in terms of output power, phase noise, and sensitivity since their inception
around 2010. That is, the once clear boundary between devices, circuits, and
function blocks is getting blurrier as we push the devices toward their limits. And
when all else fails to meet the system requirements, which is often the case, a logical
step forward is to scale these THz circuits to arrays. This makes a lot of sense in the
terahertz region considering the relatively efficient on-chip THz antennas and the
reduced size of arrays with half-wavelength pitch. This chapter begins with the
derivation of conditions for maximizing power gain of active devices. Discussions
of circuit topologies for THz sources, detectors, and transceivers with emphasis on
their efficacy and scalability ensue, and this chapter concludes with a brief survey of
interface options for channeling THz energy out of the chip.

Keywords: terahertz, detector, source, transceiver, silicon

1. Introduction

The significance of terahertz electronics is self-evident for readers of this book.
The general consensus among silicon THz circuit designers (!) is that silicon will be
the dominant technology for the lower end of the THz spectrum (300 GHz to
around 1 THz) in light of recent breakthroughs of silicon circuits in terms of
effective isotropic radiated power (EIRP), phase noise, and receiver sensitivity. For
many applications, silicon circuits are on par or even superior to III/V compound
technologies and optical-based techniques in this frequency range now. This chap-
ter aims to introduce the reader to the fascinating world of silicon THz circuit
design through a step-by-step approach: We examine conditions for extracting the
most power gain out of a given active device. Popular topologies for silicon sources,
detectors, and transceivers are discussed next, and this chapter concludes with a
brief survey of THz interface options for efficient energy transfer between circuits
and the outside world.
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2. How to have THz power and radiate it too

Due to the excessive loss and scarcity of power gain for silicon devices in the
THz region, one should strive to extract the most power out of a given device
during the whole design phase. This involves making sure that the device is working
under the optimum condition (i.e., the device is embedded in the right impedance
environment for maximum power gain), the topology of the circuit is optimum for
the intended application, and the power is transferred from the circuit through the
most efficient interface. This section gives an overview of these areas.

2.1 Power gain maximization for a given active device

The active devices in THz circuits are connected to the rest of the circuits
through passive elements, such as capacitors, inductors, and transmission lines. The
overall circuit performance is decided both by the active device and these passive
elements. Thus, to maximize the circuit performance, a “divide-and-conquer”
approach is the logical choice. That is, we first find the “best” active device in a
given technology under certain constraints such as power consumption or noise
performance. We then decide the best passive network into which the device should
be embedded. The problem is there is no such thing as “pure” active device; passive
elements are always present in a given active device. Mason [1] has thus defined a
figure of merit for active devices:

U ¼ Y21 � Y12j j2
4 G11G22 �G12G21ð Þ (1)

Gij is the real part of Yij in Eq. (1). The above FOM is called Mason’s invariant U,
since it is invariant to passive embedding environments that are linear, lossless, and
reciprocal [1, 2].

A device is active if its U is larger than one, which means this device is capable of
providing real power. The maximum oscillation frequency ( fmax) of a device is
defined as the frequency where its U equals one, i.e., beyond which frequency it is
no longer active. The maximum power gain of this device embedded in the
two-port also drops to unity at the maximum oscillation frequency ( fmax).

U is also the maximum power gain of the device after unilateralization, that is,
when Y12 is made to zero. Generally speaking, higher U means higher power gain at
a given frequency.

For a given two-port shown in Figure 1(b), the power gain is defined as

Gp ¼ PL

PIN
¼ �0:5� Re V2 � I ∗2

� �

0:5� Re V1 � I ∗1
� � ¼ Re V2 � V ∗

2 � Y ∗
L

� �

Re V1 � V ∗
1 � Y ∗

IN

� � ¼ AVj j2 Re Y ∗
L

� �

Re Y ∗
IN

� � (2)

PL and PIN are the real power delivered to the load and to the two-port. V1, I1,
and V2, I2 in Figure 1 are the voltage and current at port 1 and port 2, respectively.
AV is the voltage gain of the two-port. Ys and YL represent the source and load
admittance presented to the device. Is and Ys form the Norton equivalent circuit of
the signal source.

For an unconditionally stable two-port (it does not oscillate for any passive load
and source admittance) at a given frequency, the power gain could be maximized
by biconjugate matching at the input and output. Conjugate matching is achieved
when the load admittance is equal to the conjugate of the source admittance at a
given node; biconjugate matching means that this condition is satisfied both at the
input and the output port. For a given two-port, its maximum power gain is
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Gmax ¼ Y21

Y12

����
����� k�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � 1

p� �
(3)

where K is the stability factor defined as

2� Re Y11ð Þ � Re Y22ð Þ � Re Y12Y21ð Þ
Y12Y21j j (4)

Biconjugate matching is possible when K is equal or greater than 1. For a given
two-port, it is unconditionally stable when the following conditions are simulta-
neously satisfied:

g11 ≥0 (5)

g22 ≥0 (6)

K ≥ 1 (7)

Keep in mind that unlike U, which is invariant to the embedding network, Gmax

is sensitive to its environment. We can modify the embedding environment to
make Gmax larger. It can be shown that the maximum Gmax for a given device isffiffiffiffi

U
p þ ffiffiffiffiffiffiffiffiffiffiffiffi

U � 1
p� �2

. For a detailed discussion about U and Gmax, please refer to [3–6]
which present ways of designing the embedding network for maximizing Gmax

while maintaining stability under process variations. The basic idea is to utilize
feedback to generate negative resistance, such as adding capacitive degeneration to
CE (common emitter) amplifiers or adding inductance to the base node of CB
(common base) amplifiers.

Another important THz circuit is oscillators. Here, we need to make a distinction
between amplifiers and oscillators. The former is one kind of driven circuit, the
output of which is controlled by its input. Oscillators belong to the group of auton-
omous circuit, which generates time-varying signals without time-varying stimulus.

Figure 1.
The two-port representation of an embedded active device. (a) An active device embedded in a linear,
lossless, and reciprocal passive network resulting in a two-port and (b) the two-port interfacing to signal source
and load.
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By definition, amplifiers operate below fmax to provide power gain. For oscillators,
the situation is more complicated: The power gain of active devices within the
oscillator should be greater than unity to start the oscillation. As the oscillation
amplitude grows, the power gain of the two-port (including device parasitic and
loading) gradually compresses to unity when the circuit reaches steady-state oscil-
lation. Thus, it could be argued that devices within oscillators operate at the fmax of
its embedded two-port in steady-state oscillation. To take the gain compression into
account, large-signal parameters should be used for the analysis.

Unlike analog circuit designers who deal exclusively with voltage and current
gains, microwave circuit designers are more comfortable with power gain. Momeni
[7] has thus shown a refreshing view about the optimum voltage gain and phase
shift for a given two-port to oscillate at fmax:

AV ¼ V2

V1
¼ AOPT ¼

ffiffiffiffiffiffiffiffi
G11

G22

r
(8)

ϕ ¼ ∠
V2

V1
¼ ϕOPT ¼ 2kþ 1ð Þπ � ∠ Y12 þ Y ∗

21

� �
(9)

AOPT and ΦOPT are the optimum voltage gain and phase shift for the two-port at
fmax. Equations (8) and (9) are derived assuming no clipping to the power rails
occurs inside the circuit. If clipping happens, another set of equations apply for
AOPT; ΦOPT remains the same [8, 9].

It can be shown that biconjugate matching automatically satisfies Eqs. (8) and
(9) at fmax.

Under biconjugate matching, Gp reaches unity at fmax. Equation (2) can be
rewritten as

AVj j ¼ AOPTj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re Y ∗

IN

� �

Re Y ∗
L

� �
s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re YS,OPTð Þ
Re Y ∗

L,OPT
� �

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re YS,OPTð Þ
Re YL,OPTð Þ

s
(10)

YS,OPT and YL,OPT are the optimal source and load admittance for biconjugate
matching:

YS,OPT ¼ Y12Y21j j �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 � 1

p
þ j� Im Y12Y21ð Þ � 2� Re Y22ð Þ � Im Y11ð Þð Þ

2Re Y22ð Þ (11)

YL,OPT ¼ Y12Y21j j �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 � 1

p
þ j� Im Y12Y21ð Þ � 2� Re Y11ð Þ � Im Y22ð Þð Þ

2Re Y11ð Þ (12)

By substituting Eqs. (11) and (12) into (10), we have

AOPTj j ¼
ffiffiffiffiffiffiffiffi
G11

G22

r
(13)

We are now in the position to derive ΦOPT. First, we have to define the net
power flowing into the two-port shown in Figure 1(b):

P ¼ V1 � I ∗1 þ V2 � I ∗2 (14)

At fmax, the power gain of the two-port drops to unity, which means the real
power consumed by the two-port equals the real power generated. Thus, the real
part of Eq. (14) equals zero:
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PR ¼ V1j j2 � G11 þ G22 � AVj j2 þ Re Y ∗
12A

∗
V þ Y ∗

21AV
� �h i

¼ 0 (15)

Substituting Eq. (13) into (15), we have

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G11G22

p
þ Re Y12 þ Y ∗

21

� �
ejϕ

� � ¼ 0 (16)

Since the Mason’s invariant equals unity at fmax, Eq. (1) could be rearranged as

Y12 þ Y ∗
21

�� ��2
4G11G22

¼ 1 (17)

Equation (16) thus equals

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G11G22

p
� 1þ cos ϕþ ∠ Y12 þ Y ∗

21

� �� �� � ¼ 0 (18)

We have

ϕOPT ¼ 2kþ 1ð Þπ � ∠ Y12 þ Y ∗
21

� �
(19)

Since the above derivation is restricted to fmax, it would be interesting to observe
the possible deviations of Eqs. (8) and (9) with respect to the two-port’s voltage
gain and phase shift under biconjugate matching when operating at frequency
below fmax. A SiGe HBT transistor is used as an example. The emitter width and
length of the transistor is 0.12 and 2.5 μm, and the emitter current density is biased
for peak fmax. The source and load admittance are adjusted for biconjugate matching
under each frequency evaluated (Figures 2 and 3).

It is clear that Eqs. (8) and (9) are only strictly valid at fmax, but the optimum
phase shift calculated with Eq. (9) tracks reasonably well with the results obtained
with biconjugate matching over a wide frequency range.

Figure 2.
Comparison of the phase shift of a SiGe HBT transistor under biconjugate matching and the optimum phase
shift calculated with Eq. (9).
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s
(10)

YS,OPT and YL,OPT are the optimal source and load admittance for biconjugate
matching:

YS,OPT ¼ Y12Y21j j �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 � 1

p
þ j� Im Y12Y21ð Þ � 2� Re Y22ð Þ � Im Y11ð Þð Þ

2Re Y22ð Þ (11)

YL,OPT ¼ Y12Y21j j �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 � 1

p
þ j� Im Y12Y21ð Þ � 2� Re Y11ð Þ � Im Y22ð Þð Þ

2Re Y11ð Þ (12)

By substituting Eqs. (11) and (12) into (10), we have

AOPTj j ¼
ffiffiffiffiffiffiffiffi
G11

G22

r
(13)

We are now in the position to derive ΦOPT. First, we have to define the net
power flowing into the two-port shown in Figure 1(b):

P ¼ V1 � I ∗1 þ V2 � I ∗2 (14)

At fmax, the power gain of the two-port drops to unity, which means the real
power consumed by the two-port equals the real power generated. Thus, the real
part of Eq. (14) equals zero:
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PR ¼ V1j j2 � G11 þ G22 � AVj j2 þ Re Y ∗
12A

∗
V þ Y ∗

21AV
� �h i

¼ 0 (15)

Substituting Eq. (13) into (15), we have

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G11G22

p
þ Re Y12 þ Y ∗

21

� �
ejϕ

� � ¼ 0 (16)

Since the Mason’s invariant equals unity at fmax, Eq. (1) could be rearranged as

Y12 þ Y ∗
21

�� ��2
4G11G22

¼ 1 (17)

Equation (16) thus equals

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G11G22

p
� 1þ cos ϕþ ∠ Y12 þ Y ∗

21

� �� �� � ¼ 0 (18)

We have

ϕOPT ¼ 2kþ 1ð Þπ � ∠ Y12 þ Y ∗
21

� �
(19)

Since the above derivation is restricted to fmax, it would be interesting to observe
the possible deviations of Eqs. (8) and (9) with respect to the two-port’s voltage
gain and phase shift under biconjugate matching when operating at frequency
below fmax. A SiGe HBT transistor is used as an example. The emitter width and
length of the transistor is 0.12 and 2.5 μm, and the emitter current density is biased
for peak fmax. The source and load admittance are adjusted for biconjugate matching
under each frequency evaluated (Figures 2 and 3).

It is clear that Eqs. (8) and (9) are only strictly valid at fmax, but the optimum
phase shift calculated with Eq. (9) tracks reasonably well with the results obtained
with biconjugate matching over a wide frequency range.

Figure 2.
Comparison of the phase shift of a SiGe HBT transistor under biconjugate matching and the optimum phase
shift calculated with Eq. (9).
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2.2 Circuit topology for THz sources, detectors, and transceivers

Among the many potential benefits offered by THz application, the large band-
width available is the most obvious one. However, a lot of design issues need to be
addressed in order to truly harness this bandwidth potential. We discuss this prob-
lem in terms of SNR at the receiver:

SNR� B ¼ Pr

kTBF
¼ λ

4πd

� �2

� PtGtGr

kTFL
(20)

B is the receiver bandwidth. For communications, we would like B to scale with
frequency. For imaging applications, sometimes B is not that important once it
reaches certain value as only the range resolution scales with 1/B. The cross-range
resolution scales inversely with wavelength λ. Thus, we lump SNR and B together
for trade-offs. Pt and Pr are the power transmitted and received by the transmitter
(Tx) and receiver (Rx). Gt and Gr are the gain of the transmitting and receiving
antenna. K is the Boltzmann constant. T is the ambient temperature. d is the
distance between the transmitter and receiver. F is the noise factor of the receiver.
L represents the loss in the Tx and Rx system, and we assume it scales with
f 0:5to f here.

Assuming constant drive power, Pt for terahertz transmitters approximately
follows a Pt ∝ 1=f 2 relationship since the maximum unilateral gain U follows a
-20dB/decade slope above fmax/2. F generally scales with f. SNR�B then scales with
1=f 5:5 to 1=f 6, which is a really disheartening result. This partly explains why the
current silicon THz links are usually demonstrated with link distances ranging from
centimeters to meters.

Before leaving this chapter in despair, we can try to manipulate Eq. (20) a little
bit further:

Figure 3.
Comparison of the voltage gain of a SiGe HBT transistor under biconjugate matching and the optimum voltage
gain calculated with Eq. (8).
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SNR� B ¼ 1
16π2k

� λ2

Td2L
� PtGtGr

F
(21)

The first term is by all means beyond our control, and we do not want to change
the second term for now. So, what can we do about the last term? It happens that
if we were to keep the two-antenna size constants while increasing the frequency,
Gt and Gr each come with a nice λ2 on the denominator. Equation (21) thus equals

SNR� B ¼ 1
16π2k

� λ2

Td2L
� 4πAtpεtPt

λ2
�Gr

F
¼ AtpεtPt

4πkTd2L
� Gr

F
(22)

Atp and εt are the physical area and the aperture efficiency of the transmitting
antenna; εt is between zero and unity. For active phased arrays, Eq. (22) could be
rewritten as

SNR� B ¼ AtpεtNtPte

4πkTd2L
�NrGre

Fe
(23)

where Nt and Nr are the numbers of transmitters and receivers. Pte is the output
power for each transmitter. Gre is the gain of the receiving antenna for each
receiver. Fe is the noise factor of each receiver. For active phased arrays, antenna
elements with their corresponding transmitters and receivers are evenly distributed
with a pitch of about λ/2. Thus, Nt and Nr are proportional to 1/λ2. It is proven that
for phased array with lossless combing, the Gr/F term in Eq. (22) scales with Nr

[10]. Assuming constant εt and Gre with respect to f, we see that SNR�B scales with
f�0:5 to f 0!

The six orders of magnitude difference of SNR�B deduced from Eqs. (20) and
(23) give us a hint of the size of the design space for silicon THz systems.

2.2.1 THz Sources

When talking about silicon THz sources, a plethora of options is available that
varies in functionality, complexity, and performance. For incoherent imaging
applications, the most important metrics are output power and efficiency, whereas
for spectroscopy, the bandwidth is the most important specification. Perhaps the
most demanding application is for THz communications, for which output power,
power efficiency, tuning range, phase noise, harmonics, and spurious suppression
are all important parameters. This subsection aims to give a brief and incomplete
introduction to what has been done in this area.

THz signal can be generated either by frequency multipliers or by on-chip
oscillators.

In multipliers, the MOS or bipolar transistor is driven heavily to generate highly
nonlinear current. The intended frequency component is then extracted with other
components filtered. If efficiency is important, the active device should be conju-
gate matched for the fundamental and the intended harmonic. The impedance
presented to the device at other harmonics is usually short or open circuit to
maximize energy transfer between the fundamental and the intended harmonic.
But we should not be overzealous about this goal; usually taking care of the first two
or three harmonics is enough since the higher harmonics are insignificant. The
transistor also has to be biased correctly for maximum harmonic generation. For
MOS transistor, the conduction angle is specified. Like power amplifiers, efficient
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receiver. Fe is the noise factor of each receiver. For active phased arrays, antenna
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with a pitch of about λ/2. Thus, Nt and Nr are proportional to 1/λ2. It is proven that
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f�0:5 to f 0!

The six orders of magnitude difference of SNR�B deduced from Eqs. (20) and
(23) give us a hint of the size of the design space for silicon THz systems.

2.2.1 THz Sources

When talking about silicon THz sources, a plethora of options is available that
varies in functionality, complexity, and performance. For incoherent imaging
applications, the most important metrics are output power and efficiency, whereas
for spectroscopy, the bandwidth is the most important specification. Perhaps the
most demanding application is for THz communications, for which output power,
power efficiency, tuning range, phase noise, harmonics, and spurious suppression
are all important parameters. This subsection aims to give a brief and incomplete
introduction to what has been done in this area.

THz signal can be generated either by frequency multipliers or by on-chip
oscillators.

In multipliers, the MOS or bipolar transistor is driven heavily to generate highly
nonlinear current. The intended frequency component is then extracted with other
components filtered. If efficiency is important, the active device should be conju-
gate matched for the fundamental and the intended harmonic. The impedance
presented to the device at other harmonics is usually short or open circuit to
maximize energy transfer between the fundamental and the intended harmonic.
But we should not be overzealous about this goal; usually taking care of the first two
or three harmonics is enough since the higher harmonics are insignificant. The
transistor also has to be biased correctly for maximum harmonic generation. For
MOS transistor, the conduction angle is specified. Like power amplifiers, efficient
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MOS multiplier works in the class AB, B, or C region depending on the frequency,
multiplication factor, and input power. For bipolar transistor, this efficiency is a
function of Vbe (or collector current density) [11].

Relationship of phase noise between the harmonic and the fundamental for
multipliers is [11]:

Sout Δωð Þ ¼ N2Sfund Δωð Þ þ Sharm Δωð Þ þ Samp Δωð Þ (24)

where Sout Δωð Þ and Sfund Δωð Þ represent the spectral density of phase fluctua-
tions for the harmonic and fundamental signal with Δω radians offset from the
carrier. It is in dBc/Hz form. N is the frequency multiplication ratio. The last two
terms in Eq. (24) represent the added noise from the harmonic-generating device
and the ensuing amplifiers (if any). The combined value is usually less than 3 dB for
reasonably designed circuits.

Multipliers are usually compact and broadband, but they are not as efficient as
(well designed) oscillators. A 90–300 GHz transmitter based on distributed
quadrupler is designed for spectroscopy and imaging [12]. It resembles the distrib-
uted amplifier (DA) in that the input and output capacitance of active device are
absorbed in the input and output transmission line. Differential quadrature signal is
used to drive two groups of quadrupler diff-pairs, the current of which is then
combined to cancel the second harmonic. As another example, quadrupler is used in
an 8-element 400 GHz transmitter phased array to replace power amplifier [13].
This also simplifies phase shifter design since the fundamental signal only needs to
be shifted within 90 degrees as the phase shift is multiplied by four.

In oscillators, the transistor is made unstable by intentionally introducing
positive feedback around it. Steady-state oscillation occurs at the frequency where
the open-loop transfer function equals �1 (Barkhausen’s criteria). Since the fmax of
most silicon devices is below 300 GHz, harmonic generation is employed. The
fundamental oscillation frequency is usually around 100 GHz for better phase noise,
since larger oscillation amplitude and hence better SNR are easier to obtain at lower
frequencies.

A high efficiency and scalable 4 � 4320 GHz oscillator array is built in SiGe
BiCMOS technology [9]. The oscillator shown in Figure 4(a) oscillates at 160 GHz
and is optimized for optimum transistor voltage gain and phase shift as discussed in
Section 2.1. Y1 and Y2 represent the source and load admittance for the transistor.
A transmission line with impedance Z0 and electrical length θTL is used to introduce

Figure 4.
Topology of (a) self-sustained oscillator and (b) conventional cross-coupled oscillator and its equivalent circuit
at second harmonic.
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feedback. The transmission line spans approximately a quarter wavelength at the
second harmonic to transform the relatively small impedance of the gate node to
high values at the drain node. Since harmonic signals are in the current form,
boosting the output impedance at the harmonic frequency substantially improves
output harmonic power. The DC-to-THz radiation efficiency is 0.54%. Early reports
of THz oscillators based on push-push oscillators are less efficient than this partly
due to the insufficient output impedance at second harmonic. As is shown in
Figure 4(b), the cross-coupled pair in a push-push oscillator is effectively a
diode-connected transistor at second harmonic.

Frequency tuning of oscillators is usually done by varying the capacitance of
varactor in the oscillation tank. Higher oscillation frequency translates to
smaller capacitance, which is problematic for small varactors as its parasitic
capacitance would swamp the variable capacitance. This would severely constrain
the oscillator’s tuning range.

Shown in Figure 5(a) and (b) are the cross section of a NMOS varactor and its
small signal model with its source AC grounded. To increase its Q factor, the
minimum channel length is usually employed, which further increases the overlap
capacitance (Cov) between the two terminals.

A straightforward way to increase the tuning ratio of the varactor is to place an
inductor to partially absorb the parasitic capacitance. A 300 GHz differential Clapp
push-push VCO with 8.5% tuning range and phase noise of �85 dBc at 1 MHz offset
is reported in [14]. Its simplified schematic and equivalent small signal circuit for
calculation of the input impedance seen at the base is shown in Figure 6. Note that
the base resistance, the depletion capacitance between base and collector, and the
output resistance of the transistor are ignored.

The input impedance seen from the base is

ZB ¼ � 1
jωCpi

1þ gm þ jωCpi

1=Rvar þ jωCeff

 !
(25)

where Ceff is

Ceff ¼ Cvar � 1� 1
ω2LdegCvar

� �
¼ Cvar � 1� ω2

0

ω2
OSC

� �
(26)

Rvar represents the loss in varactor; its conductance is 1/Q of the varactor at the
evaluation frequency of the quality factor. The resonant frequency ω0 for Cvar and
LDEG is set below the main oscillation frequency.

The equivalent series resistance and capacitance for ZB is

Figure 5.
Cross section of NMOS varactor (a) and equivalent circuit with grounded source (b).
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feedback. The transmission line spans approximately a quarter wavelength at the
second harmonic to transform the relatively small impedance of the gate node to
high values at the drain node. Since harmonic signals are in the current form,
boosting the output impedance at the harmonic frequency substantially improves
output harmonic power. The DC-to-THz radiation efficiency is 0.54%. Early reports
of THz oscillators based on push-push oscillators are less efficient than this partly
due to the insufficient output impedance at second harmonic. As is shown in
Figure 4(b), the cross-coupled pair in a push-push oscillator is effectively a
diode-connected transistor at second harmonic.

Frequency tuning of oscillators is usually done by varying the capacitance of
varactor in the oscillation tank. Higher oscillation frequency translates to
smaller capacitance, which is problematic for small varactors as its parasitic
capacitance would swamp the variable capacitance. This would severely constrain
the oscillator’s tuning range.

Shown in Figure 5(a) and (b) are the cross section of a NMOS varactor and its
small signal model with its source AC grounded. To increase its Q factor, the
minimum channel length is usually employed, which further increases the overlap
capacitance (Cov) between the two terminals.

A straightforward way to increase the tuning ratio of the varactor is to place an
inductor to partially absorb the parasitic capacitance. A 300 GHz differential Clapp
push-push VCO with 8.5% tuning range and phase noise of �85 dBc at 1 MHz offset
is reported in [14]. Its simplified schematic and equivalent small signal circuit for
calculation of the input impedance seen at the base is shown in Figure 6. Note that
the base resistance, the depletion capacitance between base and collector, and the
output resistance of the transistor are ignored.

The input impedance seen from the base is
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where Ceff is
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Rvar represents the loss in varactor; its conductance is 1/Q of the varactor at the
evaluation frequency of the quality factor. The resonant frequency ω0 for Cvar and
LDEG is set below the main oscillation frequency.

The equivalent series resistance and capacitance for ZB is
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RB ¼ 1=Rvar � gmCeff=Cpi

1=R2
var þ ω2C2

eff
≈ � gm

ω2Ceff Cpi
(27)

CB ¼ 1þ gm=Rvar þ ω2CpiCeff

1=R2
var þ ω2C2

eff

 !
� 1
Cpi

≈
Ceff � Cpi

Ceff þ Cpi
(28)

Another interesting property of the circuit is that the oscillation frequency for
common mode is intentionally set to the second harmonic. Cr in Figure 6(a) and (c)
forms a series resonator with the tank, raising the second harmonic voltage seen at
the base significantly. This boosts the second harmonic generation. The output power
for the two versions of the VCO is 0.6 dBm and 0.2 dBm, respectively.

As is evident from Eq. (27), the negative resistance seen at the base of the
capacitively degenerated transistor could be used to mitigate the loss of the
varactor [15]. This property is used in [16] to build a 300 GHz triple-push VCO.
The tuning range is 8%, and the phase noise is �101.9 dBc/Hz at 1 MHz offset for
the 100 GHz main loop. That translates to a phase noise of �80.28 dBc/Hz at 1 MHz
offset for 300 GHz assuming noiseless multiplication.

An interesting observation is that inductors actually have better quality factor
than varactors at higher frequency. A carefully designed inductor has a Q of 15–20
at 100 GHz, whereas the quality factor for varactor is around 2–5 at that frequency.
It would be nice if we can replace the varactor with a high-quality metal-insulator-
metal (MIM) or metal-oxide-metal (MOM) capacitor; we then need to figure out
how to tune the inductance of these nice inductors. Figure 7 shows one such circuit
[17] which is also based on Clapp oscillators.

We know that inductance at the base generates a negative resistance and a
positive inductance seen from the emitter, as LNA designers can attest to [18].
Careful derivation of ZE leads to the following results [14]:

ZE ≈
1
gm

� ω2LBB

ωT
þ ω2RBB

ω2
T

þ jω
RBB

ωT
� 1
gmωT

þ ω2LBB

ω2
T

� �
(29)

Thus, we can tune the inductance by varying the gm of the transistor. For bipolar
transistors, gm equals the emitter current divided by the thermal voltage VT (26 mV
in room temperature).

The impedance at the emitter is mapped to the resonant tank through the
transformer formed by LE and LT in Figure 7(b). The currents of the two active
inductors are controlled by tail current source Q 5. The second harmonic current is
extracted through LC, and the degeneration resistor REE is used to improve

Figure 6.
Push-push VCO with common-mode resonance: (a) schematic, (b) base input impedance for differential mode,
and (c) input impedance for common mode.
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common-mode rejection. Two versions of this VCO with different oscillation fre-
quency are built; the tuning range are 3.5 and 2.8%, respectively. The harmonic
power suffers due to the inclusion of REE, the output power at 201.5 and 212 GHz
are �7.2 and�7.1 dBm, respectively. But the phase noise performance is very good,
with �87 and �92 dBc at 1 MHz offset for the two VCOs. This translates to �83.5
and �89 dBc at 1 MHz offset if they oscillate at 300 GHz, which is comparable to
the circuit shown in Figure 6 that generates 0 dBm at 300 GHz.

This raises interesting question as smaller output power usually means inferior
phase noise performance. One possible explanation is that the noise current at the
second harmonic in Q1 and Q2 of Figure 6 generates large noise voltage at the
emitter since these nodes are open circuit due to resonance, thus amplifying the
noise current at second harmonic. It should be noted that the phase noise could be
improved substantially by breaking the noise current path at second harmonic [19].

A salient feature of Clapp oscillator is the inherent isolation of the load from the
tank. This helps to preserve the quality factor of the tank, leading to a better phase
noise and less load pulling (variation of oscillation amplitude and frequency caused
by load variation). The problem of low output impedance at second harmonic is also
mitigated in this topology as the base is isolated from the drain.

One starts to wonder if there is a way to further improve the phase noise
performance. We know there is a trade-off between noise performance and power
consumption, but we are kind of stuck here:We need larger transistor to burn larger
power, but the larger capacitance of the device means smaller inductors in the tank,
which complicates the design and ultimately degrades the Q. We need a larger
design space here.

One way to do that is to build an array of N oscillators and lock them together.
Theoretically the phase noise would drop by N as the SNR increases by N, and the
output power would also increase by N. Better still, if we distribute them evenly
with a certain pitch (normally λ/2) and radiate the power out collectively, the
energy would focus in certain direction, improving the EIRP by N2. Tousi et al.
shows one such design [20]:

Each individual oscillator shown in Figure 8 is a cross-coupled push-push oscil-
lator. It is designed for optimum fourth harmonic generation by making sure that
the gate is isolated from the drain at the fourth harmonic. The second harmonic is
rejected by the narrow band on-chip antenna. Each oscillator is coupled to other
oscillators as shown in Figure 8(a) through active phase shifters. Figure 8(a) forms

Figure 7.
Schematics for (a) tunable active inductor and (b) complete VCO.
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Thus, we can tune the inductance by varying the gm of the transistor. For bipolar
transistors, gm equals the emitter current divided by the thermal voltage VT (26 mV
in room temperature).

The impedance at the emitter is mapped to the resonant tank through the
transformer formed by LE and LT in Figure 7(b). The currents of the two active
inductors are controlled by tail current source Q 5. The second harmonic current is
extracted through LC, and the degeneration resistor REE is used to improve

Figure 6.
Push-push VCO with common-mode resonance: (a) schematic, (b) base input impedance for differential mode,
and (c) input impedance for common mode.
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common-mode rejection. Two versions of this VCO with different oscillation fre-
quency are built; the tuning range are 3.5 and 2.8%, respectively. The harmonic
power suffers due to the inclusion of REE, the output power at 201.5 and 212 GHz
are �7.2 and�7.1 dBm, respectively. But the phase noise performance is very good,
with �87 and �92 dBc at 1 MHz offset for the two VCOs. This translates to �83.5
and �89 dBc at 1 MHz offset if they oscillate at 300 GHz, which is comparable to
the circuit shown in Figure 6 that generates 0 dBm at 300 GHz.

This raises interesting question as smaller output power usually means inferior
phase noise performance. One possible explanation is that the noise current at the
second harmonic in Q1 and Q2 of Figure 6 generates large noise voltage at the
emitter since these nodes are open circuit due to resonance, thus amplifying the
noise current at second harmonic. It should be noted that the phase noise could be
improved substantially by breaking the noise current path at second harmonic [19].

A salient feature of Clapp oscillator is the inherent isolation of the load from the
tank. This helps to preserve the quality factor of the tank, leading to a better phase
noise and less load pulling (variation of oscillation amplitude and frequency caused
by load variation). The problem of low output impedance at second harmonic is also
mitigated in this topology as the base is isolated from the drain.

One starts to wonder if there is a way to further improve the phase noise
performance. We know there is a trade-off between noise performance and power
consumption, but we are kind of stuck here:We need larger transistor to burn larger
power, but the larger capacitance of the device means smaller inductors in the tank,
which complicates the design and ultimately degrades the Q. We need a larger
design space here.

One way to do that is to build an array of N oscillators and lock them together.
Theoretically the phase noise would drop by N as the SNR increases by N, and the
output power would also increase by N. Better still, if we distribute them evenly
with a certain pitch (normally λ/2) and radiate the power out collectively, the
energy would focus in certain direction, improving the EIRP by N2. Tousi et al.
shows one such design [20]:

Each individual oscillator shown in Figure 8 is a cross-coupled push-push oscil-
lator. It is designed for optimum fourth harmonic generation by making sure that
the gate is isolated from the drain at the fourth harmonic. The second harmonic is
rejected by the narrow band on-chip antenna. Each oscillator is coupled to other
oscillators as shown in Figure 8(a) through active phase shifters. Figure 8(a) forms

Figure 7.
Schematics for (a) tunable active inductor and (b) complete VCO.
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a unit cell through which a 2-D oscillator lattice could be formed as shown in
Figure 8(b). One nice feature of this design is the use of phase shifter as coupling
elements, as this provides us with a new way of tuning the frequency of these
injection-locked oscillators [21]:

Δf 0
f 0

¼ k sin Δϕ tð Þð Þ (30)

Equation (30) is derived from the Adler’s equation under locked conditions. Δf0
is the frequency difference of the injected signal and the free-running frequency f0
of the slave oscillator. Δϕ(t) is the phase difference. K is a factor relating to the
quality factor of the oscillation tank, amplitude of the injected signal, and the free-
running oscillation amplitude of the tank.

Since the total phase shift through the loop in Figure 8(a) is 2kπ, the phase shift
through the oscillator plus that of the phase shifter is constrained to a set of fixed
values. The oscillation frequency of the whole array is changed if we apply a
common shift to all the phase shifter in Figure 8(b). Interesting thing happens
when we tune the phase shifter connected with an individual oscillator. If we apply
a common shift to the four shifters, this disrupts the local loop momentarily as the
instantaneous phase of the affected oscillator jumps to a new value to accommodate
the change. This ability of changing the phase of radiating elements individually
turns this design into a phased array. Measurements show that the beam could be
steered �50 degree in the E plane and � 45 degree in the H plane. The frequency
tuning range is 2.1%. The peak EIRP is 17.1 dBm, and the phase noise is �93 dBc at
1 MHz offset for this 338 GHz array, which show substantial improvements over
single oscillators.

A brief comparison between multipliers and harmonic injection-locked VCOs is
also in place: The former is generally compact and wideband. They add negligible
phase noise if designed properly as dictated by Eq. (22). The biggest issue is the
harmonics, which leads to annoying LO spurs that leads to spurious emission and
corrupts received signals. The latter comes with higher efficiency and much higher
harmonic rejection ratio, but the bandwidth is limited. The close-in phase noise is

Figure 8.
Block diagram for (a) a unit cell and (b) 2-D oscillator lattice.
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dominated by the source just like the multiplier, but the far-out phase noise is
dominated by the VCO. For mm-wave frequency synthesizers, the two options
generally achieve comparable phase noise performances [11]. Since we have to use
multipliers to get from mm-wave to THz anyway, this same conclusion holds for
THz. For communication applications, it is advisable to use PLL-locked or injection-
locked VCOs to generate relatively high LO frequency and use multipliers to boost it
to THz frequency (N-push VCOs does this in one place).

2.2.2 THz detectors

THz detectors utilize the nonlinearity of active devices to directly rectify THz
signal to DC. A lot of devices could be used, like diode-connected NMOS transistor
[22], CE (common emitter) [23] or CB (common base) connected [24, 25] SiGe
HBT, CMOS-compatible Schottky diode [26], or P+/n-well diode [27]. THz recep-
tion with detectors is incoherent, that is, only the amplitude information is recov-
ered at the receiving side, which limits THz detectors almost exclusively to
incoherent THz imaging applications. The strength of THz detectors lies within
their simplicity: They do not need LO (local oscillator) signal to do the THz down-
conversion. The received THz signal self-mix themselves to DC through even-order
nonlinearity of the device. This makes scaling extremely easy, as only low-
frequency routing is needed, whereas LO-driven mixer needs cumbersome and
power-hungry LO tree which quickly becomes unmanageable when the array gets
large. A 1024 pixel NMOS detector array [22] in 65-nm CMOS process showcases
the impressive scalability of THz detectors.

However, this flexibility comes with a price: The gain and noise performance of
detectors is quite limited, and the specification “responsivity” and “noise equivalent
power (NEP)” are used in place of conversion gain and noise figure. The
responsivity is defined as the voltage output divided by received power, and NEP is
defined as the output noise voltage density divided by responsivity.

The bandwidth of imaging application is usually below 1 MHz; thus, technolo-
gies with lower 1/f noise corner frequencies like SiGe HBT or P+/n-Well diode are
preferred. The 1/f noise corner frequencies for SiGe HBT and P+/n-well diode are
below 1 kHz and 10 kHz, respectively, whereas for NMOS transistor or Schottky
diodes, the numbers are well above 1 MHz. For SiGe HBTs, it is shown that CB-
connected topology has higher responsivity than CE-connected topology when
operating above fmax [24].

The principle of THz imaging with detectors largely follow their optical coun-
terpart: They use THz lenses to do the focusing. The problem is that THz wave-
length is 2–3 orders of magnitude larger than visible lights, thus large and bulky
THz optics are required for reasonable imaging resolutions. They require a lot of
effort to set up the imaging setup with the invisible THz radiations [25]. This is the
innate deficiency with incoherent imaging. Coherent imaging with THz trans-
ceivers could get rid of those optics.

2.2.3 THz transceivers

For transceivers working at lower frequencies, the transmitter and receiver are
usually integrated on one chip, and they share the common RF port through
switches or duplexers (bandpass filters tuned for simultaneous transmit and receive
on different bands). Up to now, neither option is satisfactory for fully integrated
silicon THz circuits.

One solution for integrated THz transceiver is to share the antenna and figure
out ways to isolate the Tx (transmitter) and Rx (receiver). Park et al. have shown a
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dominated by the source just like the multiplier, but the far-out phase noise is
dominated by the VCO. For mm-wave frequency synthesizers, the two options
generally achieve comparable phase noise performances [11]. Since we have to use
multipliers to get from mm-wave to THz anyway, this same conclusion holds for
THz. For communication applications, it is advisable to use PLL-locked or injection-
locked VCOs to generate relatively high LO frequency and use multipliers to boost it
to THz frequency (N-push VCOs does this in one place).

2.2.2 THz detectors

THz detectors utilize the nonlinearity of active devices to directly rectify THz
signal to DC. A lot of devices could be used, like diode-connected NMOS transistor
[22], CE (common emitter) [23] or CB (common base) connected [24, 25] SiGe
HBT, CMOS-compatible Schottky diode [26], or P+/n-well diode [27]. THz recep-
tion with detectors is incoherent, that is, only the amplitude information is recov-
ered at the receiving side, which limits THz detectors almost exclusively to
incoherent THz imaging applications. The strength of THz detectors lies within
their simplicity: They do not need LO (local oscillator) signal to do the THz down-
conversion. The received THz signal self-mix themselves to DC through even-order
nonlinearity of the device. This makes scaling extremely easy, as only low-
frequency routing is needed, whereas LO-driven mixer needs cumbersome and
power-hungry LO tree which quickly becomes unmanageable when the array gets
large. A 1024 pixel NMOS detector array [22] in 65-nm CMOS process showcases
the impressive scalability of THz detectors.

However, this flexibility comes with a price: The gain and noise performance of
detectors is quite limited, and the specification “responsivity” and “noise equivalent
power (NEP)” are used in place of conversion gain and noise figure. The
responsivity is defined as the voltage output divided by received power, and NEP is
defined as the output noise voltage density divided by responsivity.

The bandwidth of imaging application is usually below 1 MHz; thus, technolo-
gies with lower 1/f noise corner frequencies like SiGe HBT or P+/n-Well diode are
preferred. The 1/f noise corner frequencies for SiGe HBT and P+/n-well diode are
below 1 kHz and 10 kHz, respectively, whereas for NMOS transistor or Schottky
diodes, the numbers are well above 1 MHz. For SiGe HBTs, it is shown that CB-
connected topology has higher responsivity than CE-connected topology when
operating above fmax [24].

The principle of THz imaging with detectors largely follow their optical coun-
terpart: They use THz lenses to do the focusing. The problem is that THz wave-
length is 2–3 orders of magnitude larger than visible lights, thus large and bulky
THz optics are required for reasonable imaging resolutions. They require a lot of
effort to set up the imaging setup with the invisible THz radiations [25]. This is the
innate deficiency with incoherent imaging. Coherent imaging with THz trans-
ceivers could get rid of those optics.

2.2.3 THz transceivers

For transceivers working at lower frequencies, the transmitter and receiver are
usually integrated on one chip, and they share the common RF port through
switches or duplexers (bandpass filters tuned for simultaneous transmit and receive
on different bands). Up to now, neither option is satisfactory for fully integrated
silicon THz circuits.

One solution for integrated THz transceiver is to share the antenna and figure
out ways to isolate the Tx (transmitter) and Rx (receiver). Park et al. have shown a
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fully integrated 260 GHz transceiver based on shared leaky-wave antenna [28]. The
leaky-wave antenna resembles a lossy transmission line (TL); thus, the Tx and Rx
ports could be placed on either end of the antenna. When the transmitter is work-
ing, the receiver is turned off and terminates the TL on its side. The same holds true
for the receiving mode. The problem with the leaky-wave antenna is that they are
relatively long (1.2 mm or 2.5 λ in this design). Statnikov et al. [29] have shown a
fully integrated 240 GHz frequency-modulated continuous wave (FMCW) radar
transceiver based on shared dual-polarization antenna. A quadrature hybrid coupler
is used as a polarizer for the dual-polarization antenna and duplexer for the Tx and
Rx. Isolation of the Tx and Rx depends on the orthogonality of left hand circular
polarized (LHCP) and right hand circular polarized (RHCP) waves. The Tx and Rx
interface with two orthogonal port of the branch-line coupler and are isolated from
each other. In Tx mode, the branch-line coupler excites the LHCP mode of the
antenna. When the transmitted wave hits a target and bounces back, it changes to
RHCP and is subsequently routed to the receiver through the coupler. This scheme
is not directly applicable for point-to-point communications, just like frequency-
division duplexing (FDD)-based transceivers could not communicate directly with
each other.

Another solution is to use two antennas. For FMCW radars, the leakage from the
TX to the Rx results in strong interferences around DC [30]. This raises the noise
floor in the range spectrum. With area permitting, the Tx and Rx antenna should be
separated further apart for better isolation. The measured crosstalk between the two
antennas with a separation of about 1.8 mm in a 160 GHz FMCW radar transceiver
is below 31 dB [31]. This isolation might be adequate for FMCW radar applications,
but it is still wanting for communications.

Transceiver-based THz imaging makes coherent imaging possible, as both the
magnitude and phase information of the signal from targets are retained. With both
information available, it is possible to get rid of bulky THz optics by sampling the
THz field directly and do the focusing digitally. The THz field is usually sampled on
a 2-D plane with different THz frequencies; this is fulfilled by raster scanning a
FMCW transceiver (or the sample). For a given point in space, the round-trip phase
delay from the transceiver to that point is a function of its position and sampling
frequency. By raster scanning the transceiver or the sample under different fre-
quencies, its phase delay variation is orthogonal to every other point in the sampling
space. This forms the basis for the 3-D imaging through the back-projection algo-
rithm. 3-D imaging based on SiGe FMCW transceivers is reported by several groups
[32, 33], showcasing the great potential for low-cost THz imaging applications.

For communication applications, the modulation scheme plays a major role in
deciding the transceiver architecture. Low-complexity modulation schemes like on-
off keying (OOK) and binary phase shift keying (BPSK) lead to robust and power-
efficient design, but the spectrum efficiencies are relatively low. Modulation
schemes like 32 QAM and 128 QAM lead to much higher spectrum efficiency, but
they are quite demanding on linearity and phase noise performance, and they
require image-rejection architectures as the spectra of QAM are asymmetric around
the carrier. The upper sideband (USB) and lower sideband (LSB) of the spectra
become each other’s own image when converted to baseband, and image-rejection is
needed to avoid signal corruption. Image-rejection modulation/demodulation is
difficult in THz range as I/Q mixers are required. It is very difficult to guarantee
phase and amplitude matching for the I/Q LO signal for adequate image-rejection at
THz frequency.

A 210 GHz fundamental transceiver chipset with OOK modulation is demon-
strated in a 32-nm SOI CMOS process [34]. Ideally speaking, power amplifier (PA)-
based fundamental operation is more power-efficient than frequency multipliers.
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This helps to boost efficiency of the whole system as PAs are usually the most
power-hungry circuits in transceivers. Perhaps the most difficult part of this design
is controlling the oscillator pulling effect. Since the PA works at the same frequency
as the on-chip VCO, significant coupling could occur between PA and VCO. The
injection-locking effect would impact the phase noise performance heavily. The on-
chip antenna used in this design only makes things more difficult. To improve the
VCO performance, a stacked cross-coupled VCO topology is used to boost oscilla-
tion amplitude, improving its robustness in response to interferences.

A 240-GHz direction-conversion transceiver in SiGe BiCMOS technology is
demonstrated with BPSK capability. BPSK is a constant-envelope modulation,
which means the PA could be driven to saturation for better power efficiency. The
spectra of BPSK modulation are symmetric around its carrier (symmetrically mod-
ulated), making direct conversion easier to implement as no image-rejection is
needed. A 30 GHz LO signal is supplied to this transceiver, and on-chip �8 multi-
pliers are used for the 240 GHz LO generation. This helps to alleviate the detrimen-
tal effect of LO spurs caused by multipliers since they are separated by twice the
baseband bandwidth (15 GHz). An on-chip antenna with 1-dB bandwidth of 33
GHz is achieved partly due to the local back etching (LBE) technology used. The
silicon substrate below the antenna is removed, resulting in a low-loss air cavity
below the antenna. The transceiver link is tested with 15 cm separation, and an
impressive 6-dB bandwidth of 35 GHz is obtained. A 25 Gbps wireless link is
demonstrated by this transceiver with no equalization. One problem with direct
conversion using no I/Q demodulation is that the demodulated signal’s SNR is
dependent on the phase difference between the Tx LO and Rx LO. A phase shifter is
used in this test in case manual tuning is required to boost the SNR.

A 300 GHz QPSK transmitter for dielectric waveguide communication is dem-
onstrated in a 65-nm CMOS process [35]. Again, off-chip LO signal is used to drive
on-chip frequency multipliers. The targeted data rate is 30 Gbps, which translates to
around 20 GHz baseband bandwidth for QPSK assuming a roll-off factor of 0.3.
Thus, the off-chip LO signal frequency is set to 45 GHz. An on-chip quadrature
modulator is used to modulate the baseband data to an IF frequency of 135 GHz. It is
further shifted by a double-balanced mixer to 315 GHz. Such a high IF alleviates the
need for image-rejection mixers since the image frequency falls completely out of
band. A 30 Gbps QPSK is demonstrated with on-chip probing.

A 230 GHz direct-conversion 16-QAM 100-Gbps wireless link is demonstrated
with a communication distance of 1 meter [36]. The I/Q mixer directly interfaces
with on-chip antenna to avoid bandwidth limitation introduced by LNA. On-chip
LO multiplier chain is used to convert the external 13.75–16 GHz LO to 220–256
GHz. The baseband bandwidth is around 14 GHz; this poses challenge as the
spacing of LO spurs is comparable to this bandwidth. This leads to spurious modu-
lation that overlaps with desired signal. Nevertheless, 100 Gbps with an EVM of
17% is demonstrated.

A 300 GHz 32-QAM and 128-QAM transmitter with 105-Gbps data rate is
demonstrated in a 40 nm CMOS process [37]. As there is no PA available, an array
of eight square mixers (i.e., mixing through the second-order nonlinearity) is power
combined at the output stage. A heterodyne topology is used, and the LO frequen-
cies for the two up-conversion stage are both set at 135 GHz. The IF frequency for
the first stage is around 10 GHz, and high-pass filtering is used to suppress the LSB
by approximately 10 dB. Single-balanced mixer is used in the first stage to inten-
tionally leak LO signal to the second stage. The second-order nonlinearity of NMOS
transistor is used to mix the (IF+LO) signal with LO leakage to obtain the desired
intermodulation signal (IF+2LO). Unwanted second harmonics of LO and IF signal
is canceled at the output rat-race balun. On-chip probing validates the operation;
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combined at the output stage. A heterodyne topology is used, and the LO frequen-
cies for the two up-conversion stage are both set at 135 GHz. The IF frequency for
the first stage is around 10 GHz, and high-pass filtering is used to suppress the LSB
by approximately 10 dB. Single-balanced mixer is used in the first stage to inten-
tionally leak LO signal to the second stage. The second-order nonlinearity of NMOS
transistor is used to mix the (IF+LO) signal with LO leakage to obtain the desired
intermodulation signal (IF+2LO). Unwanted second harmonics of LO and IF signal
is canceled at the output rat-race balun. On-chip probing validates the operation;
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the 32-QAM modulation with an EVM of 8.9% is achieved with 105 Gbps. No on-
chip antenna is used as this chip is intended to drive high-power THz devices like
traveling-wave tubes.

2.3 THz interface for efficient power transfer

The THz interface serves as a gateway between the circuit and the outside world.
The efficiency of this interface greatly impacts the performance of the overall
system. A simple derivation of the transceiver’s link budget would highlight the
importance of this interface (Figure 9):

PR ¼ PT � IL2 � IL0 � IL1 (31)

where PR is power received at the receiver, PT is the output power of the
transmitter, and IL2 and IL1 are the loss for THz interface at the transmitter and the
receiver. IL0 is the loss associated with the propagation medium. If the medium is
free space, which is often the case, IL0 equals

IL0 ¼ 20� log 10
λ0
4πd

� �
þGTX þGRX (32)

λ0 is the free-space THz wavelength, d is the propagation distance, and GTX and
GRX are the gain of antenna employed at the transmitter and receiver. Note that
Eqs. (31) and (32) are in dB form. Also keep in mind that Eq. (32) is only valid
under far-field conditions, that is, the radiation field seen by the receiver is not
reactive and could be approximated by plane waves. Common criterion for far-field
condition is that the receiver is separated from the transmitter by at least 2D2/λ,
where D is the maximum overall dimension of the transmitting antenna.

To maximize PR, we have to minimize the loss at the interface and increase the
gain of the antennas. This section covers both areas.

For THz silicon chips, grounded coplanar waveguide (GCPW) is the most prev-
alent medium for on-chip THz routing. It is a combination of coplanar waveguide
with microstrip line. This configuration have several merits: First, the ground plane
of the microstrip line shields the signal from the electrically thick silicon substrate,
which reduces loss and prevents the signal from leaking into substrate modes; the
coplanar waveguide makes interface with outside world easier, be it through flip-
chip bonding or on-chip probing since the ground conductor lies in proximity with
the signal trace.

A 90–300 GHz transmitter and a 115–325 GHz receiver are flip-chip bonded to a
liquid-crystal polymer (LCP) substrate [12]. This connects the chip to the 100–280
GHz Vivaldi antenna on the LCP substrate. Such wideband antenna is extremely
difficult to realize on-chip. As another example, a CMOS 300 GHz transmitter chip
is flip-chip bonded to a GCPW-to-WG transition module [38] implemented on a

Figure 9.
Link budget analysis of a THz transceiver system.
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low-cost glass epoxy PCB. Once transitioned to waveguide interfaces, the chip could
be interfaced to a plethora of THz components like horn antennas and high-power
amplifier modules. The packaging loss is 8 dB, which includes the transition loss
(flip-chip bonding and the GCPW-to-WG), impedance mismatch, and loss in the
epoxy material. It should be noted that gold stud bumping is used in both cases,
which is compatible with conventional wire bonders and is quite convenient for
R&D labs.

An effective way to lower transition loss is to radiate the THz signal directly
from chip. Since the high permittivity silicon substrate readily traps the THz radia-
tion, there are basically two lines of thoughts regarding on-chip antenna design.
One is to accept this coupling and take this into account while designing antennas;
the other is to eliminate the substrate mode altogether.

The first approach tries to make use of the electrically thick antenna to improve
the antenna bandwidth. Metal reflector are placed underneath the substrate to
reflect energy back, which is often the top layer of the PCB under the chip. To make
sure the reflected power adds constructively with the surface radiation, the chip
should be (2k + 1)/4λ thick [34, 39, 40]. The phase delay of the reflected wave
increases linearly with frequency, which limits the bandwidth. Artificial magnetic
conductor (AMC) reflector in place of the solid metal reflector on the PCB is used to
compensate this phase shift [41], which extends the on-chip antenna bandwidth
substantially. The antenna efficiency is within 0.5dB of the peak efficiency between
200 and 300 GHz. Note that the chip should be 1/2λ thick in this case as AMC
introduces zero phase shift at the center frequency.

Although promising, allowing reflections within the substrate increases cou-
plings between antenna elements and on-chip passive components. This makes
circuit performance sensitive to antenna location and substrate dimensions (both
lateral dimension and chip thickness), which is undesirable for designing arrays.

There are two widely adopted approach to eliminate the substrate mode. The
first approach involves attaching a high-k dielectric lens on the back side of the
chip, and the antenna radiates through the lens [22, 42–44]. This approach offers
high directivity and improves efficiency. The most obvious drawback is the
need for nonstandard packaging, which could be quite costly. An intuitive way
of understanding why this structure can eliminate the substrate mode can be
found in [8].

The second approach is more straightforward: The substrate is shielded from the
radiating element using one or a few low-level metal layers. This eliminates the
possibility of coupling with substrate modes, but it limits the bandwidth and radia-
tion efficiency severely since the radiating element is only a few microns away from
the ground due to the restriction of silicon backend process. The radiating element
thus forms a high Q tank with the ground, and the bandwidth of the antenna is on
the order of a few percent [13, 20, 25]. The obvious way to increase bandwidth and
radiation efficiency is to lower the Q, which could be accomplished by increasing
the volume of the resonant tank. One solution is to add a dielectric superstrate
above the radiating element [45, 46], which diverts some of the electric fields from
the dielectric layer below the radiating element, increasing the resonance volume
considerably. The radiation efficiency increases with the superstrate till the onset of
the TE1 mode, which limits the thickness of the superstrate to λ0=4

ffiffiffiffiffiffiffiffiffiffiffiffi
εr � 1

p
where εr

is the dielectric constant of the superstate. Dielectric resonator antenna (DRA) is
another option [47, 48]. This antenna composes of a dielectic resonator on top of
the chip and a feed element in the top metal layer of the chip. The feed element is
used to excite resonance inside the resonator, through which the THz signal radi-
ates. The size of the resonator and relative position of feed could be adjusted for
intended oscillation frequency and resonance mode. For a 270 GHz microstrip
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the 32-QAM modulation with an EVM of 8.9% is achieved with 105 Gbps. No on-
chip antenna is used as this chip is intended to drive high-power THz devices like
traveling-wave tubes.

2.3 THz interface for efficient power transfer

The THz interface serves as a gateway between the circuit and the outside world.
The efficiency of this interface greatly impacts the performance of the overall
system. A simple derivation of the transceiver’s link budget would highlight the
importance of this interface (Figure 9):

PR ¼ PT � IL2 � IL0 � IL1 (31)

where PR is power received at the receiver, PT is the output power of the
transmitter, and IL2 and IL1 are the loss for THz interface at the transmitter and the
receiver. IL0 is the loss associated with the propagation medium. If the medium is
free space, which is often the case, IL0 equals

IL0 ¼ 20� log 10
λ0
4πd
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þGTX þGRX (32)

λ0 is the free-space THz wavelength, d is the propagation distance, and GTX and
GRX are the gain of antenna employed at the transmitter and receiver. Note that
Eqs. (31) and (32) are in dB form. Also keep in mind that Eq. (32) is only valid
under far-field conditions, that is, the radiation field seen by the receiver is not
reactive and could be approximated by plane waves. Common criterion for far-field
condition is that the receiver is separated from the transmitter by at least 2D2/λ,
where D is the maximum overall dimension of the transmitting antenna.

To maximize PR, we have to minimize the loss at the interface and increase the
gain of the antennas. This section covers both areas.

For THz silicon chips, grounded coplanar waveguide (GCPW) is the most prev-
alent medium for on-chip THz routing. It is a combination of coplanar waveguide
with microstrip line. This configuration have several merits: First, the ground plane
of the microstrip line shields the signal from the electrically thick silicon substrate,
which reduces loss and prevents the signal from leaking into substrate modes; the
coplanar waveguide makes interface with outside world easier, be it through flip-
chip bonding or on-chip probing since the ground conductor lies in proximity with
the signal trace.

A 90–300 GHz transmitter and a 115–325 GHz receiver are flip-chip bonded to a
liquid-crystal polymer (LCP) substrate [12]. This connects the chip to the 100–280
GHz Vivaldi antenna on the LCP substrate. Such wideband antenna is extremely
difficult to realize on-chip. As another example, a CMOS 300 GHz transmitter chip
is flip-chip bonded to a GCPW-to-WG transition module [38] implemented on a
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Link budget analysis of a THz transceiver system.
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low-cost glass epoxy PCB. Once transitioned to waveguide interfaces, the chip could
be interfaced to a plethora of THz components like horn antennas and high-power
amplifier modules. The packaging loss is 8 dB, which includes the transition loss
(flip-chip bonding and the GCPW-to-WG), impedance mismatch, and loss in the
epoxy material. It should be noted that gold stud bumping is used in both cases,
which is compatible with conventional wire bonders and is quite convenient for
R&D labs.

An effective way to lower transition loss is to radiate the THz signal directly
from chip. Since the high permittivity silicon substrate readily traps the THz radia-
tion, there are basically two lines of thoughts regarding on-chip antenna design.
One is to accept this coupling and take this into account while designing antennas;
the other is to eliminate the substrate mode altogether.

The first approach tries to make use of the electrically thick antenna to improve
the antenna bandwidth. Metal reflector are placed underneath the substrate to
reflect energy back, which is often the top layer of the PCB under the chip. To make
sure the reflected power adds constructively with the surface radiation, the chip
should be (2k + 1)/4λ thick [34, 39, 40]. The phase delay of the reflected wave
increases linearly with frequency, which limits the bandwidth. Artificial magnetic
conductor (AMC) reflector in place of the solid metal reflector on the PCB is used to
compensate this phase shift [41], which extends the on-chip antenna bandwidth
substantially. The antenna efficiency is within 0.5dB of the peak efficiency between
200 and 300 GHz. Note that the chip should be 1/2λ thick in this case as AMC
introduces zero phase shift at the center frequency.

Although promising, allowing reflections within the substrate increases cou-
plings between antenna elements and on-chip passive components. This makes
circuit performance sensitive to antenna location and substrate dimensions (both
lateral dimension and chip thickness), which is undesirable for designing arrays.

There are two widely adopted approach to eliminate the substrate mode. The
first approach involves attaching a high-k dielectric lens on the back side of the
chip, and the antenna radiates through the lens [22, 42–44]. This approach offers
high directivity and improves efficiency. The most obvious drawback is the
need for nonstandard packaging, which could be quite costly. An intuitive way
of understanding why this structure can eliminate the substrate mode can be
found in [8].

The second approach is more straightforward: The substrate is shielded from the
radiating element using one or a few low-level metal layers. This eliminates the
possibility of coupling with substrate modes, but it limits the bandwidth and radia-
tion efficiency severely since the radiating element is only a few microns away from
the ground due to the restriction of silicon backend process. The radiating element
thus forms a high Q tank with the ground, and the bandwidth of the antenna is on
the order of a few percent [13, 20, 25]. The obvious way to increase bandwidth and
radiation efficiency is to lower the Q, which could be accomplished by increasing
the volume of the resonant tank. One solution is to add a dielectric superstrate
above the radiating element [45, 46], which diverts some of the electric fields from
the dielectric layer below the radiating element, increasing the resonance volume
considerably. The radiation efficiency increases with the superstrate till the onset of
the TE1 mode, which limits the thickness of the superstrate to λ0=4

ffiffiffiffiffiffiffiffiffiffiffiffi
εr � 1

p
where εr

is the dielectric constant of the superstate. Dielectric resonator antenna (DRA) is
another option [47, 48]. This antenna composes of a dielectic resonator on top of
the chip and a feed element in the top metal layer of the chip. The feed element is
used to excite resonance inside the resonator, through which the THz signal radi-
ates. The size of the resonator and relative position of feed could be adjusted for
intended oscillation frequency and resonance mode. For a 270 GHz microstrip
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antenna, the gain is enhanced by 4 dB, and the 3-dB gain bandwidth is extended by
100% when an dielectric resonator is used [49].

For phased array applications, the patch antenna with ground shield is the most
straightforward approach.

3. Summary

Silicon THz circuit design is an active research area open to innovations on
multiple levels. We need better passive components, better circuits, and the most
important thing is we need to come up with better ways of building THz arrays.
Scaling is the key for significantly boosting the performance of silicon THz systems
as we venture into this last untapped spectrum [50].
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Abstract

This chapter is dedicated to study the semiconductor surface states, which com-
bined with nanolithography techniques could result on remarkable properties of 
advanced nanodevices suitable for terahertz (THz) signal detection or harvesting. 
The author presents the use of low-dimensional semiconductor heterostructures for 
the development of the so-called self-switching diodes (SSDs), studying by simula-
tion tool key parameters in detail such as the shape and size of the two-dimensional 
electron gas system. The impact of the geometry on the working principle of the 
nanodevice and the effects on current-voltage behavior will be described in order to 
acquire design guidelines that may improve the performance of the self-switching 
diodes when applied to low-power square-law rectifiers as well as elements in 
rectennas by appropriately setting the size of the components.

Keywords: surface states engineering, self-switching diode, L-shape, V-shape, 
W-shape, rectenna

1. Introduction

The terahertz frequency range of the electromagnetic spectrum represents 
a technology gap between the electronic and optical well-stabilized technolo-
gies. Thus, the obtention of systems designed to generate, detect, and process 
THz radiation still is of scientific attention by the full of potential applications. 
Meanwhile sources available nowadays are typically expensive, fallible, and volu-
minous. It is possible to extend the electronic and optic concepts, for the THz 
radiation with millimetric and micrometric wavelength, respectively. However, 
the use of electronic in the THz range needs small circuits and high-frequency 
cutoff, while optical requests deal with the dimensions necessaries to work in the 
THz range [1].

Electronic has been one of the most advanced technologies applied in the 
modern life, being imperative to extend the electronic concepts such as resistance, 
diode, and transistor to operate in the THz range with the aim to fill the so-called 
THz gap by small, efficient, and low-cost technologies. The use of electronic devices 
in THz implies both high carriers’ mobility and short flight time of carriers between 
electrodes. The nanodevices are one of the most promising alternatives to the 
development of the THz technology. Recently, the semiconductor nanodevices have 
been employed for the generation and detection of THz radiation [1–6] showing an 
enormous potential for their application.
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1. Introduction

The terahertz frequency range of the electromagnetic spectrum represents 
a technology gap between the electronic and optical well-stabilized technolo-
gies. Thus, the obtention of systems designed to generate, detect, and process 
THz radiation still is of scientific attention by the full of potential applications. 
Meanwhile sources available nowadays are typically expensive, fallible, and volu-
minous. It is possible to extend the electronic and optic concepts, for the THz 
radiation with millimetric and micrometric wavelength, respectively. However, 
the use of electronic in the THz range needs small circuits and high-frequency 
cutoff, while optical requests deal with the dimensions necessaries to work in the 
THz range [1].

Electronic has been one of the most advanced technologies applied in the 
modern life, being imperative to extend the electronic concepts such as resistance, 
diode, and transistor to operate in the THz range with the aim to fill the so-called 
THz gap by small, efficient, and low-cost technologies. The use of electronic devices 
in THz implies both high carriers’ mobility and short flight time of carriers between 
electrodes. The nanodevices are one of the most promising alternatives to the 
development of the THz technology. Recently, the semiconductor nanodevices have 
been employed for the generation and detection of THz radiation [1–6] showing an 
enormous potential for their application.
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A wide variety of physics phenomena has been used to generate THz radiation 
by the manipulation of materials systems. THz radiation generation technology can 
be roughly classified into two categories: photonic and electronic. Phenomena such 
as the photo-Dember effect [2], Gunn oscillations [3], quantum cascade lasers [4], 
and difference-frequency mixing in nonlinear crystals [5] have been used to gener-
ate THz through the electronic approach. In these techniques, the semiconductor 
material has a crucial role, and its properties can be further improved by the use 
of nanostructures. On the other hand, the most applied THz detectors are classi-
fied into bolometers and photoconductors. The widely used bolometer is based on 
temperature variations caused by THz radiation absorption [6].

Important challenges arouse in the development of novel semiconductor 
nanodevices tuned in THz range to be operated at room temperature (RT). The 
nanodevice performance at 300 K is reduced principally for the high-impedance 
nature of this type of technology and the low carrier mobility. In order to improve 
the RT properties of nanotechnology semiconductor devices, very sophisticate 
deposition technology has been used where the layer thickness must be controlled 
as thin as less than one monolayer.

Molecular beam epitaxy (MBE) has been one of the most popular techniques 
to the fabrication of semiconductor nanostructures used in the development 
and improvement of nanodevices, achieving faster and efficient electronic 
and optoelectronic devices like solid-state lasers [7], solar cells [8], and high-
electron-mobility transistors (HEMTs) [9]. MBE has allowed the expansion 
of low-dimensional semiconductor systems, where carriers are restricted to 
move into two, one, or zero spatial dimensions, becoming an attractive field for 
researchers due to the possibility to obtain quantum effects that are promisors 
to fill the so-called THz gap. For example, quantum dots (zero-dimensional 
restriction) are capable to emit radiation in the THz region as result of their 
energy states, which depend on its physical dimensions and act as recombina-
tion centers for carriers generated in the GaAs layers within the structure when 
they are exited with a femtosecond optical pump at 800 nm [10]. Additionally, 
MBE allows for the construction of semiconductor structures with atomically 
abrupt and flat interfaces that in conjunction with band-structure engineering 
permit the obtention of high-purity heterostructures embedding a two-dimen-
sional electron gas (2DEG) [11]. In the heterostructures with 2DEG, carriers are 
confined to a very narrow layer of thickness smaller than De Broglie wavelength 
which can travel without scattering caused principally by impurities. The large 
mean free path of electrons in 2DEG is translated into high mobility in the order 
of 14.4 × 106 cm2/Vs at low temperature. This high mobility is not possible to be 
obtained in traditional bulk materials [12].

The use of the modulation-doped semiconductor heterostructures with high-
mobility electrons confined to two dimensions in field-effect transistors originated 
the so-called high-electron-mobility transistor (HEMT). In these devices, the low-
temperature mobility was improved over time, leading to innovations in solid-state 
physics, high frequency, and low-noise electronics [9, 12]. The speed of transistors 
has been increased over time. HEMTs have demonstrated the highest frequency 
of operation over 1.5 THz when a combination of techniques such as reducing gate 
length, material purity, and doping schemes are used in their fabrication [11–13].

High carrier mobility can be proportionated by the appropriate design of 
modulation-doped heterostructure, where the 2DEG is present. Short flight 
time of carriers between electrodes is originated by size miniaturization where 
semiconductor devices enter into the ballistic transport regime, allowing them 
to be used in high-speed applications. Nevertheless, the current miniaturization 
technology reaches nanometric dimensions where the extent of surface atoms on 
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semiconductor materials represents an important percent of the whole device, mak-
ing the performance of the nanodevices be affected by these outmost atoms. Surface 
physics plays an important role for the functioning and performance of semicon-
ductor nanodevices, being imperative to understand and predict how surface states, 
surface charge, and near-surface depletion regions can be manipulated in order to 
engineer nanoscale devices designed to operate at THz frequencies.

1.1 The semiconductor surface

The characteristics and properties that characterize a semiconductor material 
such as carrier concentration, band structure, or bandgap result from assuming that 
translational symmetry of infinite bulk crystal is present in all the material volume. 
However, when the three-dimensional symmetry in the occurrence of a surface is 
interrupted, it makes the bulk assumptions inadequate. Therefore, to understand 
the mode that surface properties can be manipulated to produce nanodevices 
capable to operate at THz range, it is necessary to understand the different behavior 
adopted by the surface and the effects over the whole semiconductor characteristics.

The sudden termination of the translational symmetry of the crystal lattice at surface 
originates surface atoms with unpaired electrons. In Figure 1(a) the ideal surface atomic 
arrange is exhibited. In this case, the topmost atomic bonds of surface atoms acquire the 
same configuration than bulk atoms, in a perfectly periodic two-dimensional surface. 
The surface bonds assume that lattice cell keeps repeating such if a virtual lattice is 
deposited above them. Atoms in an ideal surface present similar properties than those 
atoms from beneath layers in the bulk structure, exhibiting the condition of flat band, 
where the conduction band (EC) and valence band (EV) have the same energy position 
contrasted with the bulk region. This state is illustrated in Figure 1(b).

The ideal surface is not usually exhibited in III–V semiconductors because free 
surface bonds involve excessively high-energy states. Surface bonds use both mecha-
nisms to reduce energy: surface reconstructions and reaction with atoms in the 
atmosphere, usually oxygen. After, the three-dimensional symmetry of surface lat-
tice is changed in the last nanometers. This condition is schematized in Figure 2(a).  
Surface reconstruction and surface reactions produce electronic states. These states 
have no equivalent in the band structure of the bulk crystal. Consequently, in real 
surface the existence of surface states NS should be considered, positioned inside the 
semiconductor bandgap, which generally serve as traps for free carriers.

The presence of NS, sometimes called midgap states, at surface causes important 
effects on the carrier’s distribution and Fermi-level (EF) position relative to the EC 

Figure 1. 
Ideal surface representation of (a) crystal structure and (b) band diagram.
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A wide variety of physics phenomena has been used to generate THz radiation 
by the manipulation of materials systems. THz radiation generation technology can 
be roughly classified into two categories: photonic and electronic. Phenomena such 
as the photo-Dember effect [2], Gunn oscillations [3], quantum cascade lasers [4], 
and difference-frequency mixing in nonlinear crystals [5] have been used to gener-
ate THz through the electronic approach. In these techniques, the semiconductor 
material has a crucial role, and its properties can be further improved by the use 
of nanostructures. On the other hand, the most applied THz detectors are classi-
fied into bolometers and photoconductors. The widely used bolometer is based on 
temperature variations caused by THz radiation absorption [6].

Important challenges arouse in the development of novel semiconductor 
nanodevices tuned in THz range to be operated at room temperature (RT). The 
nanodevice performance at 300 K is reduced principally for the high-impedance 
nature of this type of technology and the low carrier mobility. In order to improve 
the RT properties of nanotechnology semiconductor devices, very sophisticate 
deposition technology has been used where the layer thickness must be controlled 
as thin as less than one monolayer.

Molecular beam epitaxy (MBE) has been one of the most popular techniques 
to the fabrication of semiconductor nanostructures used in the development 
and improvement of nanodevices, achieving faster and efficient electronic 
and optoelectronic devices like solid-state lasers [7], solar cells [8], and high-
electron-mobility transistors (HEMTs) [9]. MBE has allowed the expansion 
of low-dimensional semiconductor systems, where carriers are restricted to 
move into two, one, or zero spatial dimensions, becoming an attractive field for 
researchers due to the possibility to obtain quantum effects that are promisors 
to fill the so-called THz gap. For example, quantum dots (zero-dimensional 
restriction) are capable to emit radiation in the THz region as result of their 
energy states, which depend on its physical dimensions and act as recombina-
tion centers for carriers generated in the GaAs layers within the structure when 
they are exited with a femtosecond optical pump at 800 nm [10]. Additionally, 
MBE allows for the construction of semiconductor structures with atomically 
abrupt and flat interfaces that in conjunction with band-structure engineering 
permit the obtention of high-purity heterostructures embedding a two-dimen-
sional electron gas (2DEG) [11]. In the heterostructures with 2DEG, carriers are 
confined to a very narrow layer of thickness smaller than De Broglie wavelength 
which can travel without scattering caused principally by impurities. The large 
mean free path of electrons in 2DEG is translated into high mobility in the order 
of 14.4 × 106 cm2/Vs at low temperature. This high mobility is not possible to be 
obtained in traditional bulk materials [12].

The use of the modulation-doped semiconductor heterostructures with high-
mobility electrons confined to two dimensions in field-effect transistors originated 
the so-called high-electron-mobility transistor (HEMT). In these devices, the low-
temperature mobility was improved over time, leading to innovations in solid-state 
physics, high frequency, and low-noise electronics [9, 12]. The speed of transistors 
has been increased over time. HEMTs have demonstrated the highest frequency 
of operation over 1.5 THz when a combination of techniques such as reducing gate 
length, material purity, and doping schemes are used in their fabrication [11–13].

High carrier mobility can be proportionated by the appropriate design of 
modulation-doped heterostructure, where the 2DEG is present. Short flight 
time of carriers between electrodes is originated by size miniaturization where 
semiconductor devices enter into the ballistic transport regime, allowing them 
to be used in high-speed applications. Nevertheless, the current miniaturization 
technology reaches nanometric dimensions where the extent of surface atoms on 
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semiconductor materials represents an important percent of the whole device, mak-
ing the performance of the nanodevices be affected by these outmost atoms. Surface 
physics plays an important role for the functioning and performance of semicon-
ductor nanodevices, being imperative to understand and predict how surface states, 
surface charge, and near-surface depletion regions can be manipulated in order to 
engineer nanoscale devices designed to operate at THz frequencies.

1.1 The semiconductor surface

The characteristics and properties that characterize a semiconductor material 
such as carrier concentration, band structure, or bandgap result from assuming that 
translational symmetry of infinite bulk crystal is present in all the material volume. 
However, when the three-dimensional symmetry in the occurrence of a surface is 
interrupted, it makes the bulk assumptions inadequate. Therefore, to understand 
the mode that surface properties can be manipulated to produce nanodevices 
capable to operate at THz range, it is necessary to understand the different behavior 
adopted by the surface and the effects over the whole semiconductor characteristics.

The sudden termination of the translational symmetry of the crystal lattice at surface 
originates surface atoms with unpaired electrons. In Figure 1(a) the ideal surface atomic 
arrange is exhibited. In this case, the topmost atomic bonds of surface atoms acquire the 
same configuration than bulk atoms, in a perfectly periodic two-dimensional surface. 
The surface bonds assume that lattice cell keeps repeating such if a virtual lattice is 
deposited above them. Atoms in an ideal surface present similar properties than those 
atoms from beneath layers in the bulk structure, exhibiting the condition of flat band, 
where the conduction band (EC) and valence band (EV) have the same energy position 
contrasted with the bulk region. This state is illustrated in Figure 1(b).

The ideal surface is not usually exhibited in III–V semiconductors because free 
surface bonds involve excessively high-energy states. Surface bonds use both mecha-
nisms to reduce energy: surface reconstructions and reaction with atoms in the 
atmosphere, usually oxygen. After, the three-dimensional symmetry of surface lat-
tice is changed in the last nanometers. This condition is schematized in Figure 2(a).  
Surface reconstruction and surface reactions produce electronic states. These states 
have no equivalent in the band structure of the bulk crystal. Consequently, in real 
surface the existence of surface states NS should be considered, positioned inside the 
semiconductor bandgap, which generally serve as traps for free carriers.

The presence of NS, sometimes called midgap states, at surface causes important 
effects on the carrier’s distribution and Fermi-level (EF) position relative to the EC 

Figure 1. 
Ideal surface representation of (a) crystal structure and (b) band diagram.
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and EV near the surface. The NS position inside the bandgap offers low energy levels 
in comparison with EC and EV for carriers, and two types of NS can be recognized 
according to the charge that is acquired when occupied. Donor-type surface state 
is obtained when Ns exhibited a positive charge after filled in. On the other hand, 
acceptor-type surface states are obtained if filled by electrons [14].

In n-type semiconductor, when electrons migrate from their hypothetical bulk 
positions toward the acceptor-like NS, two phenomena occur. First, the ionized host 
atoms lead to the formation of a depletion region, DL, with a space charge layer. The 
charge neutrality principle is accomplished when a charge accumulation in a thin 
region of the surface, nSS, is created by the filling of the NS. This redistribution of 
charge is governed by Poisson’s equation [15, 16], propitiating the formation of a 
built-in electric field (ES) and a voltage (VS) close to the surface related by

   V  S   =  E  S      D  L   ___ 2  .  (1)

The existence of NS in the bandgap produces the so-called effects of Fermi-level 
pinning and the band bending at surface by the formation of a surface barrier with 
height of Φ = qVS.

With the purpose to avoid surface effects, a lot of methods have been employed, 
e.g., altering the chemical composition of the surface modifies the energy of the 
NS [16]. It is crucial to recall that band bending is produced by nSS accumulated 
at semiconductor-environment interface, being possible to modulate the charge 
density at surface by illumination that would generate electron-hole pairs, which 
are recombined at surface. Another form to modulate the carrier’s population in NS 
is by applying an electric field that will exert a selective attraction/repulsion process 
over the carriers. Accordingly, in surface state engineering, it is imperative to under-
stand and predict how NS, nSS, and DL can be manipulated in order to engineer 
nanoscale devices capable to operate in the THz region.

2. The self-switching diode

The THz systems for detection are roughly divided into two groups according 
to the detection of amplitude and phase (coherent heterodyne systems) or only 
amplitude of the signal (noncoherent forward detection systems). The most applied 

Figure 2. 
Real surface representation of (a) crystal structure with surface atom reconstruction and reaction. (b) Band 
diagram with surface state effect.
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THz detectors are the bolometers, Schottky barrier diodes, pair-braking detectors, 
hot electron mixers, and field-effect transistors [17]. Special interest in detector 
lies in the diode concept, since it is one of the more useful components in electronic 
engineering, allowing current flow only in one direction.

The diode concept has a very large variety of applications that stimulate the 
application of semiconductors in electronics. Nevertheless, the cut-off frequency is 
still under improvements today. For THz detection, ultrafast metal-insulator-metal 
(MIM) and metal-insulator-insulator-metal (MIIM) tunnel barriers or p-n semicon-
ductor junctions (reverse Esaki tunnel diodes) have been used [18, 19]. Nonetheless, 
they show low rectification capacity due to their poor diode-like behavior.

One alternative to get a diode device able to operate in the THz regimen is the 
self-switching diode (SSD) which was first proposed and developed by Song [20]; this 
device is schematized in Figure 3(a). The properties and performance of the SSD are 
dependent on both the characteristics of the heterostructure and the grooves etched 
on it. First, the two-dimensional electron gas (2DEG) created in the heterostructure 
and illustrated in Figure 3(b) is the core of the SSD device, and it is possible to 
increase the mobility by an adequate layer sequence design. The modulation-doped 
heterostructures are an excellent example of the importance of the 2DEG proper-
ties, since they lead to the development of the high-mobility devices such as the 
HEMT. The second important element in the SSD structure is the insulating grooves, 
which can be realized by standard electron beam lithography and wet etching [20].

Due to the groove fabrication process, the symmetry of the crystal structure 
in the trenches wall is broken, creating NS. The filling process of NS produces the 
formation of a lateral nSS in the trench walls and therefore a DL inside the nanochan-
nel. The working principle of the SSD is the modulation of the lateral nSS by the bias 
applied in the ohmic contacts of the device. The current only flows when the anode 
contact has a positive voltage value with respect to the cathode contact and the 
grooves force the current to flux only by the nanochannel. In the SSD fabrication 
process, only one step of lithography is necessary, reducing the cost of production 
and the use of complex mask alignment steeps [21].

The SSD device has been demonstrated using heterostructures where the 2DEG 
is presented such as systems based on InAlAs/InGaAs and AlGaAs/GaAs multilayer 
structures [21, 22]. The working principle of the device is not dependent on the 
2DEG properties, allowing to be fabricated in bulk materials like silicon [23] and 
transparent semiconductors like ZnO and indium tin oxide (ITO) [24, 25], and 
graphene-based SSD has been also demonstrated [26]. Those devices have exhibited 

Figure 3. 
(a) Self-switching diode layout structure, based on a 2DEG-containing heterostructure. (b) Top view of two-
dimensional SSD L-shape topology. The parameters and the nomenclature to define the L-shape SSD geometry 
are channel length L, channel width W, vertical WV, and horizontal WH groove thickness.
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and EV near the surface. The NS position inside the bandgap offers low energy levels 
in comparison with EC and EV for carriers, and two types of NS can be recognized 
according to the charge that is acquired when occupied. Donor-type surface state 
is obtained when Ns exhibited a positive charge after filled in. On the other hand, 
acceptor-type surface states are obtained if filled by electrons [14].

In n-type semiconductor, when electrons migrate from their hypothetical bulk 
positions toward the acceptor-like NS, two phenomena occur. First, the ionized host 
atoms lead to the formation of a depletion region, DL, with a space charge layer. The 
charge neutrality principle is accomplished when a charge accumulation in a thin 
region of the surface, nSS, is created by the filling of the NS. This redistribution of 
charge is governed by Poisson’s equation [15, 16], propitiating the formation of a 
built-in electric field (ES) and a voltage (VS) close to the surface related by

   V  S   =  E  S      D  L   ___ 2  .  (1)

The existence of NS in the bandgap produces the so-called effects of Fermi-level 
pinning and the band bending at surface by the formation of a surface barrier with 
height of Φ = qVS.

With the purpose to avoid surface effects, a lot of methods have been employed, 
e.g., altering the chemical composition of the surface modifies the energy of the 
NS [16]. It is crucial to recall that band bending is produced by nSS accumulated 
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density at surface by illumination that would generate electron-hole pairs, which 
are recombined at surface. Another form to modulate the carrier’s population in NS 
is by applying an electric field that will exert a selective attraction/repulsion process 
over the carriers. Accordingly, in surface state engineering, it is imperative to under-
stand and predict how NS, nSS, and DL can be manipulated in order to engineer 
nanoscale devices capable to operate in the THz region.

2. The self-switching diode

The THz systems for detection are roughly divided into two groups according 
to the detection of amplitude and phase (coherent heterodyne systems) or only 
amplitude of the signal (noncoherent forward detection systems). The most applied 

Figure 2. 
Real surface representation of (a) crystal structure with surface atom reconstruction and reaction. (b) Band 
diagram with surface state effect.
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THz detectors are the bolometers, Schottky barrier diodes, pair-braking detectors, 
hot electron mixers, and field-effect transistors [17]. Special interest in detector 
lies in the diode concept, since it is one of the more useful components in electronic 
engineering, allowing current flow only in one direction.

The diode concept has a very large variety of applications that stimulate the 
application of semiconductors in electronics. Nevertheless, the cut-off frequency is 
still under improvements today. For THz detection, ultrafast metal-insulator-metal 
(MIM) and metal-insulator-insulator-metal (MIIM) tunnel barriers or p-n semicon-
ductor junctions (reverse Esaki tunnel diodes) have been used [18, 19]. Nonetheless, 
they show low rectification capacity due to their poor diode-like behavior.

One alternative to get a diode device able to operate in the THz regimen is the 
self-switching diode (SSD) which was first proposed and developed by Song [20]; this 
device is schematized in Figure 3(a). The properties and performance of the SSD are 
dependent on both the characteristics of the heterostructure and the grooves etched 
on it. First, the two-dimensional electron gas (2DEG) created in the heterostructure 
and illustrated in Figure 3(b) is the core of the SSD device, and it is possible to 
increase the mobility by an adequate layer sequence design. The modulation-doped 
heterostructures are an excellent example of the importance of the 2DEG proper-
ties, since they lead to the development of the high-mobility devices such as the 
HEMT. The second important element in the SSD structure is the insulating grooves, 
which can be realized by standard electron beam lithography and wet etching [20].

Due to the groove fabrication process, the symmetry of the crystal structure 
in the trenches wall is broken, creating NS. The filling process of NS produces the 
formation of a lateral nSS in the trench walls and therefore a DL inside the nanochan-
nel. The working principle of the SSD is the modulation of the lateral nSS by the bias 
applied in the ohmic contacts of the device. The current only flows when the anode 
contact has a positive voltage value with respect to the cathode contact and the 
grooves force the current to flux only by the nanochannel. In the SSD fabrication 
process, only one step of lithography is necessary, reducing the cost of production 
and the use of complex mask alignment steeps [21].

The SSD device has been demonstrated using heterostructures where the 2DEG 
is presented such as systems based on InAlAs/InGaAs and AlGaAs/GaAs multilayer 
structures [21, 22]. The working principle of the device is not dependent on the 
2DEG properties, allowing to be fabricated in bulk materials like silicon [23] and 
transparent semiconductors like ZnO and indium tin oxide (ITO) [24, 25], and 
graphene-based SSD has been also demonstrated [26]. Those devices have exhibited 
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(a) Self-switching diode layout structure, based on a 2DEG-containing heterostructure. (b) Top view of two-
dimensional SSD L-shape topology. The parameters and the nomenclature to define the L-shape SSD geometry 
are channel length L, channel width W, vertical WV, and horizontal WH groove thickness.
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Figure 4. 
(a) Layer sequence of the heterostructure analyzed in this work [20]. (b) 1D analysis of conduction band edge 
energy diagram of the structure at room temperature. The red line indicates Fermi-level position.

the ability to detect extremely weak signals without applied bias [27, 28]; their high 
sensitivity [29] and their capability to operate in the terahertz regime [27, 30] make 
the SSD concept a rewarding tool that has opened a broad range of applications that 
support the THz gap filling.

2.1 Simulation analysis details

The SSD schematized in Figure 3 represents a real device where it is appreciated 
that basically the SSD is made with two L-shape grooves etched on a heterostructure 
with a 2DEG. Hence, it is possible to analyze the SSD performance from two points 
of view: the heterostructure (one-dimensional) and the groove (two-dimensional) 
geometry in order to avoid three-dimensional numerical analysis required to 
simulate the electrical behavior of the SSD device.

The heterostructure component of the SSD can be modeled by Schrödinger-
Poisson equation, considering the material and layer sequence in order to get the 
band profile and calculate the electron distribution in the samples [16]. This type 
of analysis is useful to determinate the properties of a 2DEG in the heterostructure, 
which gives the carriers high mobility required to operate in THz. Figure 4(a) 
shows the layer sequence of an InGaAs-/InAlAs-based heterostructure, for which 
the SSD concept has been experimentally proved [20]. The sequence, material, and 
thickness of each layer are used as input parameters of the 1D model, else the delta 
doping (δ-doping) concentration.

Figure 4(b) exhibits the 1D simulation output; the profile of the conduction 
band of the heterostructure of Figure 4(a) is plotted. As observed in the simula-
tion, at the interface InGaAs/InAlAs, the EC bends toward energies under the Fermi 
level producing a triangular quantum well with one allowed energy state (E1). 
When electrons populate the E1 sub-level, electrons can move freely along two 
dimensions. Thus, the electrons are confined within a 2D sheet embedded in a 3D 
heterostructure. High concentration and high mobility are exhibited by the elec-
trons trapped in the triangular quantum well, making the heterostructure suitable 
for THz devices.

With the aim of determining the SSD current-voltage behavior (I-V), we 
employed a commercial physically based device simulator in two-dimensional 
mode, similar to that reported for 2DEG-based InGaAs SSD and silicon-on-
insulator structures [23, 30, 31]. In this model, only the 2DEG layer geometry 
resulted after the lithography process is analyzed. This type of numerical analysis 
requires a 2DEG input, where the top view of the SSD and electrical properties of 
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the 2DEG are considered as simulation inputs. The SSD layout of Figure 3(b) is the 
schematic top view of an L-shape SSD, showing the geometrical frameworks used 
in the simulation. The electrodes shown in Figure 3 have been labeled as anode and 
cathode according to the convention that in the ideal diode, the carriers flow from 
anode to cathode.

The background doping and the electron mobility of the 2DEG samples 
utilized in the simulation were 1 × 1017 cm−3 and 12,000 cm2 V−1 s−1, respectively, 
under no impurity scattering. The dielectric material filling the grooves was air 
(εr = 1), inducing a surface charge density of nSS = 0.4 × 1012 cm−2. The contact 
resistivity used in the simulation process was 1 × 10−8 Ω cm2, which is similar to 
standards that exist for THz devices [32]. Finally, the energy balance model at 
300 K was used. The model was employed to perform a systematic geometrical 
analysis and comparing different types of self-switching structures directed to 
provide an enabling technology for energy harvesting in the terahertz region. 
Since the self-switching diodes combine size and electronic transport property 
effects, the performance of different SSD was analyzed and optimized by chang-
ing their shape configuration.

2.2 Self-switching diode working principle

The key to understand the DC performance of the SSD lies on the modulation 
of the nss inside the NS by the built-in electric field, producing a modification in 
the DL along the nanochannel. In this way, some authors indicate that the SSD can 
be understood as a two-dimensional field-effect transistor with gate and drain 
short circuited where flanges act as a double lateral-gate terminal [28, 33]. The 
principal mechanism that controls the carrier transport of the SSD is explained in 
terms of the free carriers that can participate in conduction phenomena and travel 
through the nanochannel [22]. To expose the SSD performance and their rectifying 
nature, it is necessary to explore the L-shape device shown in Figure 5(a) used as 
simulation input parameter and termed as the reference geometry. The result of the 
numerical study is the electron-charge distribution along the 2DEG plane illus-
trated in Figure 5(b) when both electrodes are unbiased.

With no applied bias, simulations show a drastic reduction of the background 
carrier density inside the nanochannel as a consequence of the electron filling of 
the NS created at groove walls. Carrier density decays from the background rate 
(1 × 1017 cm−3, in orange-red color) to 1014 cm−3 (cyan color) along the length 
of the nanochannel and decreases steadily closer to the groove walls, remaining 

Figure 5. 
(a) Top view schematic representation of the proposed L-shape self-switching nanochannels. (b) Electron 
charge distribution along the 2DEG plane inside the nanostructures under zero bias.
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Figure 4. 
(a) Layer sequence of the heterostructure analyzed in this work [20]. (b) 1D analysis of conduction band edge 
energy diagram of the structure at room temperature. The red line indicates Fermi-level position.

the ability to detect extremely weak signals without applied bias [27, 28]; their high 
sensitivity [29] and their capability to operate in the terahertz regime [27, 30] make 
the SSD concept a rewarding tool that has opened a broad range of applications that 
support the THz gap filling.

2.1 Simulation analysis details

The SSD schematized in Figure 3 represents a real device where it is appreciated 
that basically the SSD is made with two L-shape grooves etched on a heterostructure 
with a 2DEG. Hence, it is possible to analyze the SSD performance from two points 
of view: the heterostructure (one-dimensional) and the groove (two-dimensional) 
geometry in order to avoid three-dimensional numerical analysis required to 
simulate the electrical behavior of the SSD device.

The heterostructure component of the SSD can be modeled by Schrödinger-
Poisson equation, considering the material and layer sequence in order to get the 
band profile and calculate the electron distribution in the samples [16]. This type 
of analysis is useful to determinate the properties of a 2DEG in the heterostructure, 
which gives the carriers high mobility required to operate in THz. Figure 4(a) 
shows the layer sequence of an InGaAs-/InAlAs-based heterostructure, for which 
the SSD concept has been experimentally proved [20]. The sequence, material, and 
thickness of each layer are used as input parameters of the 1D model, else the delta 
doping (δ-doping) concentration.

Figure 4(b) exhibits the 1D simulation output; the profile of the conduction 
band of the heterostructure of Figure 4(a) is plotted. As observed in the simula-
tion, at the interface InGaAs/InAlAs, the EC bends toward energies under the Fermi 
level producing a triangular quantum well with one allowed energy state (E1). 
When electrons populate the E1 sub-level, electrons can move freely along two 
dimensions. Thus, the electrons are confined within a 2D sheet embedded in a 3D 
heterostructure. High concentration and high mobility are exhibited by the elec-
trons trapped in the triangular quantum well, making the heterostructure suitable 
for THz devices.

With the aim of determining the SSD current-voltage behavior (I-V), we 
employed a commercial physically based device simulator in two-dimensional 
mode, similar to that reported for 2DEG-based InGaAs SSD and silicon-on-
insulator structures [23, 30, 31]. In this model, only the 2DEG layer geometry 
resulted after the lithography process is analyzed. This type of numerical analysis 
requires a 2DEG input, where the top view of the SSD and electrical properties of 
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the 2DEG are considered as simulation inputs. The SSD layout of Figure 3(b) is the 
schematic top view of an L-shape SSD, showing the geometrical frameworks used 
in the simulation. The electrodes shown in Figure 3 have been labeled as anode and 
cathode according to the convention that in the ideal diode, the carriers flow from 
anode to cathode.

The background doping and the electron mobility of the 2DEG samples 
utilized in the simulation were 1 × 1017 cm−3 and 12,000 cm2 V−1 s−1, respectively, 
under no impurity scattering. The dielectric material filling the grooves was air 
(εr = 1), inducing a surface charge density of nSS = 0.4 × 1012 cm−2. The contact 
resistivity used in the simulation process was 1 × 10−8 Ω cm2, which is similar to 
standards that exist for THz devices [32]. Finally, the energy balance model at 
300 K was used. The model was employed to perform a systematic geometrical 
analysis and comparing different types of self-switching structures directed to 
provide an enabling technology for energy harvesting in the terahertz region. 
Since the self-switching diodes combine size and electronic transport property 
effects, the performance of different SSD was analyzed and optimized by chang-
ing their shape configuration.

2.2 Self-switching diode working principle

The key to understand the DC performance of the SSD lies on the modulation 
of the nss inside the NS by the built-in electric field, producing a modification in 
the DL along the nanochannel. In this way, some authors indicate that the SSD can 
be understood as a two-dimensional field-effect transistor with gate and drain 
short circuited where flanges act as a double lateral-gate terminal [28, 33]. The 
principal mechanism that controls the carrier transport of the SSD is explained in 
terms of the free carriers that can participate in conduction phenomena and travel 
through the nanochannel [22]. To expose the SSD performance and their rectifying 
nature, it is necessary to explore the L-shape device shown in Figure 5(a) used as 
simulation input parameter and termed as the reference geometry. The result of the 
numerical study is the electron-charge distribution along the 2DEG plane illus-
trated in Figure 5(b) when both electrodes are unbiased.

With no applied bias, simulations show a drastic reduction of the background 
carrier density inside the nanochannel as a consequence of the electron filling of 
the NS created at groove walls. Carrier density decays from the background rate 
(1 × 1017 cm−3, in orange-red color) to 1014 cm−3 (cyan color) along the length 
of the nanochannel and decreases steadily closer to the groove walls, remaining 

Figure 5. 
(a) Top view schematic representation of the proposed L-shape self-switching nanochannels. (b) Electron 
charge distribution along the 2DEG plane inside the nanostructures under zero bias.
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homogenous all along the L-shape channel, as it is displayed by Figure 6(b). In 
other words, the DL created inside the nanochannel limits the free carriers available 
to participate in conduction phenomena defining high-resistive or not conductive 
nanochannel.

For reverse bias (V = −0.5 V in the anode, while cathode is set to ground), the 
charge depletion effects are enhanced along the channel due to the transversal 
electric field that appears at the groove walls, lowering the carrier density inside 
channels, according to Figure 6(a). For reverse state, the DL inside the nanochannel 
is raised by two orders of magnitude in comparison with the zero-bias case, making 
a pinch-off condition that prevents any current to flow along the nanochannel due 
to the lack of carriers. However, reverse current can be established when the bias is 
high enough to overcome the lateral depletion effects.

Figure 6(b) displays the carrier distribution at V = +0.5 V for the reference 
L-shape SSD as forward bias which is settled when a positive voltage is applied 
to the anode. Under forward polarization the nSS in the NS of the SSD trenches is 
deflated, reducing the DL inside the nanochannel. On this condition, the carrier 
density increases several orders of magnitude (∼1015 cm−3), close to the background 
concentration when the DL is reduced by the transversal electric field. The electron 
transport along the channel is possible at this condition by the intensifications of 
the free carrier concentration.

The analysis of the carrier distribution along the 2DEG, where the SSD has been 
fabricated in addition with the extension/modulation of the DL inside the nano-
channel, indicates that it is possible to control the current flux that travels between 
electrodes by controlling the free carrier inside the nanochannel. This modulation is 
originated by the sign of the applied voltage in the anode, making the SSD a recti-
fier element capable to operate in the THz region by the high-mobility nature of 
the 2DEG of the heterostructure where the nanometric dimensions of the L-shape 
grooves are lithographed.

In DC injection mode, the performance of a rectifier element can be simply 
analyzed by the nonlinearity of their current-voltage curve, the threshold voltage 
(VTH), and the leakage current present in reverse bias. These properties can be 
examined by the DL width inside the nanochannel. The zero-bias simulations indi-
cate that there is a minimum carrier concentration, which propitiates the formation 
of the DL necessary to be modulated by the applied bias, being dependent of the 
groove fabrication process and the nanochannel shape, especially.

Therefore, in the SSD initial design, it is mandatory to achieve a nanochannel 
with the appropriated carrier concentration at 0 V. As it is going to be analyzed 

Figure 6. 
Electron density distribution (logarithmic scale) for the SSD with the geometry depicted in Figure 5(a) at (a) 
V = −0.5 (reverse bias) and (b) V = 0.5 (forward condition).
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in the following sections, the nanochannel shape, width, and length ensure that 
the SSD exhibits diode-like behavior and would provide an estimation of the VTH 
necessary to turn on the conduction of the SSD. Nevertheless, the NS are difficult 
to control in a desire range though they can vary considerably depending on the 
L-shape groove fabrication techniques such as etching methods, leading to crucial 
effects on the DC and AC performance of the SSD device.

According to surface physics, the nSS agglomerated in the interface semicon-
ductor environment is a manifestation of NS. The SSD fabrication determines the 
available surface states. When the device processing augments the NS density, more 
electrons will be used to fill these states, magnifying the DL inside the nanochannel. 
Therefore, the rise (reduction) of the nSS has the effect to decrease (increase) the 
free carriers’ density along the channel. Figure 7(a) exhibits the carrier distribu-
tion along the SSD device from the nanochannel calculated at 0 V when the nSS 
was varied from 0 to 0.5 × 1012 cm−2. It is clear to see that for the nSS = 0, there is 
not a modification in the free electron concentration along the channel, declining 
considerably for nSS > 0.35 × 1012 cm−2 and enhancing as nSS increases.

Hence, the carrier density inside the nanochannel and their modulation are used 
to propitiate the rectifier behavior of the SSD device. The current-voltage curve of 
the SSD-based structure (nSS = 0.4 × 1012 cm−2) is exhibited in Figure 7(b) where 
the diode typical I-V curve is presented. In the case of nSS = 0, the I-V is completely 
lineal; in other words, the absence of NS produces that the SSD works like a resis-
tor device. When the nSS = 0.35 × 1012 cm−2, the nonlinearity of the I-V curve is 
exhibited, with a VTH near to zero, a desired value for low-power signal detection. 
Nevertheless, in this case the reverse bias exhibits an important leakage current. 
For nSS > 0.35 × 1012 cm−2, the reverse current is removed notoriously, improving 
the diode-like performance, while an excessive nSS steps the VTH up, improving the 
nonlinearity and avoiding leakage current.

According to the simulation results, carrier density exhibited by the non-
polarized structure indicates that a minimum bias, or voltage threshold, is required 
in order to propitiate electron conduction. In that case, the lower the carrier con-
centration is, the higher the VTH results. For short DL length, low bias is required to 
turn the SSD on; nevertheless, an important leakage current is present. By modulat-
ing the dimensions of the depletion region inside the nanochannel, the L-shape 
SSDs are found to be suitable for detection of very weak signals, making the SSD 
concept an important tool in the development of high-frequency integrated circuits 
since it has been demonstrated that by choosing appropriate geometrical dimen-
sions, the rectification efficiency can be optimized [33, 34].

Figure 7. 
The effect of the surface charge density (nSS) on (a) the electron concentration along the device and in (b) the 
current-voltage characteristics.



Electromagnetic Materials and Devices

334

homogenous all along the L-shape channel, as it is displayed by Figure 6(b). In 
other words, the DL created inside the nanochannel limits the free carriers available 
to participate in conduction phenomena defining high-resistive or not conductive 
nanochannel.

For reverse bias (V = −0.5 V in the anode, while cathode is set to ground), the 
charge depletion effects are enhanced along the channel due to the transversal 
electric field that appears at the groove walls, lowering the carrier density inside 
channels, according to Figure 6(a). For reverse state, the DL inside the nanochannel 
is raised by two orders of magnitude in comparison with the zero-bias case, making 
a pinch-off condition that prevents any current to flow along the nanochannel due 
to the lack of carriers. However, reverse current can be established when the bias is 
high enough to overcome the lateral depletion effects.

Figure 6(b) displays the carrier distribution at V = +0.5 V for the reference 
L-shape SSD as forward bias which is settled when a positive voltage is applied 
to the anode. Under forward polarization the nSS in the NS of the SSD trenches is 
deflated, reducing the DL inside the nanochannel. On this condition, the carrier 
density increases several orders of magnitude (∼1015 cm−3), close to the background 
concentration when the DL is reduced by the transversal electric field. The electron 
transport along the channel is possible at this condition by the intensifications of 
the free carrier concentration.

The analysis of the carrier distribution along the 2DEG, where the SSD has been 
fabricated in addition with the extension/modulation of the DL inside the nano-
channel, indicates that it is possible to control the current flux that travels between 
electrodes by controlling the free carrier inside the nanochannel. This modulation is 
originated by the sign of the applied voltage in the anode, making the SSD a recti-
fier element capable to operate in the THz region by the high-mobility nature of 
the 2DEG of the heterostructure where the nanometric dimensions of the L-shape 
grooves are lithographed.

In DC injection mode, the performance of a rectifier element can be simply 
analyzed by the nonlinearity of their current-voltage curve, the threshold voltage 
(VTH), and the leakage current present in reverse bias. These properties can be 
examined by the DL width inside the nanochannel. The zero-bias simulations indi-
cate that there is a minimum carrier concentration, which propitiates the formation 
of the DL necessary to be modulated by the applied bias, being dependent of the 
groove fabrication process and the nanochannel shape, especially.

Therefore, in the SSD initial design, it is mandatory to achieve a nanochannel 
with the appropriated carrier concentration at 0 V. As it is going to be analyzed 
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Electron density distribution (logarithmic scale) for the SSD with the geometry depicted in Figure 5(a) at (a) 
V = −0.5 (reverse bias) and (b) V = 0.5 (forward condition).
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in the following sections, the nanochannel shape, width, and length ensure that 
the SSD exhibits diode-like behavior and would provide an estimation of the VTH 
necessary to turn on the conduction of the SSD. Nevertheless, the NS are difficult 
to control in a desire range though they can vary considerably depending on the 
L-shape groove fabrication techniques such as etching methods, leading to crucial 
effects on the DC and AC performance of the SSD device.

According to surface physics, the nSS agglomerated in the interface semicon-
ductor environment is a manifestation of NS. The SSD fabrication determines the 
available surface states. When the device processing augments the NS density, more 
electrons will be used to fill these states, magnifying the DL inside the nanochannel. 
Therefore, the rise (reduction) of the nSS has the effect to decrease (increase) the 
free carriers’ density along the channel. Figure 7(a) exhibits the carrier distribu-
tion along the SSD device from the nanochannel calculated at 0 V when the nSS 
was varied from 0 to 0.5 × 1012 cm−2. It is clear to see that for the nSS = 0, there is 
not a modification in the free electron concentration along the channel, declining 
considerably for nSS > 0.35 × 1012 cm−2 and enhancing as nSS increases.

Hence, the carrier density inside the nanochannel and their modulation are used 
to propitiate the rectifier behavior of the SSD device. The current-voltage curve of 
the SSD-based structure (nSS = 0.4 × 1012 cm−2) is exhibited in Figure 7(b) where 
the diode typical I-V curve is presented. In the case of nSS = 0, the I-V is completely 
lineal; in other words, the absence of NS produces that the SSD works like a resis-
tor device. When the nSS = 0.35 × 1012 cm−2, the nonlinearity of the I-V curve is 
exhibited, with a VTH near to zero, a desired value for low-power signal detection. 
Nevertheless, in this case the reverse bias exhibits an important leakage current. 
For nSS > 0.35 × 1012 cm−2, the reverse current is removed notoriously, improving 
the diode-like performance, while an excessive nSS steps the VTH up, improving the 
nonlinearity and avoiding leakage current.

According to the simulation results, carrier density exhibited by the non-
polarized structure indicates that a minimum bias, or voltage threshold, is required 
in order to propitiate electron conduction. In that case, the lower the carrier con-
centration is, the higher the VTH results. For short DL length, low bias is required to 
turn the SSD on; nevertheless, an important leakage current is present. By modulat-
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Figure 7. 
The effect of the surface charge density (nSS) on (a) the electron concentration along the device and in (b) the 
current-voltage characteristics.



Electromagnetic Materials and Devices

336

3. Self-switching diode design guidelines

In order to get a rectifier with cut-off in the THz region by the SSD device, it is 
important to follow design considerations that may improve the current rectifica-
tion with low VTH and optimize the SSD up for the best efficiency. These consider-
ations are related to the geometry-depletion region relationship between the SSD 
dimensions, shape, and the DL extension. In this section, we evaluate the rectifica-
tion performance of the L-shape SSD device in DC injection mode by a systematic 
analysis where the width, W; the length, L; and the vertical and horizontal trench 
width (WV and WH) of the channels are varied in order to get their effect on the 
I-V behavior of the device. The layout shown in Figure 5(a) defines the reference 
geometries where we have a varied chosen parameter, while the others were fixed.

The simulations were carried out in order to obtain the I-V curves of each geo-
metrical variation with the aim to evaluate the ability of channels to detect the 
electrical energy of low-voltage THz signals. On this way, the SSDs can be considered 
as square-law rectifiers that generate electrical power from the incoming THz radia-
tion. In order to understand the size effect on the detection, we use three criteria that 
define the performance of the SSD. Fist, differential resistance, RV, of the SSD can 
be found using the I-V response, key issue for determining the impedance matching 
between the channels and the signal acquisition system, and it is defined by

   R  V   =   (    dI ___ dV  |   
V=0

  )    
−1

    (2)

The nonlinearity (NV), which expresses the diode-like I-V curve behavior, can be 
determined by evaluating

   N  V   =      d   2  I ____ 
d  V   2 

  |   
V=0

  .  (3)

NV is a main issue for the performance of the rectifier because of higher nonlinear-
ity result in a larger DC output. The impact of RV and NV is resumed in the sensitivity, 
γ0, of the device, which is calculated by γ0 = NVRV. RV, NV, and γ0 are usually studied at 
zero bias, heeding the fact that detection must be performed with no feed bias [35].

3.1 Geometry dimension impact on I-V characteristics

In Figure 8(a) the effect of modification in the channel width (W) through 
I-V curves is presented. It is observed that when W is widened, VTH is reduced as a 
consequence of the spatial restriction of the electrons that could occupy the surface 
states inside the grooves in order to maintain charge neutrality. Large DL indicates 
high diode resistance and requires high voltage in order to deplete or drain the 
surface states, producing that RV goes from 143 MΩ to 233 kΩ when W is broadened 
from 60 to 80 nm, respectively.

According to Ohm’s law, the current is improved as the thickness W is widened 
by the reduction of RV. Therefore, by the design of the channel width, it is possible 
to control the SSD’s worth VTH and RV. Nevertheless, large W generates reverse 
current at low negative bias, and, as a result, the diode-like character disappears 
lowering γ0. Therefore, in order to avoid a reverse current flow and design for a low-
threshold voltage VTH device, it is necessary to consider the relationship between 
the surface charge and W [22, 30].

Figure 8(b) shows I-V characteristics of SSDs with several channel lengths, L, 
where it is appreciated that VTH shifts to lower voltages when L is reduced due to the 
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decrease in DL inside the nanochannel. Small DL length facilitates ballistic trans-
port; in the meantime that carrier’s mean free path is larger than the DL and reduces 
RV. For this case, when L is reduced from 1.5 to 0.5 μm induces a change on RV from 
1.3 MΩ to 423 kΩ. Nevertheless, the reduction of DL through the reduction of L 
favors the presence of an important leakage current for reverse bias, affecting the 
I-V nonlinearity and inducing a reduction in the sensitivity of the devices.

Therefore, for 2DEG-based SSD intended to work at THz frequencies, it is neces-
sary to reduce the carrier’s time of flight between electrodes, which can be achieved 
by improving the electron mobility of the 2DEG, the carrier’s mean free path 
getting better or shortening the L extension, considering that at THz frequencies 
the electron transport is in the ballistic regime [30]. To design a cost-effective SSD 
THz device, the election of the appropriated length L for the working frequency in 
function of the 2DEG mobility is mandatory, keeping γ0 as high as possible.

The impact of the geometrical dimensions on the I-V characteristic of the SSD 
was performed by the numeric analysis for all geometric parameters indicated in 
Figure 5(a), and it is resumed by the nominal sensitivity of the SSD in Figure 9(a). 
For example, the reduction of the W thickness increases the magnitude RV while 
weakens the rectifier performance of the SSD by the apparition of an important 
leakage current, indicating that the NV is reduced with this modification. The γ0 
reaches 37 V−1 for the narrower W of 60 nm, being reduced for wider W. On the 
other hand, the largest nanochannel length (L = 1.5 μm) originates that γ0 = 25 V−1, 
and conversely the sensitivity is reduced by the reduction of the nanochannel 
length, rendered in Figure 9(a).

The reduction of DL width and length is not the only mechanism to modify the 
DC performance of the SSD. Controlling the magnitude of the electric field that 
modulates electrons in the Ns would have the effect of improving the I-V behavior. 
In this task, both the vertical and horizontal width trenches (WV and WH, respec-
tively) are the main geometrical elements that can be used to achieve modulation of 
surface states. It was found that WV in the range of 5–50 nm did not affect the I-V 
performance of the SSD and consequentially the γ0 is constant for these modifica-
tions and being reduced with WV > 50 nm. On the other hand, small changes in WH 
affected strongly the DC performance of the SSD; meanwhile variation of WH from 
5 to 30 nm resulted in a variation of VTH from 0 to 0.2 V [33, 34], and γ0 is opti-
mized for WH = 30 nm. The effect of WV and WH trenches is seen in Figure 9(a).

The SSD ability to rectify signals in the THz region relies in the γ0 value, which 
can be improved for nanochannel geometry that exhibits long and wide DL, ampli-
fying RV and NV. Nevertheless, narrow W and large L sizes imply to enlarge the VTH. 

Figure 8. 
Current-voltage behavior of the L-shape SSD-based geometry when (a) the channel width (W) parameters are 
varied from 60 to 80 nm and (b) the channel length (L) is modified from 0.2 to 1.5 μm.
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3. Self-switching diode design guidelines

In order to get a rectifier with cut-off in the THz region by the SSD device, it is 
important to follow design considerations that may improve the current rectifica-
tion with low VTH and optimize the SSD up for the best efficiency. These consider-
ations are related to the geometry-depletion region relationship between the SSD 
dimensions, shape, and the DL extension. In this section, we evaluate the rectifica-
tion performance of the L-shape SSD device in DC injection mode by a systematic 
analysis where the width, W; the length, L; and the vertical and horizontal trench 
width (WV and WH) of the channels are varied in order to get their effect on the 
I-V behavior of the device. The layout shown in Figure 5(a) defines the reference 
geometries where we have a varied chosen parameter, while the others were fixed.

The simulations were carried out in order to obtain the I-V curves of each geo-
metrical variation with the aim to evaluate the ability of channels to detect the 
electrical energy of low-voltage THz signals. On this way, the SSDs can be considered 
as square-law rectifiers that generate electrical power from the incoming THz radia-
tion. In order to understand the size effect on the detection, we use three criteria that 
define the performance of the SSD. Fist, differential resistance, RV, of the SSD can 
be found using the I-V response, key issue for determining the impedance matching 
between the channels and the signal acquisition system, and it is defined by
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The nonlinearity (NV), which expresses the diode-like I-V curve behavior, can be 
determined by evaluating
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NV is a main issue for the performance of the rectifier because of higher nonlinear-
ity result in a larger DC output. The impact of RV and NV is resumed in the sensitivity, 
γ0, of the device, which is calculated by γ0 = NVRV. RV, NV, and γ0 are usually studied at 
zero bias, heeding the fact that detection must be performed with no feed bias [35].

3.1 Geometry dimension impact on I-V characteristics

In Figure 8(a) the effect of modification in the channel width (W) through 
I-V curves is presented. It is observed that when W is widened, VTH is reduced as a 
consequence of the spatial restriction of the electrons that could occupy the surface 
states inside the grooves in order to maintain charge neutrality. Large DL indicates 
high diode resistance and requires high voltage in order to deplete or drain the 
surface states, producing that RV goes from 143 MΩ to 233 kΩ when W is broadened 
from 60 to 80 nm, respectively.

According to Ohm’s law, the current is improved as the thickness W is widened 
by the reduction of RV. Therefore, by the design of the channel width, it is possible 
to control the SSD’s worth VTH and RV. Nevertheless, large W generates reverse 
current at low negative bias, and, as a result, the diode-like character disappears 
lowering γ0. Therefore, in order to avoid a reverse current flow and design for a low-
threshold voltage VTH device, it is necessary to consider the relationship between 
the surface charge and W [22, 30].

Figure 8(b) shows I-V characteristics of SSDs with several channel lengths, L, 
where it is appreciated that VTH shifts to lower voltages when L is reduced due to the 
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decrease in DL inside the nanochannel. Small DL length facilitates ballistic trans-
port; in the meantime that carrier’s mean free path is larger than the DL and reduces 
RV. For this case, when L is reduced from 1.5 to 0.5 μm induces a change on RV from 
1.3 MΩ to 423 kΩ. Nevertheless, the reduction of DL through the reduction of L 
favors the presence of an important leakage current for reverse bias, affecting the 
I-V nonlinearity and inducing a reduction in the sensitivity of the devices.

Therefore, for 2DEG-based SSD intended to work at THz frequencies, it is neces-
sary to reduce the carrier’s time of flight between electrodes, which can be achieved 
by improving the electron mobility of the 2DEG, the carrier’s mean free path 
getting better or shortening the L extension, considering that at THz frequencies 
the electron transport is in the ballistic regime [30]. To design a cost-effective SSD 
THz device, the election of the appropriated length L for the working frequency in 
function of the 2DEG mobility is mandatory, keeping γ0 as high as possible.

The impact of the geometrical dimensions on the I-V characteristic of the SSD 
was performed by the numeric analysis for all geometric parameters indicated in 
Figure 5(a), and it is resumed by the nominal sensitivity of the SSD in Figure 9(a). 
For example, the reduction of the W thickness increases the magnitude RV while 
weakens the rectifier performance of the SSD by the apparition of an important 
leakage current, indicating that the NV is reduced with this modification. The γ0 
reaches 37 V−1 for the narrower W of 60 nm, being reduced for wider W. On the 
other hand, the largest nanochannel length (L = 1.5 μm) originates that γ0 = 25 V−1, 
and conversely the sensitivity is reduced by the reduction of the nanochannel 
length, rendered in Figure 9(a).

The reduction of DL width and length is not the only mechanism to modify the 
DC performance of the SSD. Controlling the magnitude of the electric field that 
modulates electrons in the Ns would have the effect of improving the I-V behavior. 
In this task, both the vertical and horizontal width trenches (WV and WH, respec-
tively) are the main geometrical elements that can be used to achieve modulation of 
surface states. It was found that WV in the range of 5–50 nm did not affect the I-V 
performance of the SSD and consequentially the γ0 is constant for these modifica-
tions and being reduced with WV > 50 nm. On the other hand, small changes in WH 
affected strongly the DC performance of the SSD; meanwhile variation of WH from 
5 to 30 nm resulted in a variation of VTH from 0 to 0.2 V [33, 34], and γ0 is opti-
mized for WH = 30 nm. The effect of WV and WH trenches is seen in Figure 9(a).

The SSD ability to rectify signals in the THz region relies in the γ0 value, which 
can be improved for nanochannel geometry that exhibits long and wide DL, ampli-
fying RV and NV. Nevertheless, narrow W and large L sizes imply to enlarge the VTH. 

Figure 8. 
Current-voltage behavior of the L-shape SSD-based geometry when (a) the channel width (W) parameters are 
varied from 60 to 80 nm and (b) the channel length (L) is modified from 0.2 to 1.5 μm.
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The low-power THz radiation detection needs a rectifier with a threshold voltage 
close to zero, and according to the simulations, the channel width is the element 
that strongly defined the γ0 and VTH performance of an L-shape SSD. Numerical 
simulations were carried out modifying the W to explore the dependence of γ0 and 
VTH with the aim to determine the dimensions of W that propitiate γ0 > 20 V−1 y 
VTH < 50 mV (see Figure 9(b)). These desirable conditions are stablished in order 
to overcome the current performance of the best MIM-tunnel barriers, which 
exhibit sensitivities between 2.5 and 4 V−1 [36, 37].

According to the graph in Figure 9(b), it is possible to obtain γ0 > 20 V−1 for 
W ≤ 70 nm, improving the rectifier performance of the SSD. On the other hand, 
when W < 70 nm, the VTH is higher. The best configuration is labeled by the dot-
ted red line at W = 70 nm. For W < 70 nm, the sensitivity of the SSD is improved, 
expanding the voltage necessary to turn on the device. Conversely, for W values at 
the right hand of the dotted red line, the threshold voltage necessary to produce 
a conductive nanochannel is cut down in the same way with that of γ0. In other 
words, the geometrical design of the SSD must consider the application where the 
SSD is going to be used. The design should consider the power of the signal to be 
detected in order to choose the tolerance margin between γ0 and VTH that improves 
the performance of the SSD.

Rendering to numerical results, the SSD devices combine geometrical effects 
with the 2DEG properties to act like a rectifier, the nanochannel and trench width 
in conjunction with the appropriate choice of channel length being key param-
eters. The optimization of W, WH, and L induces that the nominal sensitivity of 
the devices raised to measurement around 40 V−1. Self-switching diodes are good 
candidates for zero-bias detection and harvesting applications as square-law recti-
fier elements in the rectenna concept. Nevertheless, the high-impedance nature of 
the SSD will introduce drawbacks that limit the power transfer between the rectifier 
and the antenna as it will be shown in the next section.

3.2 Rectennas based on self-switching diodes for THz detection

When the L-shape SSD has been optimized to obtain the best rectifier perfor-
mance, it is possible to use the device in the detection or harvesting of THz electro-
magnetic signals. In order to evaluate the efficiency of the SSD as rectifier element in 
the rectenna concept, we analyze the SSDs coupling to gold-made Archimedean spiral 
antenna lying on the surface of a semi-infinite SiO2 substrate and designed to operate 
between 0.25 and 2 THz with a right-hand circular polarization [38]. Figure 10(a) illus-
trates this antenna design. The simulated performance of the designed micrometric 

Figure 9. 
(a) Sensitivity of the L-shape SSD devices as a function of the size of the geometrical parameters. (b) Effect of 
modification of W in the VTH and γ0.
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antenna was obtained when it is excited with monochromatic plane waves with 
an irradiance of 1 W∕cm2 [39] incoming from a precisely tuned terahertz laser. In 
Figure 10(a) the antenna impedance, Zin, is plotted as a first result. In this numeric 
analysis, we assume that the cut-off frequencies reported for high mobility struc-
tures SSD are around 5 THz [22].

The DC voltage generated from the received terahertz radiation by the SSD 
rectenna is illustrated in Figure 10(b), where a full width at half-maximum param-
eter of more than 1.8 THz is exhibited with a maximum voltage obtained of 1.25 mV 
at 1.5 THz. The conversion efficiency of the rectennas is also shown in Figure 10(b) 
as a function of frequency where the total efficiency is found to be ∼0.032%. This 
numerical analysis indicates that in this configuration, the use of L-shape SSDs as 
rectifiers instead of MIM nanometer diodes enhances the efficiency of the recten-
nas by a factor of 106 [38]. Rectennas based on SSDs are more efficient than those 
based on MIM barriers due to their I-V characteristic curves, which are more asym-
metrical. The relatively low efficiencies (∼10−2%) obtained by this SSD rectenna is 
accredited to the mismatch impedance between the rectifier and the antenna.

From Figure 10 it is clear that the major voltage and efficiency of the rectenna 
are obtained when the Zin is raised to about 125 Ω. Higher antenna impedance 
means a better electrical coupling between the antennas and the diode and more 
efficient transfer of energy between antenna and rectifier [38]. The coefficient of 
reflection between both elements is defined by

  Γ =    R  V   −  Z  in   ______  R  V   +  Z  in    ,  (4)

which exhibits a value around 99.96% for the rectenna system analyzed in this 
work. In other words, the high magnitude of Γ indicates that only 0.04% of the 
optical energy is transmitted from the spiral antenna to the L-shape SSD and the 
rest of the optical power is returned to the spirals [38].

The SSD device performance as rectifier element is modified under unmatched 
conditions, making necessary to study the RV behavior on Γ. We use a reference 
source with a Zin = 50 Ω in order to define the effective sensitivity (γ50Ω) to consid-
erer the effects of the unmatched source through the relationship [28]:

   γ  50Ω   =  γ  0   (1 −   |Γ|    2 ) ,  (5)

where Γ is calculated using the Zin = 50 Ω. The γ50Ω criteria describe the perfor-
mance of the SSD when their electrodes are short circuited to the antenna arms. 

Figure 10. 
Performance of L-shape SSD-based rectenna to harvest the optical energy of a terahertz source obtained by the 
simulation process. (a) Input impedance. Inset shows the Archimedean spiral antenna. (b) Rectified voltage 
and optical-to-electrical conversion efficiency.
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The low-power THz radiation detection needs a rectifier with a threshold voltage 
close to zero, and according to the simulations, the channel width is the element 
that strongly defined the γ0 and VTH performance of an L-shape SSD. Numerical 
simulations were carried out modifying the W to explore the dependence of γ0 and 
VTH with the aim to determine the dimensions of W that propitiate γ0 > 20 V−1 y 
VTH < 50 mV (see Figure 9(b)). These desirable conditions are stablished in order 
to overcome the current performance of the best MIM-tunnel barriers, which 
exhibit sensitivities between 2.5 and 4 V−1 [36, 37].

According to the graph in Figure 9(b), it is possible to obtain γ0 > 20 V−1 for 
W ≤ 70 nm, improving the rectifier performance of the SSD. On the other hand, 
when W < 70 nm, the VTH is higher. The best configuration is labeled by the dot-
ted red line at W = 70 nm. For W < 70 nm, the sensitivity of the SSD is improved, 
expanding the voltage necessary to turn on the device. Conversely, for W values at 
the right hand of the dotted red line, the threshold voltage necessary to produce 
a conductive nanochannel is cut down in the same way with that of γ0. In other 
words, the geometrical design of the SSD must consider the application where the 
SSD is going to be used. The design should consider the power of the signal to be 
detected in order to choose the tolerance margin between γ0 and VTH that improves 
the performance of the SSD.

Rendering to numerical results, the SSD devices combine geometrical effects 
with the 2DEG properties to act like a rectifier, the nanochannel and trench width 
in conjunction with the appropriate choice of channel length being key param-
eters. The optimization of W, WH, and L induces that the nominal sensitivity of 
the devices raised to measurement around 40 V−1. Self-switching diodes are good 
candidates for zero-bias detection and harvesting applications as square-law recti-
fier elements in the rectenna concept. Nevertheless, the high-impedance nature of 
the SSD will introduce drawbacks that limit the power transfer between the rectifier 
and the antenna as it will be shown in the next section.

3.2 Rectennas based on self-switching diodes for THz detection

When the L-shape SSD has been optimized to obtain the best rectifier perfor-
mance, it is possible to use the device in the detection or harvesting of THz electro-
magnetic signals. In order to evaluate the efficiency of the SSD as rectifier element in 
the rectenna concept, we analyze the SSDs coupling to gold-made Archimedean spiral 
antenna lying on the surface of a semi-infinite SiO2 substrate and designed to operate 
between 0.25 and 2 THz with a right-hand circular polarization [38]. Figure 10(a) illus-
trates this antenna design. The simulated performance of the designed micrometric 
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(a) Sensitivity of the L-shape SSD devices as a function of the size of the geometrical parameters. (b) Effect of 
modification of W in the VTH and γ0.
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antenna was obtained when it is excited with monochromatic plane waves with 
an irradiance of 1 W∕cm2 [39] incoming from a precisely tuned terahertz laser. In 
Figure 10(a) the antenna impedance, Zin, is plotted as a first result. In this numeric 
analysis, we assume that the cut-off frequencies reported for high mobility struc-
tures SSD are around 5 THz [22].

The DC voltage generated from the received terahertz radiation by the SSD 
rectenna is illustrated in Figure 10(b), where a full width at half-maximum param-
eter of more than 1.8 THz is exhibited with a maximum voltage obtained of 1.25 mV 
at 1.5 THz. The conversion efficiency of the rectennas is also shown in Figure 10(b) 
as a function of frequency where the total efficiency is found to be ∼0.032%. This 
numerical analysis indicates that in this configuration, the use of L-shape SSDs as 
rectifiers instead of MIM nanometer diodes enhances the efficiency of the recten-
nas by a factor of 106 [38]. Rectennas based on SSDs are more efficient than those 
based on MIM barriers due to their I-V characteristic curves, which are more asym-
metrical. The relatively low efficiencies (∼10−2%) obtained by this SSD rectenna is 
accredited to the mismatch impedance between the rectifier and the antenna.

From Figure 10 it is clear that the major voltage and efficiency of the rectenna 
are obtained when the Zin is raised to about 125 Ω. Higher antenna impedance 
means a better electrical coupling between the antennas and the diode and more 
efficient transfer of energy between antenna and rectifier [38]. The coefficient of 
reflection between both elements is defined by

  Γ =    R  V   −  Z  in   ______  R  V   +  Z  in    ,  (4)

which exhibits a value around 99.96% for the rectenna system analyzed in this 
work. In other words, the high magnitude of Γ indicates that only 0.04% of the 
optical energy is transmitted from the spiral antenna to the L-shape SSD and the 
rest of the optical power is returned to the spirals [38].

The SSD device performance as rectifier element is modified under unmatched 
conditions, making necessary to study the RV behavior on Γ. We use a reference 
source with a Zin = 50 Ω in order to define the effective sensitivity (γ50Ω) to consid-
erer the effects of the unmatched source through the relationship [28]:

   γ  50Ω   =  γ  0   (1 −   |Γ|    2 ) ,  (5)

where Γ is calculated using the Zin = 50 Ω. The γ50Ω criteria describe the perfor-
mance of the SSD when their electrodes are short circuited to the antenna arms. 
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Performance of L-shape SSD-based rectenna to harvest the optical energy of a terahertz source obtained by the 
simulation process. (a) Input impedance. Inset shows the Archimedean spiral antenna. (b) Rectified voltage 
and optical-to-electrical conversion efficiency.
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Figure 11. 
Effect of the modification of the SSD reference geometry parameters on the effective sensitivity γ50Ω.

The trade-off between γ50Ω and RV is depending on the geometrical parameters; this 
relationship is illustrated in Figure 11.

The numerical results illustrated in Figure 11 have shown that the reference 
geometry is the best configuration possible even with the high Γ when they are 
plugged to a Zin = 50 Ω drive source. This confirms that even when the narrower 
channels are more sensitive than other structures, they are not the best option 
to generate and transmit DC electrical power thanks to the high value RV which 
heightens the Γ, reducing the power transfer between the antenna and the rectifier. 
This study indicates that those parameters of the channels that would propitiate to 
reach higher sensitivities γ0 are the same with that which produces high γ50Ω: the 
nanochannel width (W), length (L), and the thickness of WV.

The SSD as square-law detector or rectifier element in energy harvester systems 
represents an interest alternative, improving the performance of the rectennas 
based on MIM tunnel barriers, which exhibit very low efficiencies and reduce the 
technological process required for the rectennas’ manufacture, involving only 
one step of high-resolution lithography. However, to produce terahertz rectennas 
useful for energy-harvesting applications, an efficient strategy to better match 
the impedance of the spiral antennas and the self-switching nanodiodes should be 
incorporated.

4. Self-switching diode shape variations

According to the rectenna performance, a key issue that reduces the use of the 
self-switching diodes in detection or harvesting applications concerns their high 
resistance by the nanometric nature of this device. The impedance matching is very 
difficult, and the losses of the electrical power by reflection will be predominant. 
The SSD geometry plays the fundamental role defining the DC performance of the 
device, the design process being a trade-off between geometrical dimensions that 
exhibits low reverse current in a nonlinear I-V curve with a VTH close to 0 V and, at 
same time, low channel resistance in conjunction with a high sensitivity quantity. In 
this section we explore three different SSD shapes to improve their performance as 
low-power THz rectifier.

The first method to intensify the performance of the SSD is to raise the rectifica-
tion efficiency by augmenting the numbers of paths through which the carriers 
travel. In this task, Figure 12(a) shows the schematic array of four L-shape SSDs, 
connected in parallel with geometrical dimensions based on the single SSD of 
Figure 5(a). The numerical analyses of arrangement for 1, 2, 4, 8, and 16 single 
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SSDs placed in parallel are exhibited in Figure 12(b). The I-V behavior of the SSD 
arrays exhibits a small gain of leakage current, while they show threshold voltage of 
∼0 V. The current is incremented from 1.72 (single SSD) to 28 μA (16 SSD array), 
representing 16 times larger current in parallel than for a single SSD when the SSD 
system is biased at 0.5 V.

The augment of SSD elements present in the arrays is translated into a better 
performance in the current behavior, generating a reduction in the overall resistance, 
RO, of the array-based SSD. The changes in device resistance could be considered 
as RO = RV/N, where RV refers to the resistance of the single L-shape element as it is 
shown in the inset of Figure 12. Accordingly, the effect of increasing the number 
of nanochannels produces Ro changes from 87 to 41 kΩ for a single SSD and 16 SSD 
arrays, respectively. This reduction in the nanochannel resistance is translated into a 
reduction in the γ0 of ~25% as it is plotted in the inset of Figure 11. Contrarily, the γ50Ω 
exhibits a modification from 4 × 10−3 for a single base SSD to 63 × 10−3 V−1 for a 16 
array-based SSD [33]. It is clear that the major quantity of SSD in parallel results in the 
reduction of the device resistance, which improves the impedance matching between 
rectifier elements and antennas by using the appropriate number of SSD [40].

Figure 13(a) exhibits the top view and carrier’s distribution for the termed 
V-shape SSD. In this case, the shapes of the grooves have been modified to reduce 
the extension of DL inside the nanochannel by expanding the channel area with the 
aim to reduce the RV of the SSD device. According to the SSD working principle,  
the formation of the DL along the nanochannel defines the I-V performance of the 
device. The structure of Figure 13(a) and the 2DEG properties described in Section 
2.1 were used as input parameters in numerical simulations to analyze the carrier 
concentration along the V-shape SSD.

When no bias is applied, simulations in Figure 13(b) show a drastic reduction of 
the background carrier density with a width-dependent spatial charge distribution 
in this shape where electron concentration diminishes close to the channel vortex, 
reaching populations as low as 6.3 × 1012 cm−3 with effective width of 50 nm in a 
localized region. Reverse polarization is established for V = −0.5 V in Figure 13(c). 
The pinch-off condition does not occur at −0.5 V occasioned by the small DL along 
the channel length, contrasting to the case of the L-shape geometry. Therefore, the 
carrier distribution can be easily modified to allow the current to flow even at a low 
reverse bias because of the nanochannel receiving similar carrier concentration for 

Figure 12. 
(a) Top view layout of four L-shape SSDs in parallel array. (b) I-V characteristics of parallel coupled SSD 
arrangements. The inset shows the R0 and γ0 as functions of the number of SSD elements.
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Figure 11. 
Effect of the modification of the SSD reference geometry parameters on the effective sensitivity γ50Ω.
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SSDs placed in parallel are exhibited in Figure 12(b). The I-V behavior of the SSD 
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(a) Top view layout of four L-shape SSDs in parallel array. (b) I-V characteristics of parallel coupled SSD 
arrangements. The inset shows the R0 and γ0 as functions of the number of SSD elements.
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reverse and forward condition (at 0.5 V bias), where the redistribution of charge 
reduces the size of the DL and enlarges the free carrier concentration. Forward 
condition is illustrated in Figure 13(d).

Figure 14(a) shows the I-V characteristics for the V-shape SSDs with the refer-
ence geometry depicted in Figure 13(a) in red solid-line plot where the weak diode-
like I-V behavior is appreciated. For this V-shape design, a VTH of ∼100 mV and the 
presence of important current-leakage at reverse breakdown voltage of ∼140 mV 
are presented. Both phenomena are consequence of the short DL width (along the 
channel) that is easily filled up when a reverse bias above this voltage is applied. 
Hence, the DL extension for the L-shape is larger than the one exhibited by the 
V-shape SSD, according to Figures 5(b) and 13(b), respectively. This produces that 
the V-shape SSD needs a smaller voltage to reach VTH and makes the electrons to 
flow. Nevertheless, under reverse polarity a leakage current can appear for voltages 
as low as −0.25 V, reducing the nonlinearity of the device.

The I-V characteristics of V-shape SSDs are sensitive to modifications in their 
dimensions, as in the case of the L-shape. The performance of the I-V when the 
channel width, W, is varied is presented in Figure 14(a), while the inset displays the 
DC behavior when the V leaning angle (α0) is modified. For this shape, the small DL 
between the trenches implies that the diode-like characteristics can be observed only 
at small W < 45 nm and for thicker size the I-V has a resistor-like behavior. To avoid a 
reverse current flow and design for a low-VTH V-shape device, to study the relationship 
between the DL and α0 is required. The leaning angle controls the number of free carri-
ers that could occupy the NS. Therefore, α0 > 7° is translated in a decay of the DL width, 
producing low RV and VTH in conjunction with poor diode-like behavior. Opposite 
effect is found to narrow V leaning angles [34] as seen in the inset of Figure 14(a).

Figure 14(b) resumed the impact of the geometry parameters that conform the 
V-shape SSD by the analysis of the γ50Ω framework where the maximum sensitivity 
for this analysis is less of 2 × 10−3 V−1 caused by the fact that the low RV and NV 
reduce drastically γ0. According to Figure 14(b) in this shape, all modifications 
have an important role defining the DC characteristics, producing that the design 
of this device to be more sensitive to the 2DEG and heterostructure properties. The 

Figure 13. 
(a) Schematic representation of the V-shape self-switching diode. Electron charge distribution along the 2DEG 
plane under (b) zero, (c) reverse (V = −0.5 V), and (d) forward (V = +0.5 V) voltage bias.
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V-shape SSD exhibits poor diode-like characteristics for the 2DEG characteristics 
used. The fact of the small DL formed in the channel vortex can be raised if the nSS 
is strongly elevated or the carrier’s concentration is low. Consequently, the L-shape 
SSD is useless on this condition, being the V-shape the appropriated choice for 
these situations.

Rendering to previous results, it is necessary to develop a shape of the SSD device 
that mixed the good rectifier behavior of the L-shape with the low-DL extension of the 
V-shape that reduces RV with the aim to improve the performance of the SSD concept 
as rectifier. The authors explored the novel SSD shape shown in Figure 15(a) labeled 
as W-shape SSD [40]. In this device, the DL along the nanochannel has been modi-
fied from the completely depleted channel in the L-shape SSD and the less depleted 
V-shape into a punctual region where the depletion is maximum and easily modified 
by the electric field applied to electrodes.

For the no-bias situation illustrated in Figure 15(b), the population of electrons 
inside the nanochannel is enlarged with the vertical distance from the trenches. 

Figure 14. 
(a) I-V characteristics of L-shape SSD when the channel width, W, is modified. (b) The inset shows the I-V 
curves for several leaning angles, α0.

Figure 15. 
(a) Two-dimensional scheme of the W-shape SSD where the main geometrical framework is illustrated. 
Simulation of the W-shape SSD carrier’s density for (b) zero bias, (c) reverse bias, and (d) forward bias.
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reduce drastically γ0. According to Figure 14(b) in this shape, all modifications 
have an important role defining the DC characteristics, producing that the design 
of this device to be more sensitive to the 2DEG and heterostructure properties. The 
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(a) Schematic representation of the V-shape self-switching diode. Electron charge distribution along the 2DEG 
plane under (b) zero, (c) reverse (V = −0.5 V), and (d) forward (V = +0.5 V) voltage bias.
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used. The fact of the small DL formed in the channel vortex can be raised if the nSS 
is strongly elevated or the carrier’s concentration is low. Consequently, the L-shape 
SSD is useless on this condition, being the V-shape the appropriated choice for 
these situations.

Rendering to previous results, it is necessary to develop a shape of the SSD device 
that mixed the good rectifier behavior of the L-shape with the low-DL extension of the 
V-shape that reduces RV with the aim to improve the performance of the SSD concept 
as rectifier. The authors explored the novel SSD shape shown in Figure 15(a) labeled 
as W-shape SSD [40]. In this device, the DL along the nanochannel has been modi-
fied from the completely depleted channel in the L-shape SSD and the less depleted 
V-shape into a punctual region where the depletion is maximum and easily modified 
by the electric field applied to electrodes.

For the no-bias situation illustrated in Figure 15(b), the population of electrons 
inside the nanochannel is enlarged with the vertical distance from the trenches. 

Figure 14. 
(a) I-V characteristics of L-shape SSD when the channel width, W, is modified. (b) The inset shows the I-V 
curves for several leaning angles, α0.

Figure 15. 
(a) Two-dimensional scheme of the W-shape SSD where the main geometrical framework is illustrated. 
Simulation of the W-shape SSD carrier’s density for (b) zero bias, (c) reverse bias, and (d) forward bias.
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Figure 16. 
I-V performance of the W-shape SSD where it is appreciated that the threshold voltage can be modulated by the 
separation of the grooves.

On the other hand, the electron concentration increases and decreases periodically 
along the channel, producing an island-like population of electrons with rhombus 
shape. In this numerical analysis, it is appreciated that the spatial distribution 
of electrons close to the center of the rhombus is maximum (red color) and it is 
reduced away to the center of each rhombic electron cluster (cyan color). In this 
condition the absence of free carriers between the high populated centers of the 
rhombus can avoid the current flow.

For reverse condition in Figure 15(c), the reduction of the carrier density in 
the center of the rhombus is obtained, and in the same way, the size of the electron 
agglomeration is reduced at the left-hand side in contrast with the 0 V case, avoid-
ing free electrons to participate in conduction. When positive voltage is applied to 
the anode electrode to reduce the DL, a conducting path close to the chevron corners 
connects the dots, and a wirelike electron distribution is formed as it is indicated in 
Figure 15(d), and the current flux can be obtained.

The W-shape SSD current-voltage behavior is dependent on their geometrical 
dimensions, as in the case of the L- and V-shape devices. Accordingly, the DC 
performance is optimized by the modification of the shape guidelines, i.e., in the 
I-V shown in Figure 16, the channel width is varied from 20 to 28 nm, being the 
principal component that determines the DC performance of the SSD as in the case 
of the L- and V-shape. For the reference geometry with W = 20 nm, the diode-like 
behavior is present with a negligible negative current, but the VTH is around 4.5 V, 
undesirable for THz rectification. The slow modification of 1 nm in the channel 
width modifies strongly the I-V curve in the W-shape SSD.

For instance, the VTH can be tailored by changing the separation of the grooves 
or the effective channel width from 4.5 to 2.5 V as the channel width is raised from 
20 to 24 nm. The inset of Figure 16 exhibits that when the W-shape SSD is calcu-
lated with W > 26 nm, the I-V characteristic behavior turns capable to operate with 
small power signals owing to the VTH which is near to 0 V. It is important to note the 
absence of leakage current for reverse bias when the channel width is widened and 
different behaviors displayed by L- and V-shape designs. The optimization of this 
device and their performance as rectifier element will be shown in future works.
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5. Conclusions

This chapter analyzes the emerging self-switching diode to deal with detection 
and harvesting of THz radiation from the numerical analysis of their rectifier 
behavior. The authors have shown the effect of geometry shape and size on the 
current-voltage performance, finding that the most important values that define 
the SSD’s properties are the channel width and length in conjunction with the 
trench width for the L-, V-, and W-shape SSDs which are technologically promis-
ing by their simplicity in the manufacturing process. We found that the threshold 
voltage can be tuned to ~0 V, appropriated range for the low power THz signals. 
The L-shape SSD was analyzed as rectifier element in the rectenna concept where 
simulations indicate their ability to reach overall efficiencies of ∼0.032%, improv-
ing the performance of the rectennas based on MIM tunnel barriers for THz 
applications. The reflection coefficient analysis reveals that one of the problems 
exhibited by the SSD devices lies in the high-resistance nature of the nanochan-
nel. The reduction of the SSD resistance can be obtained using different shapes 
which controls the depletion region formed inside the nanochannel. Finally, we 
conclude that the adequate geometry size and shape of the SSD-based devices 
must be considered in conjunction with the current development of high-mobility 
heterostructure and nanolithography process in order to get the ideal rectifier to 
work in the THz range.
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