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Preface

Interest in evaluating the impact of human activities on the environment has
increased within the last decade. This interest is reflected in issuing stricter regula-
tions and resources allocations to prevent and control potential negative impacts
associated with different human activities. Environmental pollution is one of the
adverse impacts of human activities; it is associated with historical and improper
routine and accidental release of pollutants into the environment. In general, 
kinetic models are used to evaluate the driving forces that initiate temporal changes
in any system and quantify these changes. These models are widely applied to
design and optimize systems that support pollution prevention and control mea-
sures, i.e. different waste management activities and remediation projects. This
book aims to present advances in developing and applying different kinetic models
to support pollution prevention and control efforts. The authors summarize their
experiences and present advances in different fields related to the presented topics. 
The book targets professional people in environmental industry and readers with
technical backgrounds such as graduate and postgraduate students undertaking 
courses in environmental chemistry, ecology, and environmental engineering.

The book consists of three sections that cover important research and development
efforts in modeling environmental systems. The first section introduces the assess-
ment models as tools to support pollution prevention and control decisions. The
editor describes the integration between the research and assessment models with
special emphases on pollutant migration, presents the iterative nature of the assess-
ment models, and explains the development of conceptual models by illustrating 
models that could be used to predict pollutant migration in different environmental 
subsystems. The chapter presents computational model selection and highlights
simple models that could be used to estimate migration in terrestrial subsystems.

The second section highlights the development of kinetic models that could be
used to support research efforts in preventing and controlling pollution generation. 
Prof. Liu and Dr. Wang present the development of a model that could be used to
understand and analyze the physical mechanism and non-equilibrium condensa-
tion growth kinetics of carbon particles released from diesel engines. The chapter
explains the condensation growth process and its control for soot particles using the
Monte Carlo method. Dr. Hamad et al. develop a kinetic model to describe poly-
vinyl alcohol degradation in the advanced oxidation process. The model consid-
ers photolysis, polymer chain scission, and mineralization reactions to describe
degradation, and the effect of the operating conditions are evaluated. The statistical 
moment approach was applied to model the molar population balance of live and 
dead polymer chains taking into account the probabilistic chain scissions of the
polymer.

The third section displays environmental assessment studies for herbicide appli-
cation, and development of a conceptual model for strategic environmental 
assessment. Prof. Jensen et al. present the results of a research effort to identify
the features of ionizable and non-ionizable herbicides on volcanic ash-derived 
soils. The chemical and physical properties of both variable- and constant-charge
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soils are introduced and the sorption of metsulfuron-methyl onto both soil types 
is illustrated. Several models are tested to describe the sorptive behavior of ioniz-
able and non-ionizable herbicides. Dr. Swangjang illustrates the development of a 
conceptual model to support strategic environmental assessment for mega projects. 
Consideration of the selection of the objectives, targets, and indicators is presented. 
A case study is presented considering the kinetic development resulting from 
changes in land use and ecological impacts are investigated. Finally, the conceptual 
model is presented.

I would like to thank cordially all the authors for their efforts that led to the produc-
tion of this distinguished scientific contribution. An especial acknowledgment is 
directed to the author service manager, Ms. Marina Dusevic, for her coordination 
efforts.

Rehab O. Abdel Rahman
Atomic Energy Authority of Egypt,

Cairo, Egypt
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Chapter 1

Introductory Chapter:
Development of Assessment
Models to Support Pollution
Preventive and Control Decisions
Rehab O. Abdel Rahman

1. Introduction

The continuous increase in human activities affects the environment in notable
ways; these effects need to be monitored and controlled when appropriate to ensure
the sustainability of our lives. Environmental pollution is one of the major problems
that associate these activities; it is initiated when a substance is released into the
environment in a way that prevents its natural restoration [1, 2]. These releases
could be classified as planned and uncontrolled releases. The first class is a part of
routine human activity where discharge is performed after complying with the
regulatory requirements, whereas uncontrolled releases associate accidents and
nonregulated activities [1]. Uncontrolled releases and historical practices have led to
several contamination problems, so restoration or remediation programs are being
initiated to control these problems from spreading [2]. Currently, preventing and
controlling environmental pollution and restoration of affected environmental
systems receive great attention globally. This attention was translated into issuing
strengthen regulations and allocating natural and human resources to support pol-
lution prevention and control activities. In this respect, a continuous increase
in research efforts was dedicated to investigate new materials and/or systems to
evaluate their potential applications in preventing and controlling environmental
pollution, that is, wastewater, gaseous, and solid waste management, and in and
ex situ remediation projects. Table 1 lists some pollution control and prevention
systems and their classifications in terms of the scientific bases of the used technol-
ogies. These investigations are supported with enormous efforts to understand,
simulate, predict, and decide on the performance of these materials and systems
under predefined conditions using wide range of models. In this context, kinetic
models are applied to:

1. assess the formation and/or evolution of the system and its subsystems;

2. assess, control, and optimize the chemical reactions used in different waste
treatment technologies;

3. design and optimize the operation of remediation projects; and

4.support the decision-making process at regulatory agencies and operational
facilities during different life cycle phases of pollution control and prevention
systems, that is, planning, design, licensing, etc.

3
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Modeling by definition is an abstract of the real systems, where essential
features, event, and process (FEP) that affect the performance of the studied
system are presented [3, 4]. Generally, the modeling efforts are divided into
research and assessment models. Research (process) models use laboratory and
field experiments to identify FEPs that affect a subsystem or more, whereas assess-
ment models link important processes (determined from research model) to predict
the overall system performance [5, 6]. Figure 1 illustrates the integration of
research and assessment models, in which the studied subsystems are characterized
and the factors that affect their behavior are identified experimentally. Then models
are used within the research efforts to interpret, extrapolate/interpolate, and opti-
mize the collected data; the modeling results will be used to evaluate and rank the
FEPs that affect the system. In assessment models, important FEPs are linked to
identify the problem formulation and basic system description, and then conceptual
and computational models are constructed, verified, and used [5–11]. For instance,
the quantification of the effect of time on the pollutants migration in terrestrial,
aquatic, and/or atmospheric subsystems is usually conducted by measuring the
concentration of major pollutants at incremental time at different distances from
the source. Experiments are run for specified time determined based on the tempo-
ral scale of the study. The collected experimental data are analyzed to quantify the
processes that control the migration. This analysis might include the use of simple
empirical, semiempirical, or mechanistic mathematical models that allow a clear
understanding of the nature of the processes that affect the migration. In terrestrial
subsystems, these processes might include percolation, retardation, biodegradation,
advection, and hydrodynamic dispersion [8, 11]. In subsequent sections, the devel-
opment of assessment models to support the decision-making process will be illus-
trated with special emphasis on the prediction of pollutant migration. In this
respect, the iterative nature of the assessment modeling will be overviewed, the
conceptual model will be introduced, and some conceptual models that could be
used to predict pollutant migration will be illustrated. The selection of

Technologies
classification

Wastewater Solid waste Gaseous waste Remediation
In-& ex-situ

Physical Sedimentation,
Floatation.

Segregation,
Compression,
Shredding

Cyclone,
Bag-House,
Electrostatic
precipitator

Soil washing,
Soil vapor
extraction

Physico-
chemical

Solvent Extraction,
Reverses osmosis
Ultra & micro
Filtration,
Sorption/Ion
Exchange,
Coagulation/
Precipitation.

- Stripping,
Filters,
Sorption

Permeable reactive
barrier,
Electro-Kinetic

Chemical Advanced oxidation - - Chemical Stabilization

Biological Tricking filters,
Attached growth on
granular bio-filters,
Activated sludge

Aerobic,
Low/High-
Anaerobic
Digestion

- Bio-treatment,
Ex-situ-slurry
biodegradation, Root
zone Treatment

Thermal Evaporation Incineration Combustion Incineration,
Vitrification

Table 1.
Technology for preventing and control of environmental pollution
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computational models will be presented, where some simple models that could be
used to estimate the migration in terrestrial subsystems will be summarized.

2. Iterative nature of the assessment modeling

Assessment models are used to support the decision-making process during
different life cycle stages of any pollution prevention and/or control system, for
example, sitting waste management facility and designing remediation program.
Their outputs should provide assurance that the systems will be sited, designed,
operated, etc., in a manner that compiles with the safety requirement issued by the
regulatory body. Assessment modeling starts with problem formulation and basic
system description based on available system information. During problem formu-
lation, the assessment objectives and audiences, regulatory framework, system
boundaries, spatial and temporal scales, stage of project development, critical
receptors (affected groups), adopted assessment approaches, nature of assump-
tions, data availability, level of accuracy, cost, and uncertainty treatment should be
clarified [4]. The level of the assessment complexity is largely dependent on the
national regulations and state of project development. Assessment modeling is an
iterative process, where basic system data are used to develop a simple model that
contains all essential FEPs derived based on basic system description. The model is
then verified using system-specific data to check its prediction adequacy. If ade-
quate simulation results are obtained, the model will be applied; otherwise more
system-specific data should be collected to help in improving the model predictions.
Figure 2 illustrates the iterative nature of the modeling process and its relation with
the system-specific data, in which the developed model complexity or simplicity is
determined based on the stage of development of the studied system and the
availability of system-specific data [11, 12]. The developed model, in each iterative
stage, is produced from multi-step process that includes the development of con-
ceptual and computational models (mathematical model and the tool that solves the
mathematical model) [5–9].

Figure 1.
Integration of research and assessment models in studying a system.
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3. Development of conceptual model for pollutant migration
assessments

Conceptual model is defined as “A simplified representation of how the real
system is believed to behave based on a qualitative analysis of field data” [11]. The
development of a conceptual model starts with a clear determination of available
information and knowledge gaps about the system. Subsequently, essential FEPs
and their interactions in each subsystem are identified, and assumptions that were
made to include or exclude any of these FEPs are highlighted based on the results of
the research models [11]. Finally, flowcharts are used to describe the graphical
relationship between different processes in different physical subsystems. It should
be noted that the conceptual model could be imperfect if over- or under-
simplification of the studied system were used, where over-simplification can lead
to ineffective model with large uncertainties and under-simplification can lead to
complex model that raises the project costs. Imperfect conceptual model could be
resulted from incomplete problem identification/assessment context, wrong
assumptions in developing the conceptual model, and poor identification of the
important processes.

Conceptual models are usually constructed based on source-pathway-receptor
analysis, where pollution sources are defined by investigating the driving forces and
duration of the releases for each pollutant, the routes of pollutant transport between
different physical subsystems are determined, and receptor exposure mechanisms
and duration are identified [9, 13, 14]. Below are some examples that illustrate the
construction of conceptual model for pollutant migration into different subsystems
that could be developed to support the pollutant control and prevention decision-
making process.

To characterize the extent of the contamination problems due to contaminant
spill, there is a need to collect samples from potentially affected subsystems, that is,
groundwater, surface water, air, and soil and subsoil. Sampling procedure should
consider both the main pollutants and subsystem properties, for example, pollutant
concentrations in different subsystems, water pH, velocity, wind velocity, etc.
Characterization results will be analyzed within the research modeling efforts, and
the results of this analysis will determine the complexity of the model. Based on
these results, homogenous or nonhomogenous subsurface may be considered to
estimate pollutant percolation and sorption, and the elimination or inclusion of
biodegradation and aquifer recharge as sink or source for pollutants in the

Figure 2.
Iterative nature of the modeling process and its relation with system-specific data.
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subsurface and surface water will be determined. In this case, different terrestrial
and atmospheric exposure pathways to receptors, downstream the contamination
source, were identified as main exposure routes. Figure 3 illustrates the main
processes that can lead to pollutant migration or attenuation from a contaminant
spill into different subsystems. The pollutants are assumed to be transported by
percolation, surface runoff, and evaporation, and attenuation is assumed to occur as

Figure 3.
Conceptual model to predict pollutant migration/attenuation from the source term into the surrounding environment.

Figure 4.
Conceptual model to quantify the effect of continuous atmospheric discharge on the worker [14].

Figure 5.
Conceptual model to quantify the effect of pesticide application on the environment [15].
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biodegradation and aquifer recharge as sink or source for pollutants in the

Figure 2.
Iterative nature of the modeling process and its relation with system-specific data.
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subsurface and surface water will be determined. In this case, different terrestrial
and atmospheric exposure pathways to receptors, downstream the contamination
source, were identified as main exposure routes. Figure 3 illustrates the main
processes that can lead to pollutant migration or attenuation from a contaminant
spill into different subsystems. The pollutants are assumed to be transported by
percolation, surface runoff, and evaporation, and attenuation is assumed to occur as

Figure 3.
Conceptual model to predict pollutant migration/attenuation from the source term into the surrounding environment.

Figure 4.
Conceptual model to quantify the effect of continuous atmospheric discharge on the worker [14].

Figure 5.
Conceptual model to quantify the effect of pesticide application on the environment [15].

7

Introductory Chapter: Development of Assessment Models to Support Pollution Preventive…
DOI: http://dx.doi.org/10.5772/intechopen.83822



a result of sorption into the subsurface and biodegradation within surface water,
groundwater, and geosphere.

To determine the worker dose in a radioactive waste incinerator facility during
the planning phase for transition from batch to continuous operation, a conceptual
model was constructed [14]. The pollutants are assumed to be transported through
the air via advective-diffusive process, and the exposure means were determined to
include inhalation of gaseous pollutants (which is the main exposure mean in that
study), direct dermal exposure, and ingestion of contaminated water (Figure 4).

Generic conceptual model to quantify the effect of pesticide application on the
environment is suggested by US EPA (Figure 5) [15]. The model represents terres-
trial exposure pathways, where the pollutants (pesticide) are transported through
the atmospheric and aquatic subsystems and were assumed to affect terrestrial
receptors, that is, plants, invertebrates, and vertebrates. The exposure means
included inhalation, dermal exposure, and ingestion with a detailed characterization
of the dietary routes.

4. Computational representation of the conceptual model

The development of the computational model that represents accurately the
conceptual model is a crucial task, where the accuracy of the obtained results will be
used to judge if the modeling effort is enough to represent the system or there will
be a need to acquire field data and develop an updated model (Figure 2). For a
simple conceptual model, a simple empirical model could be used, as the site-
specific information is available and a more realistic model could be used [13]. The
type of the mathematical representation of the conceptual model is defined during
the problem formulation, and the selection of the appropriate model is bounded by
[4, 11]:

1. System dimensions: decision should be made if one, two, and three dimensions
will be used to represent the system.

2.Nature of the boundary conditions: Source terms release assumptions should
identify if the release is constant or variable throughout the time and space.

3. Steady state or time variant model: the system behavior is changing with time
or fixed.

4.Uncertainty management: probabilistic or deterministic approaches.

5. Homogenous and nonhomogenous system.

6.Type of flow and transport process: the flow occurs via intergranular or fissure
flow, and the transport is governed by advection or hydrodynamic dispersion.

During the development of a mathematical representation, the studied system is
usually divided into a subsystem. For the conceptual model presented in Figure 3,
the system could be divided into source subsystem which describes the mobilization
of the pollutant from the source, terrestrial migration, atmospheric transport, and
receptors subsystems. Table 2 shows some simple models that could be used to
develop a mathematical representation of pollutant migration in terrestrial com-
partment [5, 16–20]. This table presents models that could be used to estimate both

8
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flow (infiltration/flow rate, travel time, and average water velocity) and transport
parameters (hydrodynamic dispersion, distribution, and retardation coefficient) for
homogenous and nonhomogenous soil under saturated and vadose conditions.

Acknowledgements

The author would like to acknowledge Dr. A.A. Zaki, professor of nuclear
chemical engineering at Atomic Energy Authority of Egypt, for the time and efforts
that he spent to review this work.

Model use Parameters Model

Infiltration rate in
homogenous soil,
(q, m/d)

Soil sorptivity (S, m/d0.5),
Soil dependent constant (A)

q tð Þ ¼ 1
2 St

�0:5 þ A

Flow rate in
homogenous soil,
(q, m/d)

Hydraulic gradient (i),
Hydraulic conductivity (k, m/d)

q = ki

Flow rate in non-
homogenous soil
(q, m/d)

Dimensionless time (t*),
Dimensionless depth (z*),
Change in volumetric water
content as the wetting front passes
layer n (δθ, m3 /m3 ),
Potential head while the wetting
front passes through layer n,
(Hn, m)

q =
0:5 t∗�2z∗þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
t∗�2z∗ð Þ

p
þ8t∗

� �
þ1

0:5 t∗�2z∗þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
t∗�2z∗ð Þ

p
þ8t∗

� �
þz

� �
*kn

t∗ ¼ knt
δθ Hnþ∑n�1

i¼1 Zið Þ z∗ ¼ kn
Hnþ∑n‐1

i¼1zið Þ∑
n‐1
i¼1

zi
ki

Pollutant Travel time,
(t, d)

Vadose zone thickness (d, m),
Porosity (n).

t = dn/q

Water average
velocity (v, m/d)

v = Ki/n

Hydrodynamic
dispersion (Dl, m2/d)

Effluent pore volume (u),
Distance (L, m),
Mean pore water velocity (v, m/d).

Di ¼ vL
8

U�1ffiffiffi
U

p 0:84j � U�1ffiffiffi
U

p 0:16j
� �2

Distribution
coefficient (kd) of
element (i) assuming
linear isotherm

Concentration in the solution
(C, ppm) at initial (i) and final (e)
state, Solution volume (V, l), Soil
weight (m, g)

Kdi ¼ Cii�Cei
Cii

� �
V
m

� �� 1000

Retardation
coefficient (Rf) in
vadose zone

Soil density (ρ, kg/m3), Soil
porosity (ε).

Rf ¼ 1þ ρ 1�εð Þ
θ Kdi

Retardation factor
assuming Freundlich
isotherm

Freundlich constant indicative of
the relative sorption capacity (n)
and
(Kf, mg/g)

Rf ¼ 1þ ρKf

θn C
1�n
nð Þ

Retardation factor
assuming D-R

Maximum sorbed as calculated by
D-R isotherm (qm, mg/g), Energy
of sorption estimated by D–R
model (E, kJ/mol), Gas constant
(R,8.314 J/mol K), Absolute
temperature (T, K)

Rf ¼ 1þ ρRTqmE
2

θ exp
RTln 1þ1 c=ð Þ2

2E2

� �

ln Cþ1
C

� �
C

Cþ1

� �
1
C

� �

Table 2.
Mathematical models used to assess the migration in soil subsurface [5, 16–20].
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Chapter 2

The Diesel Soot Particles Fractal
Growth Model and Its
Agglomeration Control
Ping Liu and Chunying Wang

Abstract

Based on the fractal growth physical model of soot particles from large diesel
agriculture machinery, this chapter simulates the morphological structure of
collision for the single particles and single particles, single particle and clusters,
clusters and clusters, firstly. Moreover, combining with the collision frequency,
the fractal growth is controlled to agglomeration using the main environmental
factors interference for diesel engine soot particles, in order to make them
condensed into regular geometry or larger density particles, reduce the viscous
drag for capturing by the capturer or settlement and to realize the control of the
pollution of the environment. The results of numerical simulation show that the
proposed method is feasible and effective, which will help to understand and
analyze the physical mechanism and kinetics of non-equilibrium condensation
growth behavior of the actual carbon smoke particles and provide the solution
to further reduce emissions of the inhalable particulate matter from diesel
engines.

Keywords: soot particles, agglomeration, fractal growth, control, diesel engine

1. Introduction

Large diesel agriculture machinery plays an important role in economic deve-
lopment, but it also brings sharp problems in environmental protection. Diesel
emissions are one of the most important sources of air pollution. There are many
kinds of harmful substances, such as HC, CO, NOX, and soot particles, but the
emission of harmful gases from diesel engines, such as HC and CO, is quite low;
NOX emissions are also in the same order of magnitude as gasoline engines.
The soot particles emitted are respirable particles, causing the most serious air
pollution [1, 2].

Particles emitted by diesel engines are usually composed of soot, organic
soluble components, and sulfides [3]. The main components of particles
discharged from a typical heavy-duty diesel engine under transient conditions
are shown in Figure 1. Usually, soot accounts for 50–80% of total particulate
matter. It is one of the most important harmful emissions [3]. Therefore, it is of
great significance to control the emission of soot particles from diesel engine
emissions.
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kinds of harmful substances, such as HC, CO, NOX, and soot particles, but the
emission of harmful gases from diesel engines, such as HC and CO, is quite low;
NOX emissions are also in the same order of magnitude as gasoline engines.
The soot particles emitted are respirable particles, causing the most serious air
pollution [1, 2].

Particles emitted by diesel engines are usually composed of soot, organic
soluble components, and sulfides [3]. The main components of particles
discharged from a typical heavy-duty diesel engine under transient conditions
are shown in Figure 1. Usually, soot accounts for 50–80% of total particulate
matter. It is one of the most important harmful emissions [3]. Therefore, it is of
great significance to control the emission of soot particles from diesel engine
emissions.
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Soot is a very fine particle formed by a complex reaction mechanism in the flame
of the fuel-rich region when burning hydrocarbons in the absence of air, mainly
composed of a mixture of amorphous carbon and organic matter [4]. Since the
concentration and particle size of soot particles emitted by the gasoline engine is
lower than that of the diesel engine [5], this chapter mainly analyzes the soot
particles of the diesel engine.

At present, the study of soot particles in diesel engines has focused on
optical properties, chemical composition, particle size distribution, source
analysis, and human health assessment [6, 7], but research on particle mor-
phology (morphology and surface structure) is almost blank, especially the
morphological structure of the particles. Most soot particles have complex
fractal morphology [8, 9], affecting the nature of the particles. By studying its
fractal structure, the deposition of particles, the viscous resistance of the par-
ticles and the adsorption of toxic molecules can be deduced. Therefore, it is
necessary to control the fractal condensation and growth morphology of diesel
soot particles.

Based on the fractal growth physical model of soot particles from large
diesel agriculture machinery, this chapter simulates the morphological structure
of collision for the single-single particles, single-clusters, clusters-clusters, firstly.
Moreover, combining with the collision frequency, the fractal growth is
controlled to agglomeration using the main environmental factors interference
for diesel engine soot particles, in order to make them condensed into regular
geometry or larger density particles, reduce the viscous drag for capturing by
the capturer or settlement and to realize the control of the pollution of the
environment.

2. The condensation growth process of the soot and its simulation
method

2.1 The generation process of soot

The soot particles generation process undergoes complex chemical reactions
and physical processes. Firstly, it undergoes gas phase reactions, phase transitions
from gaseous to solid state. Then the formation of soot particles in diesel cylinders
undergoes the evolution of kinetic events such as nucleation, condensation,
collision fragmentation, growth, and surface oxidation [10–14]. The specific
formation process described by the soot particle model is shown in Figure 2.

Figure 1.
The composition of particulate emissions from the heavy-duty diesel [3].
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2.2 The simulation method of soot structure

According to the characteristics of the soot growth process, the dynamic Monte
Carlo method [15] is used to establish the soot fractal growth model. As shown in
Figure 3, in a two-dimensional Euclidean space with many particles, one initial
particle is set as the target particle, and the other particles are candidate particles.
One of the candidate particles is selected to collide with the target particle according
to a randomly generated locus, and adheres according to the adhesion probability.
One other candidate particle repeats the above process, and the analogy eventually
forms an agglomerate. If the motion reaches the boundary of the space, the particle
is absorbed by the target particle and disappears. After the particles are released,
they do Brownian motion, and they are required to move to the neighboring left,
right, upper, and lower surrounding squares with a probability of 1/4. The process
will continue until the particles leave the boundary or reach the agglomerate. There
are two kinds of collision for particles: the collision of the particle with particle
(Figure 4), the collision of the cluster with cluster (Figure 5).

Taking the collision of the single particle as an example to illustrate the collision
of the particles, the trajectory vectors of two collision particles is firstly determined

Figure 3.
The diagram of growth process. ((a) set target particle; (b) collide with target particle; (c) analogy of collide
with target particle; (d) form an agglomerate).

Figure 2.
The soot generation process.
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in Figure 6. Two small balls are defined as B1 (target particles) and Bm (random
particles) to represent two separate particles, with radius R1 and Rm, respectively.
The coordinates of B1 are given, the coordinates of Bm are random, and the radius of
the concentric sphere Bs of the small ball B1 is defined as Rs(Rs ¼ R1 þ Rm). Then let
Bm move according to a random trajectory. When Bm meets the fixed ball B1, Eq.(1)
is satisfied, where x0s is the center of the ball B1.

∣xs � x0s ∣ ¼ Rs: (1)

When the random particle Bm adsorbs and condenses on the target particle B1,
its random motion trajectory vector v exactly intersects with or intersects the ball
B1, and can be defined as Eq.(2),

xm ¼ x0m þ cnv, cn ∈ 0;∞½ Þ: (2)

where xm is the sphere center coordinate after the collision of the ball Bm, and x0m
is the initial sphere center coordinate of the ball Bm.

Figure 4.
The collision of single particles and single particle.

Figure 5.
The collision of clusters and clusters.
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The collision of two small balls can be defined Eq.(3).

∣xm � x0m∣ ¼ ∣ x0m � x0s
� �þ cnv∣ ¼ Rs: (3)

Solve both sides of squared Eq.(3) simultaneously to obtain a quadratic equa-
tion with unknown cn. cn is the judgment factor, if cn has no solution, two balls
cannot collide; if cn has a solution, the two balls collide with two cases. One is that
when there is a unique solution, the two balls just collide with each other; when
there are two solutions, the smallest solution is cmin according to the physical
conditions. Then the coordinates of randomly moving ball Bm are also determined
as Eq.(4). This process describes a simple collision process between particles and
particles. Based on this, it can be used to simulate the collision and clustering
process between clusters and clusters. The collision process is still established by
using Monte Carlo method.

xm ¼ x0m þ cminv, intersect,
x0m þ cminv, tangent:

(
(4)

The shape of aggregates formed by fractal growth of soot is closely related to
the radius of gyration, soot radius, and fractal dimension, which is shown in
Figure 7. The Rg characterizes the compactness of soot condensation growth, Re

characterizes the size of the soot agglomerates formed by fractal growth. The
fractal dimension of the surface roughness of soot agglomerates is closely related
to the adsorption of particles. The calculation of fractal dimension Df of soot
agglomerates is based on the box calculation method [16] and shown in Eq.(5),
where Nn Að Þ is the minimum number of boxes needed to contain A, 1=Tn is the
boundary of the small box. When Tn is large enough, the box dimension is
approximate as Eq.(6), and the fractal dimension calculation method for soot
agglomerates is shown in Figure 7.

Figure 6.
The diagram of single particle collisions.
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Df ¼ limn!∞
Nn Að Þ
�lnTn

, (5)

Df ¼ slope ln Nn Að Þð Þ; ln Tnð Þf g: (6)

3. The analysis and condensation control of soot particles fractal growth

3.1 The theory of control

The formation of soot particles in diesel engines is affected by factors such as
temperature, pressure, soot particle concentration, and oxidation rate [17]. According
to the characteristics of free particles moving in a continuous medium state, it can be
considered that the soot growth of a soot particle (condensation collision) has a
distribution parameter equation of motion with boundary conditions as Eq.(7).

∂η x; y; tð Þ
∂t

¼ δ
∂η2 x; y; tð Þ

∂x2
þ ∂η2 x; y; tð Þ

∂y2

� �
, (7)

The condensation growth frequency of soot particles satisfies the distribution
parameter system Eq.(8).

Figure 7.
The sandbox method for the fractal dimension of soot condensed matter.
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∇2η x; yð Þ ¼ F η x; yð Þ; ∂η
∂t

; u x; yð Þ
� �

, (8)

η x; yð Þ is the condensation temperature. F represents the environmental distur-
bance term, called the forcing term, which is a non-linear function term. u x; yð Þ is
the initial value of the digitization, called the source term. The solution to the
system Eq.(8) is very tedious. To facilitate the analysis of the solution, a discrete
power system of Eq.(8) is introduced as Eq.(9).

ηmþ1,n þ ηm�1,n þ ηm,nþ1 þ ηm,n�1 � 4ηm,n ¼ F ηm,n; ηmþ1,n � ηm,n
� �

mtþ1 �mtð Þ�

þ ηm,nþ1 � ηm,n
� �

ntþ1 � ntð Þ; um,n�,
(9)

Considering the boundedness and variability of soot particle agglomeration, the
nonlinear function F is set as Eq.(10).

F ¼ α sin ηm,n
� �þ um,n, (10)

For more generalized processing problems, the system Eq.(11) is hereby
introduced.

Ω rð Þ ¼ α sin Ω r� 1ð Þð Þ þΩ r� 1ð Þ þ um,n, (11)

where

Ω rð Þ ¼ ηmþr,n þ ηm�r,n þ ηm,nþr þ ηm,n�r, r ¼ 1, 2,⋯: (12)

Obviously, when r ¼ 1, Eq.(12) becomes system Eq.(9). By iterating simplifica-
tion of Eq.(9), a simple control system can be obtained as Eq.(13).

Ω rð Þ ¼ ruþ α sin Ω r� 1ð Þð Þ þ α sin Ω r� 2ð Þð Þ þ⋯þ α sin Ω 0ð Þð Þ þ Ω 0ð Þ, r ¼ 1, 2,⋯
(13)

3.2 The control of fractal growth for diesel engines’ soot particles from source
item and nonlinear term

According to the control method of [18], this chapter analyzes the effect of
this control method on the fractal growth of soot particles. Assuming that H is a
condensed region, H is a condensed boundary, and M is the scope of control of
the source item u x; yð Þ, and satisfies MathcalM∈H. In addition, for any x; yð Þ∈H,
there is 0 ≤ η x; yð Þ ≤ 1 established. Since the analytical function u x; yð Þ satisfies
the maximum principle in H, for any x; yð Þ∈H�H, condition 0 ≤ η xyð Þ < 1 must
be true, so α and u in Eq.(11) must be as small as possible, represented by an
inequality:

0 ≤ ηmþr,n þ ηm�r,n þ ηm,nþr þ ηm,n�r < 1,

0 ≤ Ω rð Þ < 1, where r ¼ 1, 2,⋯. Since 0 ≤ sin Ω tð Þð Þ <Ω rð Þ < 1 holds, the system
(10) satisfies the relationship Eq.(14).

Ω rð Þ <  ruþ αΩ r� 1ð Þ þ αΩ r� 2ð Þ þ⋯þ αþ 1ð ÞΩ 0ð Þ: (14)
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According to Eq.(13) and combined with mathematical induction, Eq.(15) can
be get.

Ω rð Þ < αþ 1ð Þr�1 þ αþ 1ð Þr�2 þ⋯þ αþ 1ð Þ þ 1
h i

uþ αþ 1ð ÞrΩ 0ð Þ, r ¼ 1, 2,⋯:

(15)

Eq.(16) is get by changing the inequality of Ω rð Þ to Ψ α; u; rð Þ

Ψ α; u; rð Þ ¼ αþ 1ð Þr�1 þ αþ 1ð Þr�2 þ⋯þ αþ 1ð Þ þ 1
h i

uþ αþ 1ð ÞrΩ 0ð Þ (16)

And because 0 < α ≤ 1,0< u ≤ 1, it turns out to have ∂Ψ
∂α >0 and ∂Ψ

∂u >0 is true, Ω rð Þ
is monotonically increasing about α and u, respectively.

The particle condensation temperature η will increase with the increase of the
nonlinear term α sin ηð Þ and the source term u. For system Eq. (8), when the action
region of source item u is circular (r is a radius), the values of u are constants and
random numbers(rand represents a random number in the range (0,1), respec-
tively, and the resulting simulated pictures are shown in Figures 8–10. Comparing
with Figure 3 and Figure 4 without interference and other model [19] shown in
Figure 11, this chapter simulates the morphological structure of collision for the
single-single particles, single-clusters, clusters-clusters, and it is obvious that the
effect of the increase of the interference term and the action region on the control of
the aggregation of particles is more and more condensed than in the absence of the

Figure 8.
The control of single direction.

Figure 9.
The control of multiple direction.
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interference term. The concentration of the particles after the condensation is
greater for the settlement and the aggregation. Condensation can also have a fixed
direction. The control method on the fractal growth reduces the complexity of the
surface area of aggregated particles and reflects the effectiveness of the control
method.

4. The meaning of the soot particles condensed control

The fractal structure of the particles is closely related to the binding resistance
and the adsorption of the particles. The literature [20] investigated the relationship
between the viscous resistance and the fractal structure of the particles during the
descending process. Particles with a fractal structure will have a larger fractal
dimension, the smaller the viscous resistance, and the faster the sedimentation rate

Figure 10.
Particles’ center point coagulation control.

Figure 11.
Fractal diffusion of soot particles established by others [19].
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than spherical particles of the same volume. The fractal dimension of the particle
before control shown in Figures 3 and 4 is 2.029 and 2.236, respectively. The fractal
dimension of the particle after control in Figure 8 is 2.3273. Obviously, the viscous
resistance of the particle in Figure 8 is small, which is conducive to the settlement
of particles.

The fractal dimension of particles directly affects the surface adsorption. The
relationship between the number of saturated molecules adsorbed in single layer
Nm and the cross-sectional area of adsorbed molecules Sm is given by Eq. (17),
where ξ is the scale factor and Df is the fractal dimension of the particle.

Nm ¼ ξ Smð Þ �Df
2

� �
, (17)

If the adsorbate molecular weight is M and the density is ρ, then the adsorption
amount Q 0 is Eq.(18).

Q 0 ¼ Nm
M
ρ
,

Q 0 ¼ ε
M
ρ

Smð Þ �Df
2

� �
:

(18)

Obviously, the adsorption of toxic particulates by atmospheric particles is not
only related to the composition and chemical properties of gas molecules but also
related to the fractal dimension of the particle surface. The roughness of the surface
of atmospheric particles also affects the adsorption of toxic gases in the atmosphere.
The bigger fractal dimension particles have, the stronger adsorption of toxic partic-
ulate matter atmospheric particles have. Then, atmospheric particles will greatly
affect human health.

The controlled particulate matter (Figure 8) can adsorb more toxic particu-
late matter and cause it to control the settlement and reduce the environmental
pollution. In addition, if the particulate matter still cannot settle after control, it
will be controlled as in Figure 6 (fractal dimension is 2.029) and Figure 7
(fractal dimension 2.021, 2.031 and 2.038, respectively) shape structure, in
order to reduce the adsorption of particles on toxic particles and the harm to
human health.

5. Conclusions

The analysis and its agglomeration control of soot particles fractal growth
provides a new idea for the development of particulate matter traps and also
provides a new solution for reducing environmental pollution. Based on the
fractal growth physical model of soot particles from large diesel agriculture
machinery, this chapter simulates the morphological structure of collision for
the single particles and single particles, single particle and clusters, clusters and
clusters, firstly. Moreover, combining with the collision frequency, the fractal
growth is controlled to agglomeration using the main environmental factors
interference for diesel engine soot particles, in order to make them condensed
into regular geometry or larger density particles, reduce the viscous drag for
capturing by the capturer or settlement and to realize the control of the pollu-
tion of the environment.

If the particles cannot settle, they can be controlled to reduce the adsorption
of inhalable particles to toxic particles and reduce the harm to human health.
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This chapter simulates the control of the aggregation fractal growth trend of
diesel soot particles. The results of numerical simulation show that the pro-
posed method is feasible and effective, which will help to understand and
analyze the physical mechanism and kinetics of non-equilibrium condensation
growth behavior of the actual carbon smoke particles and provide the solution
to further reduce emissions of the inhalable particulate matter from diesel
engines.
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Chapter 3

Kinetic Modeling of
Photodegradation of
Water-Soluble Polymers in Batch
Photochemical Reactor
Dina Hamad, Mehrab Mehrvar and Ramdhane Dhib

Abstract

Synthetic water-soluble polymers, well-known refractory pollutants, are abun-
dant in wastewater effluents since they are extensively used in industry in a wide
range of applications. These polymers can be effectively degraded by advanced
oxidation processes (AOPs). This entry thoroughly covers the development of the
photochemical kinetic model of the polyvinyl alcohol (PVA) degradation in UV/
H2O2 advanced oxidation batch process that describes the disintegration of the
polymer chains in which the statistical moment approach is considered. The reac-
tion mechanism used to describe the photo-degradation of polymers comprises
photolysis, polymer chain scission, and mineralization reactions. The impact of
operating conditions on the process performance is evaluated. Characterization of
the polymer average molecular weights, total organic carbon, and hydrogen perox-
ide concentrations as essential factors in developing a reliable photochemical model
of the UV/H2O2 process is discussed. The statistical moment approach is applied to
model the molar population balance of live and dead polymer chains taking into
account the probabilistic chain scissions of the polymer. The photochemical kinetic
model provides a comprehensive understanding of the impact of the design and
operational variables.

Keywords: kinetic modeling, population balance, free radical-induced degradation,
advanced oxidation process, water-soluble polymer

1. Introduction

The growing turnover and consumption of synthetic water-soluble polymers
generate a huge amount of wastes during production, use, and disposal off.
After usage, water-soluble polymers are expected to end up in rivers, lakes,
oceans and even in wastewater treatment plants, thus creating a potential pol-
lution hazard. In contrast to biopolymers, water-soluble polymers are resistant
to microorganisms-mediated biodegradation [1–3]. Synthetic water-soluble
polymers cover a wide range of highly varied families of products and have
numerous interesting applications.

One of the concerns is the accumulation of such non-biodegradable water-
soluble polymers in the environment. Particularly, polyvinyl alcohol (PVA) is one
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of the most commercially important water-soluble synthetic polymers with an
annual worldwide production of 650,000 tons. PVA polymers are abundant in
wastewater effluents due to the extensive usage in paper and textile industries that
accordingly generates significant amounts of PVA in wastewater streams [4, 5]. The
PVA polymers are used in industry as paper and textile coatings, and also as laundry
packing materials [6]. Its iodine complexes are widely used as polarization layers in
liquid crystal displays (LCDs) [7]. As the production of PVA finds new markets, its
consumption grows and the volume of wastewater containing PVA increases during
its production and consumption. Moreover, PVA is highly soluble in water, and it
leaches readily from soil into groundwater creating environmental issues. PVA
polymers act as collector reagents that can be either chemisorbed or physically
adsorbed since these polymer compounds have oxygen hetero-atoms capable of
binding to different metal ions effectively and increase the mobilization of heavy
metals from sediments of lakes and oceans which results in accumulation of haz-
ardous materials. [6, 8–11]. Besides, The PVA solutions exhibit high surface activity
supporting the formation of foams which can hinder the transport of oxygen into
water streams. Therefore, the removal of PVA from wastewater systems is essential.

Conventional biological technologies are not efficient to breakdown PVA poly-
mer chains since the degradation capacity of most microorganisms towards PVA is
very limited and requires specially adapted bacteria strains [1]. In addition, waste-
waters containing PVA can cause foam formation in biological equipment which
inhibits the activity of aerobic microorganisms due to oxygen absence that results in
unstable operation with low performance [9]. As a result, the advanced oxidation
processes are utilized as alternative treatment techniques for the treatment of poly-
meric wastewater systems. The advanced oxidation technologies are proven to be
effective in treating industrial wastewater [10, 11]. AOPs involve the formation of
strong oxidants such as hydroxyl radicals and the reaction of these oxidants with
pollutants in wastewater. In wastewater treatment applications, AOPs usually refer
to a specific subset of processes that involve H2O2, O3, and UV light as shown in the
schematic diagram in Figure 1.

The degradation of water-soluble polymers by different AOPs is studied in the
open literature whether those polymers are refractory, toxic, hazardous or recalci-
trant compounds. Recent studies on the removal of PVA have focused on radiation-
induced oxidation process such as photo-Fenton [7], photocatalytic processes
[7, 12], radiation-induced electrochemical process [13], and UV/H2O2 process
[14–17]. Even though the degradation of a polymer component must be assessed by
the reduction and analysis of its molecular weights, there are only a few studies in
the open literature on the devolution of the molecular weight size distributions of
water-soluble polymers [9, 17]. Also, the residual hydrogen peroxide is still a chal-
lenging issue in the UV/H2O2 process which has been overlooked in some studies.

Furthermore, there is little information on the photochemical mechanism of the
photo-oxidative degradation of PVA polymer solutions in a UV/H2O2 process.
Recently, several attempts have been made to comprehend the chemical kinetics
dominating thermal degradation of water-soluble polymers and assuming constant
pH [18, 19]. Besides, no data is available on the distribution of the molecular
weights of the polymer being degraded.

Under UV radiation, polymer chains are broken down into oligomers (short-
chain polymers), dimers and monomers. Enhanced photo-degradation of polymer
can lead to a broader distribution of molecular weights, indicating that the degraded
polymer becomes less and less uniform. This behavior is expected for degraded
polymers, as irradiation promotes an increase in the number of polymer chains,
lowering the molecular weight, and consequently increasing the polydispersity.
Hence, polymer degradation is a fragmentation process in which population balance
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concepts is often applied in fragmentation models to describe how the distributions
of different size entities evolve over the time of reaction.

The degradation of high molecular weight polydisperse materials results in the
formation of a large number of polymeric chains with different chain lengths and
various chemical compositions, i.e., the number of branches. Population balance
based models have been developed to study the molecular weight decrease of
polymers in a fragmentation process [5, 13, 20–22]. Population balance approach
is generally employed to model the size distribution of the macromolecular com-
pound during polymerization, depolymerization, and chain breakage. The popu-
lation balance model is a balance equation of species of different sizes, and it is
similar to the mass, energy, and momentum balances, to track the changes in the
size distribution.

Few important studies have been done to understand the chemical kinetics that
dominates the degradation of water-soluble polymers with UV radiation. Even
though encouraging results on the degradation of polymers were obtained, data on
the molecular weight distribution of the treated polymer need to be collected.
Hence, it is worthwhile to investigate further the degradation process of synthetic
polymer and the devolution of their molecular weight distributions. Other studies
have theoretically analyzed the thermal degradation of synthetic polymers and
provided a mathematical interpretation of the polymer chain scissions. The photo-
chemical mechanism and kinetic modeling of the photo-oxidative degradation of
water-soluble polymers have been investigated in several studies. Nevertheless, the
proposed mechanisms may be complex and not well-established. The majority of
mathematical approaches to polymer degradation consider only the polymer

Figure 1.
Schematic classification of the advanced oxidation processes.
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molecular-weight distribution (MWD) or chain-length distribution. The treatment
of the wastewater streams contaminated with PVA polymers is studied using dif-
ferent processes [7, 12, 13, 16]. The kinetics models proposed in these studies were
validated using total organic carbon (TOC) data instead of polymer concentrations
or polymer molecular weights, and a constant pH was assumed.

The photo-oxidative degradation of water-soluble polymers in laboratory scale
photochemical reactors is the focus of this chapter. The photochemical kinetic
model of the polymer degradation in UV/H2O2 process that describes the polymer
chain scission is discussed in which the statistical moment approach is presented.
The development of a photochemical kinetic model incorporates the population
balance of all chemical species. Considering the probabilistic nature of the polymer
fragments, the statistical moment approach is applied for modeling the population
balance of live and dead polymer chains, which allows estimating the polymer
average molecular weights as a function of radiation time. The model also consid-
ered the effect of process parameters on the decrease of polymer molecular weight,
hydrogen peroxide residual, and the acidity of the treated solution.

2. UV/H2O2 system description

The critical design parameters in the UV/H2O2 process include the H2O2 dose, the
UV lamp type and intensity, and the reactor contact time. Basic UV reactor design
configurations used for the removal of polymers from wastewater depend mainly on
the flow rate. The tower design is typically utilized for large-scale applications. In the
tower configuration, multiple UV lamps are arranged horizontally within a single
large reactor vessel with the contaminated water flowing perpendicularly past the UV
lamps [23]. For small-scale systems, a single UV lamp per reactor vessel is arranged
vertically. For example, a small-scale system may consist of three individual reactor
vessels in series, each containing one UV lamp in a vertical position.

A typical laboratory-scale batch recirculation UV/H2O2 system consists of an
annular photoreactor, a large volume reservoir tank, centrifugal pump, and heat
exchanger. The circulation tank contains the polymer solution for treatment. The
hydrogen peroxide is injected into the circulation tank. A centrifugal magnet pump
is placed on the circulation line to maintain a steady flow of the aqueous polymer
solution between the tank and photoreactor. A flow meter is used to measure the
circulation rate. The cylindrical photoreactor is made of steel vessel of annual shape
and is connected to the circulation tank. The reactor is equipped with an internal
quartz glass in which a low-pressure mercury UV lamp is mounted at its centerline
of the cylinder with stainless steel housing. The annular photoreactor should have a
very small annular space to assure a uniform light distribution in the photoreactor.
Most AOPs are modular processes. Therefore, more than one reactor can be
employed in series mode to obtain higher retention times or in parallel mode to
process larger volumes to achieve the desired effluent for a given flow rate.

3. Characterization of polymeric wastewater

Determination of the polymer molecular weight, TOC content, and residual
hydrogen peroxide are crucial parameters to assess the performance of the
photodegradation process. The treated samples are analyzed using gel permeation
chromatography (GPC) to determine the molecular weights of the degraded poly-
mer samples. The GPC theory depends on the principle of size exclusion; therefore,
when a polymer solution is passed through a column of porous particles, large
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molecules cannot enter the pores of the packing and hence, they elute first. How-
ever, smaller molecules that can penetrate or diffuse into the pores are retained for a
while in the column and then elute at a later time. Thus, a sample is fractionated by
molecular hydrodynamic volume, and the resulting profile describes the molecular
weight distribution. A concentration detector (e.g., differential refractometer (RI)
or UV detector) is placed downstream of the columns to measure the concentration
of each fraction as a function of time. The actual method for determining the
molecular weight averages and the MWD depends upon the attached detectors.
GPC provides a convenient, quick, and relatively easy method which can be used on
a routine basis for determining the various moments of molecular weight.

The extent of degradation reactions to CO2 is monitored by measuring the total
organic carbon content of the samples. TOC analyzer is based on the oxidation of
organic compounds to carbon dioxide and water, with subsequent quantities of
carbon dioxide. The TOC analyzer subtracts the inorganic carbon (CO and CO2)
and reports the total organic carbon, which is a close approximation of organic
content. The amount of carbon dioxide generated upon oxidation of the organic
carbon in the sample was determined by the non-dispersive infra-red (NDIR)
detector, which is sensitive to low levels of TOC.

The reduction of hydrogen peroxide concentration during the degradation reac-
tion is determined using spectrophotometer method using 9-dimethyl-1,
10-phenanthroline (DMP) method. The most common way of measuring hydrogen
peroxide residual in wastewater is DMP-spectrophotometer method. 9-Dimethyl-
1,10-phenanthroline (DMP) method is based on the chemical reduction of copper
(II) by hydrogen peroxide in the presence of DMP, thus forming a bright yellow
(copper (II) – DMP) complex that is directly determined by UV–vis spectropho-
tometer [24]. The DMP method appears to be simple, robust, and rather insensitive
to interference. Intermediate compounds such as acetic and formic acids, formal-
dehyde, and acetaldehyde, which are formed by the decomposition of organic
matter exposed to AOPs, do not interfere with the DMP method.

4. Polymer chain scission mechanism

The degradation of polymers by advanced oxidation processes is mainly due to
free-radical-induced chain scission that led to successive oxidation reactions which
result in lower molecular weight polymer fragments. The chain scission reaction is a
chemical reaction between the macromolecular compounds (polymers) and
end/mid-chain radicals. As the reaction progresses, the large polymer molecules
eventually break down into live and dead polymer chains of lower molecular
weights. A further molecular disintegration can ultimately lead to carbon dioxide
and water as final products in case of complete mineralization.

In other words, the chain scission reaction can be defined as a bond scission that
takes place in the backbone of the polymer chain. The chain scission reaction
increases the number of polymer chains and reduces the polymer molecular weight
[25]. Consequently, the chain scission results in an increase in the polydispersity of
the polymer sample which represents the breadth of the distribution curve.

The concept of polymer degradation may be explained by chain-end scission or
random chain scission mechanisms where chain breaking occurs at a random loca-
tion along the chain. Therefore the molecular weight decreases continuously with
the extent of reaction. Chain-end scission is considered as a special case of random
chain scission where the chain scission reactions are occurring most likely at the
polymer chain end that results in a release of a single monomer molecule. Random
chain scission is the reverse of step-growth polymerization while chain-end scission
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molecular-weight distribution (MWD) or chain-length distribution. The treatment
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average molecular weights as a function of radiation time. The model also consid-
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The critical design parameters in the UV/H2O2 process include the H2O2 dose, the
UV lamp type and intensity, and the reactor contact time. Basic UV reactor design
configurations used for the removal of polymers from wastewater depend mainly on
the flow rate. The tower design is typically utilized for large-scale applications. In the
tower configuration, multiple UV lamps are arranged horizontally within a single
large reactor vessel with the contaminated water flowing perpendicularly past the UV
lamps [23]. For small-scale systems, a single UV lamp per reactor vessel is arranged
vertically. For example, a small-scale system may consist of three individual reactor
vessels in series, each containing one UV lamp in a vertical position.

A typical laboratory-scale batch recirculation UV/H2O2 system consists of an
annular photoreactor, a large volume reservoir tank, centrifugal pump, and heat
exchanger. The circulation tank contains the polymer solution for treatment. The
hydrogen peroxide is injected into the circulation tank. A centrifugal magnet pump
is placed on the circulation line to maintain a steady flow of the aqueous polymer
solution between the tank and photoreactor. A flow meter is used to measure the
circulation rate. The cylindrical photoreactor is made of steel vessel of annual shape
and is connected to the circulation tank. The reactor is equipped with an internal
quartz glass in which a low-pressure mercury UV lamp is mounted at its centerline
of the cylinder with stainless steel housing. The annular photoreactor should have a
very small annular space to assure a uniform light distribution in the photoreactor.
Most AOPs are modular processes. Therefore, more than one reactor can be
employed in series mode to obtain higher retention times or in parallel mode to
process larger volumes to achieve the desired effluent for a given flow rate.

3. Characterization of polymeric wastewater

Determination of the polymer molecular weight, TOC content, and residual
hydrogen peroxide are crucial parameters to assess the performance of the
photodegradation process. The treated samples are analyzed using gel permeation
chromatography (GPC) to determine the molecular weights of the degraded poly-
mer samples. The GPC theory depends on the principle of size exclusion; therefore,
when a polymer solution is passed through a column of porous particles, large
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molecules cannot enter the pores of the packing and hence, they elute first. How-
ever, smaller molecules that can penetrate or diffuse into the pores are retained for a
while in the column and then elute at a later time. Thus, a sample is fractionated by
molecular hydrodynamic volume, and the resulting profile describes the molecular
weight distribution. A concentration detector (e.g., differential refractometer (RI)
or UV detector) is placed downstream of the columns to measure the concentration
of each fraction as a function of time. The actual method for determining the
molecular weight averages and the MWD depends upon the attached detectors.
GPC provides a convenient, quick, and relatively easy method which can be used on
a routine basis for determining the various moments of molecular weight.

The extent of degradation reactions to CO2 is monitored by measuring the total
organic carbon content of the samples. TOC analyzer is based on the oxidation of
organic compounds to carbon dioxide and water, with subsequent quantities of
carbon dioxide. The TOC analyzer subtracts the inorganic carbon (CO and CO2)
and reports the total organic carbon, which is a close approximation of organic
content. The amount of carbon dioxide generated upon oxidation of the organic
carbon in the sample was determined by the non-dispersive infra-red (NDIR)
detector, which is sensitive to low levels of TOC.

The reduction of hydrogen peroxide concentration during the degradation reac-
tion is determined using spectrophotometer method using 9-dimethyl-1,
10-phenanthroline (DMP) method. The most common way of measuring hydrogen
peroxide residual in wastewater is DMP-spectrophotometer method. 9-Dimethyl-
1,10-phenanthroline (DMP) method is based on the chemical reduction of copper
(II) by hydrogen peroxide in the presence of DMP, thus forming a bright yellow
(copper (II) – DMP) complex that is directly determined by UV–vis spectropho-
tometer [24]. The DMP method appears to be simple, robust, and rather insensitive
to interference. Intermediate compounds such as acetic and formic acids, formal-
dehyde, and acetaldehyde, which are formed by the decomposition of organic
matter exposed to AOPs, do not interfere with the DMP method.

4. Polymer chain scission mechanism

The degradation of polymers by advanced oxidation processes is mainly due to
free-radical-induced chain scission that led to successive oxidation reactions which
result in lower molecular weight polymer fragments. The chain scission reaction is a
chemical reaction between the macromolecular compounds (polymers) and
end/mid-chain radicals. As the reaction progresses, the large polymer molecules
eventually break down into live and dead polymer chains of lower molecular
weights. A further molecular disintegration can ultimately lead to carbon dioxide
and water as final products in case of complete mineralization.

In other words, the chain scission reaction can be defined as a bond scission that
takes place in the backbone of the polymer chain. The chain scission reaction
increases the number of polymer chains and reduces the polymer molecular weight
[25]. Consequently, the chain scission results in an increase in the polydispersity of
the polymer sample which represents the breadth of the distribution curve.

The concept of polymer degradation may be explained by chain-end scission or
random chain scission mechanisms where chain breaking occurs at a random loca-
tion along the chain. Therefore the molecular weight decreases continuously with
the extent of reaction. Chain-end scission is considered as a special case of random
chain scission where the chain scission reactions are occurring most likely at the
polymer chain end that results in a release of a single monomer molecule. Random
chain scission is the reverse of step-growth polymerization while chain-end scission
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is the reverse of chain growth polymerization [26]. Aarthi et al. [14] studied the
photodegradation of water-soluble polymers by combined ultrasonic and ultraviolet
radiation and found that the degradation process is controlled by random and
midpoint scission. On the other hand, Konaganti and Madras [27] investigated the
photocatalytic degradation of polymethyl methacrylate, polybutyl acrylate, and
their copolymers by random and chain-end scissions.

In the photodegradation of PVA polymer, the random chain scission mechanism
initially dominates which experimentally proved by the rapid decrease in the poly-
mer molecular weights. In random chain scission, all bonds may have an equal
probability of being cleaved along the polymer chain. Apparently, the degradation
process leads to a steep decrease in molecular weights. The chain cleavage occurs
and effectively shortens the polymer chains [17]. It can be concluded that PVA
degradation occurs mostly by random chain scission which explains the drastic
decrease in the polymer concentration.

4.1 Polymer average molecular weights

Polymer molecules are made of repeat monomer units that chemically bonded
into long chains. The chain length is often expressed in terms of the molecular
weight of the polymer chain, related to the relative molecular weight of the mono-
mer and the number of monomer units connected in the chain.

The molecular weight of a polymer is described by the average values of the
molecular weights of the polymer chains. The molecular weight distribution
(MWD) is the distribution of sizes in a polymer sample while the polydispersity
index (PDI) represents the breadth of the distribution curve. Thus, the polydisper-
sity index is used as a measure of the broadness of molecular weight distribution of
a polymer sample. Most synthetic water-soluble polymers are polydisperse since
they contain polymer chains of unequal lengths. The increase in the polydispersity
index results in broader molecular weight distribution. The PDI is defined as the
ratio of weight average molecular weight (Mw) to the number average molecular
weights (Mn). The molecular weight of a polymer is not a single value since polymer
molecules even those of the same type, have different sizes, so the method of
averaging mainly determines the average molecular weight. The number average
molecular weight is considered as the ordinary arithmetic average of the molecular
weights of the polymer while the weight average molecular weight is determined by
measuring the weight of each species in the sample, rather than the number of
molecules of each size.

Enhanced photodegradation of polymer by UV radiation can lead to a wider
distribution of molecular weights because the polymer chains are broken down into
short-chain polymers such as oligomers, dimers, and monomers [28]. The irradia-
tion promotes the decrease in the polymer molecular weights and the increase in the
polydispersity of the molecular weight distribution of the degraded polymer as
shown in Figure 2.

The shape of the molecular weight distribution changes as a function of the
treatment time. The untreated PVA has a uniform narrow distribution with a
polydispersity index (PDI) close to unity. During the degradation process, the
distribution shifts to the left as the polymer molecular weight was considerably
lowered. Song and Hyuan [29] confirmed the shifting of MWD and the generation
of monomer by chain-end scission at the thermal degradation of polystyrene in a
batch reactor. The broadness of the molecular weight distribution which is
expressed by an increase in polydispersity is due to the fragmentation and chain-
scission mechanism of the polymer degradation during the UV/H2O2 process.
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5. Photodegradation kinetic model development

The principle in the AOP process is the formation of hydroxyl radicals which
react immediately with organic contaminants in the wastewater streams. The
hydroxyl radicals are highly reactive because of the presence of unpaired electrons.
Oxidation reactions that produce radicals tend to be followed by additional oxida-
tion reactions between the radical oxidants and the intermediate products until
thermodynamically stable oxidation products are formed at complete mineraliza-
tion of the pollutant.

Usually, the mineralization starts directly with pollutant degradation, however,
for PVA polymers it occurs at a later stage of the reaction. In this case, it is desired
to model a specific polymer degradation as the TOC is not the right parameter to
choose for the development of an adequate model for polymer disintegration in a
photo-oxidation process. It is plausible to develop a model that takes into account
the polymer molecular weights.

Under the effect of UV light of a specific wavelength and using an oxidant such
as hydrogen peroxide, water-soluble polymer chains can break down into smaller
chains. Under the effect of radiation energy, chemical bonds of polymer chains are
destabilized and weakened. The chain scission reaction is, therefore, initiated and it
is defined as a bond scission that takes place in the backbone of the polymer chain.

Figure 2.
Effect of radiation time on MWD of the degraded PVA polymer by UV/H2O2 process (data from [17]).
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process leads to a steep decrease in molecular weights. The chain cleavage occurs
and effectively shortens the polymer chains [17]. It can be concluded that PVA
degradation occurs mostly by random chain scission which explains the drastic
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into long chains. The chain length is often expressed in terms of the molecular
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mer and the number of monomer units connected in the chain.

The molecular weight of a polymer is described by the average values of the
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index (PDI) represents the breadth of the distribution curve. Thus, the polydisper-
sity index is used as a measure of the broadness of molecular weight distribution of
a polymer sample. Most synthetic water-soluble polymers are polydisperse since
they contain polymer chains of unequal lengths. The increase in the polydispersity
index results in broader molecular weight distribution. The PDI is defined as the
ratio of weight average molecular weight (Mw) to the number average molecular
weights (Mn). The molecular weight of a polymer is not a single value since polymer
molecules even those of the same type, have different sizes, so the method of
averaging mainly determines the average molecular weight. The number average
molecular weight is considered as the ordinary arithmetic average of the molecular
weights of the polymer while the weight average molecular weight is determined by
measuring the weight of each species in the sample, rather than the number of
molecules of each size.

Enhanced photodegradation of polymer by UV radiation can lead to a wider
distribution of molecular weights because the polymer chains are broken down into
short-chain polymers such as oligomers, dimers, and monomers [28]. The irradia-
tion promotes the decrease in the polymer molecular weights and the increase in the
polydispersity of the molecular weight distribution of the degraded polymer as
shown in Figure 2.

The shape of the molecular weight distribution changes as a function of the
treatment time. The untreated PVA has a uniform narrow distribution with a
polydispersity index (PDI) close to unity. During the degradation process, the
distribution shifts to the left as the polymer molecular weight was considerably
lowered. Song and Hyuan [29] confirmed the shifting of MWD and the generation
of monomer by chain-end scission at the thermal degradation of polystyrene in a
batch reactor. The broadness of the molecular weight distribution which is
expressed by an increase in polydispersity is due to the fragmentation and chain-
scission mechanism of the polymer degradation during the UV/H2O2 process.
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5. Photodegradation kinetic model development

The principle in the AOP process is the formation of hydroxyl radicals which
react immediately with organic contaminants in the wastewater streams. The
hydroxyl radicals are highly reactive because of the presence of unpaired electrons.
Oxidation reactions that produce radicals tend to be followed by additional oxida-
tion reactions between the radical oxidants and the intermediate products until
thermodynamically stable oxidation products are formed at complete mineraliza-
tion of the pollutant.

Usually, the mineralization starts directly with pollutant degradation, however,
for PVA polymers it occurs at a later stage of the reaction. In this case, it is desired
to model a specific polymer degradation as the TOC is not the right parameter to
choose for the development of an adequate model for polymer disintegration in a
photo-oxidation process. It is plausible to develop a model that takes into account
the polymer molecular weights.

Under the effect of UV light of a specific wavelength and using an oxidant such
as hydrogen peroxide, water-soluble polymer chains can break down into smaller
chains. Under the effect of radiation energy, chemical bonds of polymer chains are
destabilized and weakened. The chain scission reaction is, therefore, initiated and it
is defined as a bond scission that takes place in the backbone of the polymer chain.
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As the reaction progresses, the large polymer molecules Pr eventually break down
into live and dead polymer chains of lower molecular weights, and consequently,
new intermediate polymeric components are formed. A further molecular disinte-
gration can ultimately lead to carbon dioxide and water as final products in case of
complete mineralization according to the following reaction:

Pr þH2O2 !hv intermediates ! CO2 þH2O (1)

Under the UV irradiation, the photolysis of hydrogen peroxide generates
hydroxyl radicals as follows:

H2O2 !hv 2HO• (2)

The highly reactive hydroxyl radical can undergo a series of promoted dissociation
reactions. Several authors [30, 33, 40, 41] have proposed a detailed chemical kinetic
mechanism of hydrogen peroxide decomposition. Photolysis reactions of hydrogen
peroxide (Reactions (3)–(15)) and the rate constants are provided in Table 1.

No. Reaction mechanism Rate constant Reference

(3) HO• þH2O2!k1 HO•
2 þH2O

2.7 � 107 L/mol s [30]

(4) H2O2 þHO•
2!
k2 HO• þH2Oþ O2

3.0 L/mol s [31]

(5) H2O2 þ O•�
2 !k3 HO• þ OH� þ O2

13 � 10�2 L/mol s [32]

(6) HO• þHO�
2 !

k4 HO•
2 þ OH� 7.5 � 109 L/mol s [33]

(7) O•�
2 þHþ!k5 HO•

2
1.0 � 1010 L/mol s [34]

(8) HO• þHO•!k6 H2O2
5.5 � 109 L/mol s [30]

(9) HO•
2 þHO•!k7 H2Oþ O2

6.6 � 109 L/mol s [35]

(10) HO•
2 þHO•

2!
k8 H2O2 þ O2

8.3 � 105 L/mol s [34]

(11) HO•
2!
k9 O•�

2 þHþ 1.6 � 105 1/s [34]

(12) HO•
2 þ O•�

2 !k10O2 þHO�
2

9.7 � 107 L/mol s [34]

(13) HO• þ O•�
2 !k11O2 þOH� 7.0 � 109 L/mol s [36]

(14) H2O2!k12HO�
2 þHþ 4.5 � 10�12 1/s [37]

(15) HO�
2 þHþ!k13H2O2

2.0 � 1010 L/mol s [37]

(16)
Pr þHO•!kp1P•

r þH2O
8.06 � 106 L/mol s [38]

(17)
Pr þHO•

2!
kp2P•

r þH2O2
4.69 � 10�1 L/mol s [38]

(18)
P•
r!
kp
P•
r�1 þ P1

3.66 � 102 1/s [38]

(19) P•
r�s þ P•

s!
ktc Pr

4.44 � 102 L/mol s [38]

(20)
P1 þHO•

2 þ O•�
2 !kd1 2HCOOH þHO� 1.89 � 106 L/mol s [38]

(21)
P1 þHO•

2!
kd2CH3COOH þHO• 1.35 � 102 L/mol s [38]

(22) HCOOH $Ka1HCOO� þHþ 1.77 � 10�4 [39]
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The mechanism of degradation polymer solution using UV irradiation using
hydrogen peroxide as an oxidant results in the generation of polymeric hydroxyl
radicals, which undergo degradation reactions. The live polymer radicals P•

r are the
precursor of subsequent polymer chain breakage (Reactions (16)–(19)). The poly-
mer radical may combine with another polymer radical to terminate the reaction
(Reactions (21)). The scission products are radical and non-radical fragments
(monomer or polymer with lower molecular weight) as follows:

P•
r !
kp

Ps þ P•
r�s (27)

where s ¼ 1 f0r chain-end scission and 2≤ s≤ r:
Reactions (20)–(26) represent the complete mineralization of polymer com-

pounds. It has been experimentally proven that the acidity of the treated solution
varies during the degradation reaction by the UV/H2O2 process [17, 39]. The pH
decreases at the beginning of the reaction, and the solution becomes more acidic due
to the formation of intermediate oxidation products such as carboxylic acids [42]. A
regain in the pH of the solution is expected in case of complete mineralization as a
result of the degradation of acidic compounds that are oxidized to carbon dioxide that
escapes the system and water at the end of the reaction. The experimental findings
indicate that there is evidence of the formation of acetic and formic acids associated
with the degradation of the monomer (vinyl alcohol) produced at the complete
degradation of PVA polymer. Therefore, the photochemical kinetic mechanism
incorporates the acidity aspect of the solution as the polymer degradation progresses.
The complete mineralization of polymer compounds and the production of by-
products with no hazard to the environment (Reactions (20)–(26)) are considered as
remarkable advantages of the advanced oxidation processes. A photochemical kinetic
model was developed based on the mechanism presented in Reactions (1) to (27).

The polymer degradation reactions are assumed to be irreversible. Binary frag-
mentation is also considered to explain kinetics fragmentation in which a polymer
of chain length r splits into two polymer units. The reaction rate constants are
assumed independent of polymer chain length. The degradation reaction is carried
out at a constant temperature with a good mixing condition. For a batch reactor
with recirculation, negligible degradation of the polymer per pass and good mixing
condition are assumed. Direct photolysis of the polymer without the presence of
hydrogen peroxide is neglected.

The photochemical kinetic model describing the PVA polymer degradation by
photo-oxidation comprises a radiation energy balance coupled with a molar balance
of the chemical species participating in the degradation reactions of the polymer.
The quantum yield of PVA is usually negligible since there is no measurable change
in PVA molecular weight under UV radiation alone [17]. The molar absorptivity of
PVA polymer is determined using spectrophotometer by measuring the absorbance
of different concentrations of PVA aqueous solutions at a wavelength of 254 nm.

No. Reaction mechanism Rate constant Reference

(23) CH3COOH $Ka2 CH3COO� þHþ 1.76 � 10�5 [39]

(24) CH3COOH þ 2HO•
2!
k142HCOOH þH2O2

1.60 � 107 L/mol s [39]

(25) HO• þ CH3COO�!k15 •CH2COO� þH2O
3.20 � 109 L/mol s [39]

(26) HCOOH þ 2HO•!k17CO2 þ 2H2O
1.30 � 108 L/mol s [39]

Table 1.
Photolysis reactions of hydrogen peroxide and the rate constants.
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As the reaction progresses, the large polymer molecules Pr eventually break down
into live and dead polymer chains of lower molecular weights, and consequently,
new intermediate polymeric components are formed. A further molecular disinte-
gration can ultimately lead to carbon dioxide and water as final products in case of
complete mineralization according to the following reaction:

Pr þH2O2 !hv intermediates ! CO2 þH2O (1)

Under the UV irradiation, the photolysis of hydrogen peroxide generates
hydroxyl radicals as follows:

H2O2 !hv 2HO• (2)

The highly reactive hydroxyl radical can undergo a series of promoted dissociation
reactions. Several authors [30, 33, 40, 41] have proposed a detailed chemical kinetic
mechanism of hydrogen peroxide decomposition. Photolysis reactions of hydrogen
peroxide (Reactions (3)–(15)) and the rate constants are provided in Table 1.
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9.7 � 107 L/mol s [34]

(13) HO• þ O•�
2 !k11O2 þOH� 7.0 � 109 L/mol s [36]
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2 þHþ 4.5 � 10�12 1/s [37]

(15) HO�
2 þHþ!k13H2O2

2.0 � 1010 L/mol s [37]

(16)
Pr þHO•!kp1P•

r þH2O
8.06 � 106 L/mol s [38]

(17)
Pr þHO•

2!
kp2P•

r þH2O2
4.69 � 10�1 L/mol s [38]

(18)
P•
r!
kp
P•
r�1 þ P1

3.66 � 102 1/s [38]

(19) P•
r�s þ P•

s!
ktc Pr

4.44 � 102 L/mol s [38]

(20)
P1 þHO•

2 þ O•�
2 !kd1 2HCOOH þHO� 1.89 � 106 L/mol s [38]

(21)
P1 þHO•

2!
kd2CH3COOH þHO• 1.35 � 102 L/mol s [38]

(22) HCOOH $Ka1HCOO� þHþ 1.77 � 10�4 [39]
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The mechanism of degradation polymer solution using UV irradiation using
hydrogen peroxide as an oxidant results in the generation of polymeric hydroxyl
radicals, which undergo degradation reactions. The live polymer radicals P•

r are the
precursor of subsequent polymer chain breakage (Reactions (16)–(19)). The poly-
mer radical may combine with another polymer radical to terminate the reaction
(Reactions (21)). The scission products are radical and non-radical fragments
(monomer or polymer with lower molecular weight) as follows:

P•
r !
kp

Ps þ P•
r�s (27)

where s ¼ 1 f0r chain-end scission and 2≤ s≤ r:
Reactions (20)–(26) represent the complete mineralization of polymer com-

pounds. It has been experimentally proven that the acidity of the treated solution
varies during the degradation reaction by the UV/H2O2 process [17, 39]. The pH
decreases at the beginning of the reaction, and the solution becomes more acidic due
to the formation of intermediate oxidation products such as carboxylic acids [42]. A
regain in the pH of the solution is expected in case of complete mineralization as a
result of the degradation of acidic compounds that are oxidized to carbon dioxide that
escapes the system and water at the end of the reaction. The experimental findings
indicate that there is evidence of the formation of acetic and formic acids associated
with the degradation of the monomer (vinyl alcohol) produced at the complete
degradation of PVA polymer. Therefore, the photochemical kinetic mechanism
incorporates the acidity aspect of the solution as the polymer degradation progresses.
The complete mineralization of polymer compounds and the production of by-
products with no hazard to the environment (Reactions (20)–(26)) are considered as
remarkable advantages of the advanced oxidation processes. A photochemical kinetic
model was developed based on the mechanism presented in Reactions (1) to (27).

The polymer degradation reactions are assumed to be irreversible. Binary frag-
mentation is also considered to explain kinetics fragmentation in which a polymer
of chain length r splits into two polymer units. The reaction rate constants are
assumed independent of polymer chain length. The degradation reaction is carried
out at a constant temperature with a good mixing condition. For a batch reactor
with recirculation, negligible degradation of the polymer per pass and good mixing
condition are assumed. Direct photolysis of the polymer without the presence of
hydrogen peroxide is neglected.

The photochemical kinetic model describing the PVA polymer degradation by
photo-oxidation comprises a radiation energy balance coupled with a molar balance
of the chemical species participating in the degradation reactions of the polymer.
The quantum yield of PVA is usually negligible since there is no measurable change
in PVA molecular weight under UV radiation alone [17]. The molar absorptivity of
PVA polymer is determined using spectrophotometer by measuring the absorbance
of different concentrations of PVA aqueous solutions at a wavelength of 254 nm.

No. Reaction mechanism Rate constant Reference

(23) CH3COOH $Ka2 CH3COO� þHþ 1.76 � 10�5 [39]

(24) CH3COOH þ 2HO•
2!
k142HCOOH þH2O2

1.60 � 107 L/mol s [39]

(25) HO• þ CH3COO�!k15 •CH2COO� þH2O
3.20 � 109 L/mol s [39]

(26) HCOOH þ 2HO•!k17CO2 þ 2H2O
1.30 � 108 L/mol s [39]

Table 1.
Photolysis reactions of hydrogen peroxide and the rate constants.
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For the kinetics, the general molar balance equation (Eq. 28) [43] must be
applied to the recirculating batch photoreactor.

∂ci
∂t

þ ∇:Ni ¼ Ri (28)

Assuming that the system works under the well-stirred conditions (∇:Ni ¼ 0),
the ratio of the photoreactor volume to the total volume ≪ 1, and high recirculating
flow rate to ensure small conversion per pass, the rate of the change of the concen-
tration in the tank could be written as follows [44]

dCi

dt
¼ Vph

VT
∑
m

j¼1
Rij, Ci 0ð Þ ¼ Ci0 (29)

In which Ci(t) is the ith component concentration, Vph is the volume of the
photoreactor, VT is the volume of the whole system, Ci(0) is the initial molar
concentration of species i, and Rij is the chemical reaction rate of component i in
reaction j (j = 1,2,.,m).

According to the basic photochemical mechanism given in Table 1, the mole
balance of small molecule species gives the following reaction rate equations:

1
α

d H2O2½ �
dt

¼ �RUV,H2O2 � k1 HO•½ � H2O2½ �–k2 HO•
2

� �
H2O2½ �–k3 O•�

2

� �
H2O2½ �

þ k6 HO•½ �2 þ k8 HO•
2

� �2 þ kp2 HO•
2

� �
Pr½ � � k12 H2O2½ � þ k13 HO�

2

� �
Hþ½ �

þ k14 CH3COOH½ � HO•
2

� �� k15 HCOO�½ � H2O2½ �
(30)

1
α

d HO•½ �
dt

¼ 2RUV,H2O2 � k1 HO•½ � H2O2½ � þ k2 HO•
2

� �
H2O2½ � þ k3 O•�

2

� �
H2O2½ �

� k4 HO�
2

� �
HO•½ � � 2k6 HO•½ �2 � k7 HO•½ � HO•

2

� �� kp1 HO•½ � Pr½ �
� k11 HO•½ � O•�

2

� �� kd1 HO•½ � P1½ � þ kd2 HO•
2

� �
P1½ � � 2k16 HO•½ �2 HCOOH½ �

(31)

1
α

d Hþ½ �
dt

¼ �k5 O•�
2

� �
Hþ½ � þ k9 HO•

2

� �þ k12 H2O2½ � � k13 Hþ½ � HO�
2

� �þ ka1 HCOOH½ �=
HCOO�½ � þ ka2 CH3COOH½ �= CH3COO�½ �

(32)

1
α

d HCOOH½ �
dt

¼ kd1 HO•½ � P1½ � þ k�1
a1 Hþ½ � HCOO�½ � þ k14 HO•

2

� �2 CH3COOH½ �
� k16 HO•½ �2 HCOOH½ �

(33)

1
α

d CH3COOH½ �
dt

¼ kd2 HO•
2

� �
P1½ � þ k�1

a2 Hþ½ � CH3COO�½ � � k14 HO•½ �2 CH3COOH½ �
(34)

1
α
d HO•

2

� �
dt

¼ k1 HO•½ � H2O2½ � � k2 HO•
2

� �
H2O2½ � þ k4 HO•�

2

� �
HO•½ � þ k5 O•�

2

� �
Hþ½ �

� k7 HO•½ � HO•
2

� �� 2k8 HO•
2

� �2 � k9 HO•
2

� �� kp2 HO•
2

� �
Pr½ �

� k10 HO•
2

� �
O•�

2

� �þ kd1 HO•½ � P1½ � � kd2 HO•
2

� �
P1½ � � 2k14 HO•

2

� �2 CH3COOH½ �
(35)
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1
α
d HO�

2

� �
dt

¼ �k4 HO�
2

� �
HO•½ � þ k10 HO•

2

� �
O•�

2

� �þ k12 H2O2½ � � k13 HO�
2

� �
Hþ½ �
(36)

1
α
d O•�

2

� �
dt

¼ �k3 O•�
2

� �
H2O2½ � � k5 O•�

2

� �
Hþ½ � þ k9 HO•

2

� �� k10 HO•
2

� �
O•�

2

� �

� k11 HO•½ � O•�
2

� � (37)

1
α

d P1½ �
dt

¼ kpp•r � kd1 HO•
2

� �
O•�

2

� �
P1½ � � kd2 HO•

2

� �
P1½ � (38)

RUV, i ¼ �∅if iIo � exp �2:303 b∑
N

i¼1
εi:Ci

� �� �
(39)

where α is defined as the ratio of photoreactor volume Vph to the total volume of
the system VT, ∅i is the number of moles of the pollutant transformed per number
of photons of wavelength λ absorbed by the pollutant, b is the path length of the ray
through the medium, ε is the molar absorptivity, f i is the fraction of the UV
irradiation absorbed by the ith chemical species, Io is the incident light intensity
emitted at the source, and the Ci is the ith species concentration.

The molar balance of the macromolecules Pr and P•
r in Reactions (16) to (21)

requires special modeling approach as the PVA polymer is randomly broken down,
polymer chains species of different sizes are subsequently generated, and they are
expected to degrade further. The concept of the population species is considered to
express the variations of the photochemical degradation of PVA. The random deg-
radation of polymer chains of length r can be described using breakage population
balance of all polymer species.

Generally, the moment operation is introduced as an easier method to transform
the integro-differential equations in the continuous kinetics model or the sum in the
discrete model to ordinary differential equations. McCoy andMadras [45] and Stickle
andGriggs [46] provided simplemathematical expressions for the discretemodel. The
macromolecular reactions show that the polymer consists of degrading active polymer
radicals P•

r and dead polymer Pr. Polymer degradation is described by a discrete
approach so that a mass balance provides a difference-differential equations. The net
accumulation rate of dead polymer chains of chain length r is given as follows [38]:

1
α
d pr
� �
dt

¼ �RUV,PVA � kp1 HO•½ � pr
� �� kp2 HO•

2 pr
� �þ kp ∑

r

s¼1
Ω r; sð Þp•s þ ktc ∑

r

s¼1
p•r p

•
r�s

� �

(40)

Similarly, the net accumulation rate of live polymer radicals of chain length r is
expressed as:

1
α
d p•r
� �
dt

¼ RUV,PVA þ kp1 HO•½ � pr
� �þ kp2 HO•

2

� �
pr
� �� kp p•r

� �þ kp ∑
r

s¼1
Ω r; sð Þp•s

� 2ktc ∑
r

s¼1
p•s p

•
r�s

(41)

Using statistical mechanics, the concept of moments was applied to determine the
molecular weight distribution of a polymer population. This reaction requires the
production of a specified scission product from any of a range of macromolecules, so a
stoichiometric kernel Ω(r,s) is employed for a polymer chain of length r to represent
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For the kinetics, the general molar balance equation (Eq. 28) [43] must be
applied to the recirculating batch photoreactor.

∂ci
∂t

þ ∇:Ni ¼ Ri (28)

Assuming that the system works under the well-stirred conditions (∇:Ni ¼ 0),
the ratio of the photoreactor volume to the total volume ≪ 1, and high recirculating
flow rate to ensure small conversion per pass, the rate of the change of the concen-
tration in the tank could be written as follows [44]

dCi

dt
¼ Vph

VT
∑
m

j¼1
Rij, Ci 0ð Þ ¼ Ci0 (29)

In which Ci(t) is the ith component concentration, Vph is the volume of the
photoreactor, VT is the volume of the whole system, Ci(0) is the initial molar
concentration of species i, and Rij is the chemical reaction rate of component i in
reaction j (j = 1,2,.,m).

According to the basic photochemical mechanism given in Table 1, the mole
balance of small molecule species gives the following reaction rate equations:

1
α

d H2O2½ �
dt

¼ �RUV,H2O2 � k1 HO•½ � H2O2½ �–k2 HO•
2

� �
H2O2½ �–k3 O•�

2

� �
H2O2½ �

þ k6 HO•½ �2 þ k8 HO•
2

� �2 þ kp2 HO•
2

� �
Pr½ � � k12 H2O2½ � þ k13 HO�

2

� �
Hþ½ �

þ k14 CH3COOH½ � HO•
2

� �� k15 HCOO�½ � H2O2½ �
(30)

1
α

d HO•½ �
dt

¼ 2RUV,H2O2 � k1 HO•½ � H2O2½ � þ k2 HO•
2

� �
H2O2½ � þ k3 O•�

2

� �
H2O2½ �

� k4 HO�
2

� �
HO•½ � � 2k6 HO•½ �2 � k7 HO•½ � HO•

2

� �� kp1 HO•½ � Pr½ �
� k11 HO•½ � O•�

2

� �� kd1 HO•½ � P1½ � þ kd2 HO•
2

� �
P1½ � � 2k16 HO•½ �2 HCOOH½ �

(31)

1
α

d Hþ½ �
dt

¼ �k5 O•�
2

� �
Hþ½ � þ k9 HO•

2

� �þ k12 H2O2½ � � k13 Hþ½ � HO�
2

� �þ ka1 HCOOH½ �=
HCOO�½ � þ ka2 CH3COOH½ �= CH3COO�½ �

(32)

1
α

d HCOOH½ �
dt

¼ kd1 HO•½ � P1½ � þ k�1
a1 Hþ½ � HCOO�½ � þ k14 HO•

2

� �2 CH3COOH½ �
� k16 HO•½ �2 HCOOH½ �

(33)

1
α

d CH3COOH½ �
dt

¼ kd2 HO•
2

� �
P1½ � þ k�1

a2 Hþ½ � CH3COO�½ � � k14 HO•½ �2 CH3COOH½ �
(34)

1
α
d HO•

2

� �
dt

¼ k1 HO•½ � H2O2½ � � k2 HO•
2

� �
H2O2½ � þ k4 HO•�

2

� �
HO•½ � þ k5 O•�

2

� �
Hþ½ �

� k7 HO•½ � HO•
2

� �� 2k8 HO•
2

� �2 � k9 HO•
2

� �� kp2 HO•
2

� �
Pr½ �

� k10 HO•
2

� �
O•�

2

� �þ kd1 HO•½ � P1½ � � kd2 HO•
2

� �
P1½ � � 2k14 HO•

2

� �2 CH3COOH½ �
(35)
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1
α
d HO�

2

� �
dt

¼ �k4 HO�
2

� �
HO•½ � þ k10 HO•

2

� �
O•�

2

� �þ k12 H2O2½ � � k13 HO�
2

� �
Hþ½ �
(36)

1
α
d O•�

2

� �
dt

¼ �k3 O•�
2

� �
H2O2½ � � k5 O•�

2

� �
Hþ½ � þ k9 HO•

2

� �� k10 HO•
2

� �
O•�

2

� �

� k11 HO•½ � O•�
2

� � (37)

1
α

d P1½ �
dt

¼ kpp•r � kd1 HO•
2

� �
O•�

2

� �
P1½ � � kd2 HO•

2

� �
P1½ � (38)

RUV, i ¼ �∅if iIo � exp �2:303 b∑
N

i¼1
εi:Ci

� �� �
(39)

where α is defined as the ratio of photoreactor volume Vph to the total volume of
the system VT, ∅i is the number of moles of the pollutant transformed per number
of photons of wavelength λ absorbed by the pollutant, b is the path length of the ray
through the medium, ε is the molar absorptivity, f i is the fraction of the UV
irradiation absorbed by the ith chemical species, Io is the incident light intensity
emitted at the source, and the Ci is the ith species concentration.

The molar balance of the macromolecules Pr and P•
r in Reactions (16) to (21)

requires special modeling approach as the PVA polymer is randomly broken down,
polymer chains species of different sizes are subsequently generated, and they are
expected to degrade further. The concept of the population species is considered to
express the variations of the photochemical degradation of PVA. The random deg-
radation of polymer chains of length r can be described using breakage population
balance of all polymer species.

Generally, the moment operation is introduced as an easier method to transform
the integro-differential equations in the continuous kinetics model or the sum in the
discrete model to ordinary differential equations. McCoy andMadras [45] and Stickle
andGriggs [46] provided simplemathematical expressions for the discretemodel. The
macromolecular reactions show that the polymer consists of degrading active polymer
radicals P•

r and dead polymer Pr. Polymer degradation is described by a discrete
approach so that a mass balance provides a difference-differential equations. The net
accumulation rate of dead polymer chains of chain length r is given as follows [38]:

1
α
d pr
� �
dt

¼ �RUV,PVA � kp1 HO•½ � pr
� �� kp2 HO•

2 pr
� �þ kp ∑

r

s¼1
Ω r; sð Þp•s þ ktc ∑

r

s¼1
p•r p

•
r�s

� �

(40)

Similarly, the net accumulation rate of live polymer radicals of chain length r is
expressed as:

1
α
d p•r
� �
dt

¼ RUV,PVA þ kp1 HO•½ � pr
� �þ kp2 HO•

2

� �
pr
� �� kp p•r

� �þ kp ∑
r

s¼1
Ω r; sð Þp•s

� 2ktc ∑
r

s¼1
p•s p

•
r�s

(41)

Using statistical mechanics, the concept of moments was applied to determine the
molecular weight distribution of a polymer population. This reaction requires the
production of a specified scission product from any of a range of macromolecules, so a
stoichiometric kernel Ω(r,s) is employed for a polymer chain of length r to represent
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the probability of getting shorter polymer chain lengths r-s and s [47]. In general,
polymer degradation occurs most likely by random chain scission. Therefore, it is
postulated that there is a low probability of the occurrence of chain-end scission
reactions. For random chain scission, the distribution of shorter polymer chains is
given as follows [45, 46]:

Ω r; sð Þ ¼ 1=r (42)

5.1 Polymer population balance

Polymer degradation is a fragmentation process in which population balance
concepts is often applied in fragmentation models to describe how the distributions
of different size entities evolve over the time of reaction. The degradation of high
molecular weight polydisperse materials results in the formation of a large number
of polymeric chains with different chain lengths and various chemical composi-
tions. Population balance approach is generally employed to model the size distri-
bution of the macromolecular compound during polymerization, polymer
degradation, depolymerization, and chain breakage.

In 1971, Randolph and Larson [48] proposed a solution for the population bal-
ance equation (PBE) in a well-mixed batch system. They used the concept of
moment transform to convert the population balance equations into ordinary dif-
ferential equations. Population balance based models have been developed to study
the molecular weight decrease of polymers in a fragmentation process by advanced
oxidation processes [18, 20, 22, 49]. Microwave-assisted oxidative degradation as an
emerging advanced oxidation technology was used for poly(alkyl methacrylate)
degradation. Random chain scission and Continuous distribution kinetics were
employed to determine the degradation rate of the polymer [50]. Photocatalytic
degradation of polyacrylamide co-acrylic acid by random chain scission has been
investigated by Vinu and Madras [51]. The rate coefficients were determined as a
linear function of the composition of co-monomer. Madras and McCoy [52] studied
the kinetics of oxidative degradation of polystyrene by di-tert-butyl peroxide pro-
vided the ratio of the rate parameters for both oxidizer and polymer decomposition
by moment analysis assuming random chain scission mechanism. Population bal-
ance and moment equations are solved for rate parameters [21, 53]. The model
proposed by McCoy and Wang [21] is sufficiently applicable to a variety of degra-
dation processes. Moment equations can be applied in batch and continuous stirred
tank reactor (CSTR) reactors for binary or ternary fragmentation.

The population balance model is a balance equation of species of different sizes,
and it is similar to the mass, energy, and momentum balances, to track the changes
in the size distribution. The benefit of the population models is that they provide a
straightforward technique to derive expressions for the moments of the polymer
distributions during the degradation reaction. Hulburt and Katz [54] applied the
concept of moments to determine the molecular weight distribution of a polymer
population for a dead and live polymer moments as follow:

μn ¼ ∑
∞

r¼1
rnpr (43)

λn ¼ ∑
∞

r¼1
rn p•r (44)

where pr and p•r are the polymer and the polymer radical concentrations with
chain length r, μn and λn are the nth moment of the quantities pr and p•r and n having
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values of 0, 1, or 2 stands for zeroth, first, and second moments, respectively. The
application of the moment method allows converting the discrete differential pop-
ulation balance equations into ordinary differential ones. The moments of dead
polymer Pr and live polymer radical P•

r are used to determine the average molecular
weights of the polymer. Applying the statistical moment concept to Eqs. (43, 44)
gives the following model of dead and live polymer moments for n = 0, 1, and 2,
respectively:

1
α

d μ0½ �
dt

¼ �RUV,PVA � kp1 HO•½ �μ0 � kp2 HO•
2

� �
μ0 þ ktcλ20 þ kpλ0 (45)

1
α

d μ1½ �
dt

¼ �RUV,PVA � kp1 HO•½ �μ1 � kp2 HO•
2

� �
μ1 þ 1=2kpλ1 þ ktcλ1λ1 (46)

1
α

d μ2½ �
dt

¼ �RUV,PVA � kp1 HO•½ �μ2 � kp2 HO•
2

� �
μ2 þ 1=3kpλ2 þ ktcλ2λ2 (47)

1
α

d λ0½ �
dt

¼ RUV,PVA þ kp1 HO•½ �μ0 þ kp2 HO•
2

� �
μ0 � 2ktcλ20 (48)

1
α

d λ1½ �
dt

¼ RUV,PVA þ kp1 HO•½ �μ1 þ kp2 HO•
2

� �
μ1 � 1=2kpλ1 � 2ktcλ0λ1 (49)

1
α

d λ2½ �
dt

¼ RUV,PVA þ kp1 HO•½ �μ2 þ kp2 HO•
2

� �
μ2 � 2=3kpλ2 � 2ktcλ0λ2 (50)

Using statistical mechanics, the concept of moments is applied to determine the
molecular weight distribution of a polymer population. The number average
molecular weight Mn and the weight average molecular weight Mw are calculated
according to:

Mn ¼ NACL :Mo (51)

Mw ¼ WACL :Mo (52)

where Mo is the molecular weight of the monomer unit. The number average
chain length (NACL) and the weight average chain length (WACL) are given by:

NACL ¼ μ1 þ λ1
μ0 þ λ0

(53)

WACL ¼ μ2 þ λ2
μ1 þ λ1

(54)

A parameter estimation scheme is typically performed for the polymer
photodegradation model equations to estimate the rate constants that are not avail-
able in the open literature. The objective function is the summation of squared
errors between the model predictions and experimental data for selected process
variables. The parameter estimation scheme is formulated to determine the esti-
mates of the rate constants by minimizing the objective function which is subjected
to the kinetic model equations.

The validity of the kinetic model is examined by direct comparison of model pre-
dictions with experimental data of the process parameters such as polymer molecular
weights, polymer concentration, hydrogen peroxide residual, and pH of the solution.
The goodness-of-fit between experimental yexp and predicted ym data for each vari-
able are then determined by calculating the root mean square error (RMSE) for n0 data
points. The good agreement between the model predictions and the experimental
results confirms the adequacy of the developed photochemical kinetic model.
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the probability of getting shorter polymer chain lengths r-s and s [47]. In general,
polymer degradation occurs most likely by random chain scission. Therefore, it is
postulated that there is a low probability of the occurrence of chain-end scission
reactions. For random chain scission, the distribution of shorter polymer chains is
given as follows [45, 46]:

Ω r; sð Þ ¼ 1=r (42)

5.1 Polymer population balance

Polymer degradation is a fragmentation process in which population balance
concepts is often applied in fragmentation models to describe how the distributions
of different size entities evolve over the time of reaction. The degradation of high
molecular weight polydisperse materials results in the formation of a large number
of polymeric chains with different chain lengths and various chemical composi-
tions. Population balance approach is generally employed to model the size distri-
bution of the macromolecular compound during polymerization, polymer
degradation, depolymerization, and chain breakage.

In 1971, Randolph and Larson [48] proposed a solution for the population bal-
ance equation (PBE) in a well-mixed batch system. They used the concept of
moment transform to convert the population balance equations into ordinary dif-
ferential equations. Population balance based models have been developed to study
the molecular weight decrease of polymers in a fragmentation process by advanced
oxidation processes [18, 20, 22, 49]. Microwave-assisted oxidative degradation as an
emerging advanced oxidation technology was used for poly(alkyl methacrylate)
degradation. Random chain scission and Continuous distribution kinetics were
employed to determine the degradation rate of the polymer [50]. Photocatalytic
degradation of polyacrylamide co-acrylic acid by random chain scission has been
investigated by Vinu and Madras [51]. The rate coefficients were determined as a
linear function of the composition of co-monomer. Madras and McCoy [52] studied
the kinetics of oxidative degradation of polystyrene by di-tert-butyl peroxide pro-
vided the ratio of the rate parameters for both oxidizer and polymer decomposition
by moment analysis assuming random chain scission mechanism. Population bal-
ance and moment equations are solved for rate parameters [21, 53]. The model
proposed by McCoy and Wang [21] is sufficiently applicable to a variety of degra-
dation processes. Moment equations can be applied in batch and continuous stirred
tank reactor (CSTR) reactors for binary or ternary fragmentation.

The population balance model is a balance equation of species of different sizes,
and it is similar to the mass, energy, and momentum balances, to track the changes
in the size distribution. The benefit of the population models is that they provide a
straightforward technique to derive expressions for the moments of the polymer
distributions during the degradation reaction. Hulburt and Katz [54] applied the
concept of moments to determine the molecular weight distribution of a polymer
population for a dead and live polymer moments as follow:

μn ¼ ∑
∞

r¼1
rnpr (43)

λn ¼ ∑
∞

r¼1
rn p•r (44)

where pr and p•r are the polymer and the polymer radical concentrations with
chain length r, μn and λn are the nth moment of the quantities pr and p•r and n having
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values of 0, 1, or 2 stands for zeroth, first, and second moments, respectively. The
application of the moment method allows converting the discrete differential pop-
ulation balance equations into ordinary differential ones. The moments of dead
polymer Pr and live polymer radical P•

r are used to determine the average molecular
weights of the polymer. Applying the statistical moment concept to Eqs. (43, 44)
gives the following model of dead and live polymer moments for n = 0, 1, and 2,
respectively:

1
α

d μ0½ �
dt

¼ �RUV,PVA � kp1 HO•½ �μ0 � kp2 HO•
2

� �
μ0 þ ktcλ20 þ kpλ0 (45)

1
α

d μ1½ �
dt

¼ �RUV,PVA � kp1 HO•½ �μ1 � kp2 HO•
2

� �
μ1 þ 1=2kpλ1 þ ktcλ1λ1 (46)

1
α

d μ2½ �
dt

¼ �RUV,PVA � kp1 HO•½ �μ2 � kp2 HO•
2

� �
μ2 þ 1=3kpλ2 þ ktcλ2λ2 (47)

1
α

d λ0½ �
dt

¼ RUV,PVA þ kp1 HO•½ �μ0 þ kp2 HO•
2

� �
μ0 � 2ktcλ20 (48)

1
α

d λ1½ �
dt

¼ RUV,PVA þ kp1 HO•½ �μ1 þ kp2 HO•
2

� �
μ1 � 1=2kpλ1 � 2ktcλ0λ1 (49)

1
α

d λ2½ �
dt

¼ RUV,PVA þ kp1 HO•½ �μ2 þ kp2 HO•
2

� �
μ2 � 2=3kpλ2 � 2ktcλ0λ2 (50)

Using statistical mechanics, the concept of moments is applied to determine the
molecular weight distribution of a polymer population. The number average
molecular weight Mn and the weight average molecular weight Mw are calculated
according to:

Mn ¼ NACL :Mo (51)

Mw ¼ WACL :Mo (52)

where Mo is the molecular weight of the monomer unit. The number average
chain length (NACL) and the weight average chain length (WACL) are given by:

NACL ¼ μ1 þ λ1
μ0 þ λ0

(53)

WACL ¼ μ2 þ λ2
μ1 þ λ1

(54)

A parameter estimation scheme is typically performed for the polymer
photodegradation model equations to estimate the rate constants that are not avail-
able in the open literature. The objective function is the summation of squared
errors between the model predictions and experimental data for selected process
variables. The parameter estimation scheme is formulated to determine the esti-
mates of the rate constants by minimizing the objective function which is subjected
to the kinetic model equations.

The validity of the kinetic model is examined by direct comparison of model pre-
dictions with experimental data of the process parameters such as polymer molecular
weights, polymer concentration, hydrogen peroxide residual, and pH of the solution.
The goodness-of-fit between experimental yexp and predicted ym data for each vari-
able are then determined by calculating the root mean square error (RMSE) for n0 data
points. The good agreement between the model predictions and the experimental
results confirms the adequacy of the developed photochemical kinetic model.
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5.2 Model predictions of the process variables

The polymer average molecular weights decrease with irradiation time due to
the chain cleavage that effectively shortens the polymer chains which supports the
success of the degradation process. The profile of the polymer molecular weight
with time during the degradation process can indicate the type and mechanism of
the chain scission. For instance, the steep reduction in the molecular weights of the
PVA polymer at the beginning of the degradation reaction under UV irradiation is
caused by the random chain scission mechanism that dominates initially in the
photo-oxidative degradation of polyvinyl alcohol. At the end of the degradation
reaction, the chain scission reactions occur most likely at the polymer chain end
releasing a single monomer molecule when the polymer has considerably degraded.
Whereas, the PVA degradation occurs mostly by random chain scission at the
beginning of the reaction which explains the drastic reduction in the polymer
concentration as clearly shown in Figure 3 for initial PVA concentration of 50 mg/L.
For water-soluble polymers, it is common to use a different approach, based on
discrete population balance equations, to model polymer degradation involving

Figure 3.
Variation of the weight average Mw and number average Mn molecular weights of PVA at different
[H2O2]/[PVA] mass ratios in a batch UV/H2O2 photoreactor (data from [38]).
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random scission and end-chain scission in order to predict the evolution of a popu-
lation of molecules undergoing different scission mechanisms.

It is worth mentioning that hydrogen peroxide has a significant effect on the
performance of the degradation process. The polymer molecular weight averages
decrease with an increase of hydrogen peroxide concentration up to a certain limit.
Therefore, a higher level of hydrogen peroxide has an adverse effect on the molec-
ular weight reduction which can be interpreted by the scavenging effect of H2O2

over hydroxyl radicals which hinders the radical degradation since the amount of
H2O2 added to the system is proportionally high [55]. The excess amount of hydro-
gen peroxide acts as a scavenger of hydroxyl radicals (Reaction (3) in Table 1) thus
forming hydroperoxyl radicals. As shown earlier in the photochemical kinetics
mechanism, the hydroperoxyl radical reacts with the PVA polymer (Reaction (17)
in Table 1) [38]. Therefore, the probability of hydroxyl radicals attacking the
polymer can be significantly reduced. The hydroperoxyl radicals are less reactive
than hydroxyl radicals that subsequently suppress the degradation reaction. The
photochemical model takes into account the scavenging effect of hydrogen peroxide
by incorporating reaction rate equations of all radicals in order to enhance the
reliability of the model.

The PVA polymers are effectively degraded in a UV/H2O2 photochemical reac-
tor. In fact, the rates of polymer degradation and TOC removal did not match with
each other. In fact, the TOC accounts for the carbon content of all chemical species,
including PVA polymers. The difference between TOC and PVA removal efficien-
cies as shown in Figure 4 is due to the presence of intermediate oxidation products
and the non-degraded polymer residuals towards the end of reaction which can
slightly increase the TOC content of the treated solution.

Figure 4 clearly illustrates the thresholds of the mass ratio of H2O2 and the
polymer at which both the TOC removal and PVA degradation efficiencies at
maximum values. In the advanced oxidation process, the amount of oxidant has to
be experimentally determined according to the specified operating conditions for
each pollutant so that the photochemical reaction performs at its best. Using excess
hydrogen peroxide in the treatment process not only impedes the removal rate of
the organic pollutants but also increase the hydrogen peroxide residual in the
treated solution which can negatively affect the operating cost of the photoreactor
system.

Figure 4.
PVA degradation and TOC removal efficiency for PVA (500 mg/L) degradation in UV/ H2O2 photoreactor
[data from [17]].
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ular weight reduction which can be interpreted by the scavenging effect of H2O2

over hydroxyl radicals which hinders the radical degradation since the amount of
H2O2 added to the system is proportionally high [55]. The excess amount of hydro-
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photochemical model takes into account the scavenging effect of hydrogen peroxide
by incorporating reaction rate equations of all radicals in order to enhance the
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each other. In fact, the TOC accounts for the carbon content of all chemical species,
including PVA polymers. The difference between TOC and PVA removal efficien-
cies as shown in Figure 4 is due to the presence of intermediate oxidation products
and the non-degraded polymer residuals towards the end of reaction which can
slightly increase the TOC content of the treated solution.

Figure 4 clearly illustrates the thresholds of the mass ratio of H2O2 and the
polymer at which both the TOC removal and PVA degradation efficiencies at
maximum values. In the advanced oxidation process, the amount of oxidant has to
be experimentally determined according to the specified operating conditions for
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6. Conclusions

The performance of the UV/H2O2 advanced oxidation process was evaluated for
the degradation of polymeric wastewater in the batch photoreactor. The UV/H2O2

process can significantly modify the structure of the PVA polymer and be a poten-
tial practice for the degradation of water-soluble polymers in wastewater. Under the
effect of UV light, hydrogen peroxide is readily decomposed into hydroxyl radicals
of high reactivity which become oxidizing agents and can immediately attack the
chains resulting in polymer disintegration.

A theoretical description of the UV/H2O2 process incorporates a population
balance of polymer system and a molar balance of all chemical species to adequately
represent the degradation of PVA polymer in a UV/H2O2 batch recirculating pro-
cess. Modeling the photochemical degradation of the polymers represents a new
approach to investigate the variations in polymer molecular weights. Considering
the importance of oxidant in the advanced oxidation process performance, the
dosage of hydrogen peroxide has to be experimentally determined for each polymer
in order to achieve a better photochemical degradation of water-soluble polymers in
wastewater. Incorporating the scavenging effect of hydrogen peroxide and the
variation of the solution acidity is essential for the predictive quality and reliability
of the photochemical model for degradation of polymers by UV/H2O2 process.

The photochemical mechanism and the photochemical kinetic model provide a
framework for understanding the real characterization of the UV/H2O2 process and
contribute to enhancing the design of industrial UV/H2O2 processes for the treat-
ment of wastewaters contaminated with water-soluble polymers.
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r�s live radical of chain length r-s, where 1 ≤ s < r
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AOP advanced oxidation process
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Chapter 4

Herbicides Mechanisms Involved 
in the Sorption Kinetic of 
Ionisable and Non Ionisable 
Herbicides: Impact of Physical/
Chemical Properties of Soils and 
Experimental Conditions
Lizethly Caceres Jensen, Angelo Neira-Albornoz  
and Mauricio Escudey

Abstract

Volcanic ash-derived soils (VADS, variable-charge soils) are predominant in 
some regions of the world, being of great importance in the agricultural economy of 
several emerging countries. Their amphoteric surface charge characteristics confer 
physical/chemical properties different to constant surface charge-soils, showing a 
particular behavior in relation to the herbicide adsorption kinetics. Volcanic soils 
represent an environmental substrate that may become polluted over time due to 
intensive agronomic uses. Solute transport models have contributed to a better 
understanding of herbicide behavior on variable- and constant-charge soils, being 
also necessary to evaluate the fate of herbicides and to prevent potential contamina-
tion of water resources. The following chapter is divided into four sections: physi-
cal/chemical properties of variable and constant-charge soils, kinetic adsorption 
models frequently used to obtain kinetic parameters of herbicides on soils, solute 
transport models to describe herbicide adsorption on VADS, and impact of experi-
mental conditions of kinetic batch studies on solute transport mechanisms.

Keywords: variable-charge soils, constant-charge soils, kinetic adsorption,  
herbicides and solute transport mechanism

1. Introduction

Nature of soils is regulated by various soil-forming factors such as parent 
material, climate, vegetation, and time [1]. These factors vary widely among 
region, and also these vary in their properties. Volcanic ash-derived soils (VADS) 
are predominantly found in regions of the world with geochemical characteristics 
dominated by active and recently extinct volcanic activity. These have great impor-
tance in the agricultural economy of several emerging and developing countries of 
Europe, Asia, Africa, Oceania, and America. They are abundant and widespread in 
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central-southern Chile (from 19° to 56° S latitude), accounting for approximately 
69% of the arable land [2].

Agricultural practices developed in Chilean VADS have led to the very increased 
use of herbicides and also require frequent adjustments of soil pH and mineral 
fertilization [3–5]. Among these soils, andisols and ultisols are the most abundant, 
both presenting an acidic pH (4.5–5.5). Andisols are rich in organic matter (OM), 
with high specific surface area, P retention (>85%), and variable charge with 
low saturation of bases, low bulk density (<0.9 Mg m−3) associated with a high 
porosity, and a strong microaggregation of heterogeneous forms and a mineralogy 
dominated by short-range ordered minerals, such as allophane (Al2O3SiO2 × nH2O) 
[2, 6]. Allophane plays a key role in surface reactivity in andisols determining the 
availability of nutrients and controlling soil contaminant behavior [6]. Ultisols have 
a low amount of OM, relatively high amounts of Fe oxides in different degrees of 
crystallinity, low base saturation (<30%), high bulk density (0.8–1.1 Mg m−3), and 
high clay content (>40%) [2, 7]. This last component provides a finer texture that 
allows a greater cohesion with respect to andisols [2, 8].

Andisols present variable surface charge, originated in both inorganic and 
organic constituents. Inorganic minerals such as goethite (FeOOH), ferrihydrite 
(Fe10O15 × 9H2O), gibbsite (Al(OH)3), imogolite, and allophane contribute through 
the dissociation of Fe▬OH and Al▬OH active surface groups, while OM through 
the dissociation of its functional groups (mainly carboxylic and phenolic) and 
humus-Al and Fe complexes with amphoteric characteristics contributes too. For 
the other side, ultisols present little or no charge, because more crystalline minerals, 
such as halloysite and/or kaolinite dominate their mineralogy.

Several herbicide adsorption kinetic studies on VADS have indicated that the 
herbicide adsorption is a nonequilibrium process [5, 9]. Time-dependent adsorption 
can be a result from physical and chemical nonequilibrium and intrasorbent diffu-
sion can occur during the transport of pesticides in soils [10]. In general, nonequi-
librium adsorption has been attributed to several factors, such as: diffusive mass 
transport resistances, nonlinearity in adsorption isotherms, adsorption-desorption 
nonsingularity and rate-limited adsorption reactions [11]. The intra-OM-diffusion 
has been suggested to be the predominant factor responsible for the nonequilibrium 
adsorption of nonionic or hydrophobic compounds on VADS [9, 12]. The differ-
ences in the intra-OM adsorption kinetics of herbicides were due to soil constitu-
ents, such as organic carbon (OC) and mineral composition on VADS.

The adsorption-desorption behavior of pesticides is the principal process affect-
ing the fate of these chemicals in soil and water. In general, adsorption-desorption 
processes are known to be important because they are time-dependent and with 
considerable ecosystem impact, influencing the availability of organic pollutants for 
plant uptake, microbial degradation, and transport in soil and consequently leach-
ing potential. In this sense, the principal process that affects the fate of pesticides 
in soil and water is adsorption of pesticides from soil solution to soil particle active 
sites, which limit transport in soils by reducing their concentration in the soil solu-
tion. Therefore, adsorption kinetic studies provide important information for weed 
control, crop toxicity, runoff, and carryover events, serving as the foundation for esti-
mating effects on biotic and abiotic environmental components. The kinetic param-
eters can be obtained by means of the application of two kinds of kinetic models: the 
ones that allow establishing principal kinetic parameters and modeling of the adsorp-
tion process and other models frequently used to describe adsorption mechanisms 
of organic compounds on soils. Such information is necessary in order to understand 
leaching of herbicides for preventing potential contamination of groundwater.

The aim of this chapter is to establish the differences of adsorption kinetics of 
ionizable and nonionizable herbicides (INIH) in Chilean VADS to investigate the 
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mechanisms involved of INIH adsorption on VADS by applying different solute adsorp-
tion mechanism models. Kinetic adsorption model description is also necessary in order 
to develop and validate computer simulation transport models on VADS to prevent 
potential contamination of water resources, considering model restrictions related to 
experimental conditions of kinetic batch studies on solute transport mechanisms.

2. Physical and chemical properties of variable-charge soils

Variable-charge soils are dominated by Al/Fe-humus complexes, by ferrihydrite, 
a short-range-order Fe hydroxide mineral, or by clay components characterized by 
the formation of short-range-order aluminosilicates, such as allophane and imogo-
lite [13]. The clay fraction mineralogy of VADS is usually dominated by allophane 
with a minor content of kaolinite, gibbsite, goethite, and hematite [14]. Besides, 
these minerals contain 2:1 and 2:1:1 type minerals and their integrades, opaline silica 
and halloysite [13].

These distinctive physical and chemical properties are largely due to the forma-
tion of noncrystalline materials, biological activity, and the accumulation of OM 
[13, 15]. The soil OM represents a key indicator of soil quality, both for agricultural 
(i.e., productivity and economic returns) and environmental functions (i.e., carbon 
sequestration). Andisols are highly representative of VADS; their OC concentra-
tion is more associated with metal-humus complexes than with concentrations of 
noncrystalline materials. Nevertheless these materials with variable charge surfaces 
provide an abundance of microaggregates that permit to encapsulate OC, favoring 
their physical protection [13]. Other studies indicate that Al/Fe oxides/hydroxides 
in allophanic soils are linked to carboxylic and aromatic groups of soil OM being the 
last highly decomposed [1].

In general, andisols are soils rich in constituents with amphoteric surface reactive 
group being considered the most abundant variable charge soils in Chile [14]. The 
most striking and unique properties of these are: variable charge, high water-holding 
capacity, low bulk density, high friability, highly stable soil aggregates due to unstable 
colloidal dispersions, excellent tilth and strong resistance to water erosion [13], anion 
adsorption, high lime or gypsum requirement to achieve neutral pH, and considerable 
adsorption affinity for cations (Ca and Mg), which may form both inner- and outer-
sphere complexes although the first are found to be more important [14].

Andisols are relatively young soils and cover about 0.84% of the world’s land 
[13, 16], being a typical product of weathering increases in temperate and tropical 
environments with sufficient moisture [13]. In this sense, metastable noncrystal-
line materials are transformed to more stable crystalline minerals (e.g., halloysite, 
kaolinite, and gibbsite) allowing the alteration of andisols to Inceptisols, alfisols, 
or ultisols. Andisols are often divided into two groups based on the mineralogi-
cal composition of A horizons: allophanic andisols dominated by variable charge 
constituents (allophane/imogolite), and nonallophanic andisols dominated by both 
variable charge and constant charge components (Al/Fe-humus complexes and 2:1 
layer silicates) [13]. Allophanic andisols form preferentially in weathering environ-
ments with pH values in the range of 5–7 and a low content of complexing organic 
compounds. Nonallophanic andisols form preferentially in pedogenic environments 
that are rich in OM and have pH values of 5 or less [13].

Allophanic andisols present allophane, imogolite, poorly crystalline Fe oxides 
(probably ferrihydrite), Al/Fe-humus complexes, volcanic glass (which is a mixture 
of aluminosilicates and traces of ferromagnesian minerals), and secondary Si min-
erals (opaline silica), resulting in pH-dependent variable charge, CEC and anion 
exchange capacity (AEC), and high phosphate retention >70% [1, 13]. Allophane, 
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last highly decomposed [1].

In general, andisols are soils rich in constituents with amphoteric surface reactive 
group being considered the most abundant variable charge soils in Chile [14]. The 
most striking and unique properties of these are: variable charge, high water-holding 
capacity, low bulk density, high friability, highly stable soil aggregates due to unstable 
colloidal dispersions, excellent tilth and strong resistance to water erosion [13], anion 
adsorption, high lime or gypsum requirement to achieve neutral pH, and considerable 
adsorption affinity for cations (Ca and Mg), which may form both inner- and outer-
sphere complexes although the first are found to be more important [14].

Andisols are relatively young soils and cover about 0.84% of the world’s land 
[13, 16], being a typical product of weathering increases in temperate and tropical 
environments with sufficient moisture [13]. In this sense, metastable noncrystal-
line materials are transformed to more stable crystalline minerals (e.g., halloysite, 
kaolinite, and gibbsite) allowing the alteration of andisols to Inceptisols, alfisols, 
or ultisols. Andisols are often divided into two groups based on the mineralogi-
cal composition of A horizons: allophanic andisols dominated by variable charge 
constituents (allophane/imogolite), and nonallophanic andisols dominated by both 
variable charge and constant charge components (Al/Fe-humus complexes and 2:1 
layer silicates) [13]. Allophanic andisols form preferentially in weathering environ-
ments with pH values in the range of 5–7 and a low content of complexing organic 
compounds. Nonallophanic andisols form preferentially in pedogenic environments 
that are rich in OM and have pH values of 5 or less [13].

Allophanic andisols present allophane, imogolite, poorly crystalline Fe oxides 
(probably ferrihydrite), Al/Fe-humus complexes, volcanic glass (which is a mixture 
of aluminosilicates and traces of ferromagnesian minerals), and secondary Si min-
erals (opaline silica), resulting in pH-dependent variable charge, CEC and anion 
exchange capacity (AEC), and high phosphate retention >70% [1, 13]. Allophane, 
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the main component of the clay fraction of VADS, has short to mid-range atomic 
order and a prevalence of Si▬O▬Al bonding [17]. This aluminosilicate consists of 
hollow, irregularly spherical nanoparticles with an outside diameter of 3.5–5.0 nm, 
a wall thickness of 0.7–1 nm, and a specific surface area of 700–900 m2 g−1 with a 
chemical composition generally ranging from an Al:Si atomic ratio of 1:1–2:1 [13].

The presence of allophane in andisols provides excellent physical fertility properties 
for crop production, such as: high friability, stable aggregates, ease of root penetration, 
good drainage, high permeability, low bulk density at field-moisture water content 
<0.9 g cm−3, high porosity, and high air and water retention [13]. An unusually high 
amount of micropores in allophanic VADS is partially attributable to the intra- and 
inter-particle pores of allophane [15]. The development of aggregates in VADS is closely 
related to the retention of large amounts of plant-available water. The large volume of 
both mesopores/micropores relates with the high water-holding capacity of andisols. 
In this sense, young VADS have a greater amount of macropores larger than 100 μm in 
diameter and a lesser amount of mesopores (0.4–6.0 μm) and micropores (<0.4 μm). In 
contrast, moderately weathered soils have a large amount of mesopores (0.4–6.0 μm) 
and micropores (<0.4 μm), contributing to the large plant-available water.

Based on their surface charge characteristics, VADS are characterized by a mixed 
charge system [14]. In this sense, the soil particles are of two different types: dual 
and variable-charge particles (phyllosilicates and allophane) and variable-charge 
particles (Fe/Al oxides). The surface charge density of variable-charge oxides 
depends on pH and ionic strength (IS) of the soil solution. The Fe/Al oxides have a 
surface reactive group with amphoteric properties; these groups are protonated and 
positively charged under acidic conditions (at a pH below the point of zero charge, 
PZC) or deprotonated and negatively charged under basic conditions (at a pH 
higher than the PZC). In general, the PZC of Al/Fe oxides are between 8 and 9. The 
Fe in VADS is present mostly in the form of noncrystalline hydroxides (ferrihydrite) 
and partly as Fe-humus complexes [13]. Ferrihydrite appears as individual spherical 
particles ranging in size between 2 and 5 nm. These particles form aggregates rang-
ing from 100 to 300 nm in diameter [13].

Dual-charge particles, such as phyllosilicates and allophane, usually develop per-
manent and variable charge or only variable charge but with different magnitude 
an even different sign on different surfaces of the same particle. These inorganic 
minerals are abundant in VADS, controlling chemical properties of the bulk soil. 
The siloxane ditrigonal cavity of the phyllosilicate siloxane surfaces may develop a 
localized permanent negative charge as a result of isomorphic substitutions in their 
internal crystal structures regardless of ambient conditions. The magnitude of this 
permanent negative charge does not depend on pH and IS of the soil solution. In 
contrast, the edges of these particles develop variable charge.

The variable charge of allophane is the result of protonation and dissociation of 
Al▬OH and Si▬OH superficial functional groups, with Al▬OH groups having neg-
ative, neutral, or positive charge and the more acidic SI▬OH groups having either 
neutral or negative charge. As allophane is a dual-variable charge, VADS usually have 
a slightly acidic to acidic soil solution pH [14]. Under acidic conditions, the surfaces 
of these minerals are net positively charged. The variable positive charge results from 
protonation of surface inorganic soil constituents with Al▬OH, Fe▬O, and Fe▬OH 
groups, while the variable negative charge results from dissociation of surface 
Si▬OH and organic functional groups of organic soil constituents (e.g., carboxylic, 
phenolic, or amino reactive groups) [13]. The development of negative charge with 
increasing soil pH has been common to all andisols and has been strongly related to 
the amount of soil OM [13]. Soils with a large variable charge component required 
large additions of lime for pH amendment and were susceptible to leaching of 
cations when the soil pH decreased [13]. The CEC and AEC of variable charge 
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components on particle edges are pH- and IS-dependent of the soil solution. On the 
other hand, the most important mineralogical components in ultisols are: kaolinite 
(dual-charge minerals), hydroxy-interlayered vermiculite, muscovite, smectite, and 
Fe/Al oxides (quartz in the sand and silt fractions). Kaolinite is a 1:1 phyllosilicate 
with a relatively low specific surface area (between 5 and 39 m2 g−1) and presents 
the lowest surface charge (about 1–5 cmol (c) kg−1) among common dual-charge 
clay minerals. The PZC of kaolinite is between 2.8 and 2.9 [14]. The kaolinite in A 
horizons has the same tubular morphology as the halloysite at depth suggesting 
that hydrated halloysite transforms to kaolinite upon dehydration. Halloysite is a 1:1 
aluminosilicate hydrated mineral characterized by a diversity of morphologies (e.g., 
spheroidal and tubular), specific surface area, structural disorder, and physical-
chemical properties (e.g., cation exchange capacity (CEC) and ion selectivity) [13].

3. Physical and chemical properties of constant-charge soils

There are different soil orders classified by soil formation, climates, and 
morphological features [18]. However, globally, most of the soil orders have con-
stant charge. In general, these soils present a similar composition to the andisols, 
except for amorphous clays, metal oxides, oxyhydroxides, and hydroxides. In this 
sense, constant-charge soils are a simplification of andisols, what is expressed in a 
lower variety of adsorbent forms that result in a minor mechanistic variability of 
adsorption-desorption processes. The lack of Fe/Al oxides and allophane involves a 
surface without humus-Fe/Al, Fe/Al-mineral, and mineral-Fe/Al-humus complexes, 
reducing the combinations of possible surface-surface and herbicide-surface 
interactions, increasing the colloidal stability due to electrostatic repulsion between 
non-Fe/Al minerals and OM, both with surfaces dominated by anionic sites (S−).

A thorough analysis is required to study the adsorption kinetics with agricultural 
or remediation purposes. For example, histosols from peat or bog have a high OM 
content (>20%) [18], so the adsorption process can be simplified to the soil/solution 
partition coefficient normalized to the  OC  content (  K  oc   ) or  OM  content (  K  om   ) [19], 
and the stability of microaggregates by OM. Aridisols, developed in arid regions, have 
a high presence of clay and salts such as sodium, calcium carbonates, or gypsum, 
together with a low water content [18], so the adsorption process can be simplified 
to clay/solution partition coefficient, with high probability of equilibrium and/or 
precipitation of adsorbate under field conditions. Ultisols, with low base saturation 
but high clay content, OM and acidity, have humus as the main soil component that 
contributes to the little variable charge on these soils, controlling the pesticide adsorp-
tion mainly through hydrophobic and H-bonding.

Despite the diversity previously exposed, in all the cases, the adsorption sites 
are mostly neutral (S0, e.g., OMaromatic,aliphatic) and anionic (S−, e.g., siloxane), and 
this implies adsorption of hydrophobic, polar, and cationic herbicides, where the 
dominance of siloxane and anionic organic surface groups generates a low PZC 
and negative surface charge, mostly pH-independent [20], which therefore implies 
small changes in CEC of minerals and negligible AEC at soil pH. So, the adsorption 
is independent of PZC for constant-charge soils. We will use ultisols as a constant-
charge soil to show this and contrast with andisols.

3.1 Effect of MSM adsorption in PZC on ultisols and andisols

The curve of PZC versus pH for ultisol and andisol soils is shown in Figure 1 [5]. 
As can be observed, a displacement of PZC to a higher pH was produced in both soil 
surfaces with adsorbed metsulfuron-methyl (MSM) confirming the contribution of 
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the main component of the clay fraction of VADS, has short to mid-range atomic 
order and a prevalence of Si▬O▬Al bonding [17]. This aluminosilicate consists of 
hollow, irregularly spherical nanoparticles with an outside diameter of 3.5–5.0 nm, 
a wall thickness of 0.7–1 nm, and a specific surface area of 700–900 m2 g−1 with a 
chemical composition generally ranging from an Al:Si atomic ratio of 1:1–2:1 [13].

The presence of allophane in andisols provides excellent physical fertility properties 
for crop production, such as: high friability, stable aggregates, ease of root penetration, 
good drainage, high permeability, low bulk density at field-moisture water content 
<0.9 g cm−3, high porosity, and high air and water retention [13]. An unusually high 
amount of micropores in allophanic VADS is partially attributable to the intra- and 
inter-particle pores of allophane [15]. The development of aggregates in VADS is closely 
related to the retention of large amounts of plant-available water. The large volume of 
both mesopores/micropores relates with the high water-holding capacity of andisols. 
In this sense, young VADS have a greater amount of macropores larger than 100 μm in 
diameter and a lesser amount of mesopores (0.4–6.0 μm) and micropores (<0.4 μm). In 
contrast, moderately weathered soils have a large amount of mesopores (0.4–6.0 μm) 
and micropores (<0.4 μm), contributing to the large plant-available water.

Based on their surface charge characteristics, VADS are characterized by a mixed 
charge system [14]. In this sense, the soil particles are of two different types: dual 
and variable-charge particles (phyllosilicates and allophane) and variable-charge 
particles (Fe/Al oxides). The surface charge density of variable-charge oxides 
depends on pH and ionic strength (IS) of the soil solution. The Fe/Al oxides have a 
surface reactive group with amphoteric properties; these groups are protonated and 
positively charged under acidic conditions (at a pH below the point of zero charge, 
PZC) or deprotonated and negatively charged under basic conditions (at a pH 
higher than the PZC). In general, the PZC of Al/Fe oxides are between 8 and 9. The 
Fe in VADS is present mostly in the form of noncrystalline hydroxides (ferrihydrite) 
and partly as Fe-humus complexes [13]. Ferrihydrite appears as individual spherical 
particles ranging in size between 2 and 5 nm. These particles form aggregates rang-
ing from 100 to 300 nm in diameter [13].

Dual-charge particles, such as phyllosilicates and allophane, usually develop per-
manent and variable charge or only variable charge but with different magnitude 
an even different sign on different surfaces of the same particle. These inorganic 
minerals are abundant in VADS, controlling chemical properties of the bulk soil. 
The siloxane ditrigonal cavity of the phyllosilicate siloxane surfaces may develop a 
localized permanent negative charge as a result of isomorphic substitutions in their 
internal crystal structures regardless of ambient conditions. The magnitude of this 
permanent negative charge does not depend on pH and IS of the soil solution. In 
contrast, the edges of these particles develop variable charge.

The variable charge of allophane is the result of protonation and dissociation of 
Al▬OH and Si▬OH superficial functional groups, with Al▬OH groups having neg-
ative, neutral, or positive charge and the more acidic SI▬OH groups having either 
neutral or negative charge. As allophane is a dual-variable charge, VADS usually have 
a slightly acidic to acidic soil solution pH [14]. Under acidic conditions, the surfaces 
of these minerals are net positively charged. The variable positive charge results from 
protonation of surface inorganic soil constituents with Al▬OH, Fe▬O, and Fe▬OH 
groups, while the variable negative charge results from dissociation of surface 
Si▬OH and organic functional groups of organic soil constituents (e.g., carboxylic, 
phenolic, or amino reactive groups) [13]. The development of negative charge with 
increasing soil pH has been common to all andisols and has been strongly related to 
the amount of soil OM [13]. Soils with a large variable charge component required 
large additions of lime for pH amendment and were susceptible to leaching of 
cations when the soil pH decreased [13]. The CEC and AEC of variable charge 
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components on particle edges are pH- and IS-dependent of the soil solution. On the 
other hand, the most important mineralogical components in ultisols are: kaolinite 
(dual-charge minerals), hydroxy-interlayered vermiculite, muscovite, smectite, and 
Fe/Al oxides (quartz in the sand and silt fractions). Kaolinite is a 1:1 phyllosilicate 
with a relatively low specific surface area (between 5 and 39 m2 g−1) and presents 
the lowest surface charge (about 1–5 cmol (c) kg−1) among common dual-charge 
clay minerals. The PZC of kaolinite is between 2.8 and 2.9 [14]. The kaolinite in A 
horizons has the same tubular morphology as the halloysite at depth suggesting 
that hydrated halloysite transforms to kaolinite upon dehydration. Halloysite is a 1:1 
aluminosilicate hydrated mineral characterized by a diversity of morphologies (e.g., 
spheroidal and tubular), specific surface area, structural disorder, and physical-
chemical properties (e.g., cation exchange capacity (CEC) and ion selectivity) [13].

3. Physical and chemical properties of constant-charge soils

There are different soil orders classified by soil formation, climates, and 
morphological features [18]. However, globally, most of the soil orders have con-
stant charge. In general, these soils present a similar composition to the andisols, 
except for amorphous clays, metal oxides, oxyhydroxides, and hydroxides. In this 
sense, constant-charge soils are a simplification of andisols, what is expressed in a 
lower variety of adsorbent forms that result in a minor mechanistic variability of 
adsorption-desorption processes. The lack of Fe/Al oxides and allophane involves a 
surface without humus-Fe/Al, Fe/Al-mineral, and mineral-Fe/Al-humus complexes, 
reducing the combinations of possible surface-surface and herbicide-surface 
interactions, increasing the colloidal stability due to electrostatic repulsion between 
non-Fe/Al minerals and OM, both with surfaces dominated by anionic sites (S−).

A thorough analysis is required to study the adsorption kinetics with agricultural 
or remediation purposes. For example, histosols from peat or bog have a high OM 
content (>20%) [18], so the adsorption process can be simplified to the soil/solution 
partition coefficient normalized to the  OC  content (  K  oc   ) or  OM  content (  K  om   ) [19], 
and the stability of microaggregates by OM. Aridisols, developed in arid regions, have 
a high presence of clay and salts such as sodium, calcium carbonates, or gypsum, 
together with a low water content [18], so the adsorption process can be simplified 
to clay/solution partition coefficient, with high probability of equilibrium and/or 
precipitation of adsorbate under field conditions. Ultisols, with low base saturation 
but high clay content, OM and acidity, have humus as the main soil component that 
contributes to the little variable charge on these soils, controlling the pesticide adsorp-
tion mainly through hydrophobic and H-bonding.

Despite the diversity previously exposed, in all the cases, the adsorption sites 
are mostly neutral (S0, e.g., OMaromatic,aliphatic) and anionic (S−, e.g., siloxane), and 
this implies adsorption of hydrophobic, polar, and cationic herbicides, where the 
dominance of siloxane and anionic organic surface groups generates a low PZC 
and negative surface charge, mostly pH-independent [20], which therefore implies 
small changes in CEC of minerals and negligible AEC at soil pH. So, the adsorption 
is independent of PZC for constant-charge soils. We will use ultisols as a constant-
charge soil to show this and contrast with andisols.

3.1 Effect of MSM adsorption in PZC on ultisols and andisols

The curve of PZC versus pH for ultisol and andisol soils is shown in Figure 1 [5]. 
As can be observed, a displacement of PZC to a higher pH was produced in both soil 
surfaces with adsorbed metsulfuron-methyl (MSM) confirming the contribution of 
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charged surface sites to adsorption of anionic MSM through electrostatic and hydro-
philic interactions on ultisols and andisols, respectively. The OM and active and free 
Fe/Al oxides will control the adsorption process in andisols mainly through hydrophilic 
on surface minerals, such as allophane, gibbsite, hematite, and goethite. In contrast, 
andisols present positive sites (S+, e.g., goethite at pH < 7.8) in addition to S0 and S−, 
that allow the anionic herbicide adsorption (X−(hydr) and X−) (Figure 2). Some intui-
tive mechanisms affected by pH, pKa, and PZC are anionic and cationic exchange due 
to their electrostatic nature, but these kinds of adsorption are usually accompanied by 
other mechanisms.

Figure 2. 
Connection between adsorption parameters and mechanistic explanation from kinetic models in andisols and 
ultisols from Figure 3 (S+, S−, and S0: surface charge. X+, X−, and X0: herbicide species. The green ovals are 
OM. pHsoils were measured in water at 1:2.5 soil:solution ratio).

Figure 1. 
Electrophoretic migration curves: (▲) ultisol without MSM adsorbed; (Δ) ultisol with 15 μg mL−1 of MSM 
adsorbed; (●) andisol without MSM adsorbed; and (Ο) andisol with 15 μg mL−1 of MSM adsorbed [5].
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4. Adsorption kinetics

The adsorption is characterized by a three-stage process: a rapid uptake on readily 
available adsorption sites (Figure 2, 1st stage), followed by slow diffusion-immobi-
lization into mesopores, micropores, or capillaries in the sorbent’s internal structure 
through mechanisms controlled by intraparticle diffusion (IPD), with small adsorbed 
amounts appearing on the external surface [9] (Figure 2, 2nd stage). The third stage 
(Figure 2), which is controlled by mass transfer mechanisms, involves rapid uptake 
of the solute in the inner surface of the sorbent. Adsorption processes are known to 
be important because they are time-dependent with considerable ecosystem impact, 
influencing the availability of organic pollutants for plant uptake, microbial degrada-
tion, and transport of pesticides in the soil environment during the short-term and 
consequently affecting their leaching potential [4, 9, 12, 21]. Adsorption kinetic stud-
ies may provide important information related to weed control, crop toxicity, runoff, 
and solute transport mechanisms [9, 22].

4.1  Kinetic adsorption models frequently used to estimate kinetic parameters 
of herbicides on soils

The pseudo-second order (PSO) model (Figure 3A) has been the best adsorption 
kinetic model to establish principal kinetic parameters and modeling of the adsorp-
tion process of INIH on ultisols and andisols [9, 12, 23]. In the Figure 3A,   q  t    is the 
adsorbed quantity (μg g−1) at any soil-solution contact time  t  (min) for kinetic 
adsorption experiments. The higher value of the overall rate constant   k  2    of MSM 
with respect to DI adsorption on andisols indicates that this value reflects contribu-
tions from the favored electrostatic interactions considering both a retarded IPD as 
well as intra-OM-diffusion.

4.2  Mechanistic kinetic models to describe herbicide adsorption on ultisols  
and andisols

Figure 3B and C show a different transport mechanism for glyphosate (GPS, 
pKa = 0.8; 2.23; 5.46; 10.14), metsulfuron-methyl (MSM, pKa = 3.3) and diuron (DI) 
on ultisol and andisols [9, 12, 23]. The IPD or Weber-Morris model (Figure 3B) is 
one of the most used models to describe solute transport mechanisms of organic 
compounds in different adsorbents intended for remediation purposes [9, 12, 23]. 
Nevertheless, the two-site nonequilibrium (TSNE) model (Figure 3C) has been the 

Figure 3. 
(A) PSO model for adsorption kinetics of GPS on ultisol (■) and andisol (□), MSM on ultisol (▲) and andisol 
(Δ) and DI on ultisol (●) and andisol (Ο). (B) IPD model for GPS adsorption kinetics on ultisol (■) and 
andisol (□); MSM on ultisol (▲) and andisol (Δ); and DI on ultisol (●) and andisol (Ο). (C) TSNE model 
plots for GPS adsorption on ultisol (■) and andisol (□), MSM adsorption on ultisol (▲) and andisol (Δ) and 
DI adsorption on ultisol (●) and andisol (Ο) [9, 12]. pHultisol = 5.2 and pHandisol = 4.1.
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charged surface sites to adsorption of anionic MSM through electrostatic and hydro-
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on surface minerals, such as allophane, gibbsite, hematite, and goethite. In contrast, 
andisols present positive sites (S+, e.g., goethite at pH < 7.8) in addition to S0 and S−, 
that allow the anionic herbicide adsorption (X−(hydr) and X−) (Figure 2). Some intui-
tive mechanisms affected by pH, pKa, and PZC are anionic and cationic exchange due 
to their electrostatic nature, but these kinds of adsorption are usually accompanied by 
other mechanisms.
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4. Adsorption kinetics
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lization into mesopores, micropores, or capillaries in the sorbent’s internal structure 
through mechanisms controlled by intraparticle diffusion (IPD), with small adsorbed 
amounts appearing on the external surface [9] (Figure 2, 2nd stage). The third stage 
(Figure 2), which is controlled by mass transfer mechanisms, involves rapid uptake 
of the solute in the inner surface of the sorbent. Adsorption processes are known to 
be important because they are time-dependent with considerable ecosystem impact, 
influencing the availability of organic pollutants for plant uptake, microbial degrada-
tion, and transport of pesticides in the soil environment during the short-term and 
consequently affecting their leaching potential [4, 9, 12, 21]. Adsorption kinetic stud-
ies may provide important information related to weed control, crop toxicity, runoff, 
and solute transport mechanisms [9, 22].

4.1  Kinetic adsorption models frequently used to estimate kinetic parameters 
of herbicides on soils

The pseudo-second order (PSO) model (Figure 3A) has been the best adsorption 
kinetic model to establish principal kinetic parameters and modeling of the adsorp-
tion process of INIH on ultisols and andisols [9, 12, 23]. In the Figure 3A,   q  t    is the 
adsorbed quantity (μg g−1) at any soil-solution contact time  t  (min) for kinetic 
adsorption experiments. The higher value of the overall rate constant   k  2    of MSM 
with respect to DI adsorption on andisols indicates that this value reflects contribu-
tions from the favored electrostatic interactions considering both a retarded IPD as 
well as intra-OM-diffusion.

4.2  Mechanistic kinetic models to describe herbicide adsorption on ultisols  
and andisols

Figure 3B and C show a different transport mechanism for glyphosate (GPS, 
pKa = 0.8; 2.23; 5.46; 10.14), metsulfuron-methyl (MSM, pKa = 3.3) and diuron (DI) 
on ultisol and andisols [9, 12, 23]. The IPD or Weber-Morris model (Figure 3B) is 
one of the most used models to describe solute transport mechanisms of organic 
compounds in different adsorbents intended for remediation purposes [9, 12, 23]. 
Nevertheless, the two-site nonequilibrium (TSNE) model (Figure 3C) has been the 
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DI adsorption on ultisol (●) and andisol (Ο) [9, 12]. pHultisol = 5.2 and pHandisol = 4.1.
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best kinetic model to describe INIH transport mechanisms on VADS [9, 12]. In 
Figure 3C,   C  t    is the solute concentration at any time ( μ g mL−1) and   C  in    is the initial 
added solute concentration ( μ g mL−1). As an advantage, the TSNE model allows 
obtaining the soil/solution partition coefficient (  K  d   ), percentage of instantaneous 
adsorption ( F ), and first-order desorption rate constant (  k  des   ) from the time-depen-
dent adsorption sites (100 –  F ).

Time-dependent adsorption can be a result of physical and chemical nonequi-
librium [12]. The nonequilibrium adsorption on soils has been attributed to several 
factors, such as: diffusive mass transfer resistances, nonlinearity in adsorption 
isotherms, adsorption-desorption nonsingularity, and rate-limited adsorption 
reactions [11]. The rate-limited diffusion of the adsorbate from bulk solution to 
the external surface of the sorbent and rate-limited diffusion within mesopores 
and micropores of the soil matrix will occur before the equilibrium is reached. 
The adsorption process first occurs within the boundary layer around the sorbent 
being conceptualized as a rapid uptake process on readily available adsorption sites. 
The intercept of the first adsorption step (  C  1   ) by the IPD model has been related to 
the extent of the boundary layer effect, namely, the diffusion of solute molecules 
through the solution to the external surface of the adsorbent [21]. In this regard,   C  1    
is the initial solute adsorption (mg/g) [24] being proportional to the thickness of 
the boundary layer.

When   C  1    = 0, the rate of adsorption is controlled by only IPD for the entire 
adsorption period (Figure 2, 1st stage and Figure 3B) [9, 12, 21]. In this regard, 
an external mass transfer of the solute from the bulk solution to the soil particle sur-
face exists. This can be seen in the initially steeper linear (  kint  1   ) (Figure 2, 1st stage), 
where the MSM adsorption on ultisols was controlled exclusively by IPD (  C  1    close 
to 0) (Figure 3B). A low value for   C  1    has been related with the heterogeneity of the 
adsorbent, enhanced by the colloidal stability of ultisols, implying a high meso- and 
micro-porosity with a complex pore morphology. In this regard, the intercept also 
decreases with the increasing surface heterogeneity of the soils, indicating a small 
film resistance to mass transfer surrounding the adsorbent particle. This can be seen 
in the initially steeper linear (  kint  1   ) (Figure 2, 2nd stage), where the mass transfer 
across the boundary layer and IPD were the two mechanisms to control the MSM 
adsorption on andisols. The last mechanisms were observed for GPS and DI adsorp-
tion on ultisols and andisols (Figure 3B), where GPS presented the same initial 
adsorption on both kinds of soils. A large value for   C  1    indicates that the adsorption 
proceeds via a more complex mechanism consisting of both surface adsorption and 
IPD. In this regard, the highest   C  1    values for DI correspond to large film diffusion 
resistance due to the greater boundary layer effect surrounding the particles for DI 
[24, 25] indicating a rapid adsorption in a short time and highest initial DI adsorp-
tion on andisols with a wide distribution of pore sizes. This was associated with the 
macroporosity of andisols due to aggregates composed by humus-Al/Fe complexes 
with low colloidal stability. If andisols have high OM content, these complexes 
could generate a preferential flow, increasing the transport of herbicides by the 
remaining colloidal or dissolved OM, increasing the leaching potential of DI.

The second (  kint  1   ) and (  kint  2   ) third stage describe the gradual adsorption stage 
(Figure 2, 2nd and 3rd stage), where IPD through macropores is rate limiting 
[21] followed by slow diffusion-immobilization in micropores or capillaries of the 
sorbent’s internal structure. The rate-controlling step may be controlled by film 
diffusion and IPD [26]. In this sense, the adsorption process proceeds in the liquid-
filled pore (external mass transfer (EMT)) steps or along the walls of the pores of 
the sorbent (internal mass transfer (IMT)) steps. It is assumed that the external 
resistance to mass transfer surrounding the solute is significant only in the early 
stage of adsorption [27]. This can be seen in the initially steeper linear (  kint  1   ) (Figure 2, 2nd 
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stage), where the IPD model indicated that mass transfer across the boundary layer and 
IPD to control the GPS and DI adsorption on ultisols and andisols (Figure 3A). The 
molecules of GPS diffuse quickly through the macropores of the andisols. MSM  
adsorption on ultisols was controlled exclusively by macropore IPD (Figure 3A) and 
MSM adsorption on andisols occurred on two stages (  kint  1     ≈    kint  2   ) being controlled by 
EMT and IPD.

The 3rd stage (Figure 2) is the adsorption of the particle in the inner surface 
of the sorbent through mass-action-controlled mechanisms where a rapid uptake 
occurs or mechanism of surface reaction which consider the interactions between 
functional groups of solute and surface (as a chemisorption) [9, 12, 24]. In this 
regard, this stage is observed in the second linear portion (  kint  2   , Figure 2, 2nd stage 
and Figure 3B) being the gradual adsorption stage in which IPD dominates [27]. 
The second line (Figure 2, 3rd stage and Figure 3B) will depict micropore diffusion 
with the IMT occurring during the retention of INIH. In general, INIH present a 
highest adsorption capacity (  q  max   ) on andisols. In this regard, the OM contributes 
to the ionic adsorption through the dissociation of its functional groups (mainly 
carboxylic and phenolic) and Al/Fe-humus complexes with amphoteric characteris-
tics. And also, the organic colloids have an important role in hydrophobic pesticide 
transport [28], due to their small size (<0.45 μm) and high affinity to nonpolar 
functional groups. This could have implications for the management of soils and 
pesticides in relation to the release of organic colloids into solution, especially in 
rainy areas or organic soils. The exogenous and endogenous water-extractable 
OM (WEOM) can influence the pesticide transport on soils, through formation of 
WEOM-pesticide complexes or competition between WEOM and pesticides for the 
adsorption sites, and thus, the retention and transport of the pesticides decrease 
and increase, respectively [29]. In this regard, Thevenot et al. [29] found that on 
a sandy-loam soil with low DI and WEOM adsorption capacity, the application of 
organic amendments with high WEOM content could increase DI leaching and, 
consequently, ground-water contamination risks.

While inorganic minerals such as goethite, ferrihydrite, gibbsite, imogolite, and 
allophane contribute through the dissociation of Si▬OH, Fe▬OH, and Al▬OH 
active surface groups [21], kaolin clays could contribute to the adsorption in ultisols 
through Si▬OH and (Al▬OH▬Si)+0.5 from the exposed edge kaolinite of the 
octahedral and tetrahedral basal surfaces having a hydrophilic and hydrophobic 
character, respectively [21].

For the case of ionizable herbicides, such as MSM, a negative correlation has 
been found between adsorption capacity and pH on acidic andisols (pHsoils between 
4.49–6.46) from southern China [30] and acidic ultisols (pHsoils acidic 4.7–5.2) and 
acidic andisols (pHsoils acidic 4.1–6.2) from Chile [5, 31]. This behavior could be 
related to the adsorption mechanism of neutral pesticide species (X0) on OM at 
low pH (S0…*X0, with S0 = hydrophobic or polar OM) and the increase of repulsion 
between S− and X− at high pH (Figures 1 and 2, 1st stage). In addition, a positive 
correlation between adsorption capacity and CEC and amorphous and free Al/Fe 
content even at low pH implies a significant electrostatic adsorption mechanism on 
S+, probably anionic exchange (S+…*X−(hydr)) (Figures 1 and 2). The presence of 
two mechanisms explains the variations on   K  oc    value, and the reversibility of anionic 
exchange explains the lower hysteresis at higher pH.

For the case of amphoteric herbicides, such as imazaquin, Weber et al. studied 
the imazaquin adsorption (pKa = 1.8 for ▬NH+▬, 3.8 for ▬COO−, and 10.5 for 
▬N−▬) in Cape Fear soil [32]. In this acidic ultisol (pHsoil = 4.7), the authors found 
a positive correlation between adsorption capacity and presence of cationic (X+) 
and neutral imazaquin, attributed to cationic exchange, an electrostatic mecha-
nism opposite to anionic exchange observed for MSM in andisols (S−…*X+(hydr)) 
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best kinetic model to describe INIH transport mechanisms on VADS [9, 12]. In 
Figure 3C,   C  t    is the solute concentration at any time ( μ g mL−1) and   C  in    is the initial 
added solute concentration ( μ g mL−1). As an advantage, the TSNE model allows 
obtaining the soil/solution partition coefficient (  K  d   ), percentage of instantaneous 
adsorption ( F ), and first-order desorption rate constant (  k  des   ) from the time-depen-
dent adsorption sites (100 –  F ).

Time-dependent adsorption can be a result of physical and chemical nonequi-
librium [12]. The nonequilibrium adsorption on soils has been attributed to several 
factors, such as: diffusive mass transfer resistances, nonlinearity in adsorption 
isotherms, adsorption-desorption nonsingularity, and rate-limited adsorption 
reactions [11]. The rate-limited diffusion of the adsorbate from bulk solution to 
the external surface of the sorbent and rate-limited diffusion within mesopores 
and micropores of the soil matrix will occur before the equilibrium is reached. 
The adsorption process first occurs within the boundary layer around the sorbent 
being conceptualized as a rapid uptake process on readily available adsorption sites. 
The intercept of the first adsorption step (  C  1   ) by the IPD model has been related to 
the extent of the boundary layer effect, namely, the diffusion of solute molecules 
through the solution to the external surface of the adsorbent [21]. In this regard,   C  1    
is the initial solute adsorption (mg/g) [24] being proportional to the thickness of 
the boundary layer.

When   C  1    = 0, the rate of adsorption is controlled by only IPD for the entire 
adsorption period (Figure 2, 1st stage and Figure 3B) [9, 12, 21]. In this regard, 
an external mass transfer of the solute from the bulk solution to the soil particle sur-
face exists. This can be seen in the initially steeper linear (  kint  1   ) (Figure 2, 1st stage), 
where the MSM adsorption on ultisols was controlled exclusively by IPD (  C  1    close 
to 0) (Figure 3B). A low value for   C  1    has been related with the heterogeneity of the 
adsorbent, enhanced by the colloidal stability of ultisols, implying a high meso- and 
micro-porosity with a complex pore morphology. In this regard, the intercept also 
decreases with the increasing surface heterogeneity of the soils, indicating a small 
film resistance to mass transfer surrounding the adsorbent particle. This can be seen 
in the initially steeper linear (  kint  1   ) (Figure 2, 2nd stage), where the mass transfer 
across the boundary layer and IPD were the two mechanisms to control the MSM 
adsorption on andisols. The last mechanisms were observed for GPS and DI adsorp-
tion on ultisols and andisols (Figure 3B), where GPS presented the same initial 
adsorption on both kinds of soils. A large value for   C  1    indicates that the adsorption 
proceeds via a more complex mechanism consisting of both surface adsorption and 
IPD. In this regard, the highest   C  1    values for DI correspond to large film diffusion 
resistance due to the greater boundary layer effect surrounding the particles for DI 
[24, 25] indicating a rapid adsorption in a short time and highest initial DI adsorp-
tion on andisols with a wide distribution of pore sizes. This was associated with the 
macroporosity of andisols due to aggregates composed by humus-Al/Fe complexes 
with low colloidal stability. If andisols have high OM content, these complexes 
could generate a preferential flow, increasing the transport of herbicides by the 
remaining colloidal or dissolved OM, increasing the leaching potential of DI.

The second (  kint  1   ) and (  kint  2   ) third stage describe the gradual adsorption stage 
(Figure 2, 2nd and 3rd stage), where IPD through macropores is rate limiting 
[21] followed by slow diffusion-immobilization in micropores or capillaries of the 
sorbent’s internal structure. The rate-controlling step may be controlled by film 
diffusion and IPD [26]. In this sense, the adsorption process proceeds in the liquid-
filled pore (external mass transfer (EMT)) steps or along the walls of the pores of 
the sorbent (internal mass transfer (IMT)) steps. It is assumed that the external 
resistance to mass transfer surrounding the solute is significant only in the early 
stage of adsorption [27]. This can be seen in the initially steeper linear (  kint  1   ) (Figure 2, 2nd 
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stage), where the IPD model indicated that mass transfer across the boundary layer and 
IPD to control the GPS and DI adsorption on ultisols and andisols (Figure 3A). The 
molecules of GPS diffuse quickly through the macropores of the andisols. MSM  
adsorption on ultisols was controlled exclusively by macropore IPD (Figure 3A) and 
MSM adsorption on andisols occurred on two stages (  kint  1     ≈    kint  2   ) being controlled by 
EMT and IPD.

The 3rd stage (Figure 2) is the adsorption of the particle in the inner surface 
of the sorbent through mass-action-controlled mechanisms where a rapid uptake 
occurs or mechanism of surface reaction which consider the interactions between 
functional groups of solute and surface (as a chemisorption) [9, 12, 24]. In this 
regard, this stage is observed in the second linear portion (  kint  2   , Figure 2, 2nd stage 
and Figure 3B) being the gradual adsorption stage in which IPD dominates [27]. 
The second line (Figure 2, 3rd stage and Figure 3B) will depict micropore diffusion 
with the IMT occurring during the retention of INIH. In general, INIH present a 
highest adsorption capacity (  q  max   ) on andisols. In this regard, the OM contributes 
to the ionic adsorption through the dissociation of its functional groups (mainly 
carboxylic and phenolic) and Al/Fe-humus complexes with amphoteric characteris-
tics. And also, the organic colloids have an important role in hydrophobic pesticide 
transport [28], due to their small size (<0.45 μm) and high affinity to nonpolar 
functional groups. This could have implications for the management of soils and 
pesticides in relation to the release of organic colloids into solution, especially in 
rainy areas or organic soils. The exogenous and endogenous water-extractable 
OM (WEOM) can influence the pesticide transport on soils, through formation of 
WEOM-pesticide complexes or competition between WEOM and pesticides for the 
adsorption sites, and thus, the retention and transport of the pesticides decrease 
and increase, respectively [29]. In this regard, Thevenot et al. [29] found that on 
a sandy-loam soil with low DI and WEOM adsorption capacity, the application of 
organic amendments with high WEOM content could increase DI leaching and, 
consequently, ground-water contamination risks.

While inorganic minerals such as goethite, ferrihydrite, gibbsite, imogolite, and 
allophane contribute through the dissociation of Si▬OH, Fe▬OH, and Al▬OH 
active surface groups [21], kaolin clays could contribute to the adsorption in ultisols 
through Si▬OH and (Al▬OH▬Si)+0.5 from the exposed edge kaolinite of the 
octahedral and tetrahedral basal surfaces having a hydrophilic and hydrophobic 
character, respectively [21].

For the case of ionizable herbicides, such as MSM, a negative correlation has 
been found between adsorption capacity and pH on acidic andisols (pHsoils between 
4.49–6.46) from southern China [30] and acidic ultisols (pHsoils acidic 4.7–5.2) and 
acidic andisols (pHsoils acidic 4.1–6.2) from Chile [5, 31]. This behavior could be 
related to the adsorption mechanism of neutral pesticide species (X0) on OM at 
low pH (S0…*X0, with S0 = hydrophobic or polar OM) and the increase of repulsion 
between S− and X− at high pH (Figures 1 and 2, 1st stage). In addition, a positive 
correlation between adsorption capacity and CEC and amorphous and free Al/Fe 
content even at low pH implies a significant electrostatic adsorption mechanism on 
S+, probably anionic exchange (S+…*X−(hydr)) (Figures 1 and 2). The presence of 
two mechanisms explains the variations on   K  oc    value, and the reversibility of anionic 
exchange explains the lower hysteresis at higher pH.

For the case of amphoteric herbicides, such as imazaquin, Weber et al. studied 
the imazaquin adsorption (pKa = 1.8 for ▬NH+▬, 3.8 for ▬COO−, and 10.5 for 
▬N−▬) in Cape Fear soil [32]. In this acidic ultisol (pHsoil = 4.7), the authors found 
a positive correlation between adsorption capacity and presence of cationic (X+) 
and neutral imazaquin, attributed to cationic exchange, an electrostatic mecha-
nism opposite to anionic exchange observed for MSM in andisols (S−…*X+(hydr)) 
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instead of (S+…*X−(hydr)), while the inverse correlation with the anionic species 
was explained by electrostatic repulsion with negative charge surfaces. In this sense, 
the different surface charge of both soil orders (predominance of S− for ultisols and 
S+ for andisols) plays an important role in herbicide-soil speciation that should be 
considered together with molecular properties to explain the mechanistic behavior 
of adsorption.

On the other hand, the OM, humic substances, and clay content increased the 
adsorption and reduced the mobility of imazaquin at low pH, due to the inverse 
relationship between adsorption and transport [32]. But this trend involves the 
adsorption on negatively charged sites, then andisols could exhibit a different 
behavior affected by positive charges and their interactions with herbicides (S+…*X) 
and OM (S+…*S−). For the case of a nonionizable herbicide, such as metolachlor, the 
OM plays a fundamental role for specific and nonspecific adsorption mechanisms. 
In this regard, Weber et al. studied the adsorption of metolachlor in Cape Fear soil 
[32], comparatively to imazaquin. In general, metolachlor was adsorbed by physi-
cal binding with soil. The proposed mechanisms were hydrophobic bonding to 
lipophilic sites of OM and humic substances (X0…*S0), charge-transfer mechanisms, 
van der Waals forces, and H-bonds on polar surfaces of clay minerals, with a greater 
adsorption than imazaquin, similar to DI in Chilean soils (Figure 2, 1st stage and 
equilibrium) [9]. Additionally, the adsorption process could be dependent on mass 
transfer instead of soil-herbicide affinity. In this sense, the adsorption mechanisms 
depend on chemical and physical properties of soil and herbicide, including the 
interaction between soil components. This was observed for atrazine adsorbed 
on OM [33], in which hydrophobic interactions were dominant in aliphatic C of 
the inner sites of humic self-associated aggregates for ultisols, while for andisols 
the adsorption occurred on the surface of aromatic C stabilized by allophane and 
therefore becomes more easily desorbed [33]. This effect on conformational rigidity 
of organic and Fe/Al-humus sorbents is interesting to predict the environmental fate 
of organic nonionizable herbicides, where the formation of stable Fe/Al-humus com-
plexes becomes OM less heterogeneous in andisols, which plays an important role 
in controlling the reversibility of adsorption processes. The effect of soil-solution 
interaction on hydrophobic adsorption of acetamiprid (pKa = 4.16) was studied by 
Murano et al. [34]. The adsorption of neutral acetamiprid at pH 6.5 (neutral specie) 
increased when Al+3 or Fe+3 was added to humic substances because of hydrophobic-
ity enhanced by cation bridging in the formation of humic substance-metal com-
plexes (S−…*M+3…*S− and 3S−…*M+3, where M=Al+3/Fe+3), changing the surface charge, 
conformational structure of humic substances, and accessibility to reactive sites.
The TSNE model (Figure 3C) indicated that MSM adsorption on andisols presented 
an initial phase with a fast trend to equilibrium, where ∼50% (F ~ 50%) of sites 
account for almost instantaneous equilibrium, while for ultisols, great part of sites 
corresponded to the time-dependent stage of adsorption (91%, F ~ 10%) (Figure 2, 
1st stage). As F is related to irreversible adsorption, this parameter acts as an indirect 
indicator of hysteresis. So, high F values imply low desorption. The instantaneous 
adsorption on andisols was associated to OM-pesticide complexes, more stable and 
irreversible than clay-pesticide complexes, which was consistent with low   k  des    values. 
On the other hand, F on ultisols was related to a pore deformation mechanism due to 
the hysteresis water sorptivity in hydrated minerals, such as halloysite.

The DI adsorption on andisols presented an initial phase with a fast trend to 
equilibrium, where between 10 and 50% of sites account for very fast adsorption 
(Figure 2, 1st stage). Again for ultisols, most of the sites corresponded to the 
time-dependent stage of adsorption (90%) (Figure 2, 1st stage). The adsorption 
of nonionic or hydrophobic compounds on VADS has been described as a two-site 
equilibrium-kinetic process, where intra-OM-diffusion has been suggested to be 
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the predominant factor responsible for the nonequilibrium adsorption [9]. In this 
sense, the OM is the governing factor for NIH adsorption on andisols (OC content 
higher than 4.0%). The presence of crystalline minerals, such as kaolinite, hal-
loysite, and Al/Fe oxides will be significant in the IPD mechanism in ultisols [5, 35]. 
The way minerals, present on VADS, are interrelated or chemically spatially distrib-
uted, either being freely distributed throughout the soil mass or coating silt and clay 
grains, is determinant on their chemical role in the whole ion adsorption-desorption 
mechanisms [7]. The different mineral composition of VADS will have an impact on 
their different physical behavior, influencing the INIH adsorption rate, the adsorp-
tion mechanism involved, and the INIH adsorption capacity. All of the above must 
be taken into account to evaluate the potential leaching of INIH in VADS.

4.3  Impact of experimental conditions of kinetic batch studies on solute 
transport mechanisms

The adsorption mechanism is strongly related to the experimental conditions 
established to carry out the adsorption kinetic study. Considering previous examples 
of herbicide adsorption kinetics on ultisols and andisols exposed in Figure 3, the pH 
can affect the speciation of MSM and GPS [4, 12]. Similarly, pH can significantly 
affect the fraction of different soil sites for adsorption (S+, S− and S0) in andisols. In 
this sense, the variability in   q  max    due to changes in adsorption mechanisms for the pH 
effect will be MSM and GPS in andisols > MSM and GPS in ultisols > DI in andisols 
> DI in ultisols. In addition, the cations and anions in solution, related with IS and 
ionic composition, can affect the CEC and AEC of soil, including the ionic exchange 
mechanism for MSM and GPS by (i) competition, such as GPS versus phosphate, 
with affinity for the same S+, or (ii) cooperativity, such as GPS and Ca2+ by cation 
bridge adsorption in S− (S−…*Ca2+…*GPS−). To evaluate (i), initial status of soil must 
be known, e.g., the natural or anthropogenic P content in agricultural soils. The same 
driving factors mentioned above could modify the structure and porosity of soils, 
changing the transport mechanism of pesticides. Interactions such as S+…*S− in Al/
Fe-humus complexes or S−…*M+…*S− and S+…*X−…*S+ for the solution composition can 
explain the difference between   kint  1    and   kint  2   , especially for GPS adsorption in andis-
ols, due to the joint effect between a high content of macropores and a low molecular 
size. In all previous cases, different stoichiometric coefficients may be related to the 
same mechanism, depending on herbicide and soil properties. If we describe the 
adsorption rate based on the adsorption capacity only, a simple case will be the anionic 
exchange of GPS− and GPS2− (e.g., phosphonate group) on S+ and 2S+, respectively, 
where GPS− + S+ → GPS-S is a pseudo-first order (PFO) reaction with respect to soil 
(v  ∝  [S+]) and GPS (v  ∝  [GPS−]), while GPS2− + 2S+ → GPS-S2 is a PSO reaction with 
respect to soil (v  ∝  [S+]2) but PFO reaction with respect to GPS (v  ∝  [GPS−]). In this 
sense, it will be important to consider the experimental conditions. For example, for 
high soil:solution ratios, both cases will be represented by a PFO reaction (variation 
on [GPS−] or [GPS2−]), while an excess of herbicide or low soil:solution ratios will be 
represented by a PFO (variation on [S2+]) or PSO reaction (variation on [S+]).

5. Conclusions

The surface charge amphoteric characteristics of VADS confer them physical/
chemical properties absolutely different to constant charge-soils, where soil composi-
tion (i.e., SOM), mineralogy, and variable charge are key components of most VADS 
controlling soil INIH adsorption, representing an environmental substrate that may 
become polluted over time due to intensive agronomic uses. The PSO and TSNE 
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instead of (S+…*X−(hydr)), while the inverse correlation with the anionic species 
was explained by electrostatic repulsion with negative charge surfaces. In this sense, 
the different surface charge of both soil orders (predominance of S− for ultisols and 
S+ for andisols) plays an important role in herbicide-soil speciation that should be 
considered together with molecular properties to explain the mechanistic behavior 
of adsorption.

On the other hand, the OM, humic substances, and clay content increased the 
adsorption and reduced the mobility of imazaquin at low pH, due to the inverse 
relationship between adsorption and transport [32]. But this trend involves the 
adsorption on negatively charged sites, then andisols could exhibit a different 
behavior affected by positive charges and their interactions with herbicides (S+…*X) 
and OM (S+…*S−). For the case of a nonionizable herbicide, such as metolachlor, the 
OM plays a fundamental role for specific and nonspecific adsorption mechanisms. 
In this regard, Weber et al. studied the adsorption of metolachlor in Cape Fear soil 
[32], comparatively to imazaquin. In general, metolachlor was adsorbed by physi-
cal binding with soil. The proposed mechanisms were hydrophobic bonding to 
lipophilic sites of OM and humic substances (X0…*S0), charge-transfer mechanisms, 
van der Waals forces, and H-bonds on polar surfaces of clay minerals, with a greater 
adsorption than imazaquin, similar to DI in Chilean soils (Figure 2, 1st stage and 
equilibrium) [9]. Additionally, the adsorption process could be dependent on mass 
transfer instead of soil-herbicide affinity. In this sense, the adsorption mechanisms 
depend on chemical and physical properties of soil and herbicide, including the 
interaction between soil components. This was observed for atrazine adsorbed 
on OM [33], in which hydrophobic interactions were dominant in aliphatic C of 
the inner sites of humic self-associated aggregates for ultisols, while for andisols 
the adsorption occurred on the surface of aromatic C stabilized by allophane and 
therefore becomes more easily desorbed [33]. This effect on conformational rigidity 
of organic and Fe/Al-humus sorbents is interesting to predict the environmental fate 
of organic nonionizable herbicides, where the formation of stable Fe/Al-humus com-
plexes becomes OM less heterogeneous in andisols, which plays an important role 
in controlling the reversibility of adsorption processes. The effect of soil-solution 
interaction on hydrophobic adsorption of acetamiprid (pKa = 4.16) was studied by 
Murano et al. [34]. The adsorption of neutral acetamiprid at pH 6.5 (neutral specie) 
increased when Al+3 or Fe+3 was added to humic substances because of hydrophobic-
ity enhanced by cation bridging in the formation of humic substance-metal com-
plexes (S−…*M+3…*S− and 3S−…*M+3, where M=Al+3/Fe+3), changing the surface charge, 
conformational structure of humic substances, and accessibility to reactive sites.
The TSNE model (Figure 3C) indicated that MSM adsorption on andisols presented 
an initial phase with a fast trend to equilibrium, where ∼50% (F ~ 50%) of sites 
account for almost instantaneous equilibrium, while for ultisols, great part of sites 
corresponded to the time-dependent stage of adsorption (91%, F ~ 10%) (Figure 2, 
1st stage). As F is related to irreversible adsorption, this parameter acts as an indirect 
indicator of hysteresis. So, high F values imply low desorption. The instantaneous 
adsorption on andisols was associated to OM-pesticide complexes, more stable and 
irreversible than clay-pesticide complexes, which was consistent with low   k  des    values. 
On the other hand, F on ultisols was related to a pore deformation mechanism due to 
the hysteresis water sorptivity in hydrated minerals, such as halloysite.

The DI adsorption on andisols presented an initial phase with a fast trend to 
equilibrium, where between 10 and 50% of sites account for very fast adsorption 
(Figure 2, 1st stage). Again for ultisols, most of the sites corresponded to the 
time-dependent stage of adsorption (90%) (Figure 2, 1st stage). The adsorption 
of nonionic or hydrophobic compounds on VADS has been described as a two-site 
equilibrium-kinetic process, where intra-OM-diffusion has been suggested to be 
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the predominant factor responsible for the nonequilibrium adsorption [9]. In this 
sense, the OM is the governing factor for NIH adsorption on andisols (OC content 
higher than 4.0%). The presence of crystalline minerals, such as kaolinite, hal-
loysite, and Al/Fe oxides will be significant in the IPD mechanism in ultisols [5, 35]. 
The way minerals, present on VADS, are interrelated or chemically spatially distrib-
uted, either being freely distributed throughout the soil mass or coating silt and clay 
grains, is determinant on their chemical role in the whole ion adsorption-desorption 
mechanisms [7]. The different mineral composition of VADS will have an impact on 
their different physical behavior, influencing the INIH adsorption rate, the adsorp-
tion mechanism involved, and the INIH adsorption capacity. All of the above must 
be taken into account to evaluate the potential leaching of INIH in VADS.

4.3  Impact of experimental conditions of kinetic batch studies on solute 
transport mechanisms

The adsorption mechanism is strongly related to the experimental conditions 
established to carry out the adsorption kinetic study. Considering previous examples 
of herbicide adsorption kinetics on ultisols and andisols exposed in Figure 3, the pH 
can affect the speciation of MSM and GPS [4, 12]. Similarly, pH can significantly 
affect the fraction of different soil sites for adsorption (S+, S− and S0) in andisols. In 
this sense, the variability in   q  max    due to changes in adsorption mechanisms for the pH 
effect will be MSM and GPS in andisols > MSM and GPS in ultisols > DI in andisols 
> DI in ultisols. In addition, the cations and anions in solution, related with IS and 
ionic composition, can affect the CEC and AEC of soil, including the ionic exchange 
mechanism for MSM and GPS by (i) competition, such as GPS versus phosphate, 
with affinity for the same S+, or (ii) cooperativity, such as GPS and Ca2+ by cation 
bridge adsorption in S− (S−…*Ca2+…*GPS−). To evaluate (i), initial status of soil must 
be known, e.g., the natural or anthropogenic P content in agricultural soils. The same 
driving factors mentioned above could modify the structure and porosity of soils, 
changing the transport mechanism of pesticides. Interactions such as S+…*S− in Al/
Fe-humus complexes or S−…*M+…*S− and S+…*X−…*S+ for the solution composition can 
explain the difference between   kint  1    and   kint  2   , especially for GPS adsorption in andis-
ols, due to the joint effect between a high content of macropores and a low molecular 
size. In all previous cases, different stoichiometric coefficients may be related to the 
same mechanism, depending on herbicide and soil properties. If we describe the 
adsorption rate based on the adsorption capacity only, a simple case will be the anionic 
exchange of GPS− and GPS2− (e.g., phosphonate group) on S+ and 2S+, respectively, 
where GPS− + S+ → GPS-S is a pseudo-first order (PFO) reaction with respect to soil 
(v  ∝  [S+]) and GPS (v  ∝  [GPS−]), while GPS2− + 2S+ → GPS-S2 is a PSO reaction with 
respect to soil (v  ∝  [S+]2) but PFO reaction with respect to GPS (v  ∝  [GPS−]). In this 
sense, it will be important to consider the experimental conditions. For example, for 
high soil:solution ratios, both cases will be represented by a PFO reaction (variation 
on [GPS−] or [GPS2−]), while an excess of herbicide or low soil:solution ratios will be 
represented by a PFO (variation on [S2+]) or PSO reaction (variation on [S+]).

5. Conclusions

The surface charge amphoteric characteristics of VADS confer them physical/
chemical properties absolutely different to constant charge-soils, where soil composi-
tion (i.e., SOM), mineralogy, and variable charge are key components of most VADS 
controlling soil INIH adsorption, representing an environmental substrate that may 
become polluted over time due to intensive agronomic uses. The PSO and TSNE 
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models have been the best to describe kinetics and solute transport mechanisms of 
INIH on VADS. These models are also necessary in order to develop and validate 
QSAR models to predict INIH adsorption on VADS to prevent potential contamina-
tion of water resources and predict environmental risks. The complex adsorption 
mechanisms of INIH on VADS and the diversity of soil mineralogy, texture, OC struc-
ture, and content make it necessary to consider them in QSAR model applications, 
not only to predict INIH adsorption but also to contribute to a better understanding 
behavior of INIH on VADS.
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Chapter 5

Development of Conceptual 
Model for Eco-Based Strategic 
Environmental Assessment
Kanokporn Swangjang

Abstract

Since the development of mega projects had been contributed, in consequence, 
the continuous projects were developed and caused some hidden effects. The main 
target of this chapter is to develop conceptual model for eco-based strategic environ-
mental assessment (SEA) as the tool to consider the kinetic development resulting 
from project impacts. Three indicators, namely, environmental assessment, land 
use, and ecological approach, were selected to support the purpose. For environ-
mental dimension, the contents of Environmental Impact Assessment Guidelines 
and Environmental Impact Statements were analyzed, using content analysis. Land 
use change for selected areas was analyzed covering the period of mega project 
development. For ecosystem, the development of ecological pattern from the past 
to the present was surveyed and investigated in detail. The results illustrated the 
hierarchical risk areas from the lowest to the highest. Finally, the conceptual model 
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1. Introduction

Since the adoption of the National Environmental Policy Act (NEPA) in the 
United States in 1969, Environmental Impact Assessment (EIA) has become 
an increasingly familiar term in many developed and developing countries. 
International agencies and government worldwide have made considerable progress 
in requiring the use of EIA for evaluating project proposals [1]. In another view, 
EIA is a knowledge driven to the following theories in the chain of environmental 
assessment (EA). Strategic environmental assessment (SEA) is one among them. 
SEA as one of the series of environmental analysis has played an important role 
since the middle of the 1970s. The origin of SEA was come from the weak point 
of EIA as the impact specific for only project level. EIA alone makes insufficient 
to consider cumulative effect and cannot be used as the direction to clarify the 
environmental management of overall project [2]. EIA mechanism is the process 
to assess the consequence and impacts only for project levels, whereas SEA focuses 
on the consideration of impact on the macro-levels of policy plan and programs. 
The decision-making of both EIA and SEA is different, depending on the jurisdic-
tions in each country [3]. The development of EIA to the higher level in order to 
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determine and control the impacts from the initial stage of the project decision-
making process is essential. Currently, the SEA mechanism is widely used in many 
countries and international organizations. SEA can operate in various forms and 
methods, such as SEA for sectorial and regional sections by the World Bank [4]. It is 
recognized that SEA is one of the key drivers toward the achievement of sustainable 
development goals.

The extension of the project level (EIA) to the macro-level (SEA) to meet the goals 
of sustainable development has been conducted by many experts in many regions. 
The 801 EIA projects in the Czech Republic were evaluated and found the linkage of 
the project evaluation in EIA follow-up to the SEA [5]. The project level, both posi-
tive and negative effects, can be expanded to the policy and planning levels [6]. The 
setting indicators to study are of primary concerned, depending on the conditions of 
the study. The classification of indicators influencing a carrying capacity depended 
on the purpose of application and spatial setting. There are various categories identi-
fied by many experts. There are, for example, four components identified, including 
environmental and ecological, urban facilities, public perception, and institutional 
categories [7]. Some specific indicators were suggested such as soil, slope, vegetation, 
wetland, scenic resources, natural hazard, air and water quality, and energy avail-
ability; some considered water supply, sewage, waste treatment, railway, road, and 
housing. These are depended on the purposed of each strategic study.

This chapter aims to illustrate the development of conceptual model of eco-
based SEA. The setting of purposes to select the objectives, targets, and indicators 
was described in Section 2. Section 3 illustrated the case study based on the kinetic 
development resulting from land use change which brought to consequence ecological 
impacts. The lesson drawn from the case study leads to the development of conceptual 
model together with the approach for its fulfillment in Sections 4 and 5, respectively.

2. Eco-based strategic environmental assessment

The setting of objectives, targets, and indicators is necessary for the SEA 
because the SEA baseline cannot be detailed in-depth, like EIA [8]. Those should be 
appropriate for the strategic purpose. In order to support the aim to develop eco-
based SEA model, the selected factors supporting the purpose are EIA mechanism, 
land use, and ecological approach. The importance of these can be found from the 
previous researches, as follows.

2.1 Environmental Impact Assessment mechanism

EIA is an effective tool for managing project life cycles [9]. Research on the mecha-
nism of EIA project began in the early 1980s by studying the role of relevant organiza-
tions [10, 11]. The quality of the baseline data that directly concern the selection of 
environmental components appropriated for such project [12, 13] was important to 
judge the performance [14]. According to EIA mechanism, EIA follow-up, including 
monitoring and audit, is the main tool to justify the efficiency of project implementa-
tion. Monitoring and audit can be used to measure the actual impact of project activ-
ity together with the uncertainty of impact prediction [15]. The study of techniques 
used to monitor actual impacts during the project operation can suggest some error of 
impact estimation in EIS, together with the impacts beyond forecasts [16].

The efficiency of project control, including the completion of Environmental 
Impact Statements (EISs) or EIA reports, the compliance with the conditions of 
approval, and the factors affecting project decision, was developed during the 1990s 
[17], together with the suggested criteria to assess the EIA effectiveness [18]. The 
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studies to conduct EIA follow-up was based on the principles of operational phase 
analysis. The case studies were found in many regions. These examples are the follow-
ing. The study of factors affected the effectiveness of project monitoring in Australia 
[19]. A network of components affected the efficiency of the EIA process in Taiwan 
[20]. The efficiency of the EIA process through the environmental monitoring net-
work, focusing on coastal development projects, was evaluated in Mauritius Island 
[21]. Similar studies were conducted in Malaysia and Kenya, respectively [12, 17].

The importance of ecological components in the project level as EIA has been 
realized for a long time. However, it still found problems in terms of perfection and 
effectiveness, the main reason being due to the methods used for ecological predic-
tion and project management, which was too general, without focusing on the 
critical issues [22, 23]. However, the relationship among EIA, ecology, and sustain-
able development is crucial. These were confirmed by many researches [24–26]. All 
illustrated that EIA can be guided toward sustainable development principles, by 
extending the scope of social considerations and environment. These combination 
mechanisms were classified, and some study indicated at least 3 of 14 mechanisms, 
which are directly related to EIA follow-up during the operational phase [25]. The 
relationship of social, economic, and ecological variables that contributed to the 
integration of EIA in sustainable development was also confirmed [27].

The United Nations Environment Programme (UNEP) [28] has established 
guidelines for monitoring biodiversity given the priority to the ecological level in 
the ecological monitoring trail. The criteria of UNEP are useful for narrowing eco-
logical index categories and can be used as a guideline for the selection of ecological 
index at each level in order to track changes in the ecosystem.

2.2 Land use

Change to urban areas has increased significantly in many regions. Land use 
change is an indicator of ecological change. The loss of green areas resulting from 
land use change has a further impact on many environmental components. One of 
those is climate change, the global crisis, which affects biosphere by surface tem-
perature change [29] on both minimum and maximum surface temperatures [30].

Dynamic of land use change is different depending on the kinetic development 
of each area. The study in Beijing illustrated the severely damaged during 1986–
2001 in agricultural areas, due to the indefinite of urban growth [31]. A similar 
study is found in the suburbs of Bangkok that the pattern of urban land use had 
been profoundly influenced by past patterns of agricultural land use and landform 
transformation. The volume of landform transformation occurred over the last half-
century had been calculated at 3.2 × 107 m3, equivalent to 64 km2 of area flooded to 
an average depth of 50 cm. This is clear that land use change had occurred in both 
horizontal and vertical components, which could not be separated from each other 
[32]. Those lead to the study concerning the arrangement of green areas to limit 
the future expansion of the city [33]. The approach of land use change could be 
used to develop an environmental monitoring system [34] and also environmental 
management by analyzing the pollutant sources from land use classification [35]. 
Urban Carrying Capacity Assessment System was suggested as an alternative tool 
for effective urban planning and management [7].

Land use planning based on an ecological network, focusing on biodiversity 
and the conservation of the habitat from the species level, was recommended [36]. 
The similar case defined the greenways for land use planning in order to conserve 
biodiversity in the city area [37]. This is an alternative approach for land use plan-
ning to support sustainable purpose. In turn, ecological principles are the basic tool 
to green areas planned for the city.
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2.3 Ecological approach

Relationships between landscape pattern and ecological structure have been 
widely recognized. Land use change brings to the kinetic development of ecological 
change. It directly concerns the habitat which is the determining factor for ecosys-
tem component.

The impacts on ecological mechanism are different depending on the purpose. It 
may be considered in the form of various energy and nutrient cycles and the ben-
efits to humans such as food production or waste treatment system. The ecological 
mechanism was classified into five categories, including regulation function, habitat 
function, production function, information function, and carrier function [38].

Any habitat change as one of kinetic development within the ecosystem has an 
effect on living organisms. Among them, bird is the sensitive organism and detects 
a change of habitat for us to consider a carrying capacity in the ecosystem. Many 
researches insisted the impacts of land use change on bird species. The examples 
are followed. The patterns of habitat change had a significant impact on migra-
tory birds [39]. The study in the twin cities of Minnesota, USA, found different 
responses of bird community among the rural, the suburb, and the conservative 
habitats [40]. The research regarding the distance from urban habitat and the road 
corridor to bird index insisted that urban habitat had not only an effect on the num-
ber of birds but also on the species abundance, especially local species [41]. In this 
research, buffer zone was recommended, at least 400 m from urban area and 300 m 
from the road. The study at the Island of Damar, the Eastern Indonesia, found the 
disappearance of bird species due to the expansion of small-scale agriculture. The 
comparing change of bird group between 1890 and 2001 found the difference of 
the number for fruit-eating birds and insectivorous birds in different habitat forests 
[42]. Habitat changes were likely to result in the decline of habitat quality for birds. 
Such effects occurred especially with birds that consume insects and fruits. This 
study also provided the characteristics of habitat change. The obvious change from 
the original forest that affected the new-generation forest was the loss of leaf shade 
covering, reducing tree height and changing flora types from trees to grass. These 
factors had significantly resulted in the declining number of fruit-eating birds. The 
major consequences were the loss and declining number of wild birds. On contrary, 
the increasing number of birds with opposite behavior, including meadow bird, was 
common at the same time.

Ecological principles can be applied to manage the landscape as the study in 
agricultural areas by determining the yield of rice and habitat conservation in the 
lowlands [43]. Civic engagement was recommended as the essential tool for the 
resolution of sustainability because eco-civic region can help to understand local 
people, together with the boundaries of biophysical framework within the actual 
environment [44].

The relationships of land use and ecology, as reviewed, are closely concerned 
for both the cause and the effect within each other. The interaction is useful for 
environmental management based on the carrying capacity of the area. These lead 
to identify the objectives, the targets, and the indicators to fulfill the development 
of conceptual model for eco-based SEA.

3. Case study

The case study to support the development of conceptual model for eco-based 
SEA considered the consequence of mega project and the kinetic development of the 
surrounding area. Three approaches, including environmental assessment, land use, 

73

Development of Conceptual Model for Eco-Based Strategic Environmental Assessment
DOI: http://dx.doi.org/10.5772/intechopen.81621

and ecological principle, were the targets to assess the change within the study area. 
The selected areas to support the purpose were the areas approached by the airport 
development, as mega project. These areas are located at the suburb of Bangkok, the 
capital of Thailand, approximately 700 km2. According to administrative system, 
four districts are included, namely, Prawet, Ladkrabang, Bangpli, and Bangsauthong.

Multiple criteria analysis (MCA) is one of decision theories used to justify vari-
ous factors and conditions to achieve the setting aim. It is suitable for addressing 
complex aspects with different forms of data in both social and scientific systems. 
This is done by extending decision to accommodate multi-attributed consequences. 
This approach is acceptable for SEA in many case studies [45–47]. This case study 
adapted the main stages of MCA which include the setting goal, the provision of 
criteria to support the goal, the evaluation of setting criteria, and the direction of 
ranked alternative. To follow those MCA, the study was divided into four main 
stages:

(1) To establish the main concept associated with what the study aims.

(2) To set the criteria based on relevant theories. This study deals with three theo-
ries, including environmental assessment, land use, and ecological issues.

(3) To identify the indicators for each established criteria. These are the variables 
used in the decision making.

(4) To determine the direction of the variable, by ranking the status of each variable 
setting from the highest to the lowest.

Stage 1 is the setting of the main purpose. The selected criteria, in stage 2, are 
based on the circumstance of the areas and their kinetic development; as to the case 
study, review literature of previous researches was supported. The selected criteria 
were in-depth investigated and detailed in Section 3.1. These were the baseline to 
assess the SEA for stages 3 and 4 in Section 3.2. The development of conceptual 
model of eco-based SEA was clarified in Section 4.

3.1 Results of the case study

Study methods for each set of the criteria, including environmental assessment, 
land use, and ecological approaches, were appropriately conducted to support the 
framework of eco-based SEA. The results were shown in Table 1. Again, it should 
be noted that this model is one of the cases from a tropical country under the condi-
tions of mega project development.

3.2 Integration to strategic environmental assessment

The imbalance between the development and the conservation was found from 
the results of the case study. Some effective tool toward sustainable achievement 
was required. Among those, SEA is one. The integration of the case study with 
SEA was conducted by programmatic SEA model since the groups of projects were 
analyzed in the same boundary area [46]. Hence, the specification of “SEA require-
ment of project activities” was the first screening process in order to select only 
the significant activities included in the SEA. The legislation, the Town and Urban 
Planning, the characteristics of the area, and others were the factors to support this 
eco-based SEA.

Strategic ecological assessment included the following stages: the scope for 
analysis, the prediction of future change, the alternative consideration, and the 
control approach. These can be described as follows:
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(1) To establish the main concept associated with what the study aims.

(2) To set the criteria based on relevant theories. This study deals with three theo-
ries, including environmental assessment, land use, and ecological issues.
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used in the decision making.

(4) To determine the direction of the variable, by ranking the status of each variable 
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Stage 1 is the setting of the main purpose. The selected criteria, in stage 2, are 
based on the circumstance of the areas and their kinetic development; as to the case 
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were in-depth investigated and detailed in Section 3.1. These were the baseline to 
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be noted that this model is one of the cases from a tropical country under the condi-
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analyzed in the same boundary area [46]. Hence, the specification of “SEA require-
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Study approaches Results

Environmental assessment; the roles 
of competent agencies

Analysis of law and regulation of 
competent agencies regarding the 
contents of project control

The environmental control mechanism of different agencies found 
some question regarding their purposes and collaboration

Environmental assessment; guidelines 
quality

Content analysis of EIA guidelines 
focusing on ecological issues, 
including:
(1) General guideline
(2) Project-specific guidelines 
including:
- Airport project
- Housing project
- Transportation project
- Power plant project
- Petroleum and oil pipeline  
project
- Industrial project
Review criteria were developed. 
The content in guidelines 
according to the setting criteria 
was scored through their quality

Baseline study: the specification of boundary of study, focusing on 
impact area, and method of ecological study was sufficient for the 
guidance of EIA study. However, general details were found for 
data analysis and presentation
Impact assessment: the guidance for impact coverage project life 
cycle was sufficient; however, the depth details for ecological 
impact analysis were inadequate
Mitigation and monitoring measures: the guidelines supported 
standard format for program presentation. Ecological aspect for 
program identification was presented only through airport project 
guideline
The score values of EIA guideline content, according to the 
parts of EIA study, from the highest to the lowest quality were 
monitoring, mitigation, impact assessment, and baseline study, 
accordingly

Environmental assessment; EIS 
quality

Content analysis of ecological 
detailed in EISs, including:
(1) Airport project and related 
projects
(2) Infrastructure projects
(3) Other projects within study area
The sets of review criteria, which 
are different from the guidelines 
were developed. The quality  
of EIS response to each review 
criterion was scored

Ecological details were mostly presented in the stage of baseline 
study, followed by impact assessment Negligible details were found 
in mitigation and monitoring. As to their quality, the linkage of 
ecological factors in baseline detail was weak. In the following 
stages, impact assessment, the results of ecological baseline were 
scarcely considered to assess the impacts These bring to the unclear 
impact direction, especially ecological mechanism within the study 
area. Ecological mitigation and monitoring identification were not 
concurred with the result of impact assessment

Environmental assessment; 
monitoring efficiency

Two groups of development 
projects, including:
(1) Project that required EIA
(2) Project that did not require  
EIA (industrial projects)
These are conducted by:
(1) The content analysis of 
monitoring EISs (only for EIA 
projects)
(2) The investigation of monitoring 
compliance by auditing the 
monitoring reports
(3) The consistence between project 
location and the Town and Urban 
Planning by overlay mapping

In comparison, projects that required EIA were predominant, as 
follows:
- Monitoring details fulfilled the aspects of environmental 
components, monitoring frequency, and stations which were 
specific for each project feature However, these lead to the increase in 
monitoring cost compared with project that did not require EIA
- The enforcement by competent agencies was strengthening in terms 
of the linkage of monitoring performance
- Project setting complied with the Town and Urban Planning
- The weakness monitoring, especially ecological aspects, was found 
for projects that required EIA, and the missing was found for projects 
that did not require EIA

Land use; overall study areas
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Study approaches Results

Land use change was done by GIS 
layer interpretation of the study 
area during the year before (1994) 
and after (2002) airport project 
development
Land use was grouped into three 
types, including:
(1) Development area
(2) Semi-developed area
(3) Conservative area

- The increase in the development area was prominent, with 40%. 
Semi-developed area was more or less, with 37%. Insignificant 
change was found for the conservative area, with 0.05
- The kinetics of land use change was caused mainly by 
transportation network, which leads to the increase in housing 
projects and recruited the increase of population. These areas were 
especially the area around airport development

Land use; the pattern of significant 
project change (housing project)

The expansion of housing projects 
was conducted by satellite 
interpretation in the years 1981, 
1987, 1996, 2002, and 2006 and 
overlaid with the map of the Town 
and Urban Planning

The expansion of housing projects had been rapidly increased in the 
years 1981, 1987, 1996, 2002, and 2006. The increase (%) was:
Prawet 4.39, 8.27, 9.66, 13.66, and 22.15
Ladkrabang 0.31, 1.59, 4.03, 5.18, and 8.97
Bangpli 0.42, 1.32, 3.69, 5.08, and 8.95
Bangsauthong 0, 0.75, 1.01, 1.29, and 1.91
According to the results, housing project after the year 2002, in 
which the airport initially operated, was sharply increased. Only 
13% of these housing projects were required EIA, according to the 
Thai’s EIA legislation. Significantly, 4.5% of EIA housing projects 
conducted monitoring performance
Regarding the condition of the Town and Urban Planning, it was 
found that:
- Location of housing projects was mostly in medium-density 
dwelling stipulated area
- The expansion of the housing projects encroached 13.40% (in 
Ladkrabang) of conservative urban area, whereas the provisions of 
the Ministerial Regulations of the Town and Urban Planning Act 
enforce not 10% exceeding
- 7.91% of housing projects in Bangpli were located in the industrial 
area. These reflect to the risk impacts of the projects themselves
- The expansion of housing projects was inconsistent with the rate of 
population increase

Ecological approach; the change of 
local species

The study was conducted through:
(1) Questionnaire interview to local 
people
(2) Bird count surveys in the 
designed land use

The pattern of land use change was the main factor. Originally, paddy 
fields were dominant in the area. After the airport development, the 
pattern of land use change can be divided into two groups, as follows:
(1) Paddy fields to fish farms and to urban area
(2) Paddy fields to wilderness and to urban development
These affect the change of local species including:
- Species disappearance, both in the stages of paddy fields to fish 
farms and fish farms to urban area
- The increasing number of urban species, especially for bird species
- The change of species behavior, such as from migratory birds to 
permanent local birds
- The change of ecological index, including species diversity, 
abundance index, and similarity index
The highest values of ecological diversity were found in paddy 
fields. Local species were significantly changed, especially in the 
stage from paddy fields to fish farms

Sources: [48–50]

Table 1. 
The stages and results of the case study.
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Study approaches Results
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Purposes Targets Objectives Indicators

Land use - Project expansion 
complied with the 
provision of the 
Town and Urban 
Planning Act
- The consideration 
of ecological aspects 
in any development 
projects

- The expansion of the 
project in the agricultural 
conservation area and 
rural agriculture area, 
not exceeding the 
requirements in the Town 
and Urban Planning Act 
(the stipulation is less than 
10%)
- The growth of significant 
development projects is 
controlled

The audit of incremental 
rate for development 
projects meets the 
requirement of the Town 
and Country Planning

Environmental 
Impact Assessment

- Project that 
required EIA
- Project that did not 
require EIA
- Ecological issues 
in Environmental 
Impact Assessment

Project that required EIA
The requirements are:
- The guidance of 
ecological issues in EIA 
guidelines
- The appropriateness of 
ecological impact study
- The relationships of 
ecological contents in 
guidelines and EISs
- The importance 
of environmental 
control mechanism, 
especially mitigation and 
monitoring during project 
implementation

- Ecological issues in EISs 
are qualified with the 
criteria established
- The number of 
development projects to 
meet the requirement 
of the conditions of 
approval (mitigation and 
monitoring measures) is 
examined

Project that did not require 
EIA
- Environmental 
monitoring is the priority 
as a tool to control projects
- Project control 
mechanism embraces more 
collaborative and inclusive 
environmental concern by 
relevant agencies

- The number of 
development projects to 
meet the requirements 
of monitoring 
implementation is 
examined
- Monitoring details 
investigate the 
effectiveness

Ecological 
approach

Maintaining 
biodiversity and 
local species within 
the area

The habitats for local 
species are preserved, with 
appropriate types and size

- The appropriateness 
of ecological index 
and species types are 
identified and monitored 
to warn the ecological 
change

Table 2. 
The identification of targets, objectives, and indicators.

Step 1: Determining the scope of strategic environmental analysis
Since there are many conditions to analyze eco-based SEA, the identification 

of aspects, targets, objectives, and indicators is important. The results of the case 
study were integrated with the SEA theory [46] to determine the relevant variables. 
Targets define issues that are likely the impact; objectives are the desired change 
that should be consistent with the target. Indicators are the variables that represent 
the direction of change (Table 2). These factors are important in considering basic 
environmental information to support conceptual approach.
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Step 2: Future change without control mechanism
Baseline data for the strategic level should not provide definite details, like the 

project EIA level [46]. From Table 2, the baseline data were established, following 
three main areas, including the change of land use, projects enforced by EIA, and 
local ecosystem. The identification of the conditions in such areas and the future 
trends in case of lack of any control mechanism were presented in Table 3. The limit 
of the integrity of the environmental database is the obstacles in some countries, like 
this case study. Therefore, the appropriate analysis corresponding to the area is neces-
sary for the future trends of a specific area. The environmental trends are variable 
factors used as the baseline to determine any change of the indicators considered [46].

Step 3: Alternative consideration
Alternative identification is crucial for SEA. The example provided in Table 4 

was the result from the case study. Alternative conditions in each area were differed, 

Purposes Limitations Future trends without control 
mechanism

Land use - The development of mega projects 
taking into account economic 
outcome was the first priority
- The expansion of housing projects 
allocated in the areas that conflict 
with the Town and Urban Planning, 
especially in the conservation 
-agriculture area and rural-
agriculture area

- Project expansion will lack control 
mechanism, especially for the projects, 
which are unclearly enforced by 
competent agencies
- The expansion of housing projects will 
over the requirement of the Town and 
Urban Planning in the conservative area
- The increase of urban area will be 
opposite to the green area

Environmental 
Impact Assessment

- The proportion of the number 
of projects that required EIA 
was minimal compared with all 
developmental projects Hence, EIA 
was not the main tool to control 
impacts of project activities
- The quality of ecological contents 
in EIA guidelines and EISs is still in 
question
- Ecological mitigation and 
monitoring as the conditions of 
approval from EIA studies were 
missing, which further affected 
ecological control during project 
implementation

- Ecological issues will be overlooked 
unless the mechanism to stimulate is 
sufficient
- The importance of EIA declines, whereas 
SEA cannot be replaced unless defined in 
the highest legal hierarchy

Ecological approach - Land use was an important 
factor for the development of 
infrastructure within the ecosystem

- Habitat change will be the main factor 
that affects species types and ecosystems 
as a whole. The change is due to the 
urbanization together with the decline of 
green space. These are the results of the 
increase of development projects and the 
decline of green area itself
- The change of local ecology will affect 
ecosystem in macro-level
- The target of sustainable development 
could not be achieved due to the focus 
only on economic factors, without 
ecological values

Table 3. 
Environmental baseline for the strategic level.
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based on the multiple criteria analysis, which provided the score ranking for each 
factors. The alternative appropriateness in each area should take into account the 
nature of the development projects within the areas together with the kinetic condi-
tions of the development. Alternative consideration based on existing constraints 
directly concerns the scope of activity frameworks under sustainable development.

Step 4: Impact assessment
Impact assessment includes impact prediction and evaluation. The methods 

used are varied depending on the appropriateness. The baseline in Table 3 and 
the conditions of alternative in Table 4 were assessed the impacts. The results of 
this stage provide the overall possibility of change. This stage is different from the 
assessment of EIA level which is the proactive assessment. As to the SEA level, the 
assessment is conducted after the operation of activities in order to find out their 
future trends.

Step 5: Monitoring
Monitoring of indicators specified is important for SEA in order to detect any 

environmental change resulting from activities considered for each area. The fac-
tors to identify should include:

• The policy support

• The coverage of environmental constraints within the area

• The appropriateness of parameters selection in terms of the budget and its 
benefit

• The capability to detect any change within the area

Study areas Kinetic conditions Factors to be considered as 
appropriate alternatives

Prawet - Urbanization rate was high
- The number of housing projects has 
dramatically been increased. Among these, 
only few are required EIA
- According to the Town and Urban 
Planning, residential areas are defined 
as more than 30%. This condition was 
the limiting factor for the ecological 
considerations

- EIA mechanism requires more 
rigorous tool for projects that required 
EIA
- As to projects that did not require 
EIA, the alternative controls should be 
enforced by the competent agencies

Ladkrabang - The housing projects have been expanded 
in green belt area
- The expansion of projects that did not 
require EIA is limitless

The rural and agricultural conservation 
areas, which are the city’s prosperity to 
the green area, are the priority to allow 
any the development projects

Bangpli - The expansion of housing projects 
encroached the industrial setting area and 
went over the limit of rural and agricultural 
areas
- The change of local ecosystem was caused 
by land use diversity within the area

- The screening of development 
projects in accordance with the Town 
and Urban Planning should be the first 
concern

Bangsauthong - The change of agriculture types was 
dominant
- Development projects were controlled in 
the low level

- The alternative methods of project 
control should be the first concern in 
this area

Table4. 
Kinetic conditions considered as alternatives.
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• The efficiency to identify and decide the priority of environmental conditions

• The resilience for any unexpected conditions

4. Conceptual model of eco-based strategic environmental assessment

The aims of the SEA [46, 51, 52], focusing on specific ecological issues resulting 
from the case study, lead to the proposed conceptual model of the eco-based SEA in 
Figure 1.

The relationship of the main factors affecting the environment in the area is 
presented. At policy and planning levels, legal framework (No. 1) sets the direction of 
activities at the program and project levels. The Town and Urban Planning (No. 2) is 
a key factor to scope any development activities in each area. The change of land use 
is caused by two parts. The first part is due to development projects (No. 4), projects 
that required EIA (No. 5) and projects that did not require EIA (No. 6). These projects 
require official monitoring mechanisms and the audit from the competent agencies. 
The second part is due to the other local activities (No. 7) such as the change in agri-
cultural types within the green area. Land use change caused by project activities can 
be controlled by the Town and Urban Planning, while another is caused by economic 
outcome and the unseen disaster.

Figure 1. 
Conceptual model of eco-based strategic environmental assessment.
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Conceptual model of eco-based strategic environmental assessment.
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Three aspects are raised from the conceptual model, including projects that 
required EIA and projects that did not require EIA, and the change of land use 
within green areas. These are discussed as follows.

Projects that required EIA: the main factors are the environmental impact study 
and environmental quality monitoring.

Ecological issues in EIA guidelines have a direct effect on the details in the 
EISs. The quality of data in one step will affect another. It seems that EIA is a 
satisfactory tool for identifying the adverse impact of projects and, consequently, 
monitoring the administrative procedures of government agencies. The envi-
ronmental studies reported in an EIA are detailed and specific to the individual 
project. Furthermore, the prescriptions to reduce the impact that raised from a 
project are the mitigation and monitoring programs included in an EIS as project 
control mechanism.

The achievement of mitigation and monitoring depends on several factors 
including (1) the compliance by the project proponents. This is due to the details 
contained in the measures that encourage the performance and (2) the control by 
relevant agencies. This is depending on the legislation of the respective agency. It 
is essential that the regulations of the relevant agencies require the concurrence 
with the EIA legislation. A definition and allocation of roles and responsibilities to 
cover the requirements of follow-up activities among all key actors are required.

Projects that did not require EIA: the main factors are the Town and Urban 
Planning, project controlled by competent agencies and project expansion.

Monitoring performance of projects that did not require EIA depends on the 
requirements of competent agencies. The normal practice is that, for one type of 
project, only a particular suit of issue will be considered. In effect, these issues 
reflect the legal responsibilities of the agency based on past experience.

Another question concerns the expansion of projects that defined as non-severe 
impacts, especially housing project. The finding from the case study was that only 
12% of the total required EIA and among 4.5% of these conducted monitoring 
performance. It seems that environmental control mechanism of these projects was 
too weak. The Town and Urban Planning is another tool to control; however, the 
unlimited expansion of housing projects was found in some restricted areas. These 
are crucial factors contributing to ecological change.

The change of land use within green areas: the change within green areas due to 
economic outcome is another hiding factor affecting ecological change. The factors 
causing these changes are difficult to control. It is a silent disaster that causes kinetic 
ecological change. The example of case study clearly showed that the change from 
paddy fields to fish farms affected species, habitat, and ecological mechanisms (No. 8), 
one of the sustainable approaches (No. 9).

To sum up, the relationships of eco-based SEA are depended on three compo-
nents, including:

(1) Land use: the main factor is No. 3, with relevant elements (Nos. 1, 2, 4, and 7).

(2) Environmental assessment: the main factor is No. 4, with relevant elements 
(Nos. 5 and 6).

(3) Ecosystem: the main factor is No. 8, with inputs (Nos. 1–7) and output (No. 9).

The main conceptual model has been expanded to sub-frameworks, focusing 
on development projects, in Figure 2. The main factors of this sub-model are the 
Town and Country Planning due to its enforcement to specify land use development 
within the area and the legal enforcement by competent authorities.
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The expansion of two main types of development projects, mentioned previously, 
directly affects land use change within the area. The characteristics of change can be 
divided into two groups, according to the compliance with the legal specification.

The case does not meet the requirements of the law: the causes are followed. The 
first cause is avoidance, with emphasis on real estate development projects. Indeed, 
both housing projects and industrial projects are in this condition. However, the 
enforcement by control agencies is somewhat different. Industrial projects are con-
trolled by Department of Industrial Works which has a strict control mechanism, 
whereas the unclear environmental control agency is put into housing projects. The 
second cause is unpremeditated which is mainly caused by the expansion of the 
project beyond the land use requirement specified in the Town and Urban Planning.

The case is in accordance with the requirements of the law: there are two factors 
concerned. The first factor is the project location that meets the requirements of the 
Town and Urban Planning. However, negative effects cannot guarantee for this group 
without the effective monitoring mechanism. The results of the case study were 
found that the land use regulations affect the slowdown of new real estate develop-
ment. It seems that urban expansion is somewhat beneficial for green area preserva-
tion. The second factor is the environmental impact monitoring of the projects. 
This is an important mechanism to control the environmental impact from project 
activities. The lesson was learned from the case study that only 22.67 and 20.52% 
of projects that required and did not require EIA, respectively, were performed. 
Notably, in compliance group, the performance was inefficient.

Land use change directly effects on the appearance of ecological status. It is 
the crucial factor for the achievement of project activity control. Is it sustainable? 
For example, the agricultural changes directly affect kinetic change in species, 

Figure 2. 
Sub-conceptual model of development project expansion.
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nents, including:
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(Nos. 5 and 6).
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The main conceptual model has been expanded to sub-frameworks, focusing 
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Sub-conceptual model of development project expansion.
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confirmed by the case study result. This is beyond the control of the Town and 
Urban Planning since the activity continues to be classified as green! But issues 
need to be realized how these areas are not being compromised by the legal enforce-
ment from the activities of some development projects. The study was found that 
green belt area was affected by urban expansion, with more than 10% as defined in 
the Town and Urban Planning. Therefore, the expansion of development projects 
should be concerned and rigorous by the relevant agencies.

5. The approach for ecological fulfillment

Integrating ecological issues into the environmental impact study (Table 5) was 
crucial to achieve the model setting. It could be channeled into projects that are 

Steps The integration of ecological issues The enhancement of relationship 
between EA guidelines and EISs

Ecological 
level

- Ecological impact should be cleared at all stages 
of the environmental impact study. Such eco-level 
considered is appropriate with project activities 
and the features of their location
- Biodiversity should be focused by consideration 
on ecosystem integrity from the relationship 
between project and site development, which is a 
determinant of habitat and ecosystems
- The flow of ecological details should be balanced 
at all steps of impact study

- The integration of ecological 
details in each level of 
environmental impact study 
should be taken into account the 
budget and time constraints
- The establishment of review 
criteria is required in EIS 
submission process

Ecological 
baseline

- The scope of ecological study should be 
comprehensive and flexible, based on the 
feasibility of the impacts
- Ecological information should cover the space 
and period of impact possibility
- The formal guidance should provide the 
clarification of the biodiversity and the minimum 
requirement for the direction of EIA study
- A comprehensive study of each ecological level 
for such issue should be based on project details 
and location
- The linkage of ecological baseline and its impact 
assessment is required

- The role of expert committee in 
EIS submission is significant for 
the quality of ecological impact 
assessment
- The linkage of ecology and 
EIA disciplines is required for 
appropriate integration
- Ecological information to be 
used as a basis for the assessment 
of ecological impacts should be 
emphasized

Ecological 
assessment

- Ecological impact assessment should be based on 
ecological baseline
- The guidelines should set the criteria for ecological 
impact analysis, focusing on biodiversity issues
- Integration of biodiversity issues should consider 
the coverage of ecological details and their flexibility 
depending on project conditions and location
- The flexibility of techniques and methods 
used to identify and analyze impacts under the 
principle of sustainable development is required

- The agreement of responsible 
agencies in EIA process is essential 
for project performance
- The role of all agencies concerned 
during EIA process and EIA 
follow-up is necessary for the 
quality of EIS and the efficiency of 
project implementation

Ecological 
mitigation 
and 
monitoring

- The set of criteria for mitigation/monitoring 
measures is required, with ecological standard 
based on clear references
- Mitigation/monitoring identification should be 
done by prioritizing the significance of ecological 
impacts

- EIA guidelines should provide 
the definite mitigation/monitoring 
identification
- The essential role of project 
control agencies and project 
proponents is necessary to support 
and control project performance

Table 5. 
The integration of ecological issues in EIA study.
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subject to EIA through the mechanism of SEA. The importance of EIA guidelines is 
a fundamental tool in studying the ecological impact. The accuracy and appropri-
ateness of baseline data are prominent. Data presentation should be appropriate, 
not too short or too long to identify their subsequent impacts. Biodiversity is firstly 
considered for ecological information in order to understand the overall ecological 
pattern within the area. The composition of the ecological level should be of great 
importance, such as the indicators species, the relationships between local and 
regional factors, the species of habitats [40, 53], the habitat loss, and the change of 
species distribution [54–56]. Quantitative approach is the possibility to integrate 
ecological science in the environmental impact study by the consideration of the 
variation of species, extent, and timing [39, 54].

In the process of EIA study, the impact of project activities to any kinetic 
habitat change should be highlighted because it is the main cause to the change of 
ecosystem composition, especially the change to species index [56, 57]. Ecological 
impact study should be conducted based on cognitive theoretical knowledge [58]. 
Drawing these theories together with the details of the project is very important and 
that is often overlooked. Good ecological baselines together with the minimal error 
of ecological impact study directly satisfy mitigation and monitoring measures. 
The reflect mitigation and monitoring can be examined through the possibilities 
of biodiversity change due to project activities. The concern agencies are crucial to 
enforce the project implementation as a result of environmental impact studies.

6. Conclusion

Eco-based SEA model here was developed from the case study derived from 
mega project development, which both direct and indirect effects on complex 
conditions, finally, to ecosystem which is one of the key indicators in sustainable 
development. When each issue was pinpointed, the main cause of impacts within 
the area was not only from the established mega project but also from the change of 
continuous activities. The kinetic changes due to development projects, themselves, 
and the kinetic changes due to land use pattern in the same group, particularly the 
change within agricultural areas from paddy fields to fish farms, were included.

From the three dimensions of model, these were EIA, land use, and ecology to 
support the setting purpose focusing on ecological issues. The integration of exist-
ing strategies and the results of the case study could be adapted for the appropriate-
ness of the area. Ecological outcomes were considered as a result of activities within 
such area and the status of the area to support any activities. The conceptual model 
clearly illustrates in three cognitive, in particular their relationships. All three 
variables were integrated into SEA in accordance with the limitations of each area, 
focusing on the priority of ecosystem.

In summary, the model illustrates the importance of considering environmental 
issues as a whole from their cause to the final output. That is the kinetic ecological 
change. It can answer the question of large-scale project development, which is a 
continuation of the macro-level. Is in line of the sustainable development approach?
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