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Preface

There has been tremendous progress in the field of immunology in recent years, 
which could be attributed to the recent adoption of high-throughput technological 
approaches for genomics, transcriptomics, and proteomics. New techniques have 
revolutionized biomedical science in terms of innovative platforms for diagnostics, 
therapeutics, and prophylactics. These technological advances and their role in 
accelerating basic and clinical research sparked the idea for this book, which brings 
together relevant research of the methodology and applications for gaining better 
insight into human diseases.

Cells sense and respond to a variety of signals in terms of the physiological 
functions of living organisms. In the context of immune cells, signalling events are 
crucial drivers in recruiting the cells to the site of infection and interaction with 
other cells (cell-cell interaction) that leads to the release of soluble factors such 
as cytokines. These soluble factors travel through the bloodstream and mediate 
their effects on neighbouring or distant cells, which eventually determines the 
outcome of disease via a series of complex cellular interactions. Cellular interactions 
involved in the recognition of pathogens and their molecules begins the cell 
signalling cascade by ligation of cell surface receptors, activation of transcription 
factors and downstream components that drives the outcome of infection. Overall, 
signal transduction cassettes include the membrane receptors, effector signalling 
and regulatory proteins that coordinate to detect, amplify, and orchestrate the 
external signals of cellular responses. During infection, the main immunological 
players, innate and adaptive immune cells, are key in combatting the infection. As 
per the conventional cell signalling process, binding of the antigen generates an 
intracellular signalling cascade, however, there are a diversity of antigenic receptors 
that trigger many signals for orchestrating immunological outcomes.

We have focussed on understanding the innate and adaptive arms of immunity that 
recognize foreign protein segments based on a programmed series of immune cell 
synapses between T cells and antigen-presenting cells (APCs). These interactions 
are crucial for immediate and long-term responsiveness of T cells to major histo-
compatibility complex (MHC)–peptide complexes depending on the thresholds that 
are tuned at the cell synapses and determine immune responses. The fine-tuning of 
these thresholds remains vital for the host, as an overreaction to self-proteins can 
be the cause of autoimmune dysfunctions, whereas underreaction to pathogens can 
equally be detrimental in terms of the development of susceptibilities to a variety 
of infections and tumours. Apart from immunological synapses, the importance of 
cytoskeleton dynamics, cell asymmetry, and membrane patterning for the setting 
threshold for immune cell activation also play an important role in immune cell 
signalling and regulation of immune response.

Currently, much attention has been paid to understanding the role of molecular 
events in immunological processes. Our current understanding is based on an array 
of model systems and with the advent of recent technological platforms, it is likely 
that many surprises will be revealed.



IV

Keeping these facts in mind and expanding our knowledge about immune cell 
signalling and its role in disease management, this book has been organized into two 
sections. It begins with the tools and recent use of model systems for understanding 
disease pathology, which will eventually help in designing strategies for disease 
management, which has been covered in the second section. Briefly, the chapter 
outlines are as follows:

Chapter 1 reviews the flow cytometric approach for primary immunodeficiency dis-
eases. It examines different techniques for immunophenotyping molecules for better 
understanding of immunological interactions. Chapter 2 briefly discusses the use of 
organoid models for cell-cell interactions and their benefits for regenerative medicine 
and designing personalized therapies. Chapter 3 discusses recent innovative models 
for studying lung diseases. It includes a comprehensive outlook on organ-on-chip and 
organoids for a better understanding of lung pathologies and designing strategies for 
the management of lung fibrosis. Chapter 4 examines nanoparticle-based immuno-
therapy for managing cancer. Chapter 5 comprehensively reviews immunological 
signalling for the development of allergies. The chapter briefly covers eosinophils, 
basophils, immunoglobulins, Th2 responses, and histamines as the crucial determi-
nants for the development of allergies. Chapter 6 provides up-to-date information on 
the molecular understanding of SARS-CoV2 and other coronavirus ancestors. The 
chapter gives an outlook about the molecular tools for dissecting the virus and that 
help in targeting specific molecular structures for designing vaccines and managing 
the epidemic outbreak. Chapter 7 provides a comprehensive outlook on the molecular 
dynamics of vector and malarial parasite interactions, with the aim to provide insight 
into host-parasite cellular interactions to abrogate disease transmission. Chapter 8 
reviews and summarizes the recent advances in understanding dendritic cells for 
pathogenic infections. It covers different aspects of immunological interactions 
orchestrated via dendritic cells for regulating immunological outcomes. Chapter 9 
covers recent information and gaps in the understanding of modulation in innate 
immune responses against Zika virus infection during pregnancy. It provides a brief 
discussion on recent technological advances that can overcome current knowledge 
gaps. Finally, Chapter 10 addresses the role of toll-like receptors (TLRs) in cancer 
progression and how these receptors can be targeted for the management of a disease.

The two sections of this volume include the study of different molecular phenomena 
that eventually drive infection outcomes as well as manipulation of this phenomena 
for effective treatment of disease symptoms. Different signalling mediators drive the 
production of messenger molecules that mediate their action, leading to the elicitation/
suppression of immune responses. The book presents a balanced approach in line with 
the previous edition, which also explained various molecular and immunological tools 
for better understanding of cellular interactions. I hope this edition provides students 
and researchers comprehensive information on cellular interactions in terms of disease 
management aspects and their utility in bench side as well as bedside applications.

Bhawana Singh
Department of Medicine,

Institute of Medical Sciences,
Banaras Hindu University,

Varanasi, India

XIV
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Chapter 1

Flow Cytometric Approach 
in the Diagnosis of Primary 
Immunodeficiencies
Sevil Oskay Halacli

Abstract

Primary Immunodeficiencies (PIDs) compose of a large spectrum of diseases 
characterized by abrogated or dysregulated functions of innate and adaptive 
immune system components that cause susceptibility to recurrent infections, auto-
immunity, neoplasia/malignancy and dysfunction of organs and skeletal system. 
PIDs are also evaluated as molecular diseases due to the mutations in one or more 
genes. That affects transcripts and protein expressions as well as their functions. 
Today, 430 different genes are known to have various functional effects which are 
related to 403 different PIDs. Analyzing the effects of the mutations on relevant 
protein expression and function is significant to diagnose and the follow-up of the 
PIDs. Application of flow cytometry for analyzing protein expression levels and 
functions in immune cells as well as investigating the cellular functions tender 
a rapid, quantitative and reliable approach to identify and to prove the genetic 
background of PIDs. Therefore, the use of flow cytometry aids to have a large 
spectrum of data from gene to function and from function to clinical relevance in 
the first-step and differantial diagnosis of PIDs.

Keywords: Primary immunodeficiency, flow cytometry, molecular diagnosis, 
immunophenotyping, PBMC culture, functional assays, intracellular staining,  
PI3K pathway analysis- flow, CFSE cell proliferation

1. Introduction

Primary immunodeficiencies (PIDs) are rare and heterogenous genetic dis-
eases of the immune system. According to updated IUIS (International Union of 
Immunological Societies) classification in 2019, there is a large spectrum of PIDs 
including 403 different diseases caused by mutations in 430 genes categorized 
10 different subclasses with these topics: Severe combined immunodeficiencies 
(SCIDs), combined immunodeficiencies (CIDs) less profound than SCID, CIDs 
with associated or syndromic features and predominantly antibody deficiencies 
including common variable immunodeficiency (CVID), immune dysregulation, 
phagocyte system defects, innate immune defects, auto-inflammation, complement 
deficiencies, bone marrow abnormalities and phenocopies of PIDs. Each disease has 
unique laboratory and clinical manifestations. Decreased or increased immune cell 
counts, unbalanced immune cell plasticity, decreased or increased immunoglobulin 
levels and complement factors, dysregulated functions of immune cells due to 
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abrogated intracellular molecular functions cause developing clinical manifesta-
tions of PIDs [1]. Use of flow cytometry in these laboratory investigations is a 
significant approach that offers a quantitative, reliable and rapid results. Evaluation 
of these laboratory findings helps to clinicians for proper diagnose of PIDs [2, 3].

2. Analysis of inflammatory and regulatory cell profiles in PIDs

Immune dysregulation with autoimmunity is observed in many PIDs such 
as LRBA, CTLA4, STAT3 GOF, PIK3CD deficiencies as well as IPEX syndrome 
caused by loss or dysfunctional FOXP3 expression [4–18]. Disrupted T helper 
cell plasticity is pointed out as a prominent feature of the autoimmunity in PIDs. 
Deregulated numbers and functions of Treg cells are observed in most of the 
patients with IPEX or IPEX-like (such as in patients with LRBA deficiency) [6, 7, 
19–21]. Decreased Treg cell numbers or loss of Treg cell functions are related to 
severe form of autoimmunities in PIDs. In contrast, deregulated inflammatory 
cell numbers/ratios and the inflammatory cytokines produced by inflamma-
tory cells are observed as autoimmune manifestations of PIDs such as LRBA and 
STAT3 LOF deficiencies. In LRBA deficiency, increased number of circulating 
T folicular helper (Tfh) is associated with autoimmune manifestations of the 
disease [5]. Moreover, decreased Th17 cell numbers are related to inflammatory 
response to Candida infections observed in patients with LOF mutations in STAT3 
deficiency [22–24].

In these cases, the first attempt is to analyze regulatory and inflammatory cell 
ratios in the clinical immunology laboratory to clarify the cellular background of 
autoimmunity.

2.1 Analysis of Treg cells in PIDs

Treg cells are unique subset of T helper cells through its equilibrating functions 
on immune response to self and foreign antigens. Tregs suppress inflammatory T 
cell function and proliferation, therefore it plays critical roles to prevent autoim-
mune disorders. In PIDs with autoimmunity, impaired functions of Treg cells in 
parallel with decreased number of Treg cells are observed. IPEX is a well-known 
syndrome affecting Treg cell development due to mutations of FOXP3 which 
is a main transcription factor in the development of Treg cells. In patients with 
IPEX syndrome, loss of circulating and tissue associated Treg cells are thought to 
cause the multi-organ autoimmune manifestations [6, 20, 21]. Patients with CD25 
(IL-2Rα) deficiency have IPEX-like phenotype as well as in patients with LRBA 
deficiency. Decreased Treg ratio is a significant laboratory characteristics in these 
PIDs [7, 25]. In patients with AIRE deficiency which is related to Autoimmune Poly 
Endocrinopathy, Candidiasis and Ectodermal Dystrophy (APECED) syndrome, 
decreased Treg cell ratio and function are associated with the occurrence of the 
disease [26].

Investigating Treg cell ratio by flow cytometry provides an important insight to 
understand autoimmunity from the benchside to bedside.

Below, it was described the Treg staining protocol and the gating strategy for 
human peripheral blood Treg cells (Figure 1).

2.1.1 Treg staining protocol

• Peripheral blood mononuclear cells (PBMCs) are separated by ficoll density 
gradient protocol from 4 ml of whole blood in tube with EDTA.
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• Wash PBMCs with Phosphate Buffer Saline (PBS) buffer, centrifuge at 300 g 
for 5 min and discard the supernatant

• Add appropriate volume of PBS and add 100 ul cell to flow cytometer  
tubes

• Add appropriate volume of CD4, CD127 and CD25 antibodies and incubate at 
room temperature and dark conditions for 20 min

• Following incubation wash with PBS, centrifuge at 500 g for 5 min and discard 
the supernatant

• Fix the cells with a fixation buffer for 10–20 min

• Wash with PBS, centrifuge at 500 g for 5 min and discard the supernatant

• Treat with the permeabilization buffer for 10–30 min

• Wash with PBS, centrifuge at 500 g for 5 min and discard the supernatant

• Add FOXP3 antibody for 30 min at room temperature and dark conditions

• Wash with PBS, centrifuge at 500 g for 5 min and discard the supernatant

• Add 300 ul PBS, vortex and analyze in flow cytometer

2.2 Analysis of circulating Tfh and TH17 cells in PIDs

Tfh cells are specialized Th cell subset which plays important role in B cell 
differentiation in lymph nodes, in producing high affinity antibodies and the 

Figure 1. 
Representative image of CD4+ CD127loCD25hi FOXP3+ Treg cells in peripheral blood of healthy control and a 
patient.
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development of memory cells. Therefore, Tfh provides help germinal center 
(GC) formation and selection of plasma cells [27–30]. Tfh cells have unique 
molecules that are expressed in cell surface and have special functions such as 
CXCR5. CXCR5 is a chemokine receptor and provides migration of Tfh cells to 
GC zone. Besides, Tfh expresses B Cell Lymphoma (BCL-6) and (Inducible T Cell 
Costimulator) ICOS or CD278 on their surfaces. Increased Tfh cell numbers in 
peripheral blood are investigated as an inflammatory marker of some PIDs such as 
LRBA deficiency [5].

Th17 cells are also a subset of helper T cells which are responsible for produc-
ing IL-17, a pro-inflammatory cytokine recruiting neutrophils to infection site to 
combat infection [22, 23, 31, 32]. IL-6 expression and STAT3 activation are required 
for the differentiation of Th17 cells from CD4+ T lymphocytes. Therefore in STAT3 
deficiency caused by autosomal dominant loss of function mutations of STAT3 
gene, decreased number of circulating Th17 cells are associated with susceptibil-
ity to Candida infections in STAT3 LOF deficiency which is a type of Autosomal 
Dominant- hyper IgE Syndrome (AD-HIES) [24].

Detection of Tfh and Th17 cell ratios in the peripheral blood of the patients 
with designated PIDs in clinical immunology laboratory by flow cytometry using 
various surface and intracellular markers which are unique to circulating Tfh 
and Th17 cells is important step to understand the inflammatory background of 
the autoimmune manifestations (Figures 2 and 3). See the Section 2.1.1. for the 
 staining protocol.

Below, it was demonstrated Tfh and Th17 gating strategy.

Figure 2. 
Analysis of cTfh cells in a healthy control (top) and a patient with PID (below). In the patient, increased ratio 
of cTfh is observed.
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3. Analysis of surface molecules in PIDs

3.1 Evaluation of molecules which are constitutively expressed on cell surface

In the diagnosis of suspicious patients for PID, flow cytometry is frequently 
applied to detect specific molecules which are expressed on specific subset of 
immune cells in clinical immunology research laboratory [2, 3]. It is used for immu-
nophenotyping as well as in the detection of specific protein expression in cells. In 
the evaluation of constitutively expressed proteins on cell surface, activation with 
specific stimulus is not required. CD40 and CD55 deficiencies are the examples 
which are described in detail in Section 3.1.1. and 3.1.2 for the surface protein 
expression analysis in PIDs.

In the staining of surface proteins, fixation and permeabilization steps are not 
needed. Therefore staining protocol is easier and faster than intracellular staining of 
the proteins which is described in Section 4. Following staining protocol is used to 
detect surface protein expressions in PIDs:

• Add 100 ul of whole blood to flow cytometer tube.

• Add appropriate volume of specific antibodies to detect specific proteins and 
incubate at room temperature and dark conditions for 20–30 min.

• Lyse the erythrocytes using appropriate volume of lysis buffer and incubate for 
10–15 min at room temperature and dark conditions.

• Centrifuge at 500 g for 5 min and discard the supernatant

Figure 3. 
Th17 gating strategy. Increased ratio of Th17 cells expressing IL17A and IL17F are observed in a patient (below) 
compared to healthy control (top).
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• Wash with PBS, centrifuge at 500 g for 5 min and discard the supernatant

• Add 300 ul PBS, vortex and analyze at flow cytometer

3.1.1 CD40 deficiency in hyper IgM syndrome

CD40 is a costimulatory molecule which is expressed on antigen presenting cells 
such as B cells, macrophages and dendritic cells. CD40 interacts with CD40L on T 
cells in GC zones and is activated in the maturation of B cells and isotype switching 
[33, 34]. Similar to CD40L deficiency, CD40 deficiency is investigated for suspi-
cious Hyper IgM syndromes. Decreased or unfunctional CD40 expression on B 
lymphocyte as well as CD40L expression defects on T cells in suspicious patients for 
Hyper IgM syndrome is related to disease occurrence [35, 36]. See the Section 3.1. 
for the staining protocol.

3.1.2 CD55 expression in CHAPLE syndrome

Decay-accelerating factor (DAF) or CD55 is an inhibitor molecule of comple-
ment system and it is related to various diseases and a recently described PID which 
is named as (CD55 deficiency with hyperactivation of complement, angiopathic 
thrombosis, and PLE) CHAPLE syndrome. Because CD55 acts as an inhibitor of 
complement system, low or loss of expressions due to mutations in its encoding 
gene, complement system is more active in patients than healthy individuals [37–39] 
(see the Section 3.1. for the staining protocol).

3.2 Analysis of the expression of induced surface proteins in PIDs

3.2.1 CD40L expression in T lymphocytes in hyper IgM syndrome

CD40L, also known as CD154, is expressed on T cells and responsible for 
the interaction with CD40 which is expressed on antigen presenting cells such 
as B cells. CD40L is a member of TNF-receptor superfamily and its interaction 
with CD40 on B cells is associated with Ig class switching, affinity matura-
tion and GC formation. In most of the patients with CD40L deficiency, loss or 
decreased CD40L protein expression on T cells are associated with increased 
levels of soluble IgM levels and decreased IgG and IgA levels are investigated 
[35, 36]. Expression of CD40L protein on T cell surface is very low and increased 
by activation using Phorbol Myristate Acetate (PMA) and ionomycin inducing 
transcriptional activity of NFAT and AP-1 transcription factors in T cells follow-
ing T cell receptor stimulation. Following 3 hours of activation of PBMCs, CD69 
which is an early activation marker and CD40L expression are detected on T cell 
surface (Figure 4). Staining protocol of CD40L and CD69 on CD3+ CD8- T cells 
are as in below:

• Peripheral blood mononuclear cells (PBMCs) are separated by ficoll density 
gradient protocol from 1 to 2 ml of whole blood in tube with EDTA.

• Wash PBMCs with Phosphate Buffer Saline (PBS) buffer, centrifuge at 300 g 
for 5 min and discard the supernatant and resuspend the cells with serum free 
media.
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• Prepare two flasks for each sample to analyze unstimulated and stimulated 
samples

• Put the appropriate number of cells to culture flask. Add 1 ug/ml PMA and 
500 ng/ml ionomycin to the stimulated culture flask

• Following 3 hours incubation in humidified incubator, wash the cells with PBS 
and centrifuge at 300 g for 5 min and discard the supernatant

• Resuspend the cells with 1 ml PBS and collect 100 ul of cell to a fresh flow 
cytometer tubes

• Add CD3, CD8, CD69 and CD40L antibodies at the appropriate 
concentrations

• Wash with PBS, centrifuge at 500 g for 5 min and discard the supernatant

• Add 300 ul PBS, vortex and analyze at flow cytometer

3.2.2 CD70 expression

CD27/CD70 signaling pathway is significant for the immune response to 
Epstein–Barr virus (EBV) infections. CD27 is expressed on T lymphocytes as well as 
B lymphocytes and whereas its ligand, CD70, is limited to induced T and B lympho-
cytes and dendritic cells. CD27-CD70 signaling is responsible for T cell survival, Treg 
activity, B cell differentiation and proliferation. Due to CD27-CD70 partnership in 
immune response against to EBV, similar clinical characteristics are monitored in 
patients with CD27 and CD70 deficiencies [40–42]. EBV-associated lymphoprolif-
erative disorder, lymphoma, hypogammaglobulinemia and autoimmune manifesta-
tions are generalized clinical symptoms in both deficiencies [41, 42]. Therefore, 
analyzing of CD27 and CD70 proteins in PBMCs using flow cytometry due to its 
rapid and quantitative analysis guide to clinicians as a first step molecular diagnosis 
of patients with these clinical manifestations before sequencing. Figure 5 shows the 
gating strategy for CD70 staining. Staining protocol for CD27 is as in Section 3.1.

Figure 4. 
Gating strategy for CD40L and CD69 expression on CD3+ CD8- T cells in unstimulated and stimulated 
samples from a healthy control (top) and a patient (below).
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CD70 activation and staining protocol is as below:

3.2.2.1  Activation of surface expression of CD70 and staining for flow cytometric 
analysis

• Peripheral blood mononuclear cells (PBMCs) are separated by ficoll  
density gradient protocol from 1 to 2 ml of whole blood in tube with  
EDTA

• Wash PBMCs with Phosphate Buffer Saline (PBS) buffer, centrifuge at 300 g 
for 5 min and discard the supernatant and resuspend the cells with serum free 
media

• Prepare two flasks for each sample to analyze unstimulated and stimulated 
samples

• Put the appropriate number of cells to culture flask and add 2,5 ug/ml phyto-
hemagglutinin (PHA) in the completed culture media

• Incubate the cells in humidified incubator for 72 hours

• After 72 hours add appropriate volume of IL-2 to the cells

• At the day of 8, wash the cells with PBS

• Centrifuge at 500 g for 5 min and discard the supernatant

• Add appropriate volume of CD70 antibody and incubate for 30 min at room 
temperature

• Wash the cells with PBS and Centrifuge at 500 g for 5 min and discard the 
supernatant

• Resuspend the cells with 300 ul PBS and analyze at flow cytometer.

Figure 5. 
A representative image of CD70 expression on CD19+ B lymphocyte in a healthy control and a patient.
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3.2.3 CTLA4 (CD152)

Cytotoxic T lymphocyte Antigen-4 (CTLA4) is an inhibitor ligand of T lymphocytes 
which bind to CD80/CD86 which is found on antigen presenting cells with higher 
affinity than a costimulator molecule CD28 [8–10]. CTLA4 ceases signaling axes in T 
lymphocytes due to its ITIM motifs in the intracytoplasmic domain. Therefore CTLA4 
blocks T cell proliferation and act important function in homeostasis and peripheral tol-
erance. CTLA4 is constitutively expressed on T lymphocytes and it is expressed on cell 
surface only after stimulation via TCR and Ca+/Calcineurin pathway in vitro. In patients 
with autosomal dominant mutation of CTLA4, lymphadenopathy/splenomegaly, hypo-
gammaglobulinemia, cytopenia and organ specific autoimmunity are observed. This 
disease is also called “haploinsufficiency with autoimmune infiltration (CHAI) disease” 
and characterized by unfunctional or loss of CTLA4 expression on T lymphocytes 
[8–10]. Using flow cytometric approach, suspicious patients with CHAI disease may 
be investigated for molecular diagnosis before sequencing. Figure 6 demonstrates the 
gating strategy for CTLA4 expression in healthy control and a patient with PID. Flow 
cytometry protocol for CTLA4 activation and staining are below:

3.2.3.1 Staining protocol of CTLA4 in activated PBMCs

• Peripheral blood mononuclear cells (PBMCs) are separated by ficoll density 
gradient protocol from 1 to 2 ml of whole blood in tube with EDTA

• Wash PBMCs with Phosphate Buffer Saline (PBS) buffer, centrifuge at 300 g for 
5 min and discard the supernatant and resuspend the cells with serum free media

Figure 6. 
A representative image of CTLA4 expression in unstimulated and stimulated PBMC samples obtained from 
in a healthy control (top) and a patient (below). Decreased CTLA4 expression was observed in the patient 
compared to the healthy control.
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• Prepare two flasks for each sample to analyze unstimulated and stimulated 
samples

• Put the appropriate number of cells to culture flask and add 5 ug/ml (PHA) in 
the completed culture media

• Incubate the cells overnight in humidified incubator

• Wash the cells with PBS

• Centrifuge at 500 g for 5 min and discard the supernatant

• Add appropriate volume of CTLA4 antibody and incubate for 30 min at room 
temperature

• Wash the cells with PBS and centrifuge at 500 g for 5 min and discard the 
supernatant

• Resuspend the cells with 300 ul PBS and analyze at flow cytometer

4. Analysis of intracellular molecules in PIDs

4.1 Single protein evaluation in related cell population by flow cytometry

The following protocol is applied to the patients who have suggestive clinical 
history related to LRBA, STK4, DOCK8 and BTK deficiencies before and after 
sequencing to evaluate the alteration of designated protein expressions.

• Peripheral blood mononuclear cells (PBMCs) are separated by ficoll density 
gradient protocol from 1 to 2 ml of whole blood in tube with EDTA

• Wash PBMCs with Phosphate Buffer Saline (PBS) buffer, centrifuge at 300 g 
for 5 min and discard the supernatant and resuspend the cells with PBS

• Add appropriate volume of PBS and add 100 ul cell to flow cytometer tubes

• Add appropriate volume of antibodies related to cells which are interested for 
30 min

• Following incubation wash with PBS, centrifuge at 500 g for 5 min and discard 
the supernatant

• Fix the cells with a fixation buffer for 10–20 min

• Wash with PBS, centrifuge at 500 g for 5 min and discard the supernatant

• Treat with the permeabilization buffer for 10–30 min

• Wash with PBS, centrifuge at 500 g for 5 min and discard the supernatant

• Incubate with related antibody for 30 min
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• Wash the cells with PBS and centrifuge at 500 g for 5 min and discard the 
supernatant

• Resuspend the cells with 300 ul PBS and analyze at flow cytometer

4.1.1 LRBA deficiency

(Lipopolysaccharide responsive beige-like anchor protein) LRBA plays impor-
tant roles in vesicle trafficking and receptor recycling. LRBA is responsible for 
CTLA4 trafficking from vesicular compartments to the cell membrane. In patients 
with LRBA mutations, an autosomal recessive form of combined immunodeficiency 
arises and this deficiency is associated with hypogammaglobulinemia, recurrent 
respiratory infections, multiple autoimmune manifestations and frequently suscep-
tibility to inflammatory bowel disease and malignity in some cases [4, 6, 7, 43–45]. 
See the Section 4.1. for the staining protocol. Figure 7 shows a representative image 
of LRBA expression in LRBA deficient patient and a healthy control.

4.1.2 STK4 (MST1) deficiency

STK4 (serine–threonine protein kinase 4), also known as MST1 (Macrophage 
Stimulating 1), was first found in Drosophila as a member of the Hippo pathway, 
which regulates proliferation and cell survival. Human STK4 is principally discov-
ered as a constitutively expressed kinase, structurally homologous to the Drosophila 
Hippo, and plays roles in vital biologic processes such as morphogenesis, prolifera-
tion, apoptosis, and stress response [46–49]. STK4 deficiency was first defined 
in 2012 by 3 separate groups as causing a novel autosomal recessive CID, which is 
characterized by a profoundly decreased level of CD4+ T cells with the concomitant 
tendency to recurrent viral and bacterial infections and mucocutaneous candidiasis 
[46, 49]. Mutations in STK4 gene cause the lack of protein expression or severely 
reduced level of protein expression [50] (Figure 8). See the Section 4.1. for the 
staining protocol.

Figure 7. 
A representative image of LRBA expression in a negative control (NC 0r isotype control), positive or healthy 
control (PC) and a patient (P). Decreased LRBA expression was observed in the patient compared the PC.
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4.1.3 DOCK8 deficiency

DOCK8 is a member of DOCK-C family and is responsible for activation of 
GTPases such as CDC42 and RAC. Therefore it transmit the signals from the 
membrane to intracellular compartment of cells and involves the cytoskeletal rear-
rangement of the cells. Decreased expression or total loss of DOCK8 protein due to 
bi-allelic mutations of DOCK8 gene cause Autosomal-Recessive Hyper-IgE Syndrome 
(AR-HIES) which is associated with eosinophilia and elevated IgE levels in the 
effected patients [51–53] (Figure 9). See the Section 4.1. for the staining protocol.

4.1.4 BTK deficiency in XLA

BTK is a member of Tec family of non-receptor tyrosine kinases and plays a role 
in the transmission of the signals from the membrane into the cell. BTK localizes 

Figure 8. 
A representative image of STK4 expression in isotype control (blue), healthy control (green) and the patient 
(red). Decreased STK4 expression was observed in the patient compared to the healthy control [50].

Figure 9. 
A representative image of DOCK8 expression in healthy control (top) and the patient (below). Decreased 
DOCK8 expression was observed in the patient compared to the healthy control.



15

Flow Cytometric Approach in the Diagnosis of Primary Immunodeficiencies
DOI: http://dx.doi.org/10.5772/intechopen.96004

next to BCR in B cells, therefore it is important for B cell development. In mutations 
of BTK which is present on X-chromosome cause X-linked agammaglobulinemia 
in patients who suffered from recurrent bacterial infections due to low or nearly 
undetectable immunoglobulins and B lymphocytes [54]. Lymphocyte phenotyping 
is frequently used to diagnose the diseases in patients with suspicious clinical find-
ings and BTK expression is analyzed for molecular diagnosis underlying the XLA. 
Figure 10 demonstrates the BTK expression in a patients’ and a healthy controls’ 
samples. See the Section 4.1. for the staining protocol.

4.2 Pathway characterization in PIDs

4.2.1 PI3K pathway characterization

Activated phosphoinositide-3 kinase-δ syndrome (APDS) also known as p110δ-
activating mutation causing senescent T cells, lymphadenopathy and immunode-
ficiency (PASLI) occurs in patients with combined immunodeficiency due to gain 
of function mutations of phosphoinositide 3-kinase (PI3K) genes PIK3CD and 

Figure 10. 
BTK expression in isotype control (top) healthy control (middle) and the patient (below). BTK expression was 
lower in the patient than the healthy control.
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PIK3R1 [14, 16–18]. Although clinical manifestations are heterogenous among the 
patients, recurrent and persistent infections with herpes family viruses, lympho-
proliferation, immune cytopenia are observed in the majority of the patients. 
Investigating the pathway in patients with suggestive to APDS or PASLI, PI3K 
pathway analysis, downstream kinase phosphorylations with or without stimula-
tion with specific receptors such as TCR or BCR are investigated by flow cytometry 
[16]. In the latter section, staining protocol of the PIK3δ, p-Akt and p-mTOR 
are summarized. Figure 11 shows a representative image of p-Akt and p-mTOR 
expression in a patient with PIK3δ GOF deficiency and a healthy control sample.

4.2.1.1 PIK3δ and downstream pathway activation and staining protocol

• Peripheral blood mononuclear cells (PBMCs) are separated by ficoll density 
gradient protocol from 1 to 2 ml of whole blood in tube with EDTA

• Wash PBMCs with Phosphate Buffer Saline (PBS) buffer, centrifuge at 300 g 
for 5 min and discard the supernatant and resuspend the cells with serum free 
media

• Prepare two flasks for each sample to analyze unstimulated and stimulated 
samples

• Put the appropriate number of cells to culture flask and add an appropriate 
receptor activating agent to induce the pathway and incubate in humidified 
incubator in suggested time depend on the agent used in the activation

• Centrifuge at 500 g for 5 min and discard the supernatant

Figure 11. 
Ratio of cells expressing p-Akt and p-mTOR in a patient with PIK3δ GOF deficiency and a healthy control 
following pathway stimulation as described in section 4.2.1.1.
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• Add appropriate volume of PIK3δ, p-Akt and p-mTOR antibodies and incubate 
for 30 min at room temperature

• Wash the cells with PBS and centrifuge at 500 g for 5 min and discard the 
supernatant

• Resuspend the cells with 300 ul PBS and analyze at flow cytometer

5. Analysis of cellular functions of immune cells

5.1 Cell proliferation

Severe combined immunodeficiencies (CIDs) including T-B + NK-, T-B-NK+, 
T-B-NK- and T-B + NK+ and/or isolated T cell deficiencies are severe forms of PIDs 
due to important roles of T lymphocytes to combat directly or indirectly protein and 
viral antigens [55]. T lymphocytes have specific subsets to achieve their superior 
roles on specific antigenic determinant. Their deficiencies due to specific molecular 
defects affect their activation, receptor editing, functions and proliferative capacity 
cause critically ill disease phenotype. They need to re-regulate their receptors and 
proliferate to expand agent-specific clones such an army to combat during vari-
ous specific-infections. Therefore detecting cell proliferation is significant for the 
diagnosis and/or the course of the disease. Non-radioactive cell tracking dyes such 
as CFSE (carboxyfluorescein succinimidyl ester) has been started to use for the 
assessment of cell proliferation in flow cytometry. CFSE is a non-fluorescent dye 
and becomes permeable through its two acetate groups and passing through the cell 
membrane. After entering the cells, following the separation of acetate groups via 
esterases, it becomes fluorescent and its permeability is decreased. Succinimidyl 
group of CFSE reacts with amino groups of mostly from lysine residues of intracel-
lular molecules such as cytoskeletal proteins and forms stable covalent bonds. In 

Figure 12. 
Comparison of CD3+ T lymphocyte proliferation between a patient with SCID and a healthy control 
individual. Normal proliferation in the healthy control sample (top) and loss of CD3+ T lymphocyte 
proliferation in the patient with SCID (below).
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each cell division its fluorescent density is decreased and this decrease in cells is 
evaluated in flow cytometry [56–58]. Severely affected lymphocyte proliferation in 
a patient with severe combined immunodeficiency is shown in Figure 12. See the 
CFSE cell staining protocol in Section 5.1.1.

5.1.1 CFSE staining protocol

• Peripheral blood mononuclear cells (PBMCs) are separated by ficoll density 
gradient protocol from 1 to 2 ml of whole blood in tube with EDTA

• Wash PBMCs with Phosphate Buffer Saline (PBS) buffer, centrifuge at 300 g 
for 5 min and discard the supernatant and resuspend the cells with serum free 
media

• Prepare two flasks to analyze the proliferation in unstimulated and stimulated 
cells

• Put the appropriate number of cells to culture flask and label them with the 
appropriate concentration of CFSE for 5–10 minutes in dark conditions

• Centrifuge at 500 g for 5 min and discard the supernatant for two times

• Add appropriate volume of T cell activator such as PHA (Phorbol Myristate 
Acetate) to stimulate the cells

• Incubate cells for 72–96 hours in humidified conditions

• Wash the cells with PBS and centrifuge at 500 g for 5 min and discard the 
supernatant

• Incubate with appropriate volume of anti-CD3 antibody

• Wash the cells with PBS and centrifuge at 500 g for 5 min and discard the 
supernatant

• Resuspend the cells with 300 ul PBS and analyze at flow cytometer.

Acknowledgements

I would like to express my sincere thanks to Prof. Ilhan Tezcan, MD, PhD and 
Prof. Deniz Cagdas Ayvaz, MD, PhD for their valuable supports. This study was 
supported by the grants with the number TSA-2018-17339 and 315S125 from 
Hacettepe University and TUBITAK, respectively. The authors would like to thank 
participants for being a part of this study.



19

Flow Cytometric Approach in the Diagnosis of Primary Immunodeficiencies
DOI: http://dx.doi.org/10.5772/intechopen.96004

Author details

Sevil Oskay Halacli
Department of Basic Sciences of Pediatrics, Division of Pediatric Immunology, 
Hacettepe University, Ankara, Turkey

*Address all correspondence to: seviloskay@gmail.com

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 



20

Cell Interaction - Molecular and Immunological Basis for Disease Management

[1] A. Bousfiha et al., “Human Inborn 
Errors of Immunity: 2019 Update of 
the IUIS Phenotypical Classification,” J. 
Clin. Immunol., vol. 40, no. 1, 2020, doi: 
10.1007/s10875-020-00758-x.

[2] H. Kanegane et al., “Flow 
cytometry-based diagnosis of 
primary immunodeficiency diseases,” 
Allergology International, vol. 67, no. 1. 
2018, doi: 10.1016/j.alit.2017.06.003.

[3] T. Takashima et al., “Multicolor 
Flow Cytometry for the Diagnosis of 
Primary Immunodeficiency Diseases,” J. 
Clin. Immunol., vol. 37, no. 5, 2017, doi: 
10.1007/s10875-017-0405-7.

[4] G. Lopez-Herrera et al., “Deleterious 
mutations in LRBA are associated with 
a syndrome of immune deficiency and 
autoimmunity,” Am. J. Hum. Genet., 
vol. 90, no. 6, 2012, doi: 10.1016/j.
ajhg.2012.04.015.

[5] F. J. Alroqi et al., “Exaggerated 
follicular helper T-cell responses 
in patients with LRBA deficiency 
caused by failure of CTLA4-mediated 
regulation,” J. Allergy Clin. Immunol., 
vol. 141, no. 3, 2018, doi: 10.1016/j.
jaci.2017.05.022.

[6] L. M. Charbonnier et al., “Regulatory 
T-cell deficiency and immune 
dysregulation, polyendocrinopathy, 
enteropathy, X-linked-like disorder 
caused by loss-of-function mutations 
in LRBA,” J. Allergy Clin. Immunol., 
vol. 135, no. 1, 2015, doi: 10.1016/j.
jaci.2014.10.019.

[7] S. Eren Akarcan et al., “Two male 
siblings with a novel LRBA mutation 
presenting with different findings of 
IPEX syndrome,” JMM Case Reports, 
vol. 5, no. 10, 2018, doi: 10.1099/
jmmcr.0.005167.

[8] A. M. Paterson et al., “Deletion of 
CTLA-4 on regulatory T cells during 
adulthood leads to resistance to 

autoimmunity,” J. Exp. Med., vol. 212, 
no. 10, 2015, doi: 10.1084/jem.20141030.

[9] L. R. Watson et al., “Pitfalls of 
immunotherapy: lessons from a patient 
with CTLA-4 haploinsufficiency,” 
Allergy, Asthma Clin. Immunol., 
vol. 14, no. 1, 2018, doi: 10.1186/
s13223-018-0272-7.

[10] K. D., R. K., and U. G., “Multilineage 
cytopenias in CTLA4 deficiency 
due to autoimmune destruction: A 
retrospective review,” J. Clin. Immunol., 
vol. 38, no. 3, 2018.

[11] S. Jägle et al., “Distinct molecular 
response patterns of activating 
STAT3 mutations associate with 
penetrance of lymphoproliferation and 
autoimmunity,” Clin. Immunol., vol. 210, 
2020, doi: 10.1016/j.clim.2019.108316.

[12] F. Consonni, L. Dotta, F. 
Todaro, D. Vairo, and R. Badolato, 
“Signal transducer and activator 
of transcription gain-of-function 
primary immunodeficiency/
immunodysregulation disorders,” 
Current Opinion in Pediatrics, 
vol. 29, no. 6. 2017, doi: 10.1097/
MOP.0000000000000551.

[13] W. Rae et al., “Autoimmunity/
inflammation in a monogenic primary 
immunodeficiency cohort,” Clin. 
Transl. Immunol., vol. 6, no. 9, 2017, doi: 
10.1038/cti.2017.38.

[14] C. L. Lucas, A. Chandra, S. 
Nejentsev, A. M. Condliffe, and K. 
Okkenhaug, “PI3Kδ and primary 
immunodeficiencies,” Nature Reviews 
Immunology, vol. 16, no. 11. 2016, doi: 
10.1038/nri.2016.93.

[15] S. Preite, B. Huang, J. L. Cannons, D. 
B. McGavern, and P. L. Schwartzberg, 
“PI3K orchestrates T follicular helper 
cell differentiation in a context 
dependent manner: Implications for 

References



21

Flow Cytometric Approach in the Diagnosis of Primary Immunodeficiencies
DOI: http://dx.doi.org/10.5772/intechopen.96004

autoimmunity,” Frontiers in Immunology, 
vol. 10, no. JAN. 2019, doi: 10.3389/
fimmu.2018.03079.

[16] C. L. Lucas et al., “Heterozygous 
splice mutation in PIK3R1 causes 
human immunodeficiency with 
lymphoproliferation due to dominant 
activation of PI3K,” J. Exp. Med., 
vol. 211, no. 13, 2014, doi: 10.1084/
jem.20141759.

[17] E. S. J. Edwards et al., “Activating 
PIK3CD mutations impair human 
cytotoxic lymphocyte differentiation 
and function and EBV immunity,” J. 
Allergy Clin. Immunol., vol. 143, no. 1, 
2019, doi: 10.1016/j.jaci.2018.04.030.

[18] G. L. Dornan, B. D. Siempelkamp, 
M. L. Jenkins, O. Vadas, C. L. Lucas, 
and J. E. Burke, “Conformational 
disruption of PI3Kδ regulation by 
immunodeficiency mutations in 
PIK3CD and PIK3R1,” Proc. Natl. Acad. 
Sci. U. S. A., vol. 114, no. 8, 2017, doi: 
10.1073/pnas.1617244114.

[19] F. Barzaghi, L. Passerini, and R. 
Bacchetta, “Immune dysregulation, 
polyendocrinopathy, enteropathy, 
X-linked syndrome: A paradigm of 
immunodeficiency with autoimmunity,” 
Front. Immunol., vol. 3, no. JUL, 2012, 
doi: 10.3389/fimmu.2012.00211.

[20] C. L. Bennett et al., “The immune 
dysregulation, polyendocrinopathy, 
enteropathy, X-linked syndrome (IPEX) 
is caused by mutations of FOXP3,” 
Nat. Genet., vol. 27, no. 1, 2001, doi: 
10.1038/83713.

[21] R. Bacchetta, F. Barzaghi, and M. 
G. Roncarolo, “From IPEX syndrome to 
FOXP3 mutation: A lesson on immune 
dysregulation,” Annals of the New York 
Academy of Sciences, vol. 1417, no. 1. 
2016, doi: 10.1111/nyas.13011.

[22] S. Al Khatib et al., “Defects along 
the TH17 differentiation pathway 
underlie genetically distinct forms of 

the hyper IgE syndrome,” J. Allergy 
Clin. Immunol., vol. 124, no. 2, 2009, 
doi: 10.1016/j.jaci.2009.05.004.

[23] H. D. Ochs, M. Oukka, and T. R. 
Torgerson, “TH17 cells and regulatory 
T cells in primary immunodeficiency 
diseases,” Journal of Allergy and Clinical 
Immunology, vol. 123, no. 5. 2009, doi: 
10.1016/j.jaci.2009.03.030.

[24] E. D. Renner et al., “Novel 
signal transducer and activator of 
transcription 3 (STAT3) mutations, 
reduced TH17 cell numbers, 
and variably defective STAT3 
phosphorylation in hyper-IgE 
syndrome,” J. Allergy Clin. Immunol., 
vol. 122, no. 1, 2008, doi: 10.1016/j.
jaci.2008.04.037.

[25] A. A. Caudy, S. T. Reddy, T. Chatila, 
J. P. Atkinson, and J. W. Verbsky, 
“CD25 deficiency causes an immune 
dysregulation, polyendocrinopathy, 
enteropathy, X-linked-like syndrome, 
and defective IL-10 expression from 
CD4 lymphocytes,” J. Allergy Clin. 
Immunol., vol. 119, no. 2, 2007, doi: 
10.1016/j.jaci.2006.10.007.

[26] S. M. Laakso et al., “Regulatory 
T cell defect in APECED patients is 
associated with loss of naive FOXP3+ 
precursors and impaired activated 
population,” J. Autoimmun., vol. 35, no. 
4, 2010, doi: 10.1016/j.jaut.2010.07.008.

[27] Y. Zhu, L. Zou, and Y. C. Liu, 
“T follicular helper cells, T follicular 
regulatory cells and autoimmunity,” 
International Immunology, vol. 28, no. 4. 
2016, doi: 10.1093/intimm/dxv079.

[28] C. S. Ma, “Human T 
Follicular Helper Cells in Primary 
Immunodeficiency: Quality Just as 
Important as Quantity,” Journal of 
Clinical Immunology, vol. 36. 2016, doi: 
10.1007/s10875-016-0257-6.

[29] D. Baumjohann, D. Baumjohann, 
and K. M. Ansel, “Identification of T 



Cell Interaction - Molecular and Immunological Basis for Disease Management

22

follicular helper (Tfh) cells by flow 
cytometry,” Protoc. Exch., 2013, doi: 
10.1038/protex.2013.060.

[30] C. S. Ma and T. G. Phan, “Here, 
there and everywhere: T follicular 
helper cells on the move,” Immunology, 
vol. 152, no. 3. 2017, doi: 10.1111/
imm.12793.

[31] A. N. Kamali et al., “A role 
for Th1-like Th17 cells in the 
pathogenesis of inflammatory 
and autoimmune disorders,” Mol. 
Immunol., vol. 105, 2019, doi: 10.1016/j.
molimm.2018.11.015.

[32] K. Yasuda, Y. Takeuchi, and K. 
Hirota, “The pathogenicity of Th17 cells 
in autoimmune diseases,” Seminars in 
Immunopathology, vol. 41, no. 3. 2019, 
doi: 10.1007/s00281-019-00733-8.

[33] E. Castigli, R. Fuleihan, N. Ramesh, 
E. Tsitsikov, A. Tsytsykova, and R. S. 
Geha, “Cd40 ligand/cd40 deficiency,” 
Int. Arch. Allergy Immunol., vol. 107, no. 
1-3, 1995, doi: 10.1159/000236923.

[34] L. Murguia-Favela et al., 
“CD40 DEFICIENCY: A UNIQUE 
ADULT PATIENT WITH HYPER 
IMMUNOGLOBULIN M SYNDROME 
AND NORMAL EXPRESSION OF 
CD40,” LymphoSign J., 2017, doi: 
10.14785/lymphosign-2017-0004.

[35] O. Cabral-Marques et al., 
“Expanding the clinical and 
genetic spectrum of human CD40L 
deficiency: The occurrence of 
paracoccidioidomycosis and other 
unusual infections in brazilian patients,” 
J. Clin. Immunol., vol. 32, no. 2, 2012, 
doi: 10.1007/s10875-011-9623-6.

[36] X. Du et al., “Clinical, genetic and 
immunological characteristics of 40 
Chinese patients with CD40 ligand 
deficiency,” Scand. J. Immunol., vol. 90, 
no. 4, 2019, doi: 10.1111/sji.12798.

[37] A. Ozen, “CHAPLE syndrome 
uncovers the primary role of 

complement in a familial form of 
Waldmann’s disease,” Immunological 
Reviews, vol. 287, no. 1. 2019, doi: 
10.1111/imr.12715.

[38] A. Ozen et al., “CD55 Deficiency, 
Early-Onset Protein-Losing 
Enteropathy, and Thrombosis,” N. 
Engl. J. Med., vol. 377, no. 1, 2017, doi: 
10.1056/nejmoa1615887.

[39] O. A. et al., “Inherited CD55 
deficiency in patients with early 
onset protein-losing enteropathy and 
thrombosis,” J. Pediatr. Gastroenterol. 
Nutr., vol. 64, 2017.

[40] H. Abolhassani et al., “Combined 
immunodeficiency and Epstein-Barr 
virus- induced B cell malignancy 
in humans with inherited CD70 
deficiency,” J. Exp. Med., vol. 214, no. 1, 
2017, doi: 10.1084/jem.20160849.

[41] K. Izawa et al., “Inherited CD70 
deficiency in humans reveals a critical 
role for the CD70-CD27 pathway 
in immunity to Epstein-Barr virus 
infection,” J. Exp. Med., vol. 214, no. 1, 
2017, doi: 10.1084/jem.20160784.

[42] S. Ghosh et al., “Extended clinical 
and immunological phenotype and 
transplant outcome in CD27 and CD70 
deficiency,” Blood, 2020, doi: 10.1182/
blood.2020006738.

[43] E. Lévy et al., “LRBA deficiency 
with autoimmunity and early onset 
chronic erosive polyarthritis,” Clin. 
Immunol., vol. 168, 2016, doi: 10.1016/j.
clim.2016.03.006.

[44] F. Salami et al., “Leishmaniasis and 
Autoimmunity in Patient with LPS-
Responsive Beige-Like Anchor Protein 
(LRBA) Deficiency,” Endocrine, Metab. 
Immune Disord. - Drug Targets, vol. 20, 
no. 3, 2019, doi: 10.2174/1871530319666
190807161546.

[45] D. Cagdas et al., “A Spectrum 
of Clinical Findings from ALPS to 



23

Flow Cytometric Approach in the Diagnosis of Primary Immunodeficiencies
DOI: http://dx.doi.org/10.5772/intechopen.96004

CVID: Several Novel LRBA Defects,” 
J. Clin. Immunol., 2019, doi: 10.1007/
s10875-019-00677-6.

[46] S. O. Halacli et al., “STK4 (MST1) 
deficiency in two siblings with 
autoimmune cytopenias: A novel 
mutation,” Clin. Immunol., vol. 161, no. 
2, 2015, doi: 10.1016/j.clim.2015.06.010.

[47] H. Abdollahpour et al., “The 
phenotype of human STK4 deficiency,” 
Blood, vol. 119, no. 15, 2012, doi: 
10.1182/blood-2011-09-378158.

[48] B. Al-Saud et al., “STK4 Deficiency 
in a Patient with Immune Complex 
Glomerulonephritis, Salt-Losing 
Tubulopathy, and Castleman’s-
Like Disease,” Journal of Clinical 
Immunology, vol. 39, no. 8. 2019, doi: 
10.1007/s10875-019-00682-9.

[49] C. Schipp et al., “EBV negative 
lymphoma and autoimmune 
lymphoproliferative syndrome like 
phenotype extend the clinical spectrum 
of primary immunodeficiency caused 
by STK4 deficiency,” Front. Immunol., 
vol. 9, no. OCT, 2018, doi: 10.3389/
fimmu.2018.02400.

[50] S. OSKAY HALACLI, D. CAGDAS, 
and I. TEZCAN, “Flow Cytometry is a 
Reliable Tool in the Diagnosis of STK4 
Deficiency,” Asthma Allergy Immunol., 
2020, doi: 10.21911/aai.518.

[51] S. Haskologlu et al., “Clinical, 
immunological features and follow up of 
20 patients with dedicator of cytokinesis 
8 (DOCK8) deficiency,” Pediatr. Allergy 
Immunol., vol. 31, no. 5, 2020, doi: 
10.1111/pai.13236.

[52] S. E. Aydin et al., “DOCK8 
Deficiency: Clinical and Immunological 
Phenotype and Treatment Options -  
a Review of 136 Patients,” J. Clin. 
Immunol., vol. 35, no. 2, 2015, doi: 
10.1007/s10875-014-0126-0.

[53] C. M. Biggs, S. Keles, and T. 
A. Chatila, “DOCK8 deficiency: 

Insights into pathophysiology, clinical 
features and management,” Clinical 
Immunology, vol. 181. 2017, doi: 
10.1016/j.clim.2017.06.003.

[54] S. Hashimoto et al., “Identification 
of Bruton’s tyrosine kinase (Btk) gene 
mutations and characterization of 
the derived proteins in 35 X-linked 
agammaglobulinemia families: A 
nationwide study of Btk deficiency 
in Japan,” Blood, vol. 88, no. 2, 
1996, doi: 10.1182/blood.v88.2.561.
bloodjournal882561.

[55] R. Kumrah et al., “Genetics of severe 
combined immunodeficiency,” Genes 
and Diseases, vol. 7, no. 1. 2020, doi: 
10.1016/j.gendis.2019.07.004.

[56] M. Koyanagi, S. Kawakabe, and 
Y. Arimura, “A comparative study of 
colorimetric cell proliferation assays 
in immune cells,” Cytotechnology, 
vol. 68, no. 4, 2016, doi: 10.1007/
s10616-015-9909-2.

[57] I. Terrén, A. Orrantia, J. Vitallé, O. 
Zenarruzabeitia, and F. Borrego, “CFSE 
dilution to study human T and NK cell 
proliferation in vitro,” in Methods in 
Enzymology, vol. 631, 2020.

[58] E. Azarsiz, N. Karaca, B. Ergun, 
M. Durmuscan, N. Kutukculer, and 
G. Aksu, “In vitro T lymphocyte 
proliferation by carboxyfluorescein 
diacetate succinimidyl ester method is 
helpful in diagnosing and managing 
primary immunodeficiencies,” J. Clin. 
Lab. Anal., vol. 32, no. 1, 2018, doi: 
10.1002/jcla.22216.





25

Chapter 2

Organoids Models for the Study of 
Cell-Cell Interactions
Margarita Jimenez-Palomares, Alba Cristobal  
and Mª Carmen Duran Ruiz

Abstract

Organoids have arisen as promising model systems in biomedical research 
and regenerative medicine due to their potential to reproduce the original tissue 
architecture and function. In the research field of cell–cell interactions, organoids 
mimic interactions taking place during organogenesis, including the processes 
that conduct to multi-lineage differentiation and morphogenetic processes, during 
immunology response and disease development and expansion. This chapter will 
address the basis of organoids origin, their importance on immune system cell–cell 
interactions and the benefits of using them in biomedicine, specifically their poten-
tial applications in regenerative medicine and personalized therapy. Organoids 
might represent a personalized tool for patients to receive earlier diagnoses, risk 
assessments, and more efficient treatments.

Keywords: organoids, cell-interactions, disease development, regenerative medicine, 
personalized therapy

1. Introduction

Most multicellular living organisms, especially vertebrates, develop from a 
single totipotent cell to a multicellular complex adult organism, reflecting an 
outstanding coordination and organization capacity. Furthermore, in some cases, 
after organ dissociation, cells can recombine and reconstruct the original structure. 
Researchers have used that feature to create organ-like structures from stem  
cells or tissues samples, leading to the formation of structures currently known as 
organoids [1].

Thus, organoids are self-organizing 3D structures derived from stem cells 
highly similar in structure and function to actual human organs. The different cell 
types and interactions guide and make possible this organization process. These 
structures resemble crucial aspects of the tissues from which derived and thereby 
organoids allow for biological relevant cell–cell and cell-matrix interactions. Those 
attributes make organoids technology a valuable tool in multiple applications such 
as developmental biology, molecular biology, and health studies like pharmacology, 
disease development and therapy, among others [2, 3].

The organoids field has exponentially accelerated in the last years, mainly after 
the application of appropriate culturing conditions that allow stem cells to dif-
ferentiate and participate in cell–cell interactions responsible of the community 
effect required for optimal resembling of self-organized tissue-like structures. 
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For instance, the use of Matrigel, a gel protein mixture that mimics the complex 
extracellular environment found in many tissues [4], has allowed the establishment 
of the right culture conditions required to achieve 3D cell cultures in vitro.

Organoids technology constitutes a step-forward approach for conventional 
cell-based research, full-filling the gap between 2D cultures and in vivo mouse/
human models. Organoids are physiologically more relevant than monolayer culture 
models, and allow easier manipulation of niche components, signaling pathways 
and genome editing than in vivo models [5].

Therefore, organoids represent a needed and also an advantageous approach 
in many senses. The organoids technology brings the opportunity to work with 
3D-tissue models at a “bench-side” level, opening a wide range of opportunities 
in basic and clinical research. Moreover, organoids also overcome the problems 
derived from using animal models to study human physiology and related-diseases. 
Although many results obtained in animal models can be easily extrapolated, some 
biological processes are specific to humans [6].

2. Organoids origin, structures and culture

Organoids can be derived from either [1] pluripotent stem cells (PSCs), includ-
ing embryonic stem cells (ESCs) and induced pluripotent stem cells (iPSCs) or [2] 
multipotent organ-specific adult stem cells (AdSCs). Both approaches take advan-
tage of the endless expansion potential of stem cells in culture. Also, when PSCs and 
AdSCs are allowed to differentiate in culture, they display a remarkable capacity 
to self-organize into structures that reflect similar characteristics of the organ they 
attempt to mimic [7].

PSCs can be differentiated into different cell types and grown ex vivo as organoid 
models by the treatment with defined developmental stimuli. PSCs isolated both 
from mouse and human tissues have given rise to brain, retina, inner ear, stomach, 
intestine, thyroid, lung, liver, and kidney organoids. ESCs or iPSCs can be derived 
in vitro into endoderm, mesoderm and ectoderm, with specific procedures involv-
ing multiple differentiation steps. Thus, human iPSCs are sequentially exposed to 
a progression of differentiation signals in order to simulate the stages of a human 
developmental process. Once the initial germ layer has arranged, cells are trans-
ferred into 3D systems [8], where differentiated iPSCs aggregate to form an organ 
bud and, later on, organoids. These organoids contain multiple cell types and faith-
fully mimic the mature organ structure, and the interactions between them.

As an example, embryoid bodies (EBs), 3D aggregates of PSCs, originate 
cerebral organoids and develop into a forebrain region in the presence of growth 
factors (i.e., hFGF basic, ROCK inhibitor, N2, Heparin, MEM-NEAA, etc.). For 
other organs, the addition of Activin A to PSCs specifies them towards an endoder-
mal fate. These cells are further cultured as 3D organoids in Matrigel with medium 
containing tissue-specific growth factors [9].

On the other hand, AdSCs-organoids can be originated from isolated adult 
stem/progenitor cells or from isolated tissue fragments of the corresponding organ 
(e.g. intestinal crypts, liver or pancreas ducts) [8]. These structures can be gener-
ated from biopsies isolated directly from the organ of interest or from diseased 
patient tissue without the complicated process of reprogramming and differentia-
tion required in iPSC organoids. In general, human AdSCs-derived organoids are 
composed mainly of cell types found in the epithelium.

AdSCs were long believed to be unable to proliferate outside the body, but the 
culture with specific growth factor cocktails mimicking stem cell niches, has helped 
to sort out such obstacle. These niche factors are essential to support stem cell 
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activity and vary depending on the tissue of origin. Also, 3D Matrigel-based cul-
tures have provided the appropriate culture conditions to generate AdSCs-derived 
organoids from various mouse and human tissues including the colon, stomach, 
liver, lung, prostate, pancreas, ovaries, taste buds, and lingual epithelium.

Thus, to generate AdSCs-organoids a tissue biopsy is cut into fine particles 
and then incubated with enzymes (i.e., collagenase, elastase, or dispase) to 
obtain a single cell suspension. Next, cells are grown in Matrigel and culture 
medium supplemented with specific tissue growth factors [9]. For example, 
intestinal organoids need Noggin, R-spondin, Epidermal growth factor (EGF), 
and WNT [10–12]; retina organoids need IWR1e and Smoothened agonist 
CHIR99021 [13, 14]; prostate organoids require Noggin, R-spondin and EGF 
[15], while pancreas organoids require Noggin, R-spondin, EGF, fibroblast 
growth factor (FGF) and Nicotinamine [16].

AdSCs organoids do not require genetic transduction with transcription factors, 
as it happens with those with PSCs. This situation makes organoids physiologically 
well-suited with the host tissue, leading to an improved stem cell transplantation. 
Moreover, molecular techniques such as clustered regularly interspaced short 
palindromic repeats (CRISPR)/CRISPR-associated system (CRISPR-Cas9) genome 
technology and single-cell RNA sequencing, can be applied to organoids [7, 9]. On 
the other hand, the establishment of human AdSC-derived organoids is limited by 
the accessibility to the tissue and prior knowledge of the culture conditions for that 
tissue. However, an iPSC line, once established from a patient, can generate differ-
ent tissue models without any time limit, beyond the patient’s lifespan [17, 18].

3. Organoids in the immunology field

The knowledge concerning the interactions of the immune system with other 
tissues has been gained mainly from animal models and/or cell lines co-cultures. 
Nevertheless, some interactions between human cells cannot be addressed with 
murine models or cell lines which are usually transformed or genetically modified 
[19]. For instance, a specific immune cell morphology is required to maintain the 
tissue properties and, moreover, the immune system needs of multiple cell types 
interactions for appropriate functioning. Similarly, there are some aspects that can-
not be extrapolated in mice due to, for example, different protein pattern expres-
sions in human and mice. Thus, immunology researchers are starting to get the 
benefits of using organoids, for a better comprehension of the immune cell interac-
tions with other tissues, its development, homeostasis and in the bout of disease. 
The organoids approach maintains those cells in a near-native state, mimicking 
more accurately its original state and environment, providing researchers with a 
new effective tool.

The main challenge in the use of organoids in immunology resides in the fact 
that the organoids technology cultures only epithelial cells. However, a more com-
plete resource for immunological research can be developed by co-culturing these 
organoids with other elements.

The number of publications showing multiple co-cultures has spiked up in the 
past decade, particularly in the last five years [20–22]. In order to develop effective 
interventions to preserve health and defeat diseases it is necessary to know how 
immune cells coordinate their activities to initiate, modulate, and terminate inflam-
mation. Immune cells and molecules released by immune cells promote inflamma-
tion processes that are mediating the interactions between these cells [23].

These studies have revealed not only the importance of the presence (or 
absence) of immune cell derived factors in the epitheliums in culture, but also the 
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need of the reciprocal communication with the immune system. A work concerning 
the role of macrophages and fibroblasts on myoblast proliferation and migration 
highlights the importance of multicellular communication [24]. Thus, co-culture of 
either macrophages or fibroblasts with myoblasts prompted a significant increase in 
myoblast proliferation. Conversely, in the triple co-culture, although macrophages 
continued promoting myoblast proliferation, they had a negative effect over the 
ability of fibroblasts to enhance myoblast migration [25]. Another study, using 
single-cell transcriptomics, highlighted that intestinal stem cells can function as 
non-classical antigen-presenting cells for CD4+ T cells. Moreover, these interac-
tions, directly or through activated T cell-derived cytokines, seem to play a role in 
the intestinal epithelium differentiation [26].

The intestinal mucosal barrier function and the immune responses against 
invading pathogens seem to be regulated by the interaction between intestinal 
epithelial cells (IECs) and intraepithelial lymphocytes (IELs) [27]. IELs represent 
a heterogeneous population of activated and antigen-experienced T cells. A novel 
culture system of intestinal ‘enteroids’ has allowed the study of the complex 
interactions between IECs and immune peripheral T cells in long-term co-cultures. 
The development of these long-term co-cultures allowed the study of cell sur-
vival, proliferation, differentiation and IECs behavior. Moreover, IECs and T cells 
co-cultures revealed that peripheral T cells activated in the presence of enteroids 
acquire several features of IELs, including morphology, membrane markers and 
movement in the epithelial layer [27]. Similarly, mouse-derived enteroids co-
cultured with intestinal myofibroblasts and macrophages boosted their growth and 
differentiation [28].

In the same line, another study with intestinal organoids underlined the 
importance of the interactions between immune cells and other tissues for optimal 
maturation. In this work, the inclusion of the immune component (co-cultured 
with human T lymphocytes) into the differentiation protocol to form human 
pluripotent stem cell-derived intestinal organoids (hIOs) from hPSCs, enabled hIOs 
maturation. hIOs co-cultured with human T lymphocytes displayed expression lev-
els of mature intestinal markers equivalent to adult intestinal epithelium, as well as 
increased intestine-specific functional activities, retaining their maturation status 
even after their in vivo engraftment. This study has proven the needless for animal 
models and in vivo maturation when working with organoids [29].

Holokai, L. et al. were among the first researchers to successfully obtain a 
multiple organoid-co-culture involving cytotoxic T lymphocytes (CTLs) and 
Helicobacter pylori-infected gastric organoids. CTLs express programmed death 
1 (PD1) on the surface. When PD1 interacts with its ligand, CTLs cannot induce 
apoptosis. Thanks to this approach they discovered that PD-L1 signaling induces 
cellular proliferation and survival, leading to an increased expression of PD-1, IL-2 
and IFNγ in lymphocytes [30].

Overall, epithelial organoid cultures, whether derived from iPSCs or AdSCs, 
constitute a promising platform for immunological research for several applica-
tions, allowing, among others, to study immune cell–epithelial cell interactions 
in the context of pathogenic infections or sterile tissue damage [19]. In this sense, 
the vast majority of organoid studies about the immune system and its effects 
on epithelial differentiation and function have been performed on intestine-like 
structures. However, it would be useful to have similar works with different organ-
oid systems such as skin or lung, which also interact with both immune cells and 
commensal microorganisms [31].

Despite the amount of work already accomplished regarding the immune 
system, there is still a long way to go in inflammation research, due to the current 
lack of optimal immune cells organoids cultures.
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4. Organoids in the study and treatment of disease

Recent advances in the development of human patient-derived organoids have 
allowed a more accurate study of diseases. This technology has opened a new 
horizon in biomedical research, and provides unprecedented opportunities in 
translational medicine, and personalized therapy [32].

4.1 Disease modeling and drug screening approaches

Recent discoveries involving organoids as a disease model reflect that research-
ers have started to unravel the potential of this tool. To date, organoids have been 
mostly applied in cancer, cystic fibrosis and studies on host–microbe interactions. 
However, a growing interest in this field has promoted an exponential increase of 
publications using organoids technology to study many other diseases (Table 1). 
The fact that organoids are 3D structures originated from stem cells with similar 
architecture, multi-lineage differentiation and many of the original tissue func-
tions, make them the perfect candidate for disease pathogenesis studies [33, 34].

Organoids can be designed to reproduce patient conditions of disease-relevant 
genetic and epigenetics. Thanks to the development of new techniques like the 
CRISPR/CRISPR -Cas9 genome engineering tool, is currently feasible to efficiently 
manipulate genomic sequences in hESCs and hiPSCs [35, 36]. In the case of host–
microbe interactions, organoids can also reproduce the infection process allowing 
its study in more life-like manner.

Organoids can also be applied to study cellular dysfunction in diseased tissues, 
as well as to identify strategies for its restoration. For example, Dekkers et al. used 
organoids to study cystic fibrosis (CF), a disease caused by mutations in the CF 
transmembrane conductance regulator (CFTR) gene, severely reducing the CFTR 
protein function [37]. Thus, rectal organoids from CF patients were used to evalu-
ate CFTR function as well as the response to CFTR-modulating drugs. Their results 
demonstrated the pharmacological restoration of CFTR function in the rectal 
organoids of individual donors, suggesting that in vitro functional measurements 
of CFTR may be used to preclinically identify CF patients who would benefit from 
CFTR-modulating treatments, independent of their CFTR mutation [38].

A major challenge in clinical practice is the absence of appropriate models for 
drug screening and pre-evaluation of the pharmacological effects prior administra-
tion to patients. For cancer research, the development of tumor organoids, also 
known as tumoroids, represents an overwhelming step to be able to reproduce in 
vitro such a heterogeneous microenvironment. Tumor organoids can be generated 
in vitro for the analysis of cancer phenotypes [39], anticancer drug discovery, and to 
evaluate the response of patient cancer cells to a specific treatment [39, 40]. Lazzari 
et al. reported a triple co-culture of pancreatic cancer cells fibroblasts and endothe-
lial cells. As a result, cells assembled in a hetero-type multicellular tumor-spheroid 
(MCTS) that reliably reproduced the impact of the surrounding environment, on 
the sensitivity of cancer cells to chemotherapy. This approach can be successfully 
applied as a predictive tool of various therapeutic strategies [41]. In this sense, 
the establishment of patient-derived tumor organoids (PDTO) biobanks provides 
exciting new insights into developmental biology. Different researchers have started 
to develop methods for generating and bio-banking PDTO. Among them, a non-
profit organization called HUB (Hubrecht Organoid Technology) has initiated 
and established “Living Biobank”, a collection of organoids representing different 
organs and disease models (huborganoids.nl). Overall, these biobanks maintain the 
key features to resemble the parental tumors and can be therefore used to evaluate 
patient-specific treatment approaches [42].
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Jacob et al. reported the generation of patient-derived glioblastoma organoids 
(GBOs) biobanks [42]. The authors successfully transplanted the GBOs into adult 
rodent brains and performed personalized tests. Calandrini et al. have recently 
established the first pediatric cancer organoid biobank [59]. This biobank contains 
a collection of over 50 tumors matching normal kidney organoids and also cov-
ers a diversity of tumor subtypes. Similarly, a primary gastric cancer organoid 
(GCO) biobank was established by Leung and coworkers [63], including a total 
of 34 patients with different gastric cancer subtypes. In this study, whole-exome 
sequencing and transcriptome analysis were performed, as well as large-scale drug 
screening studies. Overall, the establishment of organoids biobanks provides a rich 
resource for cancer cell biology and drug-screening studies to test personalized 
therapies. Patient-specific drug sensitivities could be achieved as the organoids 
closely resemble the in vivo tumors. Furthermore, these biobanks could play a 
prominent role in biomarker discovery and represent a powerful tool to predict 
disease development, recurrence and progression [42, 51, 64].

4.2 Applications in regenerative medicine

Several of the most life-threatening diseases require organ transplantation in 
order to save patients life. Nevertheless, transplantations are not always an option 
due to the high cost, organ availability or potential organ rejection. Therefore, 
other alternatives needed to be explored in order to overcome this challenge. The 
development of organoids brought hope to the scientific community and patients 
themselves. This technology could potentially serve as an unlimited source for 
replacing damaged tissues. Furthermore, the transplantation of organoids derived 
from healthy tissue of the same patient would prevent immune responses related 
to non-autologous transplants. In this sense, diseases involving dysfunctional 
organs such as kidneys or the liver, can significantly benefit from the opportunity 
that liver-derived organoids bring. Researchers have already developed strategies 
to allow long-term in-vitro expansion of liver progenitors into “liver organoids” 
[56]. The huge expansion and differentiation potential of liver organoids cultures 
has facilitated the engraftment [56] and survival of livers in murine models, as it 
happened in a study with liver organoids transplanted to a tyrosinemia type I liver 
disease model, partially restoring the hepatic function [57]. Similarly, transplanta-
tion of human adult stem cell-derived liver organoids into chemically damaged-liver 
immune-deficient mice produced functional hepatocytes containing grafts [58]. 
Cultured organoids have also shown the potential to expand, engraft, reconstitute 
and recover the colon and intestinal epithelia as well as their function in several 
murine models [52–54].

Despite all the advances in the field, there is still a long way before organoids 
transplantation becomes a reality. Current resources and techniques do not provide 
a suitable organ niche, limiting the formation of optimal organ sizes and tissue 
structures in vivo, as well as the appropriate intercellular communication required 
for functional restoration. Thus, alternative approaches are required, such as the 
combination of organoids with gene therapy, to implement organ transplantation 
[65]. Experts on the field will still have to poise excitement with reality before 
organoid research can be successfully translated to clinical practice and become a 
real therapy option [66].

4.3 Personalized medicine

Over the past decades, medicine has discovered novel ways of changing the 
course of many human diseases [67–70]. Nowadays, researches all over the globe 
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are discovering new therapies which bring new options for previously untreatable 
diseases [71, 72]. However, the key challenge is that the efficacy of most of these 
new treatments will depend on the complex and unique nature of each individual 
human being. Lastly, the efficacy of a treatment is significantly determined by 
behavioral factor, environmental influences as well as genetic particularities.

Moreover, currently available therapies might cause a high impact on patient’s 
quality of life due to the unpleasant side effects directly related to the treatment. 
Thus, research groups and pharmaceutical companies are developing strategies 
to personalize their treatments in order to predict the outcome of the proposed 
therapy and avoid unnecessary aggressive treatments. These aspects are key to 
achieve the ultimate goal of any therapy: to ensure patients´ health and integrity.

The concept of Personalized Medicine arose with the aim of tailoring the best 
response and highest safety standards to preserve patient’s well-being. This opti-
mized health care strategy would also lead to reduced treatment costs and shorter 
diagnosis times required for each patient [73–75].

Organoids have revolutionized personalized medicine due to their unique ability 
of simulate, even mimic, specific cellular microenvironments with remarkable simi-
larity to in vivo organs/tissues under normal or pathological conditions [76]. Such 
models have started to be used in the clinic, mainly in cancer research, to evaluate 
the response to experimental therapies prior administration of certain drugs or 
other treatments to patients [77]. The possibility of using accessible models of 
organ diseases allows to understand the effect of experimental therapy in a deeper 
manner than in a traditional culture assay or “sphere” culture assays, applied over 
the last decades [78].

Personalized medicine could also be linked to regenerative medicine which is 
based on the capacity of the stem cells to derive into many different cell subtypes. 
Currently, this basic characteristic is key for the understanding of normal and 
abnormal cell behavior and organization, and is leading to improved tissue engi-
neering approaches [60].

In this scenario, organoids constitute a solid foundation on which personalized 
and regenerative medicine is taking long steps forward.

One of the best examples of this input on current society is the novel application 
of organoids cultures to optimize treatment to cancer patients [55, 79]. Oncologic 
centers are developing translational procedures to understand as much as possible 
the specific characteristics of each tumor in order to optimize the therapy approach.

Once the tumor is detected, a biopsy of the mass is obtained to culture organ-
oids derived from patient’s tumor cells. A complete biological profile of the tumor 
could be developed combining this information together with histopathological 
analysis of primary tumor sample, histopathological analysis of the organoids, 
gene sequencing and cytotoxicity analysis from in vitro drug assays or studies using 
avatar mice.

This complete analysis only takes 2–4 weeks and it could provide physicians 
relevant information regarding the best treatment for the patient according to the 
characteristics of the tumor.

Furthermore, in cases of progressive disease or metastasis, new tumor biopsies 
could be collected, new organoids lines could be established, and new therapeutic 
strategies could be carried out giving a new opportunity and new hopes to the 
patient [80–82].

According to the website ClinicalTrials-gov, by 2019 there were 30 projects 
related to cancer organoids. Most of them (73%) focused on studying anti-cancer 
therapies, including among others T-cell immunotherapy, or evaluation of radio-
therapy sensitivity. The rest aimed to generate patient-derived cancer organoid 
models (13%) or to evaluate the mechanisms related to cancer progression [83].
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A large number of cancer patients are insensitive to immunotherapy due to the 
heterogeneity of the T cell repertoire [83]. Thus, the use of cancer organoids allows 
studying the effectiveness of combining immune therapy with specific anti-cancer 
drugs. To date, two clinical trials involving cancer organoids for immunotherapy 
have been registered (NCT03778814, NCT02718235). Overall, the inclusion of 
PDTO into clinic represents an enormous potential to understand the onset of dis-
eases such as cancer and, moreover, to evaluate the individual response to specific 
therapies for personalized approaches.

5. Limitations and future perspectives

Regardless of the advances made in this emerging technology, a series of limita-
tions still need to be addressed in order to fully exploit its potential. For instance, 
despite the development of specific culture conditions and growing techniques, 
there are still tissues that withstand to organoid derivation [84, 85]. Organoid 
technology requires further advances to achieve less laborious protocols as well as 
the establishment of standardized conditions for proper differentiation and matu-
ration. A reduction of the heterogeneity seen in organoids size and shape should 
also be achieved [85]. In addition, it requires the co-induction of the essential cell 
types, the associated extracellular matrices and native microenvironment that 
will allow the recapitulation of the in vivo tissue sizes, structures, organization, 
inter-cellular communication and functionality. Also, shorter processes and more 
affordable culture conditions are required to ensure that the organoids system 
becomes accessible to a large number of academic and clinical researchers, thereby 
helping to maximize its potential [5]. Moreover, the protocols used for generating 
one specific type of organoid are usually not transferable to another organ system. 
Due to this drawback, scalable and cross-system parameters are challenging to gen-
erate via bioengineering tools. Computational prediction models are also difficult to 
design limiting the capacity to predict phenotypic, toxicological and drug screen-
ing results. Lastly, organoids technology requests the development of a complex 
vasculature network to provide not only oxygen, nutrient and waste exchange, but 
also an inductive biochemical exchange and a structural template for growth. The 
advances in microvascular patterning and organ-on-a-chip microfluidic technology 
would bridge this limitation supporting the use of perfusable organoids generation 
[86, 87].

In this context, different strategies are currently under research and new ideas 
have arisen to implement the potential use of organoids. As stated before, the 
development of organoid biobanks constitutes an important step in this direction. 
Currently, there are organoid biobanks with healthy organoids as well as patient-
derived intestine, liver, pancreatic, lung and mammary gland organoids related to 
cancer, cystic fibrosis or inflammatory bowel disease [88]. Thus, organoid biobanks 
are becoming a demanding business and several companies worldwide have already 
started to commercialize organoids after the establishment of optimized organoid 
biobanks [88]. Advantages of organoid biobanks include immediate accessibility 
or cost-effectiveness, as well as the possibility to access a large repository of data 
related to patient’s diseases [83, 88]. This, however, involves some ethical and regu-
latory challenges that need to be addressed such as donor confidential information 
or the organoid source itself [89].

The development of microfluidic organoid-on-a-chip platforms [90] and 
3D bioprinting [91, 92] constitute two major advances in the last years that are 
contributing to speed up organoid manufacturing and commercialization [88]. 
Organ-on-a-chips are devices containing living cells, extra-cellular matrix (ECM) 



35

Organoids Models for the Study of Cell-Cell Interactions
DOI: http://dx.doi.org/10.5772/intechopen.94562

and microstructures emulating key features of organs or issues, and their functions 
[83, 93]. These devices aim to provide continuous flow perfusion culture to simulate 
organ microenvironments. Nevertheless, most of these systems are made of pri-
mary cell lines or stem-cell-derived cells to mimic organs, but they are unable yet to 
imitate the cellular interactions taking place in the native sources [94].

Similarly, advances in 3D printing technology and biomaterials research have led 
to the creation of 3D bioprinting, with the aim to resemble in vitro the interactions 
between tumor cells, ECM and the 3D tumor microenvironment [83, 95]. With this 
technology, different cell types can be printed in hydrogels and mixed with other 
cells and/or specific factors to simulate a healthy or pathological microenvironment. 
Increasing evidence has pointed to the tumor microenvironment as a major modula-
tor of the tumorgenic process [96]. Thus, in order to understand the mechanisms by 
which tumor cells become metastatic, different studies are benefiting with the use 
of 3D bioprinting strategy. For example, Grolman JM et al. designed a 3D environ-
ment with breast adenocarcinoma and macrophage cell lines printed in hydrogel to 
evaluate the effect of paracrine signals in the regulation of breast cancer metastasis 
[97]. In the same way, Pang Y et al. developed an in vitro cervical tumor model to 
demonstrate the epithelial-to mesenchymal transition (EMT), by mixing HeLa cells 
with hydrogel. These authors were able to evaluate the effect of different activators 
and inhibitors over the EMT in the 3D system designed [98].

Despite the benefits of using these techniques, there are still several factors that 
need to be optimized. For instance, biomaterials represent a limiting feature for 3D 
bioprinting, and the development of improved materials is required. A consensus in 
the best printing strategy (i.e. polymerization steps, light-based 3D bioprinting vs 
inkjet printing) should be also reached.

6. Conclusions

This chapter focused on the advantages of using organoids to expand our 
knowledge in the field of cellular interactions. We have focused specifically in 
immunology and disease-related research, going through some of the latest or more 
relevant publications involving organoids. Overall, organoids constitute an efficient 
tool to study immune cells´ interactions in vitro in 3D-tissue models that provide a 
closer view of the interactions taking place in vivo. Moreover, organoids represent a 
promising approach in the development of autologous tissue-based cellular thera-
pies, especially in life-threatening diseases. Nevertheless, despite the organoids 
relevance, the growing interest in these structures and their potential applications, 
there is still a long way to go to achieve the translation of organoids into clinical 
practice. The development of bioengineering tools such as microfluidic organ-on-
a-chip platforms or 3D bioprinting systems represents a huge step in this direction. 
These strategies could provide consistent nutrients and factors required to emulate 
3D tissue physiology in vivo. The optimal conditions are not yet established and 
further research is required before results can be undoubtedly extrapolated and 
clinical applications implemented. Nevertheless, the growing interest in organoids 
commercialization will probably help to speed up the translation of organoids to the 
clinic.
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Abstract

Basic and translational research on lung biology and pathology can greatly 
benefit from the development of 3D in vitro models with physiological relevance. 
Lung organoids and lungs-on-chip allow the creation of different kinds of in vitro 
microenvironments, that can be useful for the elucidation of novel pathogenetic 
pathways, for example concerning tissue fibrosis in chronic diseases. Moreover, 
they represent important translational models for the identification of novel thera-
peutic targets, and for preliminary testing of new drugs. In this chapter, we provide 
a selected overview of recent studies on innovative 3D in vitro models that have 
enhanced our knowledge on chronic obstructive pulmonary disease (COPD) and 
idiopathic pulmonary fibrosis (IPF), particularly concerning oxidative stress and 
pro-fibrotic pathogenetic mechanisms. Despite several limitations, these complex 
models must be considered as complementary in all respects to in vivo studies on 
animal models and clinical research.

Keywords: organoids, organ-on-chip, oxidative stress, lung fibrosis, cell spheroids

1. Lung chronic diseases: a brief overview

The primary function of the lungs is the exchange of gas occurring at the level 
of alveoli, which are arranged as acini in the lung parenchyma. There is strong need 
to understand the mechanisms of alveolar maintenance and repair because damage 
to this region underlies many chronic adult lung diseases, such as chronic obstruc-
tive pulmonary disease, idiopathic pulmonary fibrosis, acute respiratory failure 
in pneumonia, and acute respiratory distress syndrome. Additionally, insufficient 
development of alveoli results in various neonatal and childhood diseases includ-
ing bronchopulmonary dysplasia [1]. Despite the pivotal role of the alveoli in the 
development of lung diseases, the pathogenesis of these various conditions is still 
largely unknown, and treatment options for patients remain limited.

There is clear evidence that environmental exposures and genetic predisposi-
tion contribute to the pathogenesis of idiopathic pulmonary fibrosis (IPF). IPF is 
defined as a specific form of progressive chronic fibrotic interstitial pneumonia, 
that is occurring mainly in older adults, and is limited to the lungs [2]. IPF remains 
relatively rare, with an estimated incidence of roughly 10 cases per 100,000 person-
years. Nonetheless, IPF is a lethal lung disorder with a predicted survival of 3–6 years 
from the onset of symptoms. Most of the deaths among patients with IPF are due 
to respiratory failure or complicating comorbidities [3]. The pathogenesis of IPF is 
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characterized by continuous insults or micro-lesions to the alveolar epithelium, which 
result in abnormal activation of both epithelial cells and fibroblasts. Finally, there is an 
alteration in the deposition of collagen, which contributes to the irreversible fibrosis 
typical of the disease [4]. Various risk factors have been identified in the development 
of IPF, that can be divided between intrinsic and extrinsic [5]. Intrinsic risk factors 
include genetics, aging, sex, lung microbiome [6–9], while extrinsic risk factors 
comprise cigarette smoking, environmental exposures, and air pollution [10, 11]. 
Moreover, studies of familial clustering of pulmonary fibrosis provided evidence that 
IPF is associated with genetic susceptibility. Multiple genes can affect alveolar stabil-
ity, for example, genes encoding surfactant proteins A and C, genes associated with 
enhanced cell senescence by disruption of telomerase function, with the integrity of 
the epithelial barrier, and with mutant desmosome proteins [12–15].

Chronic obstructive pulmonary disease (COPD) is another chronic lung pathol-
ogy, representing a serious and growing global health problem, as it is currently a 
leading cause of death worldwide [16]. COPD is a disease characterized by irrevers-
ible airflow reduction, associated with a decline in lung function and increased 
inflammatory response [17]. It represents a massive health problem, and it is 
estimated to affect around 200 million people worldwide, with a projected estimate 
towards further increase in the near future [18]. COPD is the result of the interaction 
between genetic susceptibility and environmental factors [19]. A well acknowledged 
genetic cause is α1-antitrypsin deficiency [20], while among environmental factors 
cigarette smoking represents the main cause; nonetheless, environmental pollu-
tion, occupational exposure to dust and fumes, and exposure to passive smoke can 
induce an increased risk in non-smokers, as well [21, 22]. Exposure to cigarette 
smoke, which contains a large number of pro-oxidant molecules [23], causes direct 
damage to the epithelial cells of the airways, leading to increased inflammation and 
activation of neutrophils, macrophages and lymphocytes in the airways [24]. There 
is currently no cure for COPD, but fortunately most symptoms can be treated and 
controlled mostly pharmacologically, at least delaying its progression and worsening. 
It represents indeed the most common indication for lung transplantation, that is the 
only conclusive therapeutic option for severe COPD, particularly in younger patients.

2. Smoke, oxidative stress and fibrosis in lung pathogenesis

Cigarette smoking likely represents the single most significant risk factor for 
several lung conditions, and it is strongly associated with COPD and IPF, both 
familial and sporadic. Although observations about environmental risk factors have 
many biases and limitations [25], increasing knowledge on the underlying causes of 
lung diseases is evidencing how oxidative stress (OXS) and reactive oxygen species 
(ROS) play a crucial pathogenetic role (Figure 1).

The lungs are indeed highly susceptible to ROS-induced injuries. ROS are com-
monly thought to be a harmful by-product generated in cellular systems. However, 
recent studies have suggested that ROS physiological levels regulate important bio-
logical functions in cellular processes [2, 26]. Normally, ROS are tightly controlled 
by enzymes and antioxidant molecules. Nonetheless, excessive ROS accumulation 
may occur under certain conditions, thus making detoxification by the antioxidant 
system difficult. The result is indeed a condition called OXS that can affect cell 
proliferation, differentiation, aging, and death [27]. Cigarette smoke is responsible 
for significant oxidant burden and decreased antioxidant capacity even in plasma 
[28, 29]. ROS produced from cigarette smoke, combustion of organic matter and 
gases, like ozone and nitrogen dioxide, are featured on the lung epithelium [30], 
and could decrease antioxidant defenses, increasing OXS in the lungs [31].
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A disrupted function of the redox system can consequentially impact on key cell 
signaling pathways involved in disease progression. Conversely, several signals can 
alter the oxidative state of lung cells. For example, the lung is constantly exposed 
to biomechanical forces, such as fluid shear stress, cyclic stretch, and pressure, 
due to the blood flowing through the pulmonary vessels, and the distension of 
the lungs during the breathing cycle. It is indeed known that cells within the lung 
respond to these changes by activating signal transduction pathways that can also 
alter their redox state with pathophysiological consequences [32]. Particularly in the 
vasculature, the two types of biomechanical stimuli, such as frictional force known 
as shear stress (SS), or wall shear stress (WSS) that acts tangentially to the vessel, 
could determinate dysregulation of the cellular redox status, that in turn could have 
effects on intracellular signaling pathways involved in disease progression [33]. 
For example, exposure of endothelial cells to laminar SS can induce a suppression 
of ROS levels [34, 35]. Conversely, exposure of endothelial cells to WSS using an 
irregular flow induces an increase of ROS levels and a reduced bioavailability of the 
vasodilator molecule NO [36], which is involved in preventing the activation and 
adhesion of platelets and leukocytes to the wall of the injured vessel [37].

A significant role in the pathogenesis of COPD is precisely the imbalance of ROS 
production and antioxidant capacity [38]. Changes in the redox balance in the lungs 
and circulatory system, genetic polymorphisms, and activation of transcription 
factors, such as the nuclear factor kappa B (NF-κB), lead to the molecular pathogen-
esis of COPD [39, 40]. Oxidized proteins and lipid products, such as isoprostanes 
and carbonylated proteins, can be identified in exhaled air, bronchoalveolar lavage 
fluid, and lung tissue from patients with fibrotic lung diseases and COPD [41, 42]. 
Furthermore, clinical worsening of COPD is often associated with down-regulation 
of the antioxidant system, thus a possible therapeutic method for COPD could be 
the administration of redox-protective antioxidants [38]. Finally, it is possible that 
maintaining a balance between oxidant and antioxidant species in COPD affected 
smokers may slow down disease progression [43].

As discussed, smoking, occupational exposures like asbestos or silica, and radia-
tion are the principal sources of OXS with overproduction of ROS, that could lead 

Figure 1. 
Oxidative stress in lung pathogenesis. Intrinsic and extrinsic risk factors contribute to the progression of 
lung damage in the development of idiopathic pulmonary fibrosis (IPF) and obstructive pulmonary disease 
(COPD). In particular, cigarette smoking, environmental exposures, and air pollution induce an increase of 
reactive oxygen species (ROS) and oxidative stress condition, which play a crucial pathogenetic role in lung 
diseases. ROS, such as H2O2 and O2−, generated from NOX2 and NOX4, have a central role in the pathogenesis 
of pulmonary diseases. Indeed, ROS produced by these enzymes are involved in alveolar epithelial cell 
apoptosis, activation of inflammation, and induction of tissue fibrosis, that are all mechanisms underlying the 
progression of IPF and COPD. Figure was prepared using images from Servier Medical Art by Servier (https://
smart.servier.com), which are licensed under a Creative Commons Attribution 3.0 Unported License.
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and contribute to pulmonary fibrosis [44]. Indeed, OXS is an important molecular 
mechanism underlying fibrosis in a variety of organs, including lungs. Bleomycin-
induced pulmonary fibrosis, the most commonly used experimental animal model, 
has been shown to be associated with marked increase in the level of ROS, oxidized 
proteins, DNA and lipids [45]. Following lung injury three main mechanisms (i.e. 
inflammation, coagulation disturbances, and OXS) are involved and alter the lung 
interstitial cell compartment and extracellular matrix (ECM) homeostasis, result-
ing overall in pulmonary fibrosis. ROS can be produced by several cellular types 
involved in fibrosis including alveolar macrophages [46–48] and lung epithelial 
cells [49]. In particular, ROS generated from the mitochondria of stressed or dam-
aged epithelial cells are very important; their mitochondrial dysfunction results in 
the generation and release of ROS, such as H2O2 and O2−, further enhancing OXS 
and cell damage [50]. As previously discussed, NAD(P)H oxidase is the main source 
of ROS, and isoforms NOX1, NOX2, and NOX4 have a central role in the pathogen-
esis of pulmonary fibrosis [51] (Figure 1). For example, NOX4 is strongly expressed 
in the hyperplastic alveolar epithelium of IPF patients [52], and ROS produced 
by NOX4 are involved in alveolar epithelial cell apoptosis. Continuous epithelial 
apoptosis further supports activation of inflammatory processes and cytokine 
release, including myofibroblast activating molecules, such as TGF-β1, PDGF, 
IL-1, and TNFα (Figure 1). There is also evidence of direct pathogenetic involve-
ment of these enzymes in IPF, for example for NOX2: in fact, supporting data have 
shown that mice genetically deficient in NOX2 do not develop IPF after bleomycin 
or carbon nanotubes exposure [51, 53]. Finally, the interplay between oxidative 
stress and TGF-β1 signaling is of great importance in promoting fibrosis. In fact, 
TGF-β1 is the most profibrogenic protein and can directly stimulate NOX-mediated 
ROS production, while OXS in turn can activate latent TGF-β1, setting up a vicious 
profibrogenic positive feedback loop [54].

3. Modelling lung diseases in 3D with organoids

As mentioned previously, fibrosis and oxidative stress are linked to a dysregula-
tion of cellular homeostasis and impaired alveolar structure in chronic lung diseases 
[55]. Despite the paramount importance of animal models in biomedical and clinical 
research, they often do not fully recapitulate the pathogenesis of human IPF [56]. 
Moreover, there is increasing social and political pressure on reducing animal experi-
mentation, according to the 3R’s principle of replacement, reduction, and refinement. 
Furthermore, the associated costs of animal purchasing, housing, and handling 
cannot be ignored, as well [57]. Under this perspective, 3D cultures (such as organ-
oids) and innovative microfluidic devices (such as “organs-on-chip”) represent useful 
platforms to perform significant investigations in vitro on multiple topics, including 
the pathogenesis of COPD, IPF, or other lung diseases. They grant simultaneous multi-
cellular culture and cell–cell interactions that overcome the limitations of standard 
monolayer cell cultures, allowing a step forward towards reproducing the complexity 
of tissues. Moreover, specific protocols and setups make it possible to simulate many 
more elaborated pathogenetic features, such as ontogenetic-like mechanisms, tunable 
biomechanical cues, altered gas/liquid interfaces, as well as immune cells recruitment 
and activation (Figure 2). Physiologically relevant in vitro systems are also suitable to 
discover and test new drugs and therapeutics, supporting the clinical translation of 
novel protocols in a “personalized medicine” perspective [1].

Three-dimensional culture systems offer multiple advantages for in vitro 
phenotype control in order to obtain physiologically relevant settings [58]. The 
simplest 3D culture system is represented by spheroids, which can be obtained 
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from embryonic-like stem cells or several resident lung cell types, particularly 
those with a facultative stemness potential (e.g. pneumocytes, Clara cells [59]). 
Lung cell spheroids, despite their simplicity, can provide useful preliminary models 
even for the study of complex pathological issues. Alveoli-like structures obtained 
from distal airway stem cells [60] or Oct-4+ progenitor cells [61] have been used 
for the study of viral infections (e.g. H1N1 influenza virus, or SARS-CoV), the 
pathogenesis of tissue damage, and subsequent mechanisms of tissue repair. As 
another example, lung spheroids from stromal primitive cells [62] have signifi-
cantly contributed to the elucidation of novel pathogenetic mechanisms during 
organ reconditioning procedures, in particular during ex vivo lung perfusion 
(EVLP) protocols before lung transplantation. In fact, OXS strongly contributes 
to tissue damage during EVLP. It has been shown that inhibition of NOX2 activity 
during thermic stress and starvation (mimicking EVLP conditions) can reduce ROS 
production, thus being protective for lung epithelial cells [63, 64]. Finally, specific 
interference of cigarette smoke with Wnt/β-catenin signaling has been described 
in human fibroblasts, impairing their capacity to support spheroid growth of lung 
epithelial cells, which can be considered in this case as a stemness assay linked to the 
activation of a repair mechanism [65].

The more complex example of organotypic 3D cultures is represented by organ-
oids. Lung organoids are self-assembling structures of lung cell types that replicate 
cell–cell interaction, cell-ECM interaction, and organ structure and function at 
the microscale, as similar as possible to in vivo histological architecture. They can 
be used as models of both physiological and pathological settings. Strikoudis et al. 
have modelled pulmonary fibrosis in lung organoids to study Hermansky-Pudlak 
syndrome (HSP) [66]. IPF and HSP both are characterized by lung fibrosis, and are 
now considered as similar clinical entities, albeit with distinct etiology. Lung organ-
oids were generated from embryonic stem cells (ESCs) with specific mutations that 
strongly predispose to HSP. The resulting organoids displayed a fibrotic phenotype, 
with an enhanced number of mesenchymal cells, and increased deposition of fibro-
nectin and collagen. Interestingly, HSP organoids share a strong signature with lung 

Figure 2. 
In vitro models of lung pathology. Both organoids and lungs-on-chip allow the creation of 3D systems where 
complex cell–cell interactions and multi-cellular cultures are possible. Moreover, drug discovery and testing in 
these settings can provide important preliminary results in vitro. Several features, though, are better reproduced 
in specific 3D systems, for example the inclusion of an extracellular matrix, or the modelling of ontogenetic-
like mechanisms better fit in organoid cultures. Conversely, biomechanical cues, gas and liquid interfaces, and 
immune cells response are more finely tunable with organs-on-chip technology. Figure was prepared using 
images from Servier Medical Art by Servier (https://smart.servier.com), which are licensed under a Creative 
Commons Attribution 3.0 Unported License.
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samples from IPF patients, including the overexpression of interlukin-11 (IL-11), a 
key driver of the fibrotic process that is stimulated also from OXS [67]. This finding 
validates HSP lung organoids as a tool to study IPF and other lung diseases char-
acterized by fibrosis [66]. Similarly, Wilkinson et al. have developed an organoid 
from induced pluripotent stem cell (iPSC)-derived fibroblasts functionalized with 
hydrogel beads, that acts as a 3D alveolar template within a rotating bioreactor [68]. 
Interestingly, they discovered that organoid formation was not possible in their 
conditions without the inclusion of fetal lung fibroblasts. Treatment of cultures 
with exogenous TGF-β1 consistently increased contraction, expression of Collagen 
1 and α-SMA, and the emergence of fibroblastic foci within the treated organoid. 
This system showed features of tissue scarring similar to IPF, thus confirming the 
feasibility of organoid culture systems to model lung fibrosis. Moreover, these lung 
organoids can recapitulate even a more complex and representative lung microen-
vironment when cultured with endothelial and epithelial cells [68]. As an example, 
using lung organoids from patients with IPF, Surolia et al. described a 3D model to 
predict the invasive response of IPF fibroblasts to antifibrotic drugs therapy. They 
observed that inhibition of vimentin intermediate filaments assembly can reduce 
the invasiveness of lung fibroblasts derived from the majority of the IPF patients 
tested, uncovering a possible novel therapeutic target for pulmonary fibrosis [69].

Overall, these 3D self-assembled systems recapitulate numerous pathogenetic 
features of diseases, but nonetheless still show several limitations in their applica-
tion as models, such as lack of vascular network, immune cells, and other support-
ing cells (Figure 2). These features need to be implemented to reach higher levels of 
physiological relevance for lung disease modelling [69].

4. Organs-on-chip for the study of lung diseases

In the last decade, the integration of advanced bioengineering approaches (e.g. 
3D multicellular cultures) with microfluidic and microfabricated substrates has led 
to the development of devices called “organs-on-chip” [70]. These bioengineered 
tools allow fine control and tuning of the microenvironment architecture, media 
composition, and cell–cell interactions. The combination of lung cells and micro/
nanoengineering devices gave rise to new in vitro models for the study of therapeutic 
approaches in pulmonary diseases. In fact, lungs-on-chip can recapitulate typical 
features of the parenchymal structure, and primary physiological or pathological 
conditions of the human lung microenvironment, such as liquid and gas interfaces 
[71] (Figure 2). In 2010, Hu et al. for the first time created a lung-on-chip using 
a soft lithography technique. Soft lithography offers the advantage to control the 
molecular structure of surfaces, the pattern of complex molecules relevant to biol-
ogy, and to fabricate channel structures appropriate for microfluidics [72]. They 
produced a biomimetic microdevice that recapitulates the crucial alveolar-capillary 
interface of the human lung. This device is a 2.5D system since it contains monolay-
ers of epithelial and endothelial cells that mimic the alveolar-capillary barrier, and 
permits investigation under dynamic conditions, with biomechanical cues in the 
form of SS due to perfusion, and strain similar to breathing [71]. However, ECM 
components are lacking in this model, and this significantly limits the relevance of 
this device, in particular concerning the study of pulmonary fibrosis. To address 
these limitations, other groups have designed arrays of 3D microtissue that are sus-
pended over multiple flexible poly-dimethylsiloxane (PMDS) micropillars [73–75]. 
In particular, Sellgren et al. produced an advanced model by co-culturing interstitial 
fibroblasts with epithelial and endothelial cells [75]. They demonstrated the feasibil-
ity of including a stromal layer within lung-on-chip devices. Similarly, Asmani et al. 
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have developed a human lung device to model key biomechanical events occurring 
during lung fibrogenesis, which include progressive stiffening and contraction of 
alveolar tissue. They used this system for predicting the efficacy of anti-fibrotic 
drugs for IPF patients, demonstrating that preventative treatments with these drugs 
can reduce tissue contractility, and counteract tissue stiffening and decline in tissue 
compliance [73]. Overall, these new approaches will give a better understanding of 
the complex pathogenesis of IPF.

As discussed above, COPD is a syndrome defined by progressive and chronic 
airflow limitation, due to the fact that lungs become inflamed, damaged, and 
narrowed. The main cause is smoking, but others exist such as long-term exposure 
to harmful fumes or dust, and rare genetic conditions [43]. As for IPF, the animal 
models of COPD present some limitations. For example, modelling cigarette smoke 
exposure fails to recapitulate some major airway phenotypes of COPD, such as 
hyperplasia of basal and mucin-producing cells, and mucus plugging of the airways 
[76]. Before the advent of lung-on-chip technology, the best-established in vitro 
model to study COPD disease and to address cigarette smoke-induced damage on 
human airway epithelial cells was the air-liquid-interface (ALI) culture system [77]. 
The defining feature of ALI cultures is that the basal surface of the cell is in contact 
with a liquid culture medium, whereas the apical surface is exposed to air [78]. 
These systems mimic the conditions found in the human airway, and drive differ-
entiation towards different phenotypes [79]. One major limitation of conventional 
ALI models is that these static culture systems make dynamic processes, such as 
nutrient exchange and immune cell migration [80], difficult to study.

In this regard, innovative approaches, such as microfluidic lungs-on-chip, have 
been developed in the last years and helped filling this gap. In 2016, Benam et al. 
developed the human lung “small airway-on-a-chip”, a microfluidic device that 
supports and drives full differentiation of a columnar, pseudostratified, mucocili-
ary bronchiolar epithelium, composed of cells isolated from healthy individuals or 
people with COPD, underlined by a functional microvascular endothelium [81]. 
They demonstrated that COPD small airway chips recapitulate important features 
of the disease, such as selective cytokine hypersecretion and neutrophil recruitment 
from the vascular flow in response to epithelial activation by pathogen-like stimuli. 
Moreover, exposure of the healthy epithelium to interleukin-13 (IL-13) recon-
stituted the asthmatic phenotype that involves goblet cells hyperplasia, cytokine 
hypersecretion, and decreased ciliary function [82]. The same group improved this 
system by developing a “Breathing-Smoking Human Lung-on-Chip”, a novel device 
that consists of four components: a small airway on-chip, a smoke generating robot, 
a micro-respirator, and a control software that mimics human smoking and breath-
ing. This smoking airway-on-a-chip system effectively recapitulated several key 
smoke-triggered molecular changes that are known to occur in lung epithelial cells, 
including increased OXS [83]. When human airway chips fabricated using cells 
from healthy donors were exposed to whole cigarette smoke, the authors observed 
a significant increase in the expression of the anti-oxidant gene heme oxygenase 
1 (HMOX1), and increased phosphorylation of the transcription factor nuclear 
factor-like 2 (Nrf2). The latter induces expression of cytoprotective genes, includ-
ing HMOX1, protecting cells from OXS and chemical toxicity. Furthermore, they 
identified new smoke-induced dysfunction, such as reduced ciliary beating, a novel 
biomarker of COPD disease, and studied the epithelial responses to smoke gener-
ated by electronic cigarettes [84]. However, the main limitation of this system is the 
absence of cellular stromal components.

As mentioned before, COPD represents a group of lung diseases that also 
include refractory severe asthma. In this regard, Nesmith et al. have designed a 
human airway musculature-on-a-chip with bronchiolar smooth muscle cells on 
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an elastomeric thin film. To recapitulate asthmatic inflammation in vitro, they 
exposed this biomimetic tissue to IL-13, which resulted in hypercontractility and 
altered relaxation. Interestingly, the authors were able to show reverse asthmatic 
hypercontraction of smooth muscle cells using a muscarinic antagonist and a 
β-agonist, which are used clinically to relax constricted airway [85]. Similarly, 
Villenave et al. developed a model of severe asthma-on-chip containing a fully 
differentiated mucociliary bronchiolar epithelium underlined by a microvascular 
endothelium with fluid flow [86]. They infected the engineered tissue with 
human Rhinovirus (HRV), a leading cause of asthma exacerbation in children 
and adults; this led to a pro-inflammatory response characterized by ciliated cells 
death, goblet cells hyperplasia, release of cytokines, recruitment from the fluid 
flow and extravasation of human neutrophils across the endothelium. Infection 
of IL-13-treated Airway Chips with HRV to mimic the molecular response 
observed in severe asthma patients, induced upregulation of adhesion molecules 
(E- and P-Selectin, ICAM-1) in endothelial cells, and increase of neutrophil 
recruitment when compared with IL-13 or HRV stimulation alone [87]. The same 
group implemented this device to study the integrity of epithelial monolayers-
on-chip, measuring trans-epithelial electrical resistance (TERT). They designed 
a new microfluidic device within a human lung airway chip that contains embed-
ded electrodes, and demonstrated its utility for the assessment of airway barrier 
function, formation, and disruption in response to relevant external stimuli [88]. 
These studies suggest that Airway Chips may provide unique opportunities to 
explore lung pathogenesis, including responses to drug treatments for the evalu-
ation of safety and efficacy of new drugs. Moreover, the possibility of studying 
the involvement and activation of immune cells certainly brings added value to 
these systems, allowing the study of physiologically relevant issues within an 
integrated model.

5. Conclusions

Basic and translational research on lung biology and pathology can greatly ben-
efit from the development of 3D in vitro models that can maintain cell phenotypes 
and functions in a physiologically relevant way. Lung organoids and lungs-on-chip 
allow the creation of different kinds of in vitro microenvironments (Figure 2), that 
can be useful for the study of specific diseases, and for the elucidation of novel 
pathogenetic pathways. They represent in fact important translational models for 
the study of clinically relevant issues, for the identification of novel therapeutic 
targets, and for preliminary testing of new drugs. The main challenge in future 
developments is represented by the standardization of integrated protocols for the 
simultaneous inclusion of extracellular matrix, stromal components, immune cells, 
and biomechanical cues within 3D in vitro models. This step forward would provide 
a clinically relevant system for lung research, which would include all the actors 
involved in endogenous responses occurring in vivo. Nonetheless, despite several 
limitations still existing, the complexity of these models has been rapidly increasing 
in the past decade, and they must be considered as complementary in all respects to 
in vivo studies carried on in animal models.
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Abstract

Cancer immunotherapy is based on the idea of overcoming the main problems 
in the traditional cancer treatments and enhancing the patient’s long-term survival 
and quality of life. Immunotherapy methods aimed to influence the immune 
system, to detect and eradicate the tumors site and predict the potential results. 
Nowadays, nanomaterials-based immunotherapy approaches are gaining interest 
due to numerous advantages like their ability to target cells and tissues directly and 
reduce the off-target toxicity. Therefore, topics about immune system components, 
nanomaterials, their usage in immunotherapy and the benefits they provide will 
be discussed in this presented book chapter. Immunotherapy can be divided into 
two groups mainly; active and passive immunotherapy including their subtitles 
such as immune checkpoint inhibitors, adoptive immunotherapy, CAR-T therapies, 
vaccines, and monoclonal antibodies. Main classification and the methods will be 
evaluated. Furthermore, state-of-art nanocarriers based immunotherapy methods 
will be mentioned in detail. The terms of size, charge, material type and surface 
modifications of the nanoparticles will be reviewed to understand the interfer-
ence of immune system and nanoparticles and their advantages/disadvantages in 
immunotherapy systems.

Keywords: tumor, cancer immunotherapy, vaccination, immunomodulation,  
antigen receptors, nanoparticles, bottom-up method, top-down method

1. Introduction

Understanding the immune system and its components may enlighten future 
potential treatments to generate disease progression such as cancer. For almost 
30 years, by targeting the immune system by therapeutics brought a totally new 
point of view in the field of cancer treatment. Accordingly, besides the commonly 
preferred cancer treatments, the treatments developed specifically for the patient 
and the diseases come to the forefront. To date, immunotherapy is a method devel-
oped as an alternative to conventional cancer treatments [1, 2]. The immune system 
which is an awareness system based on distinguishing between “self” and “non-
self” works in harmony with cells, related tissues, and organs respectively to protect 
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the organisms. The main goal of the immune system is to defense to battle against 
“enemies”. There are two types of immune responses; humoral and cellular immu-
nity. Humoral immunity is primarily mediated by B and T lymphocytes and their 
products. It is also characterized by a weak response and a strong immunological 
memory. Cellular immunity components are natural killer (NK) cells, eosinophils, 
macrophages, and lymphocytes (B and T cells). Cellular immunity works faster 
than humoral immunity via activation and proliferation of B cells and activation of 
antigen-presenting cells (APCs). Cellular immunity can recognize tumors immedi-
ately, but it does not provide long-term immunity. Specifically, B and T cells primar-
ily mediate the antitumor response. The CD4+ T cells pretend as “helper cells” and 
excrete cytokines relying on their profile either Th1 or Th2. Humoral and cellular 
immunity plays a crucial role in antitumor response [3, 4].

2. Cancer

Today, non-communicable diseases are held accountable as the leading cause 
of death worldwide. Among these diseases, cancer is predicted as one of the most 
important disease in the world that causes deaths and reduces the life quality [5]. 
Soon, it is thought that the number of cancer patients and cancer-related deaths 
will increase [6]. The definition of cancer for the first time in 3000 BC was used 
in inscriptions called the Edwin Smith Papyrus, the part of an ancient Egyptian 
textbook on trauma surgery. Cancer is generally characterized by the growth of 
abnormal cells beyond their normal limits. Cancer disease can affect almost any 
part of the body and has many anatomical and molecular subtypes, each of which 
requires specific treatment strategies. The main factors causing cancer are as fol-
lows; ionizing radiation, ultraviolet rays, age, inadequate physical activity, smoking 
and alcohol consumption, nutrition and diet, chemicals, microorganisms, and 
genetic factors. It is known that environmental factors are much more effective in 
the formation of the disease than hereditary factors. The most important reason 
is stated as mutations that occur in genes. Most cancers are caused by a series of 
mutations that allow cells to divide faster, escape internal and external controls, and 
prevent programmed cell death. As the cells continue to divide under the influence 
of mutations in solid tissue such as organ, bone or muscle the resulting mass is 
called tumor. Solid tumors are classified as; benign (noncancerous) and malignant 
(cancerous). Benign tumors do not have the ability to metastasize; they can only 
grow where they are located. On the other hand, malignant tumors have the ability 
to spread to neighboring tissues and organs from where they are formed. Many 
types of cancer initially show no symptoms. The main symptoms observed can be 
given as; unexplained, and rapid weight loss, fever, malaise, pain, swelling and 
bleeding. However, each type of cancer has its own specific symptoms, so the treat-
ment method of each cancer type differs. Figure 1 shows a schematic representation 
of tumor cells progression.

2.1 Cancer treatment methods

Cancer is an individual disease; hence treatment methods vary from patient to 
patient. The method of treatment should be chosen by considering the degree and 
course of the disease, age and health situation of the patient. Generally, most of the 
patients have the combination of treatment methods. Surgical intervention, radia-
tion therapy, chemotherapy, and hormone therapy are defined as traditional cancer 
treatments in the literature [2]. In recent years, immunotherapy has also been the 
increasingly used method in cancer treatment.
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2.1.1 Surgical intervention

Surgical intervention, a local treatment method, can also be used in the combi-
nation of other treatment methods. It is applied in tumors without metastasis that 
only exist in one area such as solid tumors; but not effective in leukemia and cancer 
types that spread. Also, surgical intervention is preferred when the tumor is in an 
untreatable part of the body by other treatment methods such as radiation therapy or 
chemotherapy (cannot reach the brain). In order to remove the tumor without dam-
aging the neighboring healthy cells, the size of the tumor can be reduced by other 
methods. The surgical intervention method works against cancer in three ways; 
eradicating the entire tumor, debulking a tumor, and palliate the disease symptoms. 
Only eradicating the entire tumor may cure the patients if the cancer cells are located 
in small area at one place. Debulking a tumor is used to reduce the tumors size while 
surgery is combined with other treatment methods. Palliate the symptoms, the last 
way in surgical intervention, is to remove the tumor to reduce the pain or pressure 
caused by the tumor. There are some disadvantages of surgical intervention such as 
the possibility of leaving microscopic residues around the tumor after surgery, the 
health status of the patients, and the success of the surgery [7, 8].

2.1.2 Radiation therapy

Radiation therapy or radiotherapy (RT) is based on the principle of using a 
fairly high dose of radiation to shrink the tumor by killing the cancer cells. There 

Figure 1. 
Schematic representation of tumor cells progression (created with BioRender.com).
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are various types of radiotherapy depends on the general state of the patient and 
disease. The principle of radiation therapy is to destroy cancer cells as possible 
without damaging healthy cells. Because, in the late 20th century, scientist discov-
ered that radiation therapy not only cures cancer cells but also may be the cause of 
cancer itself. The notable side effect, it can kill and harm healthy cells significantly. 
Thereby it has side effects such as hair loss, vomiting, and loss of appetite that 
will affect your daily life. The choice of the exact type of radiation therapy relies 
on several circumstances such as the type, stage, size and location of cancer, and 
medical history of the patients. Reducing the tumor mass by radiation therapy is 
helpful to decrease the pressure of tumor on the nearest healthy cells. Additionally, 
it is used before surgical intervention to shrink tumor mass to make it suitable for 
surgery and after surgery; the microscopic residues on the edge of the tumor can be 
removed much more easily. Also, this method of therapy is very suitable for making 
systemic therapy [9, 10].

2.1.3 Chemotherapy

Chemotherapy (CT), also as chemo, is the most commonly used method in 
cancer treatment. The aim is to kill cancer cells using chemotherapeutic agents. 
This method is developed in the late 20th century and combined with surgery and/
or radiation therapy. Over the years, many chemotherapeutic drugs showed great 
impact and gained success for the treatment of many types of cancer. The aim of 
the treatment can be stated as reducing the size of the tumor, reducing the effects 
of the symptoms seen in the patient, preventing metastasis, and reducing the 
total number of tumor cells in the body. The drugs used in chemotherapy direct 
the cell to death by stopping or decelerating the cancer cell proliferation. Some of 
these drugs are natural and some of them are synthetic. Hair loss, vomiting, loss of 
appetite, fever, diarrhea and fatigue are temporary side effects of the drugs that end 
after the treatment [11, 12].

2.1.4 Hormone therapy

Hormones, in the classical sense, are organic compounds that are synthesized in 
ductless glands such as the pituitary gland, adrenal gland, thyroid gland, and para-
thyroid gland, which are known as endocrine organs, and act on certain target tissue 
that is carried by the blood. All cells communicate with each other via hormones. In 
the human body, hormones either can be small proteins (insulin, etc.) or stimulator 
for a cell to generate new proteins or cease making products. One possible featured 
outcome is cell growth and proliferation. Even though cancer cells are abnormal, they 
still keep the ability to react to signals of hormones. The main idea of hormone-based 
treatments is to deprive cancer cells of hormone signals. Otherwise, they would be 
stimulating to continue dividing. The main theme of the drugs that are used in this 
method relies on preventing the activity of hormone within the target cell or block-
ing the production of the related hormone. Hormone therapy is often preferred for 
the treatment of prostate and breast cancer. Generally, hormone therapy is combined 
with other treatment methods depending on the cancer type. Hormone therapy is 
very suitable for adjuvant and neoadjuvant therapy to reduce tumor mass. The term 
adjuvant therapy is about reducing the risk of cancer recurrence after major cancer 
treatment. Hormone therapy is also appropriate for the removal of cancer cells that 
spread to different parts of the body. Like all other methods, hormone therapy has 
common side effects. But these effects depend on the body’s response to the therapy 
and the type of hormone therapy. Side effects are influenced by different terms such 
as patients’ sex and type of hormone that is used. Hot flashes, weakened bones, 
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nausea, and fatigue are common side effects for men. Menstrual irregularities for 
women who are not menopausal and vaginal dryness are seen in addition to the 
common side effects. To date, there are several hormone based drugs based on the 
hormonal signals, but their principles are diverse from each other. They all attack 
different parts of the pathways to decelerate to the growth of cancer [13].

2.1.5 Immunotherapy

Nowadays, cancer treatment is moving from non-specific methods to specific 
methods. Although success is achieved in the destruction of tumors with surgery 
and radiotherapy, cancer may recur due to cancerous cell debris in the damaged area. 
Cancer immunotherapy, an individualized method, is referred to as the “fifth step” of 
the treatment following the traditional methods mentioned above [14]. The immuno-
therapy method; boost the immune system to fight against cancer, train the immune 
system component’s to memory, attack the cancer cells, and heighten the immune 
response via biological substances. For the last decades, immunotherapy becomes 
a promising method to fight against cancer. Immunotherapy can be applied using 
either external substances or their body cells [4].

3. Historical background of cancer immunotherapy

It is common knowledge that many cases of regression of tumor growth after 
high fever attacks or infectious diseases have been reported throughout history 
from Ancient Egypt to the 18th century. However, the relationship between the 
immune system and cancer was noticed in the middle of the 18th century with 
the developing technology. In the mid-18th century, two German doctors, Busch 
and Fehleisen, independently reported cases of tumor regressions of patients 
after erysipelas infection (Streptococcus pyogenes infection). In the literature, the 
first systematic immunotherapy study for the treatment of malignant tumors 
was conducted in 1891 by William B. Coley, a surgical oncologist. Coley injected 
the heat-inactivated Streptococcus pyogenes and Serratia marcescens organisms into 
the patient to stimulate the patient’s immune system. After the project that he 
initiated, Coley has seen a regression in the tumor in more than 1000 sarcoma 
patients who cannot undergo surgical intervention. In a very short time, humanity 
evaluated this mixture as a great invention, “Coley Toxins”. However, the word 
“toxin” was an unfortunate choice; the more acceptable name for the treatment 
was “mixed bacteria vaccine”. Although the bacteria had some side effects such as 
fever and malaise, it is not as toxic as chemotherapy or radiotherapy and does not 
destroy the immune system [15, 16]. Coley’s life-long cancer immunotherapy stud-
ies that will spearhead for many scientists have started after this project. In 1900, 
Paul Ehrlich stated that the first findings of the treatment, which would later be 
called antibody-mediated passive immunotherapy, had an important place in the 
treatment of tumors. In 1975, George Köhler and Cesar Milstein developed hybrid-
oma technology for monoclonal antibody production. This was followed by the 
first successful use of monoclonal adults in human neoplasia in 1982 and the FDA 
(US Food and Drug Administration) approval of muromonab-CD3 (Orthoclone 
OKT3) in 1986. In 1997, both the first humanized monoclonal antibody, dacli-
zumab (Zenapax), and the first monoclonal antibody for malignancy, rituximab 
(Rituxan), were approved by the FDA. This was followed by the FDA approval of 
gemtuzumab ozogamicin (Mylotarg) in 2000, the first toxin-bound monoclonal 
antibody, and ibritumomab tiuxetan (Zevalin) in 2002, the first radionuclide-
bound monoclonal antibody [17].
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Another area that cancer immunotherapy has advanced was using the 
patient’s body cells. In the 1960s, the tumor immune surveillance hypothesis 
was put forward by Burnet. Since 1995, persuasive studies on effective tumor-
specific immunity have attracted great interest. In particular, many studies show 
the ability of dendritic cells to elicit tumor-specific T cell immunity has led to 
this situation. Following preclinical researches, many studies involving various 
types of cancer have been conducted in patients. Recent studies have also made 
the immunosurveillance hypothesis quite popular [18, 19]. Immunotherapy 
studies have increased their importance in the 21st century with the licensing 
of clinical studies carried out with developing technology and methods [20]. 
Immunotherapy was declared as “breakthrough of the year” by Science magazine 
in 2013 after the clinical success achieved and has become even more promi-
nent. Also, in 2018 James Allison and Tasuku Honjo received the Nobel Prize in 
Physiology and Medicine for their work based on the use of the immune system 
to destroy cancer cells. In the past two decades, great strides have been made in 
cancer immunotherapy. With all these spectacular developments, the number 
of cancer immunotherapy studies is increasing day by day [21, 22]. There are 
certain categories in cancer immunotherapy applications. These are the mecha-
nism of innate and acquired immune resistance, internal and external resistance 
to immunotherapy, self-neutralization of tumor cells and antigen- presenting 
cells, inhibition of immunity by exosome release mechanisms, the response of 
tumor cells to therapy. Like all other methods, cancer immunotherapy has several 
advantages and disadvantages. Higher precision and specificity, long-term 
survival rate, fewer side effects than traditional treatment methods, removing 
residual tumor cells and microscopic lesions that remain in the body after treat-
ment and improving the body’s immune function are the advantages of immu-
notherapy. Also, it can control and kill more than one tumor type and it uses the 
body’s immune system to increase immune response. Higher treatment costs, 
various non-specific toxic side effects after treatment are the disadvantages of 
immunotherapy. There is a high selectivity for patients in treatment. When the 
tumor type is “immunosuppressant type” or “immune exclusion type”, the effect 
of immunotherapy treatment is considerably weak. Additionally, in particular, 
the use of immune checkpoint inhibitors can have adverse consequences leading 
to autoimmune diseases and even death [23].

4. Classification of immunotherapy

Cancer immunotherapy is generally classified in three ways; passive, active and 
combination immunotherapy depending on the mechanism of the therapeutic 
agent and the state of the patient’s immune system. Classification of passive and 
active cancer immunotherapy studies is shown in Table 1.

4.1 Passive immunotherapy

The main purpose of passive immunotherapy is to increase the current anti-
tumor response by using therapeutics that can be produced under laboratory 
conditions. It is preferred to use the treatment in patients with weak or dysfunc-
tional immune systems. It is designed to attack tumor cells independently by 
modifying the components of the immune system in the laboratory. Monoclonal 
antibodies and adoptive cell therapy are frequently used passive immunotherapy 
methods [4, 20, 24].
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4.1.1 Monoclonal antibodies

For the past 20 years, monoclonal antibodies are the most commonly used FDA 
approved treatment in clinical immunotherapy studies. They are large artificial 
proteins with high antigen specificity produced by particular B cells. Due to their 
antigen specificity, their capacity to bind to epitopes on the surface of the tumor cell 
is high [25]. So, antibodies specific to antigens of cancer cells are produced in ex vivo 
conditions and transferred to the patient to increase the immune response. Antibodies 
in these targeted therapies are guided directly to the antigen on the surface of cancer 
cells. Different signaling functions can be created by the interaction of monoclonal 
antibodies and receptors on the surface of malignant tumors. Antibodies are used in 
treatment can be classified as naked, conjugated, radiolabeled, chemically labeled, 
and bispecific monoclonal antibodies. Naked monoclonal antibodies are most com-
monly used in cancer immunotherapy and bind directly to the antigen without any 
radioactive markers or drugs. Conjugated monoclonal antibodies are used to transfer 
chemotherapeutic drugs or radiolabeled particles to cancer cells. Radiolabeled mono-
clonal antibodies are created by adding radioactive particles to naked antibodies. 
Chemically labeled antibodies are monoclonal antibodies with a high chemotherapeu-
tic effect. Radioactive or chemically labeled monoclonal antibodies aim to destroy the 
target cell with the toxins they contain or the radiation they emit. Bispecific antibod-
ies carry two types of antibodies in their structure and can bind to two different anti-
gens that are receptors for these two antibodies at the same time [18, 26, 27]. The first 
drug including monoclonal antibodies approved by the FDA was rituximab (Rituxan, 
Genentech) was used in the clinic at 1997. Today, with developing technology, many 
new drugs have emerged for the treatment of different types of cancer [25].

4.1.2 Adoptive cell therapy

It gathered speed with the studies carried out in the 20th century about the dis-
covery of tumor-specific antigens located not on healthy cells but just on the tumor 
cells. Thus the importance of adoptive T cell transfer has been understood. Adoptive 
cell therapy is the transfer of natural or genetically modified T cells to patients in 
ex vivo conditions instead of stimulating the immune system. The transferred cells 
can be autologous or allogeneic targeted to a particular antigen in the host cell. It 
was pointed out that the stage of an immune response in the host is skipped directly 
by this step. To create a targeted immune response, autologous cells can recognize 
tumor antigens, move towards the tumor and exit the circulation. The transfer of T 
cells to destroy tumor cells is carried out in two ways; the infiltrating (TIL) of tumor 
specific T cells from existing tumor cells and the use of genetically modified T cells 
to specifically identify tumor cells. In both methods, the T cell is processed ex vivo 
and then transferred back to the patient [28]. The first successful cellular therapy in 
history was performed on an advanced melanoma patient with autologous TIL. The 
specific T cell receptor (TCR) is obtained by genetically modifying T cells. T cells 

Passive immunotherapy Active immunotherapy

NON-SPECIFIC Adoptive Cell Therapy Cytokines
Immune Checkpoint Inhibitors

SPECIFIC Monoclonal Antibodies Cancer Vaccines
Oncolytic Viruses

Table 1. 
Classification of immunotherapy.
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and tumor-specific antigens are matched with HLA recognition by TCR technol-
ogy. A minimal cytotoxic effect occurs by this natural pairing. TCRs also have 
disadvantages such as the low expression on the surface and short lifespan of T cells 
in vivo. Although the first studies ended up with disappointment, today, the other 
genetically modified T cell is chimeric antigen receptors, CAR. Many studies are 
conducted around the world on CAR-T technology and it is believed that positive 
results will be achieved in the near future [29, 30].

4.2 Active immunotherapy

Active immunotherapy aims to destroy cancer cells by stimulating the immune 
system by vaccination, immunomodulation, or targeting specific antigen receptors. 
The method is carried out employing cancer vaccines, oncolytic viruses, immune 
checkpoint inhibitors, and cytokines [20].

4.2.1 Cancer vaccines

The purpose of vaccination is to create an immune response to detect and 
destroy cancer cells. Cancer vaccines, containing whole, part, or purified antigens 
of tumor cells, can be peptide-based, immune cell or dendritic cell-based, or tumor 
cell-based. After the tumor cells are removed from the body, the patient is vac-
cinated and an immune response is created against the tumor cells that may remain 
in the body. Variable antigen expression, low immune response, diminishing the 
immune response in the tumor microenvironment and a decrease in activity over 
time are the restrictions of the cancer vaccine applications [4, 25].

• Peptide-based vaccines are designed to create an immune response against tumor 
antigens that interact with HLA molecules on the surface of tumor cells. Their 
toxic effects on healthy cells are low due to their antigen-specific design, but tumor 
antigen peptides and the patient’s HLA type should be well characterized [31].

• Immune or dendritic cell-based vaccines consist of the use of tumor-asso-
ciated antigens or autologous tumor cells and dendritic cells (DC) obtained 
from monocyte cells in early-stage cancer vaccines. In 2010, the drug called 
Sipuleucel-T (Provenge, Dendreon Corp.) is the first DC-based cancer vac-
cine was approved by the FDA for the treatment of prostate cancer. DC-based 
vaccines today use innovative in vitro culturing techniques enriched with 
cytokines, enhancing immunogenicity and improving DC function. DC-based 
cancer vaccines can be designed differently for both ex vivo and in vivo applica-
tions for various cancer types [4].

• Tumor cell-based cancer vaccines use the entire tumor cell to create an 
immune response. Unlike peptide-based vaccines, tumor cells are not specific 
to antigens on their surface, but the range of epitopes to which they can bind 
is wider. These vaccines can be prepared using the patient’s cells (autologous) 
or using another patient’s tumor cells (allogeneic). Tumor cell-based vaccines 
such as M-Vax (AVAX Technologies) can be used in the treatment of many 
different types of cancer in clinical studies [25].

4.2.2 Oncolytic viruses

These are called genetically altered viruses that can naturally penetrate only 
cancer cells and kill them. Talimogene laherparepvec (T-Vec) is the first oncolytic 
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virus-based drug, approved by the FDA, that the protection mechanisms developed 
against viral infections are impaired in most cancer cells. By taking advantage of this 
degradation, viruses can reproduce more intensely in cancer cells than healthy cells. 
Recently, replication specific to cancer cells was obtained and a reovirus variant called 
Reolysin (exhibiting oncolytic behavior in cells with activated Ras signaling pathway) 
has been developed. In 1991, positive results were gained in the treatment of brain 
cancer with a mutation in a genetically modified type 1 herpes simplex virus [32].

4.2.3 Immune checkpoint inhibitors

Several inhibitory receptors and ligands expressed on T cells, antigen-presenting 
cells, and tumor cells have recently been important elements of immunosuppres-
sion in the tumor microenvironment. Because of their biological role as regulators 
of T cell activation, these receptor/ligand pairs have been termed “immune check-
points”. Immune checkpoints are cell membrane proteins involved in the regulation 
of the immune response. Multiple controls or “checkpoints” are present or activated 
to ensure that the immune-inflammatory response is not continuously activated 
after tumor antigens have generated a response. Immune checkpoints are signals 
that can halt an existing immune response. The over -expression of these signals by 
tumor cells affects tumor cell-specific T-cell immunity in the cancer microenviron-
ment. The aim of treatments involving inhibition of the immune checkpoint is to 
use and strengthen the immune system by disrupting the negative immune system. 
In 2011, the drug called Ipilimumab was used in clinical use for melanoma patients 
by using immune control point drugs. As of March 2019, 7 immunotherapy drugs 
based on checkpoints are used in clinical practice. Monoclonal antibodies that bind 
to immune checkpoints bind with cytotoxic T lymphocyte-associated molecule-4 
(CTLA-4), programmed cell death protein 1 (PD-1), and programmed cell death 
ligand (PDL-1) [33].

• PD-1/PDL-1, under normal circumstances, PD-1 has two ligands; PD-L1 and 
PD-L2. Blocking the interaction between PD-1 and PDL-1 with antibodies 
enhances the immune response against cancer cells, “releases the brakes” in the 
immune system and allows for the attack of tumor cells that express PDL-1. 
Nivolumab and Pembrolizumab are the first two drugs approved by the FDA in 
2014 [34].

• CTLA-4 inhibition increases the activation of cytotoxic T cells. Thus, immune 
blockade due to Treg cells is inhibited and antitumor activation is observed. 
Ipilimumab is the first drug approved by the FDA for CTLA-4 treatment in 
2011 [35].

4.2.4 Cytokines

They are the main regulators of innate and adaptive immune systems that allow 
cells of the immune system to communicate in paracrine and autocrine systems over 
short distances. Unlike other therapeutic agents, these molecules directly stimu-
late immune cells, for example Interleukin-21 (IL-21) can act as agents involved 
in active immunotherapy [36]. The use of cytokines in cancer immunotherapy 
showed tumor regression, prevention of metastasis formation, improvement of 
immunological memory and decrease in risk of disease recurrence with increased 
survival. The use of cytokine (IL-2, GM-CSF, IFN-α) -based biological therapy in 
combination with conventional therapies is under clinical development [37]. In 
1986, IFN-α became the first FDA approved cytokine for the treatment of leukemia. 
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Subsequently, IL-2 was approved by the FDA in 1992 for metastatic kidney cancer 
and 1998 for advanced melanoma treatment [36].

4.3 Combinational immunotherapy

Combinational immunotherapy refers the use of a different anticancer agent for 
treatments of cancer. Conjugation of IL-2 and HER-2 monoclonal antibody proved 
to be a very forceful combination in immunotherapy. Lately, PD-1 and CTLA-4 
conjugation has been examined. The results revealed that the combined system was 
safe and had no significant toxic effect [38].

5. Nanoparticles in cancer immunotherapy

Nanoparticle-based biomaterials have a critical role in cancer immunotherapy 
compared with conventional drugs [39]. Immunotherapy often targets tumor cells, 
immune and stromal cells in the tumor microenvironment [40]. Additionally, side 
reactions occurring due to the interactions between nanoparticles (NPs) and cells 
can be adjusted by modifications of nanoparticles [41]. Nanoparticle-based drug 
delivery systems can improve the solubility, in vivo stability, and pharmacokinetic 
profile. Also, they protect drugs from premature release and degradation in the 
living system. These systems can be designed according to the microenvironment 
of the target such as pH, redox potential or enzymes, and external dynamics such 
as light, electrical and magnetic fields. Targeted delivery with NPs can also reduce 
toxicity and immune-related side effects [2]. The size and the shape of the NP are 
very effective in therapeutic efficacy by changing its pharmacokinetics, transporta-
tion, and cellular uptake [42]. Recent advances in nanoparticle formulations have 
generated a wide range of other shapes like rods, prisms, cubes, stars, and discs out 
of spherical. It is considered as non-spherical particles have higher blood circulation 
periods, prolonged margination effects, and higher penetration capacities within 
solid tissues and tumors [43]. The charge of NP has great priority in the transition of 
it into cells. Besides, NP-ligand coupling conditions and the elasticity of NP upgrade 
transportation and accumulation of NP in the living system [44, 45]. Generally, 
it is well known that cationic NPs create a higher immune response than neutral 
or anionic NPs [43]. The size, shape, elasticity, optical, magnetic, and electrical 
properties of nanoparticles can be modified to increase the usage of NPs in cancer 
therapy as a carrier [2, 41, 46]. High specificity, efficacy, diagnosing, imaging, and 
therapeutic properties make NPs candidates in immunotherapy for effective cancer 
treatment. Liposomes, micelles, polymeric, metallic, and inorganic NPs have a wide 
range of usage in cancer immunotherapy [44].

5.1 Classification of nanoparticles

The nanoparticles are generally categorized into tree class as organic, inorganic, 
and carbon-based. Dendrimers, micelles, and liposomes are the most widely 
known organic nanoparticles. These biodegradable, non-toxic, and capsule-shaped 
nanoparticles appear to be an ideal choice for drug delivery due to their sensitivity 
to thermal and electromagnetic radiation. Inorganic nanoparticles, metal, and metal 
oxide-based NPs do not contain carbon in their structure. Aluminum, cadmium, 
cobalt, copper, gold, iron, lead, silver, and zinc can be used to fabricate metallic NPs 
in 10 to 100 nm size range. Carbon-based nanoparticles, fullerenes, graphene, carbon 
nanotubes (CNT), and carbon nanofibers, are build up from carbon in nanosize [47].
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5.2 Preparation methods of nanoparticles

It can be viewed two different ways to synthesize nanoparticles; bottom-up and 
top-down methods (Table 2). These techniques also can be divided as chemical and 
physical methods. Although both methods have positive and negative features, the 
chemical one has more disadvantages due to the wet reaction steps it has [48].

5.2.1 Bottom-up method

It is also known as a constructive method like building-up of material from an 
atom. Sol–gel, spinning, chemical vapor deposition (CVD), pyrolysis, and bio-
synthesis are the foremost methods in this technique. Nanoparticles, nanoshells, 
and nanotubes with narrow size distribution can be synthesized by this approach. 
Besides, in this method deposition parameters can be controlled. However large 
scale production is difficult and chemical purification is needed.

• Sol–gel method: It is a simple, wet chemical process based on hydrolysis and 
polycondensation reactions [49]. This process indicates the chemical transfor-
mation of a system from a “sol” phase, a colloidal solution of solids suspended 
in a liquid phase, into a “gel” phase, a solid macromolecule submerged in a sol-
vent [50]. The chemical and physical properties of the materials as high surface 
area and the stability can be obtained by the method via modifying experimen-
tal conditions. Metal oxide and chloride precursors are used in sol–gel process, 
and then a liquid and a solid phase separation occur after removing precursors 
either by shaking, stirring, or sonication. Nanoparticles are acquired in this 
phase separation by sedimentation, filtration, or centrifugation [47].

• Spinning disc processing (SDP): The method consists of a rotating disc inside 
a reactor generally filled with nitrogen or other inert gases to remove oxygen 
inside and avoid chemical reactions. The purpose of spinning is to merge atoms 
or molecules. The parameters of this process such as the liquid flow rate, disc 
rotation speed, liquid/precursor ratio, location of feed, and disc surface may 
vary for different systems and determine the characteristics of NPs [51].

Top-down approach Bottom-up approach

Physical processing methods Physical and chemical processing methods

Physical techniques

Mechanical 
methods:

Cutting, etching, 
grinding

Physical Vapor 
Deposition (PVD):

Evaporation (thermal, e-beam)

Ball milling Sputtering

Lithographic 
techniques:

Photo Lithography Plasma Arching

Electron Beam 
Lithography

Laser Ablation

Chemical techniques

Chemical Vapor 
Deposition (CVD):

Plasma enhanced CVD 
(PECVD)

Self Assembling Electronic deposition, sol-gel 
method, emulsion, pyrolysis

Table 2. 
Techniques in Top-Down and Bottom-Up approaches.
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• Chemical vapor deposition (CVD): It is the deposition technique of thin films 
of gaseous reactants onto a substrate. Gaseous reactants can be elemental and 
compound semiconductors, metal alloys, and amorphous or crystalline com-
pounds. In the CVD process, a volatile material (chemically reactive) is coming 
together with other gases to produce a nonvolatile solid material that deposit 
at the atomic level on a suitable substrate. This is a well-organized process that 
some kind of reactors should be used depending on the type of precursors, 
deposition conditions, and the forms of the energy introduced to the system 
to stimulate the planned chemical reaction. Metal–organic, plasma-enhanced, 
low-pressure, laser-assisted, and aerosol-assisted CVDs are the most accepted 
methods [52]. The deposition is carried out in a reaction chamber at the 
temperature suitable for the reaction, the substrate is heated and the chemical 
reaction occurs when the heated substrate contact with the combined gas. The 
substrate temperature is an important parameter for this method to gain pure, 
uniform, hard, and strong nanoparticles [47, 53].

• Spray pyrolysis: It is a method often used in industry for large scale produc-
tion of NPs. Generally, nanometals and metal oxides are produced by this 
simple, reproducible, size controllable and low-cost method [54]. This process 
consists of a precursor with flame where the precursor solution is sprayed or 
injected using a nanoporous nebulizer onto the hot substrate into the furnace 
at high pressure to form a droplet. The precursor can be either liquid or vapor. 
After evaporation, the precursor decomposes to recover nanoparticles or films 
on the substrate. Some of the furnaces have laser or plasma to produce high 
temperature to facilitate evaporation [55].

• Biosynthesis: It is an alternative to conventional physical and chemical 
nanoparticle synthesizing methods. Plants are preferred in this green and 
environmentally friendly cost-effective technique to prepare non-toxic and 
biodegradable nanoparticles [56]. In this method, several microorganisms as 
bacteria, fungus, and yeasts, etc. are used along with the precursors to produce 
nanoparticle for bioreduction and capping purposes. The biosynthesized 
nanoparticles have unique and enhanced properties that find a wide range of 
applications in drug delivery systems [57].

5.2.2 Top-down method

This method is also known as a destructive method due to the reduction of 
bulk material to nanometric scale particles. Contrary to bottom-up, large-scale 
production is possible and chemical purification is unnecessary in the top-down 
method. Broad size distribution (10–1000 nm), varied particle shapes, control over 
deposition parameters and reaction costs are disadvantages of this method. There 
are many techniques in this method, but mechanical milling, nanolithography, laser 
ablation and sputtering are among the most frequently used ones.

• Mechanical milling: This process has been used for a long time in mineral, 
ceramic processing, and powder metallurgy industries. The aim of mechanical 
milling of materials consists of minimizing particle size, blending, changing 
particle shapes, and synthesizing nanoparticles in a high energy mill with a con-
venient medium. At nanoparticle synthesis elements are granulated in an inert 
atmosphere. Mechanical milling is an economical method for nanosize produc-
tion of large quantities [58]. The dynamics of mechanical milling vary according 
to energy transfer to the material from the balls [59]. Type of mill, the powder 
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supplied to drive the milling chamber, milling speed, size and size distribution of 
the balls, dry or wet milling, the temperature of milling and the duration of mill-
ing are the factors that affect the energy transfer. Also, deformations, fractures, 
and the type of welding cause variations in particle shape and size [58].

• Nanolithography: This is the fabrication of molecules in a nanometric size 
range of 1 to 100 nm. Lithography is a combination of deposition and etching 
to have high-resolution topography. There are two main methods called as 
masked and maskless lithography. These 2 methods contain many techniques 
inside. While a mask or a mold is needed in masked lithography to fabricate 
patterns, maskless lithography produces unstable patterns without the use of 
mask. Photolithography, soft lithography, and nanoimprint lithography are 
the main techniques in masked lithography. Maskless lithography consists 
of electron beam lithography, ion beam lithography, and scanning probe 
lithography [60].

The process is about printing material in a required shape or structure on a 
light- sensitive material. The main advantage of nanolithography is to make 
several copies with the desired shape and size from a single nanoparticle. 
On the other hand, the necessity of some equipment and their costs are the 
disadvantages of nanolithography [61].

• Laser ablation (LA): The laser irradiates the surface of the sample with a 
changeable wavelength of the laser and the refractive index of the solid or 
liquid target material in this complex PVD process. The laser removes electrons 
from the target material in a high electric field and those scattered electrons 
meet with the atoms of the bulk sample, where the energy transfer occurs. This 
leads to the heating of the surface and vaporization. The material is converted 
to a plasma state at high laser flux. There are some different applications in 
this method such as welding, cladding, cutting, cleaning, and generation of 
nanoparticles. During applications environmental conditions such as vacuum, 
air, gas and liquid can be changed. Pulsed-laser ablation types of solid target 
materials have great potential in the fields of laser-material microprocessing, 
nanotechnology and device fabrication. Besides, Laser Ablation Synthesis in 
Solution (LASiS) is a common and reliable top-down method that provides 
an alternative solution to the conventional chemical synthesis of metal-based 
nanoparticles. Also, organic solvents and water can be used in LASiS for NP 
synthesis and the method can be called as a ‘green’ process [62, 63].

• Sputtering: The principle of this physical process is to use the energy of plasma 
on the surface of a material, to arrange the atoms of the material and deposit 
them on the substrate with energetic ions. After the bombardment with ions, 
the ejection of atoms from the target occurs and then they deposit onto a 
substrate in the vacuum sputtering chamber. This high vacuum-based coat-
ing technique is included in the group of PVD processes. The shape, size, and 
composition of the nanoparticles vary with the layer thickness, temperature, 
and annealing time and substrate type [64].

6. Conclusion

The application of polymeric NPs in cancer therapy has been studied for 
decades. Poly(lactic-co-glycolic acid) (PLGA), chitosan, and polyethylene glycol 
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(PEG) are the most common, FDA-approved polymeric carriers for drug and bio-
agent delivery. PLGA and chitosan contain hydrophobic domains which also capable 
of activating immune cells by their adjuvant character. In general, PLGA-based NPs 
for cancer immunotherapy is based on targeting dendritic cells. Micelles and lipo-
somes are also convenient for the delivery of therapeutics and antigens. Recently, 
immunomodulatory nanoliposomes with 1oo nm size were designed to deliver 
cancer antigens. The researches continued until today has indicated the importance 
of NPs in cancer immunotherapy. The antigen-NP conjugated systems help to intro-
duce the immune-therapeutic agent to antigen-presenting cells efficiently. A high 
immune effect occurs with the presence of immunotherapeutic agent-loaded nano 
delivery systems in comparison to free immunotherapeutic agents. Prolongation, 
antigenicity, adjuvant selection, and inflammation are the most critical parameters 
for designing and engineering NPs.

On the other hand, there are still some issues to be solved in cancer immunother-
apy. In some cases, insufficient information about cancer cells causes drugs not to 
present the expected effect. Scientists are unable to have precise information about 
the behavior of nanoparticles in the living system. In addition to these, there are 
difficulties in adjusting the toxicity, characterization, and monitoring behavior of 
nanomaterials in biochemical pathways. Moreover, failure to comply with the rules 
in drug use in such practices makes the work of the researchers even more difficult.

Besides, nanotechnology is promising for oncological applications for precise 
diagnoses and struggles with cancer cells. In light of the information mentioned in 
the literature, it is seen that interdisciplinary approaches and researches about the 
design and development of nanoparticle-based cancer immunotherapy are promis-
ing. Nanotechnology-based studies enable a therapeutic efficacy with a low dose of 
therapeutics, avoid cytotoxicity, and not to destroy the healthy cells of the patient. 
The quality and duration of cancer patients’ lives can be improved by developing 
new methodologies in cancer immunotherapy based on nanoparticles.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Diseases-Prevalence, Diagnosis 
and Treatment Strategies
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Abstract

Allergy is an immune disorder due to over responsiveness of immune system to 
a relatively normal and harmless antigen; derived from environmental and dietary 
substances commonly referred as allergens. Allergy is an IgE mediated type I hyper-
sensitivity which is characterized by the degranulation of specialized white blood 
cells known as mast cells and basophils. Majority of characterized allergens are 
proteinaceous in nature and induce Th2 response. Specific Th2 cytokines elicit the 
induction of allergen specific IgE antibodies in sensitive individuals. The IgE binds to 
Fc epsilon receptor on basophil/mast cells and on exposure, allergens cross links the 
IgE and induce release of hypersensitivity mediators that result in allergic symptoms. 
The symptoms varies from mild allergies like hay fever, itchiness, rashes, rhinatisis, 
conjunctivitis to a severe condition such as Asthma and some time life threatening 
anaphylaxis. At present a various blood based test exist to diagnose allergies which 
include skin prick, patch test and Specific IgE tests. The best treatment available is 
to avoid exposure to allergens alternatively use of anti-histamines, steroids or other 
symptom reducing medications are in practice. Immunotherapy to desensitize the 
response to allergen and targeted therapy are promising for allergy in future.

Keywords: allergy, Th2 cells, Immunoglobulin E, Basophils, Mast cells, Histamine

1. Introduction

Allergies are among the most common chronic conditions worldwide. Symptoms 
of allergies range from making miserable to putting at risk for life-threatening reac-
tions. According to the leading experts in allergy, an allergic reaction begins with the 
hyper sensitization of immune system to a relatively harmless antigen [1, 2]. The func-
tion of the immune system is to protect the body from invading pathogens that are 
responsible for inducing various diseases. In case of an allergic reaction, the immune 
systems wrongly recognize a common foreign antigen which are otherwise harmless 
substance as a pathogen. This foreign antigen is referred as an allergen. The immune 
components hyper react to the allergen and induce adverse immune response by 
production of Immunoglobulin E (IgE) antibodies [3, 4]. The IgE antibody has affin-
ity to Fc epsilon R1 receptor present on the surface of cells that release inflammatory 
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mediators on allergen stimulations. The released mediators like histamine and other 
chemicals cause allergic inflammation that result in allergic hypersensitivity. An 
inflammatory reaction typically triggers allergic symptoms in the throat and nose with 
itching and mucous discharge, sinus blockage and irritation in lining of stomach or 
itching on skin [2, 3]. In certain sensitive population, allergies can obstruct lung func-
tion and trigger bronchial hyper responsiveness and can induce asthmatic symptoms. 
In some people, a life-threatening serious reaction can occur called anaphylaxis [3–5]. 
A variety of proteins derived from diverse sources from different environment can act 
as allergens which were responsible for allergic reactions. The most common allergens 
were derived from plant flower pollens, dust mite, food sources, insect stings, animal 
hair and dander, mold, drugs, latex and medications.

The concept of “allergy” was originally introduced in 1906 by the Viennese 
pediatrician Clemens von Pirquet, after he noted that some of his patients were 
hypersensitive to normally innocuous entities such as dust, pollen, or certain 
foods [6, 7]. Earlier, all types of inappropriate hyper immune sensitive inflam-
matory reactions were termed as allergies. It was believed that, most were 
caused due to an improper increased activation of certain cells of the immune 
system that induce inflammation. Later, allergic IgE mediated mechanism was 
established that disproportionately activate certain cells of immune system to 
induce the release of inflammatory mediators [7]. A new classification system 
was proposed by Philip Gell and Robin Coombs in 1963 that described Type I to 
IV hypersensitivity reactions based on the immune mechanism and involvement 
of immune components [8]. In this system of classification, the allergic reac-
tions or “allergy” was referred and restricted to immediate IgE mediated type I 
hypersensitivity. This is characterized by rapid onset of developing reactions and 
appearance of allergic or hypersensitivity symptoms in less than 20 mins after 
exposure to allergen. The landmark discovery for unrevealing the mechanism 
of allergy was through isolation and description of the importance of immuno-
globulin E (IgE). In 1960, Kimishige Ishizaka and co-workers were first to report 
the antibody class IgE provided proof that is vital in mediating type I allergic 
hypersensitivity [9, 10]. The IgE which was now referred as allergic antibody 
or regenic antibody was primary immune component that can induce atopy or 
allergy among immune sensitive individuals [10].

2. Epidemiology

Prevalence of allergy or allergic disease fundamentally depends on various 
factors that govern the susceptibility of population to develop atopic condition. 
Predominantly genetic and environmental predisposition frames the basis for 
occurrence of allergy in an individual. Globally 8–10% of the population suffers 
from one or the other type of allergic disease which range from mild rhinatisis 
to sever asthma or anaphylaxis. At present a steady increase in the atopy was 
observed due to change in lifestyle, food habits and environment (Table 1). Several 
hypothesis and study provide evidence of genetic change in the population due 
to increased immune sensitivity and reduced antigen tolerance. Some report had 
identified an increase in allergic prevalence due to increase in perennial allergens 
exposure that happened by housing changes, increase in indoor environment with 
reduced ventilation and change in hygiene approach that decreased activation of 
immune regulatory control. The change in dietary habit, increased obesity, reduced 
physical exercise adds to hyper immune sensitization that increase atopy [11]. The 
reduced exposure to wild and native environmental antigens and high hygienic liv-
ing standards expose fewer infections. It is reported that reduced infection at early 
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childhood age direct and polarize the developing immune system from Th1 type 
Th2, that makes the normal harmless antigen to a dangerous hypersensitive allergen 
that allow an increase in allergic disease.

Decreased rate of exposure to infection is not only increase immune sensitivity it 
also polarize immune response towards atopic mechanism. The hygienic hypothesis 
alone was unable to explain the increased prevalence of allergic disease. The recent 
evidences provide, importance of gastrointestinal microbial environment in devel-
opment of atopy. Gut health, food and fecal-oral pathogens substantiate greater role 
to decide the risk for development of atopy. In some studies it was observed that an 
increased parasitic infection has been shown to associate with decreased prevalence 
of asthma [12]. This indicates the infection can exert the effect on Th1/Th2 regula-
tion and it speculate that the dominance in Th1 response decrease atopy and Th2 
link to IgE induction and elevates allergic diseases.

3. Signs and symptoms

Allergens are proteinaceous molecules that can be found in diverse substances in 
various forms. These can be inhaled, ingested and can also be exposed through con-
tact to skin. Many allergens present in dust and pollens are airborne particles. These 
can be easily exposed through air and can induce symptoms in areas that contact 

Allergy type Allergic Prevalence and statistics

Allergic 
rhinatisis

• Worldwide allergic rhinatisis affects 10–30% of the population

• Worldwide, sensitization (IgE antibodies) to foreign proteins in the environment is 
present up to 40% of the population

• 7.5% adults and 9% children reported hay fever in an year

Asthma • About 3 to 9% of the population suffer from allergic asthma.

• Incidence had increased from 9.4 to about 18–20% in last five years in some European 
countries.

Drug allergy • Worldwide adverse drug reactions may affect upto 10% of the world’s population and 
affect 20% in hospitalized patients

• Worldwide drugs may be responsible for up to 20% of fatalities due to anaphylaxis

Food allergy • Around 8% of the population suffer from various food allergy

• 6% at aged 0–2 years, 9% at aged 3–5 years, 8% at 6–18 yrs. and around 3–6% in adults.

• 30–38% food allergic children have history of severe reaction and have multiple food 
allergies.

Insect allergy • Worldwide, many allergic severe cases were reported with insect bite but lack systemic 
report.

• In upto 50% of individuals who experience fatal reaction there is no documented 
history of previous systemic reaction.

Skin allergy • Worldwide urticaria occurs with lifetime prevalence above 20%

• Black children in US wwere likely to have had skin allergies (17%) than white (12%) or 
Asian (10%) children.

General 
allergy

• Worldwide, the rise in prevalence of allergic disease has continued in the industrialized 
world for more than 50 years

• Worldwide sensitization rates to one or more common allergens among school children 
are currently approaching 40–50%.

Table 1. 
Allergic conditions: Statistics and epidemiology [11, 12].
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with allergen such as eyes, nose and lungs. Most common symptoms like hay fever 
also known as allergic rhinatisis cause runny nose, mucosal irritation and sneezing 
[13]. Some can also swollen eyes with itching and redness. Inhaled allergic particles 
can get into lungs and lead to bronchial hyper responsiveness. Particulate allergens 
inhaled through air can enter the lungs and cause asthmatic symptoms. Narrowing 
of the airways induce sneezing, coughing and through bronchoconstriction. The 
increased production of mucus thickens the airways and restricts the airflow to 
lungs that cause shortness of breath (dyspnea, bronchial hyper responsiveness and 
wheezing. Apart from these, the allergic reaction can be encounter through contact 
of allergens, ingestion through food and medications, insect bites and drug adminis-
tration [13, 14]. Symptoms of contact and food allergy include itchy and swelling of 
the skin found during hives, gastrointestinal upset, edema, vomiting and diarrhea. 
Food allergies rarely cause respiratory (asthmatic) reactions, or rhinitis (Table 2).

Insect bites, drugs, medications and contact to insect stings with venom pro-
duce systemic allergic response affecting multiple organs. The exaggerated hyper 
immune response which is acute, life threatening and serious is called anaphylaxis 
and if not attended may induce death. The allergens effect multi organ system 
including digestive, respiratory, circulatory and cardiac system. Based on the sever-
ity and rate of sensitization the allergens can cause cutaneous reactions, edema, 
hypotension, bronchoconstriction, coma and sometime death [13]. Many allergenic 
substances such as latex can induce contact dermatitis and angioedema through 
skin rashes and irritations. The nature and source of allergens are diverse and they 
cause both cutaneous and systemic symptoms which range from very mild to severe 
depending on route of exposure and sensitization mechanism.

4. Causes

Causative agents for allergy or hypersensitivity reactions were allergens which 
present in many diverse sources in the environment. These allergy inducing factors 
have been placed in two categories (i) host factors and (ii) environmental factors 
[15]. The human host for the allergic reactions has different immune sensitivity 
due to various host factors that include gender, race, heredity and age. The genetic 
makeup and hereditary predisposition forms the basis for the increased incidence of 
allergic at certain population. However, there is insufficient evidence to explain the 
increase in allergic disorders with genetic factors alone. The change in food habits, 

Affected Organ Symptoms

Nose Swelling of the nasal mucosa, runny nose and nasal irritation (Allergic rhinitisis)

Sinuses Allergic sinusitis

Eyes Redness and itching of the conjunctiva (Allergic conjunctivitis)

Airways Sneezing, coughing, bronchoconstriction, wheezing and dyspnea. Sometimes 
outright attack of asthma, in severe cases the airway constructs due to swelling 
known as laryngeal edema.

Ears Feeling of fullness, possibly pain and impaired hearing due to the lack of eusta chain 
tube drainage.

Skin Rashes such as eczema and hives (Urticaria)

Gastrointestinal 
tract

Abdominal pain, bloating, vomiting and diarrhea.

Table 2. 
Common symptoms of allergic reactions [13].
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living style and environmental pollutions and microbial exposure make huge con-
tribution in allergic incidence. There were major environmental factors that alter 
the immune sensitization to induce atopy. To mention, the exposed inhalant and 
ingested allergen levels, exposure to infection diseases during early childhood and 
dietary changes. The alteration in environment certainly induces immune modula-
tion that favors the development of allergic disease in susceptible population. The 
major class of allergens that predominantly cause allergic reactions belong to one of 
the following categories.

4.1 Food proteins

• One of the most common food allergies is sensitivity to peanuts. Tree nuts, 
including pecans, pistachios, pine nuts, and walnuts, are another common 
allergen.

• Egg allergies affect one to two percent of children. Milk, from cows, goats, 
or sheep, is another common allergy-causing food. Other foods containing 
allergenic proteins include soy, wheat, fish, shellfish, fruits, vegetables, spices, 
synthetic and natural colors, chicken, and chemical additives.

4.2 Non-food proteins

• Pollens, animal dander and dust can trigger an IgE-mediated cutaneous, 
respiratory, and systemic reaction. There is high prevalence of these allergies in 
the general population.

• The latex on contact induces delayed type hypersensitivity reaction which 
appears dry, crusted lesions called contact dermatitis. The delayed allergic 
response lasts 48 to96 hours. Rubbing the allergic lesions aggravates the reac-
tion and it can lead to ulcerations. For the same latex the anaphylaxis reaction 
may occur in some sensitive individuals.

4.3 Toxins interacting with proteins

• Some food toxins on contact may induce delayed type of hypersensitivity with 
red rashes, blisters and edema.

• Another non-food protein reaction, urushiol-induced contact dermatitis, 
originates after contact with poison ivy, poison oak or sumac.

4.4 Genetic basis

• Allergic disease can be hereditary and there is a strong genetic basis for the 
development of allergic diseases. It has been reported that among homozygous 
twins, same allergic diseases were find 70% of the time; and in about 40% of 
non-identical twins same allergy has been reported [16].

• The allergic individuals are reported to have children with similar allergic 
diseases and with severe symptoms. The immune sensitivity is observed 
more with allergic lineage compared to non allergic parents. It was observed 
that the most common allergic disease are familial. It seems that the likeli-
hood of developing allergies is inherited and related to an irregularity in the 
immune system.
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4.5 Hygiene hypothesis

• Allergy is the result of a disproportional activation of immunological response 
to a relatively non-harmful antigen. An allergen induces the production of 
regenic IgE antibody through polarization of Th2 mediated immune response 
from natural Th1 response [17].

• Regular microbial infection elicits Th1 cytokines mediated immune response, 
which produce neutralizing IgM and IgG against infection agents like bacteria 
and viruses. This also downregulate Th2 mediated immune response.

• The proposed mechanism of hygienic hypothesis states, insufficient activation 
of Th1 mediated cytokine can lead to over reactive hyper stimulation of Th2 
cytokines which polarize the immune response that leads to allergic diseases.

• This depicts that an individual spending early life in a clean, sterile and 
hygienic environment had less exposure to true microbial pathogens. The defi-
cit in the development and activation of immune system in early life makes it 
more sensitive. These create hyper activation and over stimulation of immune 
components against harmless antigens and turn them into dangerous allergens.

4.6 Other environmental factors

• Geographical variations, climatic conditions, diet habits and lifestyles have 
considerable association with the incidence of allergic diseases.

• Globally, differences have been exhibited with the number of allergic individu-
als with in a population that reports allergic diseases [17]. The incidence of 
allergy is increasing in developed and industrialized countries compared to 
those which are more traditional or agricultural developing countries. The rate 
of allergic diseases were higher in urban population versus rural populations 
which substantiate hygiene hypothesis.

5. Hypersensitivity or inflammatory allergic reactions

The damaging immunologic reactions are called as hypersensitivity reactions. 
Although, current understanding of allergic diseases has grown vastly since then, 
this classification system remains useful even today. The 4 types of hypersensitivity 
reactions are; immediate hypersensitivity (type I) reactions, cytotoxic (type II), 
Ag-Ab complex mediated (type III), and T cell-mediated (type IV) delayed hyper-
sensitivity [11]. The IgE mediated acute and immediate hypersensitivity reaction 
is the dominant out of the four types and forms the basis of allergic reactions that 
trigger and responsible for all allergic symptoms.

5.1 Immediate type IgE-mediated hypersensitivity

IgE mediated hypersensitivity is acute and the inflammation occurs immediately 
(within 30 mins) after exposure to an antigen (allergen). Allergen specific IgE 
antibodies binds to the FcεRI receptors present on basophils and mast cells. Exposure 
to allergen, specifically recognize the FCεRI bound IgE and cross link the adjacent 
IgEs and activate the signal cascade to trigger mast cell or basophils degranulation. 
The energy dependent degranulation process releases the non-cytotoxic, preformed 
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inflammatory mediators that are responsible for induction of allergic symptoms 
within few minutes [18, 19]. Cellular degranulation releases two types of allergic 
mediators. Histamine, serotonin and tryptase are preformed mediators that are 
released by granular exocytosis. Other mediators like prostaglandins, leukotrienes 
were immediately synthesized de novo and released which act as pro-inflammatory 
signaling molecules. The two-phase mediators cause effect on glandular secretion, 
vascular permeability and smooth muscle contraction. These increase the immune 
cellular infiltration to the site of the inflammation within few minutes to hours and 
induce allergic reactions and referred as immediate hypersensitivity [20]. The aller-
gic mediators, manifest and cause inflammation in many tissue sand organs (gastro-
intestinal system, respiratory system or generalized) either locally or systematically 
based on site of response (Figure 1). The symptoms range from mild atopic hay 
fever, rhinatisis, eczema to a chronic asthma and severe life threatening anaphylaxis.

5.2 Allergic sensitization and reaction

In an allergen sensitized subject with atopy, exposure of skin, nose, or airways 
to a single dose of allergen produces cutaneous wheal-and-flare reaction, sneez-
ing and runny nose, or wheezing within minutes (Table 3), respectively [21, 22]. 
Depending upon duration and amount of allergen exposure the severity of allergic 
reaction may occur. Most IgE mediated hypersensitive reactions were immediate 
and express the clinical symptoms within an hour time. This may reach peak with 
late phase reactions in about 6 to 9 hours and after subsidizes slowly and resolves. In 
skin (Figure 2), the immediate reaction was characterized by itching and swelling 
and the late phase reaction by edematous erythoma which is read and forms blisters. 
In lungs it is noticed with nasal blockage, bronchial hyper responsiveness and 
further wheezing [22].

The type I hypersensitivity reaction has two stages, the earlier sensitization 
phase and the later effector phase. During the sensitization, the body encounter the 
antigen (allergen) for the first time and was recognized by the antigen presenting 
cells (APCs) as foreign antigen. The cells phagocytosed the antigen and present 
on the surface through MHC-II molecules. The naïve T helper lymphocyte recog-
nize the presented antigen on MHC II and polarize the response towards Th2 by 
producing cytokines like interleukin −4 (IL-4) and interleukin −10 (IL-10). These 
interleukins interact with other type of lymphocytes known as B cells through 
specific receptors and instruct them through signal transaction that modulate gene 
transcription resulting in production of Immunoglobulin E (IgE) antibodies [23].  
B cell turns into plasma cells and secrete large amount of IgE which circulates in 
the blood and on reaching basophils and mast cells, they recognize the specific 
receptors and binds the cell surface. The FcεR1 receptor has high affinity to IgE Fc 
portion and this referred as allergen sensitization. There was no observed inflam-
mation or appearance of allergic symptoms during the sensitization phase.

5.3 Acute response

After the sensitization to allergen, the body had synthesized the IgE antibodies 
which occupied the surface of granulocytes; mast cell and basophils. The second 
exposure to the allergen, directly encounters the specific IgE antibodies present on 
the surface of allergic mast cells and basophils. The cross linking of two adjacent IgE 
molecules through multivalent allergen initiate the degranulation of these cells by 
activation of signaling cascade which results in exocytosis of preformed granular 
contents into the cellular space. The released histamine and other inflammatory 
chemical mediators (cytokines, interleukins, prostaglandins and leukotrienes) 



Cell Interaction - Molecular and Immunological Basis for Disease Management

86

induce systemic effects such as mucous secretion, smooth muscle contraction and 
vasodilatations [24, 25]. This results in the exacerbations of allergic symptoms like 
rhinorrhea, itchiness, dyspnea and anaphylaxis. Depending on the immune sensi-
tivity of individual and mode and duration of exposure to allergen, the symptoms 
can be localized (organ or tissue specific); as asthma is localized to respiratory 
system and eczema to dermis or system-wide (classical anaphylaxis) where the 
whole body response with systemic effects.

Figure 1. 
(I) Enhanced IgE dependent effector function and potential immunoregulatory function in mast cells or 
basophils after IgE-dependent upregulation of FcεRI surface expression (***Wedemeyer et al., 2000). (II). 
Mechanism that triggers the degranulation of mast cell or basophils. Crosslinkage can be mediated by: (A) the 
allergen that initiated the IgE response.



87

Immunological Basis for the Development of Allergic Diseases-Prevalence, Diagnosis…
DOI: http://dx.doi.org/10.5772/intechopen.95804

5.4 Late-phase response

Acute chemical mediators induce immediate allergic response. Once these 
acute response subsidies, often other leukocytes such as neutrophils, eosinophils 
and macrophages migrate to the site of inflammation to phagocytose and clear the 
damaged or inflamed tissues and cells. This results in allergic late phase response that 
usually lapse for 2 to 24 hours depending upon the site of inflammation and kind 
of allergic reaction [26]. Some time, the cytokines released from the degranulated 
mast cells play a role in inducing long term late phase allergic reactions that extend 
the symptoms for long duration. In case of allergic asthma, the late phase response 

Cell properties Mast Cells Basophils

Cell diameter 10–15 μm 5–7 μm

Nucleus Bilobed or multi-lobed Round or oval; eccentric

Cell surface contour Smooth with occasional short, 
broad projections

Numerous narrow projections

Predominant localization Connective tissues Blood

Life span Weeks or months Days

Terminally differentiated No Yes

Major granule contents Histamine, chondroitin 
sulphate, neutral proteinases, 
tryptase, heparin, TNFα

Histamine, chondroitin sulfate, 
neutral proteinases, major basic 
protein, Charcot-leyden protein

Mediators that are 
synthesized and released 
after degranulation

TNFα, PAF, LTC4, PGD2, IL-4 LTC4

Abbreviations: TNF-tissue necrosis factor; PAF-platelet activating factor; LTC4-leukotriene C4; PGD2-
prostaglandin D2.

Table 3. 
Properties of human mast cells and basophils.

Figure 2. 
The progression of allergic inflammation (e.g. in skin on testing), shows the schematic representation and 
components involved in the development of early-phase and late-phase reactions.
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persist longer that results in bronchoconstriction, impairing the lung function and 
cause wheezing.

Acute and late phase allergic response and their specific symptomatic disease 
[25, 26].

a. Immediate (early-phase reaction)

• Gastrointestinal

• Hives, angioedema

• Rhinitis, asthma

• Anaphylaxis

b. Immediate (late-phase reaction)

• Eczema/atopic dermatitis

• Eosinophilic gastroenteritis

• Urticaria

A strict relationship between genetic, skin behavior, immunological factors and 
trigger events such as environmental, psychological, and infections may be elicited 
and considered to be involved in the development and severity of allergy.

6.  Immune signaling mechanism of IgE-mediated hypersensitivity 
(allergy)

Mast cells and basophils degranulation process is considered to be a prime 
signaling event for the development of allergic disease. Cross bridging of mast cell 
bound IgE molecules by allergen is thought to initiate the activation through Fc 
epsilon R1 receptor bound G protein coupled GTPase. This in turn causes the acti-
vation of phospholipase C and release phosphatidyl inositol bisphosphate (PIP2) 
and diacyl glycerol (DAG) from membrane lipids. The Inositol triphosphate (IP3) 
produced induce the release of calcium (Ca2+) from endoplasmic reticulum and 
increase intracellular calcium levels [27, 28]. Increased Ca2+ in cytoplasm activates 
certain enzymes such as myosin light chain kinase and calmodulin. Calcium com-
bined with DAG activates protein kinase C (PKC), these intracellular events trigger 
the migration of preformed granules in mast cells and basophils to their periphery. 
The preformed granules fuse with plasma membrane and release granular contents 
through exocytosis process [29]. In the same time these events also promote genera-
tion of lipid mediators like prostaglandins and leukotrienes resulting in the induc-
tion of allergic inflammation (Figure 3).

6.1 Modes of activation of mast cells/basophils

Cross linking of adjacent IgE by an allergen induces activation and degranula-
tion of granulocytes (mast cells and basophils). The binding of IgE to cell surface is 
possible due to the molecule that has ability to bind IgE with high affinity and keeps 
it attached to cells surface. The Fc epsilon R1 receptor has strong affinity to Fc portion 
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of IgE which is made up of epsilon class of constant region. The allergen interacts with 
specific epitope to fragment of antigen binding (Fab) portion of the IgE. The allergen 
should be multivalent and with higher size so that it cross-link the two adjacent IgE to 
induce activation of mast cells for degranulation [30] to induce allergic reaction.

6.2 Cells and components of immune system involved in allergic reactions

The components of immune system are responsible for hyper immune response 
against allergen. Many cells and antibodies, cytokines are involved in various 
immune function that results in allergy or atopic reaction. The granulocytes like 
mast cells, basophils and eosinophils, lymphocytes such as Th2 cells and B cells play 
a prime role in development of allergic reactions. Inter molecular complex formed 
between allergen, IgE and FcεRI on the surface of mast cell or basophils are essen-
tial for activation of degranulation process to release mediators. That forms the 
basis for the immune activation to induce allergic diseases.

Atopic allergens: The allergens responsible for atopic diseases are derived prin-
cipally from natural and airborne organic particles, especially plant pollens, fungal 
spores, and animal or insect debris, and to lesser extent from ingested food [31]. 
The ability of different pollens, molds, or foods to sensitize for IgE allergy varies, so 
that some of these environmental allergens are intrinsically more sensitizing than 
others, irrespective of the amount of exposure. Some lectins have been identified as 
allergens peanut agglutinin [32], soybean agglutinin [33] and wheat germ agglutinin 
[34] and are in general recognized as minor allergens in comparison with other 
common major allergens.

Mast cells and basophils: Mast cells are mononuclear cells with densely stained 
metachromatic granules while basophils are polymorphonuclear and are smaller in 
size (Table 3), approximately 5–7 microns versus 10–15 microns [35].

All the circulatory and connective tissues of the human system are susceptible 
for allergic response. It is due to the distribution of mast cells and basophils almost 
in all parts of the body. Mast cells are distributed essentially in all connective body 
parts and are often find adjacent to epidermal and microvasculature. The develop-
ment, maturation and differentiation of mast cells influenced by cytokines and 
cellular growth factors like stem cell factor (c-kit ligand). Whereas basophils found 

Figure 3. 
Biochemical events of mast cell or basophil activation. There is a sequence of biochemical events following 
the bridging of cell bound IgE by an antigen. The climax of the whole process is the non-cytotoxic secretion of 
various chemical mediators such as histamine and other pharmacological substances.
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in circulatory system and through hematopoietic cell linage precursor cells which 
are differentiated and matured from myeloid progenitor cells into specialized 
granulocytes along with eosinophils [36]. The basophils are circulatory and move 
through the blood and represent around 1% of the leukocytes. Mast cells are static 
and are found adhered to connective tissues across the body. These two cells contain 
preformed allergic pro-inflammatory mediators in the cellular granules which on 
degranulation cause allergic inflammations.

FcεRI and immunoglobulin E (IgE): The mast cells and basophils have high 
affinity receptors which has specificity to bind Fc portion of IgE antibody called Fc 
epsilon R1. This consist of four subunits (αβγ2) which represent one extracellular 
alpha (α) domain which is need for IgE binding. The beta (β) subunit is a trans-
membrane domain which spans the plasma membrane and the gamma (γ) subunits 
present as intrinsic membrane protein and are responsible for signal transaction 
[37]. The FcεRI binds IgE with high affinity (109 to 1010/mole) and that is important 
phenomena for allergic response and development of allergy.

The Immunoglobulin (IgE) is referred as regenic antibody and it play a impor-
tant role in allergic hypersensitivity reaction. It is a glycoprotein and belongs to one 
of the class of antibody with molecular weight of 190 kD and has 12% carbohydrate 
by weight which is present in the heavy chain at Fc portion. The serum concentra-
tion of IgE ranges from ng/mL to μg/mL with an atopic serum half-life of 2–3 days 
[38]. IgE recognizes mast cells and basophils through FcεR1 receptor and gets 
inactivated by heating at 56°C for at least 30 min. The cytokines IL-4, IL-13 and 
IL-10 induce synthesis of IgE by plasma cells. The detection allergen-specific IgE 
antibodies in the individual sera are considered as prominent diagnostic parameter 
and represent the allergic sensitivity.

Th2 or CD4+ cells: T helper cells are the immune responsive cells that have 
special interest in humoral immunity through induction of antibody production. The 
atopic individuals have high circulating allergen specific IgE antibodies. TH cells are 
circulatory lymphocytes which are characterized as CD4+ cells. There are two subsets 
of T-helper cells based on the antigen recognition and cytokine secretion. The Th1 
cytokines direct the B cell to induce IgM and IgG. In contrast the Th2 type of response 
produce cytokines IL-4, IL-5, IL-10 and IL-13 [39, 40] these direct the B lymphocytes 
(B-cells) to produce allergic immunoglobulin IgE. This differentiates the function 
of Th2 from Th1-type cytokine (IFNγ and IL-2) response. The immunopathological 
hallmark of allergic disease is the infiltration of affected tissues by cells with a Th2-
type cytokine profile [41, 42] that increase IgE production and allergic reactions.

Mediators released by mast cells and basophils: The pathophysiology of 
allergic reaction is exhibited with the inflammatory symptoms which are initiated 
by various allergic mediators released through the degranulation of mast cells and 
basophils. These cells synthesize and prestore granular mediators and instantly 
generate the lipid mediators [41]. The granular preformed mediators are rapidly 
released following activation; these represents; histamine, tryptase, serotonin, and 
other inflammatory cytokines. The others are synthesized de nova following mast 
cell activation and are release slowly. These include prostaglandin and leukotrienes 
that are metabolites of membrane lipids [43]. The complete list of mediators from 
mast cell and basophils are quite extensive and are undoubtedly account for mul-
tiple possible pathological consequences of allergic reactions.

7. In vivo and in vitro diagnosis of allergic reactions

Allergic disease needs diagnosis and prognosis for constant monitoring and 
treatment of symptoms. When allergic reaction is suspected in an individual based 
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on the symptoms, the systemic diagnosis is essential for detection of causative aller-
gen. A detailed case history of exposure and duration for appearance of symptoms 
with possible repetitive incidence will provide an idea of the type of allergy. The 
allergy diagnosis varies form case to case and it needs extensive inspection to iden-
tify the possible causative agent; the allergen. Based on the case history and infor-
mation some can be identified rapidly however, the complex, obscure cases need 
repetitive interceptions to find the allergen. History, physical examination, onset of 
disease, duration of symptoms, time for resolving symptoms and kind and organ 
affected are required for initial assessment. This is followed by specific laboratory 
test which are required for the diagnosis and conformation of the onset of allergic 
reaction like eosinophils counts, total serum IgE levels, serum histamine levels and 
related medical examinations (Figure 4). It is important to correlate the detailed 
case history with the laboratory tests and that provide evidence of allergy [44].

Allergic disease is often episodic and that depends on the exposure to allergen to 
which the individual is sensitive. The case specific objective signs of the allergic symp-
toms can only be identified during the allergic incidence with proper physical exami-
nation. The observed symptoms have to correlate with subjective signs provided in the 
case history for the proper identification of allergic disease. Allergy diagnosis requires 
thorough examination to rule out other illness of the subject. A variety of in vitro and 
in vivo laboratory tests are available to supplement the history and physical examina-
tions. There are qualitative and quantitative tests that predict the allergic reaction using 
sampling fluids and immune cellular responses through immunochemical techniques.

Many of the allergic symptoms shares common pathological behaviors with 
other illness and that need confirmative cross examination before planning 

Figure 4. 
Schematic diagram showing the identification and assessment of atopic status using clinical history, physical 
examination and laboratory tests.
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treatment regime. For instance, the viral flu induce rhinitis and nasal conjunction 
which also the same with pollen or dust allergy. The food toxicity or certain diet can 
cause gastrointestinal upset which is quite same as that of food allergy. The common 
cold or viral flu airway infections induce bronchoconstriction that results in wheez-
ing which exactly mimics the symptoms of allergic asthma. Henceforth, careful 
diagnosis is a prerequisite for the identification and treatment of allergic disorders.

7.1 Skin testing

Skin testing is the in vivo mimicking of allergic reaction that demonstrates the 
allergic sensitivity to specific allergen. The skin testing predict and confirm the 
presence of allergen specific IgE antibodies in the individual. These were most 
preferred over the blood testing during allergy diagnosis. Skin testing is also known 
as prick test and puncture testing. The most two types of allergic tests, which are 
commonly in use at clinical level for diagnosis are skin prick test (SPT) and prick 
by prick test (PPT). In the earlier one the suspected allergen sample was placed and 
was pricked with small needle and allowed for erythoma formation for 30 mins 
[45]. In later the sample was pricked initially with the needle and then the same 
was pricked to skin and the pricked area was observed for the development of 
reaction. The histamine was used as positive control and PBs as negative. The wheel 
and flare diameter was measured and was compared for the prediction of positive 
allergic reaction. Some time a similar intradermal test on the skin can also be used 
for assessment of allergic reaction to certain medication and drugs. The skin testing 
is widely used in allergic clinic with standard available panel of allergen samples to 
identify causative allergen and provide proper treatment for allergic symptoms.

7.2 Blood testing

Blood is the primary biological sample for diagnosis of illness in clinics. The 
blood sample contains various immune components that are related to allergic 
reactions [46]. Various blood allergy testing parameters and methods are available 
which can detect and diagnose allergy and identify allergens. The most often used 
are serum total IgE level; that estimate the IgE content in the subject serum per mL. 
The other is allergen specific IgE level which predicts the confirmative diagnosis of 
elicitor. Both are measured through radiometric (RAST) or colorimetric (ELISA) 
immune assays.

7.3 Other methods of testing

Allergen challenge testing: During allergen challenge test, the subject was 
monitored and the whole procedure was done in the presence of a expert clinician. 
In this, a small amount of suspected allergen was introduced to subject through 
oral or other routes and appearance of allergic reactions were monitored. This test 
provides confirmative evidence and identifies the causative allergen.

Elimination/Challenge tests: In this procedure, subject was instructed to 
avid coming in contact with allergen prior to test. During asymptomatic time, few 
suspected allergens were added with food or medicines and were given to subject 
and the appearance of allergic symptoms was recorded. Based on this a true allergen 
can be identified for planning treatment.

Patch testing: Patch testing is much in practice for identifying the contact 
dermatisis or delayed type of allergic reactions. In this case an allergen is placed on 
the patch and that is stick to the back of the subject. The symptoms will be observed 
after 24 hrs for the appearance of symptoms.
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Unreliable tests: There are some allergic tests which are not considered for 
practice by International allergy council and those does not provide proper scientific 
evidence to identify allergy or allergens. Some of them are cytotoxicity testing, pro-
vocative tests, subcutaneous or sublingual testing. In future with substantiate research 
and technical improvement can be used for diagnosis of some of the allergic diseases.

8. Treatments

Advancement in allergy research had made enormous contribution for the treat-
ment of mild to severe allergic diseases. There are many treatments available to treat 
various symptoms of allergic diseases and several medications are available and are 
effectively treat and manage atopic conditions. For anaphylaxis epinephrine shots 
are available which can be carried with the patients and for others, anti histamines 
and anti inflammatory drugs are routinely recommended to cope up with the symp-
toms [46, 47]. Depending on the source of allergens various diagnosis methods 
have been devised and based on those therapeutic methods have evolved to address 
problems associated with allergic reactions. The following are some commonly 
followed approaches to treat allergic diseases.

8.1 Avoidance

Avoiding exposure to allergen is the best and valid recommendation for limiting 
allergic reactions in sensitized individuals. It is one of the simple and traditional 
approach for treatment of allergy. However, it becomes difficult to avoid certain 
environmental allergen which are dispersed in the air and can be easily inhaled 
without any notice or have any control. In such cases the avoidance becomes dif-
ficult and need alternative therapeutic methods to address problems.

8.2 Pharmacotherapy

When allergen tracking and avoidance is not possible and exposure to allergen 
becomes inevitable then the pharmacotherapy can provide protection to ease of 
allergen induced symptoms. Many drugs have been designed which act as antago-
nistic to the allergic mediators and block their actions. Some common drug targets 
are anti histamines and anti leukotrienes which prevent the action of inflammatory 
mediators and block the appearance of allergic symptoms [46]. The FDA approve 
drugs that include antihistamines, adrenaline (epinephrine), theophylline and 
Glucocorticosteroids which acts primarily as anti inflammatory molecules. The anti-
leukotrienes such as Montelukast (Singulair) or Zafirlukast (Accolate) are in com-
mon use along with mast cell stabilizer, decongestants and eosinophil chemotoxins 
are used as drugs to prevent and monitor acute and chronic allergic disorders [47].

8.3 Immunotherapy

In case the allergen has been identified and sensitization process is well estab-
lished with the subject, in that case the desensitization or hyposensitization is 
adopted as treatment to vaccinate the allergic subject with small doses of allergen 
over a long period. During this the subject tolerates the allergen dose and reduces 
its sensitivity and increase IgG production over IgE that avoid allergic reactions. 
Studies have demonstrated the efficiency of this type of immune therapy and the 
long term practice had shown preventive effect of immunotherapy in reducing the 
development of atopy. A second form of immunotherapy involves the intravenous 
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injection of monoclonal anti-IgE antibodies. These bind to free and B-cell associ-
ated IgE; signaling and induce their destruction [48]. A third type, Sublingual 
immunotherapy, is an orally-administered therapy that takes advantage of oral 
immune tolerance to non-pathogenic antigens such as foods and resident bacteria 
[49]. Allergen shot treatment may appear as future closest therapy to cure for 
allergy. This therapy requires close monitoring and long-term commitment for the 
efficient treatment by the subject.

8.4 Unproven and ineffective treatments

In some of the recent studies, an enzyme potentiated desensitization (EPD), 
experimental treatment has been tried and had not produced any promising results. 
Many hypoallergic food preparation now follow the same strategy. The treatment 
approach but failed to convince and had not accepted as effective [50]. EPD uses 
dilutions of allergen with an enzyme, beta-glucuronidase, that changes the allergen 
nature and polarize T-regulatory lymphocytes which favor desensitization, or 
down-regulate IgE induction and prevent allergic reactions.

9. Conclusion

Allergies may cause symptoms ranging from mild abdominal discomfort to 
life-threatening anaphylaxis. Avoiding offending allergen exposure may not be easy 
if the causative is uncommon or not identified. However, successful avoidance of 
exposure to allergens may reduce the symptoms in the allergic individuals. Presently 
most of the treatment and diagnosis methods available are only to reduce the symp-
toms but the medications methods will not provide any permanent relief from the 
allergic diseases. New studies and investigations are in progress from the researcher 
to provide solutions for the allergy treatment. New invention in the field of immu-
nology provides methods and techniques to find new horizons to understand allergic 
disorders. Since allergies are associated with disorder of immune function, scien-
tists working to find therapy will benefit from new developments in immunology 
research. Understanding the regulatory mechanism of Allergic disease and design-
ing suitable method for rapid allergen detection and revisiting for the success of 
immunotherapy and pharmacotherapy will advance the allergy research and provide 
suitable bench to treat and prevent allergies. The advances in molecular biology that 
lead to understanding of immune molecular networks will certainly provide promis-
ing hope for the preventive and therapeutic solution to allergies in near future.
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Abstract

The Pandemic of COVID-19 has been thoroughly followed and discussed on 
many levels due to the high level of attention that it has brought by its effect on the 
world. While this disease might seem like to arise out of the blue, we will shed light 
on COVID-19 disease which is caused by the virus SARS-CoV2 and belong to family 
of coronaviruses. We will discuss current knowledge about SARS-CoV2 emergence, 
diagnosis, its mode of action, and genomic information, For an antiviral treatment 
to be used, it should be preceded by a foundation of information about the virus 
genome and its family as discussed in this review.

Keywords: Covid-19, SARS-COV-2, genome, evolution, immunopathology, 
phylogenetic

1. Introduction

The Coronaviridae have a wide variety of host species, which infect many 
mammalian and avian species and result in high respiratory, hepatic, and central 
nervous system diseases. Coronaviruses in humans and fowl mainly cause infections 
in the upper respiratory tract and enteric infections are caused by pig and bovine 
Coronavirus [1]. Coronaviruses CoVs are divided into four genera and in 1937 the 
first coronavirus was identified [2, 3]. Coronaviruses are a family of helical nucleo-
capsid and extremely large genomes enveloped positive-stranded RNA viruses. 
Coronaviruses are composed of: 1) Nucleocapsid Protein (N): helical nucleocapsid 
protein component and is supposed to bind genomic RNA in a bead-on-string mode. 
2) spike protein (S): Viral envelope component that mediates binding to the receptor 
and merging of cell membranes if the virus and host. 3) Membrane Protein (M): 
the most present component and gives its form to the virion envelope. 4) Envelope 
Protein (E): A small, only minor component of virions and a small polypeptide 
between 8.4 and 12 kDa (76–109 amino acids). 5) Accessory Proteins: “Extra” genes 
may be interspersed with a group of canonical genes, replicase, S, E, M, and N with 
additional ORFs, or embedded in a separate ORF or heavily overlapped with another 
gene [4]. (Figure 1) Coronaviruses are also one of the few genomically proof-
reading RNA viruses that avoid the virus developing mutations that could weaken it. 
Such capacity may have contributed to the failure of specific antivirals like ribavirin 
to subdue SARS-CoV-2 meanwhile, can thwart viruses like hepatitis C. Drugs kill 
viruses by mutations. However, the proofreader can eliminate these changes in 
coronaviruses. Coronaviruses have a special trick that is fatal: they often recombine, 
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exchange pieces of RNA and other coronaviruses. This is usually an insignificant 
trade between viruses like parts [6]. Both mammals are affected by alphacorona-
viruses and beta-coronaviruses. Alpha-Coronaviruses and beta-Coronaviruses 
typically cause human breathing diseases and animal gastroenteritis. Gamma and 
delta coronaviruses infect birds, but some can infect mammals as well. The SARS-
CoV, MERS-CoV viruses, and the other four human coronaviruses (HCoV-NL-63, 
HCoV-229E, HCoV-OC43 and HKU1) are responsible for severe respiratory syn-
dromes in people with mild conditions in immunocompetent hosts, although some 
infections are severe in infants and elderly people [7]. Coronavirus transcription is 
characterized by the development of several mRNAs containing the sequences cor-
responding to the two ends of the genome. The production of subgenomic mRNA 
requires discontinuous transcripts. Transcription is known as the process by which 
subgenomical mRNAs are generated, and replications are the process by which 
genomic-sized RNA, which also acts as mRNA, is generated [8]. Human coronavi-
ruses (HCoV) were first detected and developed in the nasal cavities of common 
cold patients in the 1960s. Two human coronaviruses-OC43 and 229E are respon-
sible for about 30% of common colds [9, 10]. Middle East Coronavirus Respiratory 
Syndrome (MERS-CoV) has also been a global health concern. The initial report for 
MERS-CoV was in 2012. More than 2000 civilians have been infected in 27 countries 
in the Middle East and 4 subcontinents. During the SARS outbreak in 26 countries, 
more than 8000 cases were recorded in 2003 [11]. The ongoing coronavirus disease 
outbreak (COVID-19), first reported in December 2019 in Wuhan, China. As of 5th 
of April 2020, the world health organization (WHO) announced this disease as a 
global public health emergency to extend to 206 countries and territories across the 
world, with two international correspondence performed on 3,090,445 confirmed 
cases reported cases, including 217,769 deaths [12]. SARS-CoV-2 virus, the cause 
of COVID-19 disease that lead to an emergency outbreak that has been going for 
several months, now it may as well continue to its spread until the finding of new 
treatments along with the implementation of effective countermeasures. The newly 
evolving coronavirus (SARS-CoV 2) is becoming increasingly largescale. In the 
last few weeks, complete genomic sequences were released in order to understand 
the development and molecular characteristics of the virus by the global scientific 
community. In this review we will discuss the genomic structure of the virus, the 

Figure 1. 
Viral structure diagram showing the envelope, Centre and structure of the nucleoprotein. S, the spike protein 
and different drug candidates against the three coronaviruses [5].
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possible relations between several viruses of the same family and the suspected 
origins and spill over that might have led to such epidemic and molecular diagnostics 
used to detect.

2. Emergence of a new virus

The life of people over the centuries has been influenced by Zoonotic diseases. 
Many of these situations are especially variable in complexity, dynamics and shifts 
over time, as they emerge, and reappear. Transmission of the pathogen from an 
animal to human, also known as zoonotic spillovers, is a global public health issue 
and remains an ambiguous phenomenon, while associated with multiple outbreaks 
[13]. A mixture of many factors is needed to fulfill a zoonotic spillover, including 
ecological, epidemiological and behavioral determinants of pathogen transmission 
and inherent human factors influencing susceptible infection, as well as dietary 
and societal factors linked with foodborne zoonotic spillover [14]. A new virus is a 
virus that mutated and went through an evolution process to adapt to new kinds of 
hosts by a process called spillover. Spillover can happen in wild animals’ market as 
a virus can mutate and go on infecting a new host where it further mutates within 
new host until it adapts to this new host and become infectious [15]. Over the past 
two decades, many outbreaks of Zoonotic diseases such as SARS, the Hendra virus 
and the Nipah virus have been related to the bat-borne viruses. The most definitive 
proof was included from the separation of the CoV from bats in China, there was 
over 98% similarity in the genome sequence to SARS-CoV, and can use SARS-CoV-
receptor ACE2 on cells of the human race. It is hard to evaluate the possibility for 
spillover of several similar SARS-CoV Bat CoVs as a result of infringing isolation of 
viruses, but it should be noted that a “consensus” virus developed through reverse 
genetics has high evidence of human infection it is clear that bats are the most 
likely original cause of the current 2019 CoV outbreak in Wuhan, China, which 
started in December 2019, continuing to spread to many city and province areas in 
China from a “wet market.” The probability of food transmission of derived animal 
products was also suggested, as it has recently been pointed out to affect the present 
epidemic as well as the chance of common near contact with animals (a not unusual 
scenario in these types of markets). Their possible adaptations may lead to new and 
stable reservoirs, such as human hosts. Those are ideas and problems arisen from 
the emerged SARS-CoV2, that immediately compares SARS-CoV and MERS-CoV 
with other beta-coronaviruses with similar natural, intermediate animal hosts with 
also the possibility of human-to-human transmission in comparison [13, 16].

3. Genomic characteristics

During infection, the genome has many roles. It first functions as mRNA that is 
translated into a huge polyprotein called replicase that involves a ribosomal frame-
shifting event for complete synthesis. The replicase is the only genome-derived 
translation product; all downstream ORFs are expressed by Subgenomic RNAs. 
Next, the genome is the replication and transcription template. Finally, the genome 
is involved in assembly, as progeny genomes are found in progeny viruses [4]. The 
genomic RNA for coronavirus of about 30 000 nucleotides encodes structural virus 
proteins, non-structural proteins with a key part in viral RNA synthesis (which 
is understood to be replicase transcriptase proteins) and non-structural proteins 
that are not necessary for viral replication in cell culture but which in vivo tend 
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to be a selective advantage (which is referred to in vivo) [8]. Cis-acting sequence 
and structural elements involved in the replication, transcription, translation, 
and packaging are incorporated within RNA virus genomes. Some of these signals 
are intended to enable the interaction of selective viral RNAs with RNA synthesis 
machines while some allow or modify events that happen meanwhile the synthesis 
or assembly of viral protein [17, 18]. Coronaviruses contain the hugest genomes of 
any RNA virus, and this has hindered the production of full-length coronavirus 
cDNAs along with the discovery that certain cDNAs originating in the replicase 
areas of genes are unstable in bacteria. However, the assembly of long-lasting 
cDNAs in porcine coronavirus transmissible gastroenteritis viral genomic RNA 
(TGEV) has reportedly been identified with two methods. First, a TGEV full-length 
cDNA was installed on a bacterial artificial chromosome (BAC). Second, the TGEV 
total cDNA was installed in-vitro using a series of adjacent cDNAs within it engi-
neered unique restriction sites, cDNA of the RNA transcripts derived from bacte-
riophage T7-RNA polymerase have been then used for infectious virus production 
[19]. SARS-CoV-2 (Figure 2) has a long genome with ORF1ab polyprotein, along 
with four main structural proteins, involving Spike surface glycoprotein, small 
envelope protein, matrix protein and nucleocapsid protein, which is also the case in 
other beta-coronaviruses (Figure 3; Table 1). In the ORF1ab polyprotein there were 
two deletions (three nucleotides and 24 nucleotides) and also one at the 3′ end of 
the genome (ten nucleotides) [21] (Figure 4).

Figure 2. 
The structure of SARS-CoV-2 transcriptome [20].



103

SARS-CoV-2 and Coronavirus Ancestors under a Molecular Scope
DOI: http://dx.doi.org/10.5772/intechopen.95102

3.1 Transfection

The unusual variations in host diversity and tissue tropism between corona-
viruses are primarily due to differences in the spike glycoprotein. The S protein 
is a broad, glycoprotein type I membrane containing disruptive functional fields 
near the amino (S1) and carboxy (S2) Termini. Via their receptor specificity and 
probably by their membrane fusion activities in the cell entry of viral tropism, 
these spikes can be identified [1]. ACE2 is a primary determinant for the SARS-
CoV Host range [23, 24]. The life cycle of COVID-19 starts with the binding 
of its Angiotensin Converting Enzyme (ACE2) receptor expressed in various 

Figure 3. 
SARS-CoV-2 binding by its spike protein to ACE2 receptor [12].

Figure 4. 
SARS-CoV-2 inner proteins illustration [12].
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cell types in the body and other susceptible cells throughout the body. (ACE2), 
the membrane-associated enzyme Carboxypeptidase, is a crucial regulator for 
cardiac function. Now, recognized and characterized with a sudden second role 
for ACE2 in mediating viral entry and cell fusion in the form of SARS-CoV spike 
glycoprotein partner. The coronaviridae family includes this zoonotic virus. The 
virus has a healthy ssRNA genome and little structural and non-structural pro-
tein. Different points of view have been identified with great similarity to SARS-
CoV. The Approach of the virus is through S1 protein, which then integrates to the 
virus membrane with endosomal membranes, possibly by S2 mediation. Then the 
viral genome is released into the cytoplasm of the cell [25–30]. S-protein has two 
sub-units with one sub-unit directly binding to the receptor enabling the entrance 
of the virus into cells. The S-protein RNA binding domain in COVID-19 has a 
more advanced SARS-CoV homology. Although some of the residues essential to 
binding are not alike, the structural conformation was not changed in general by 
the non-identical residues [31]. CoV spike (S) is a key goal for vaccines, antibod-
ies and diagnosis. A 3.5 angle-resolution cryo-electron microscopy structure 
for the SARS-CoV-2 S was developed cutting conformation in order to promote 
medical response. The prominent trimer ‘s state possesses rotation in a receptor-
accessible conformation in one of the three receptor binding domains (RBDs). 
Biophysical and structural verification is also given that the SARS-CoV-2 S 
protein has more affinity than severe acute respiratory (SARS)-CoV S-binding 
enzyme 2, (ACE2) [32] (Figure 5).

3.2 Replication

Untranslated regions of RNA (UTRs) have 5′ and 3′ viruses that carry 
RNA-specific signals. The 5′ capped coronavirus genome compromise a 3’ UTR 

Group 1

Human coronavirus 229E HCoV-229E

Porcine enteric (transmisible gastroenteritis virus, TGEV; and porcine 
epidemic diarrhea virus, PEDV) and respiratory (PRCoV) coronavirus

PCoV

Canine coronavirus CCoV

Feline coronavirus, including feline infectious peritonitis virus (FIPV) FCoV

Group 2

Human coronavirus OC43 HCoV-OC43

Bovine coronavirus BCoV

Turkey coronavirus BCoV related TCoV-B

Murine coronaviruses including mouse hepatitis virus (MHV) MCoV

Porcine hemagglutinating encephalomyelitis virus HEV

Rat coronavirus including sialodacryoadenitis virus (SDAV) RtCoV

Group 3

Avian coronavirus including infectious bronchitis virus (IBV) ACoV

Turkey coronavirus IBV related TCoV-I

Unclassified coronavirus

Rabbit coronavirus RbCoV

Table 1. 
Some of coronaviridae family members [22].
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consisting of 300 to 500 nucleotides) in addition to a poly(A) tail. Host-related 
factors involving two class-II viruses bovine coronavirus (BCV) and Mouse 
Hepatitis Coronavirus (MHV) were studied, in order to better understand corona-
virus replication. Using gel mobility shift assays unique host protein interactions 
were identified with BCV 3’ UTR [287 nt plus poly(A) tail]. The MHV 3′ -UTR 
[301 nt in addition to poly(A) tail] rivalry indicates that interactivity for the two 
viruses are preserved. UV cross-linking studies observed proteins with molecular 
masses of 99, 95 and 73 kDa. The ranges 40- to 50 and 30 kDa even contained less 
heavily labeled proteins. For binding the 73-kDa protein a poly(A) tail was needed. 
The 73 kDa proteins have been identified as cytoplasmic poly(A)-binding protein 
(PABP) by an Immuno-precipitation of UV-cross-linked proteins. To define the 
significance of the poly(A) tail, the replication of the impaired genomes BCV Drep 
and MHV MIDI-C was used alongside with several mutants. After transfection 
to the supporting virus-infected cells, the defect genomes with shortened, 5- or 
10-A poly(A) tails have been replicated. BCV Drep RNA lacking a poly(A) tail did 
not replicate while MHV MIDI-C RNA replication was detected with a deleted tail 
after multiple mutations of the virus. The kinetics of replication is delayed in both 
mutants. Noticeable extension or addition of the poly(A) tail in mutants in the 
replication assay associated with the presence of these RNAs. RNAs exhibit less in 
vitro PABP binding in shorted Poly(A) tails, indicating decreased RNA replica-
tion interactions with protein. The data show strongly that the poly(A) tail is a 
significant indication for the replication of coronavirus [34]. The virus initiates 
replication and assembly of protein that is followed by the release of new infec-
tious particles into novel target cells. These events are followed by proinflamma-
tion chemokines and cytokines producing and triggering which lead to significant 
pulmonary damage-causing atypical pneumonia with quick abnormalities and 
failure [35, 36].

Figure 5. 
Phylogenetic tree of 160 SARS-CoV-2 genomes [33].
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3.3 Transcription

For differing coronaviruses, the number of mRNAs varies. The number of 
mRNAs in the coronavirus species is the number of functional genes. A few hours 
after infection with the virus in most viral cell systems, coronavirus mRNA synthe-
sis can be identified and proceeded until cells have become invasive. Subgenomic 
mRNAs are found to be heterogeneous (M. [37]). A two-component support based 
on expression system was developed and individual genomes were created by selec-
tive recombination or by using infectious cDNA clones. Transcription sequences 
have mainly been characterized by helper-dependent expression systems and can 
now be validated via single genomes. The coronavirus genome was created through 
modification of infectious cDNA, resulting in efficient expression of the foreign 
gene (20 g ml − 1) and stable (20 passages) [22, 38]. In a Study, The creation of 
the full-length infectious cDNA clone and a functional duplicate of the Urbani 
strain as a bacterial artificial chromosome (BAC) of the extreme acute respiratory 
syndrome (SARS-CoV). Through this method, the viral RNA was expressed in the 
cytomegalovirus promoter’s cell nucleus and further multiplied by viral replicas in 
the cytoplasm. The Escherichia coli infectious clone and duplicate have been com-
pletely stable. The use of the SARS-CoV replica has been shown to be important in 
efficient coronavirus-RNA synthesis for the recent identification of RNA-processes 
enzyme exoribonuclease, endo-ribonucleases and 2-line-O-ribose that are found 
to be essential [39]. The RNA-dependent RNA synthesis is used for coronaviral 
transcription. The result is that a nested range of 6 to 8 mRNAs of different sizes is 
produced, depending on the strain of the coronavirus. The mRNAs are five prime 
and three prime genome -co- terminals. The most significant mRNA is the genomic 
RNA (gRNA) for both rep1a and rep1b genes. A discontinuous transcription process 
fuses a lead sequence of 93 nucleotides) (originating from the 5 prime at the end 
of a genome to 5 prime of the mRNA coding sequence (body) [40]. The RNA virus 
genomes are comprised of a series of cis-acting and structural elements involved 
in viral replication. A bulky secondary loop structure was previously established at 
the upstream end of the 3-way untranslated region (3 tablets of UTR) of the Mouse 
Hepatitis Virus (MHV) coronavirus genome. This element has proved to be impor-
tant for viral replication, beginning immediately downstream of the nucleocapsid 
gene stop codon. A 3 UTR pseudoknot of the corresponding downstream closely 
related to the bovine coronavirus BCoV. It is an essential pseudoknot for replica-
tion and has a preserved counterpart for each coronavirus in groups 1 and 2 [17]. 
More than one ORF is comprised of 5 ‘unique regions within multiple mRNA s. For 
example, mRNA 5 of MHV, which has two ORFs in the coding region which can 
encode two p 1 3 and pl0 proteins, respectively. A negative-stranded RNA template 
that is represented in an only very small percentage (1–2%) of the intracellular 
virus-specific RNAs is clearly mediated for Coronavirus RNA synthesis. This nega-
tive strand was synthesized by the virus-encoded RNA from the inbound virion. 
This is likely because the positive-sequenced RNA exceeds the negative-stranded 
RNA for several rounds of mRNA synthesis. Thus, negative-stranded RNA has 
more stability. This stability is attributed to the presence in the coronavirus-
infected cells of all of the negatively-stranded RNA as a double-stranded RNA 
[41–43]. The transcriptome Structure was unknown despite the SARS-CoV-2 
genome being recorded recently. a high-resolution map was presented of the SARS-
CoV-2 transcriptome and epitranscriptome using two complementary sequencing 
techniques. DNA nanoball sequencing reveals that due to discontinuous transcrip-
tion occurrences the transcriptome is highly complexSARS-CoV-2 yields transcripts 
that code unknown ORFs with fusion, deletion and/or frameshift in addition to 
the canonical genomic and 9 subgenomic RNAs. 41 sites for RNA modification on 
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viral transcripts were also found with the most common motif being AAGAA with 
nanopore direct RNA sequencing [20].

3.4 Morphogenesis

Expression studies showed that coronavirus envelope protein E and the more 
present membrane glycoprotein M were required and adequate to assemble virus 
particles into cells. Clustered charged-to-alanine Mutagenesis of the gene E was 
carried, which integrated mutations in mouse hepatitis virus E (MHV) E protein, 
as a step forward in our understanding of the role of the mouse hepatitis virus E 
(MHV) E protein. One was apparently lethal and one was a wild-type phenotype of 
four probable clustered charged-to-alanine E gene mutants. The other two mutants 
were partly affected by temperature, developing tiny plaques at a nonpermissive 
temperature. Reverting analyses of these two mutants showed that each mutation 
was the reason for the temperature-sensitive phenotype and promoted probable 
interactions among E protein monomers. In permissive temperature, both temper-
ature-sensitive mutants have been substantially thermolabile, indicating that their 
assembly fails. In the case of the electron microscopy, virions of one of the mutants 
were discovered to have remarkably aberrant morphology when compared with 
the wild type: most mutant virions had pinched and extended forms that were seen 
seldom in the wild [44–46]. Specific recombination of RNA was utilized to create 
mutants containing chimeric nucleocapsid (N) protein genes in mouse hepatitis 
virus (MHV) that replace bovine coronavirus N gene segments in place of the 
correct MHV sequences. This described portions of the two N proteins which were 
functionally equivalent, given evolutionary divergences. These regions included 
mostly the RNA binding domain centrally located and two putative spacers con-
necting the three N protein domains. On the other hand, a bovine coronavirus 
cannot be transferred from the amino terminus N, the acidic carboxy-terminal 
region and the central domain serine and arginine-rich section, probably because 
these parts of a molecule are engaged in protein–protein interactions that are unique 
to each virus (or possibly each host). The results show that the recombination of the 
coronavirus genome can be used to produce extensive substitutions and recombi-
nants that cannot otherwise be produced between two viruses separated by species 
barrier [47].

4. Mutations

RNA viruses must establish an equilibrium between the adaptability to new 
environmental circumstances or the necessity to preserve the intact and replica-
tive genome to ensure survival and propagation for the host cells. Various virus 
families with the biggest and most complex replicating RNA genomes identified, 
up to 32 kb of positive RNA, such as coronaviruses, can achieve these objectives. 
CoVs, including (MHV) and SARS-CoV, express 3 to 5′ of exoribonuclease (ExoN) 
activity in nsp14. The exoN genetic inactivation of alanine replacement with 
retained active DE-D Residues in Engineered SARS-CoV and MHV Genomes leads 
to viable mutants, which display 15 to 20 times higher mutation rates and up to 
18 times higher than those endured for other RNA fidelity mutants. Nsp14-ExoN, 
therefore, is important for the fidelity of the replication and possibly acts as a direct 
mediator or regulator for a more complex RNA proof-reader, an exceptional process 
in RNA virus biology. The removal of nsp14-mediated proofreading mechanisms 
will have significant consequences for our interpretation of RNA virus evolution 
and will also provide a robust model to research the correlation between fidelity, 
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Genomic 
region

No. nt 
mutations

Missense 
mutation

SARV-CoV-2 strain

5′ UTR 8 N/A

ORF1ab 
polyprotein

48 29

A (117) → T USA/CA3/2020/EPI_ISL_408008
USA/CA4/2020/EPI_ISL_408009

P (309) → S France/IDF0515/2020/EPI ISL_408430

S (428) → N USA/CA1/2020/EPI_ISL_406034

T (609) → I USA/CA5/2020/EPI_ISL_408010

A (1176) → V Japan/TY-WK-012/2020/EPI_ISL_408665

L (1599) → F Korea/KCDC03/2020/EPI_ISL_407193

I (1607) → V USA/CA3/2020/EPI_ISL_408008
USA/CA4/2020/EPI_ISL_408009

M (2194) → T Shenzhen/SZTH-004/2020/EPI_ISL_406595

L (2235) → I Wuhan/WH01/2019/EPI_ISL_406798

I (2244) → T Wuhan/IPBCAMS-WH-03/2019/
EPI_ISL_403930

G (2251) → S Wuhan/WIV05/2019/EPI_ISL_402128

A (2345) → V Shandong/IVDC-SD-001/2020/EPI_ISL_408482

G (2534) → V Wuhan/IPBCAMS-WH-05/2020/
EPI_ISL_403928

D (2579) → A Wuhan/WIV07/2019/EPI_ISL_402130

N (2708) → S Wuhan/IPBCAMS-WH-01/2019/
EPI_ISL_402123

F (2908) → I Wuhan/IPBCAMS-WH-01/2019/
EPI_ISL_402123

T (3058) → I France/IDF0515/2020/EPI_ISL_408430

S (3099) → L Shenzhen/HKU-SZ-005/2020/EPI_ISL_405839

L (3606) → F Yunnan/IVDC-YN-003/2020/EPI_ISL_408480
Shandong/IVDC-SD-001/2020/EPI_ISL_408482
Chongqing/IVDC-CQ-001/2020/
EPI_ISL_408481
Singapore/3/2020/EPI_ISL_407988
France/IDF0515/2020/EPI_ISL_408430
USA/AZ1/2020/EPI_ISL_406223

E (3764) → D Japan/KY-V-029/2020/EPI_ISL_408669

N (3833) → K Wuhan/WH01/2019/EPI_ISL_406798

W (5308) → C Taiwan/2/2020/EPI_ISL_406031

T (5579) → I USA/CA2/2020/EPI_ISL_406036

I (6075) → T England/02/2020/EPI_ISL_407073
England/01/2020/EPI_ISL_407071

P (6083) → L Japan/AI/I-004/2020/EPI_ISL_407084

F (6309) → Y Sichuan/IVDC-SC-001/2020/EPI_ISL_408484

E (6565) → D Shenzhen/SZTH-004/2020/EPI_ISL_406595

K (6958) → R Wuhan/WIV05/2019/EPI_ISL_402128
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diversity and pathogenesis [48–52]. COVID-19 is very related to SARS-CoV Middle 
East Respiratory Syndrome (MERS). Yet another human attack by coronaviruses. A 
research attempted to explore potential changes/developments in the ‘spike protein’ 
element that enables the virus to bind to cell receptor(s) and in the silicon design 
and discovery of B epitopes in which antibody synthesis is used to neutralize and 
block this connection. The findings show that this protein varies constantly between 

Genomic 
region

No. nt 
mutations

Missense 
mutation

SARV-CoV-2 strain

D (7018) → N Wuhan/WIV02/2019/EPI_ISL_402127

Spike 
polyprotein

14 8

F (32) → I Wuhan/HBCDC-HB-01/2019/EPI_ISL_402132

H (49) → Y Guangdong/20SF174/2020/EPI_ISL_406531
Guangdong/20SF040/2020/EPI_ISL_403937
Guangdong/20SF028/2020/EPI_ISL_403936

S (247) → R Australia/VIC01/2020/EPI_ISL_406844

N (354) → D Shenzhen/SZTH-004/2020/EPI_ISL_406595

D (364) → Y Shenzhen/SZTH-004/2020/EPI_ISL_406595

V (367) → F France/IDF0372/2020/EPI_ISL_406596
France/IDF0373/2020/EPI_ISL_406597

D (614) → G Germany/BavPat1/2020/EPI_ISL_406862

P (1143) → L Australia/QLD02/2020/EPI_ISL_407896

Intergenic 
region

5 N/A

Envelope 
protein

0 0

Matrix 
protein

2 1

D (209) → H Singapore/2/2020/EPI_ISL_407987

Intergenic 
region

6 N/A

Nucleocapsid 
protein

7 4

T (148) → I Shenzhen/SZTH-004/2020/EPI_ISL_406595

S (194) → L Shenzhen/SZTH-003/2020/EPI_ISL_406594
Foshan/20SF207/2020/EPI_ISL_406534
USA/CA3/2020/EPI_ISL_408008
USA/CA4/2020/EPI_ISL_408009

S (202) → N Australia/QLD02/2020/EPI_ISL_407896

P (344) → S Guangzhou/20SF206/2020/EPI_ISL_406533

3′UTR 3 N/A

Complete 
genome

93 42

Table 2. 
Mutations of SARS-CoV-2 strains found throughout the whole genome. The number in the parentheses shows 
where amino acid is found in its protein [21].



Cell Interaction - Molecular and Immunological Basis for Disease Management

110

Accession Location-date Nucleotide 
variation

Gene Amino 
acid 
change

Mutation 
type

MT240479 04-03-2020/Pakistan
Gilgit

1 1497G > A Orf1ab Synonymous 
mutation

MN996527 30/Dec/2019-China
Wuhan

21316G > A Orf1ab D7018N Missense

MN996527 30/Dec/2019-China
Wuhan

24292A > G S Synonymous 
mutation

LC528232 10/Feb/2020-Japan 11083 T > G Orf1ab L3606F Missense

LC528232 10/Feb/2020-Japan 29642C > T ORF10 Synonymous 
mutation

LR757995 05/Jan/2020-China
Wuhan

28144 T > C ORF8 L84S Missense

LR757998 12/26/2019-China
Wuhan

6968C > A Orf1ab L2235I Missense

LR757998 12/26/2019-China
Wuhan

11749 T > A Orf1ab Synonymous 
mutation

MN938384 1/10/2020-China
Shenzhen

8782C > T Orf1ab Synonymous 
mutation

MN938384 1/10/2020-China
Shenzhen

28144 T > C ORF8 L84S Missense

MN938384 1/10/2020-China
Shenzhen

29095C > T N Synonymous 
mutation

MN975262 11/Jan/2020-China 8782C > T Orf1ab Synonymous 
mutation

MN975262 11/Jan/2020-China 9534C > T Orf1ab T3090I Missense

MN975262 11/Jan/2020-China 29095C > T N Synonymous 
mutation

MN975262 11/Jan/2020-China 28144 T > C ORF8 L84S Missense

MN975262 11/Jan/2020-China 8782C > T Orf1ab Synonymous 
mutation

MN985325 19/Jan/2020-USA
WA

28144 T > C ORF8 L84S Missense

MN994467 23/Jan/2020-USA
CA

1548G > A Orf1ab S428N Missense

MN994467 23/Jan/2020-USA
CA

8782C > T Orf1ab Synonymous 
mutation

MN994467 23/Jan/2020-USA
CA

26729 T > C M Synonymous 
mutation

MN994467 23/Jan/2020-USA
CA

28077G > C ORF8 V62L Missense

MN994467 23/Jan/2020-USA
CA

28144 T > C ORF8 L84S Missense

MN994467 23/Jan/2020-USA
CA

28792A > C N Synonymous 
mutation

MN994467 23/Jan/2020-USA
CA

1912C > T Orf1ab Synonymous 
mutation
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Accession Location-date Nucleotide 
variation

Gene Amino 
acid 
change

Mutation 
type

GWHABKF00000001 23/Dec/2019-China
Wuhan

3778A > G Orf1ab Synonymous 
mutation

GWHABKF00000001 23/Dec/2019-China
Wuhan

8388A > G Orf1ab N2708S Missense

GWHABKF00000001 23/Dec/2019-China
Wuhan

8987 T > A Orf1ab F2908I Missense

GWHABKK00000001 30/Dec/2019-China
Wuhan

24325A > G S Synonymous 
mutation

GWHABKK00000001 30/Dec/2019-China
Wuhan

21316G > A Orf1ab D7018N Missense

GWHABKH00000001 30/Dec/2019-China
Wuhan

6996 T > C Orf1ab I2244T Missense

GWHABKJ00000001 01/Jan/2019-China
Wuhan

7866G > T Orf1ab G2534V Missense

GWHABKM00000001 30/Dec/2019-China
Wuhan

21137A > G Orf1ab K6958R Missense

GWHABKM00000001 30/Dec/2019-China
Wuhan

7016G > A Orf1ab G2251S Missense

GWHABKO00000001 30/Dec/2019-China
Wuhan

8001A > C Orf1ab D2579A Missense

GWHABKO00000001 30/Dec/2019-China
Wuhan

9534C > T Orf1ab T3090I Missense

MT188341 05/Mar/2020-USA
MN

6035A > G Orf1ab Synonymous 
mutation

MT188341 05/Mar/2020-USA
MN

8782C > T Orf1ab Synonymous 
mutation

MT188341 05/Mar/2020-USA
MN

16467A > G Orf1ab Synonymous 
mutation

MT188341 05/Mar/2020-USA
MN

18060C > T Orf1ab Synonymous 
mutation

MT188341 05/Mar/2020-USA
MN

21386insT Orf1ab Insertion

MT188341 05/Mar/2020-USA
MN

21388-
21390insTT

Orf1ab Insertion

MT188341 05/Mar/2020-USA
MN

23185C > T S Synonymous 
mutation

MT188341 05/Mar/2020-USA
MN

28144 T > C ORF8 L84S Missense

MT188339 09/Mar/2020-USA
MN

8782C > T Orf1ab Synonymous 
mutation

MT188339 09/Mar/2020-USA
MN

17423A > G Orf1ab Y5720C Missense

MT188339 09/Mar/2020-USA
MN

18060C > T Orf1ab Synonymous 
mutation

MT188339 09/Mar/2020-USA
MN

21386C > T Orf1ab Synonymous 
mutation
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Accession Location-date Nucleotide 
variation

Gene Amino 
acid 
change

Mutation 
type

MT188339 09/Mar/2020-USA
MN

22432C > T S Synonymous 
mutation

MT188339 09/Mar/2020-USA
MN

28144 T > C ORF8 L84S Missense

MT121215 02/Feb/2020-China
Shanghai

6031C > T Orf1ab Synonymous 
mutation

MT123290 05/Feb/2020-China
Guangzhou

15597 T > C Orf1ab Synonymous 
mutation

MT123290 05/Feb/2020-China
Guangzhou

29095C > T N Synonymous 
mutation

MT126808 2/28/2020-Brazil 26144G > T ORF3a G251V Missense

MT066175 31/Jan/2020-Taiwan 8782C > T Orf1ab Synonymous 
mutation

MT066175 31/Jan/2020-Taiwan 28144 T > C ORF8 L84S Missense

MT093571 07/Feb/2020-Sweden 13225C > G Orf1ab Synonymous 
mutation

MT093571 07/Feb/2020-Sweden 13226 T > C Orf1ab Synonymous 
mutation

MT093571 07/Feb/2020-Sweden 17423A > G Orf1ab Y5720C Missense

MT093571 07/Feb/2020-Sweden 23952 T > G S Synonymous 
mutation

MT066156 30/Jan/2020-Italy 11083 T > G Orf1ab L3606F Missense

MT066156 30/Jan/2020-Italy 26144G > T ORF3a G251V Missense

LC522975 20/JAN/2020-JAPAN 8782C > T Orf1ab Synonymous 
mutation

LC522975 20/JAN/2020-JAPAN 29095C > T N Synonymous 
mutation

LC522975 20/JAN/2020-JAPAN 28144 T > C ORF8 L84S Missense

LC522975 20/JAN/2020-JAPAN 2662C > T ORF1ab Synonymous 
mutation

LC522974 20/JAN/2020-JAPAN 8782C > T ORF1ab Synonymous 
mutation

LC522974 20/JAN/2020-JAPAN 29095C > T N Synonymous 
mutation

LC522974 20/JAN/2020-JAPAN 28144 T > C ORF8 L84S Missense

LC522974 20/JAN/2020-JAPAN 2662C > T ORF1ab Synonymous 
mutation

LC522973 20/JAN/2020-JAPAN 8782C > T ORF1ab Synonymous 
mutation

LC522973 20/JAN/2020-JAPAN 29095C > T N Synonymous 
mutation

LC522973 20/JAN/2020-JAPAN 3792C > T ORF1ab A1176V Missense

LC522973 20/JAN/2020-JAPAN 29095C > T N Synonymous 
mutation

LC522973 20/JAN/2020-JAPAN 2662C > T ORF1ab Synonymous 
mutation

LC522973 20/JAN/2020-JAPAN 28144 T > C ORF8 L84S Missense
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Accession Location-date Nucleotide 
variation

Gene Amino 
acid 
change

Mutation 
type

LC522972 20/JAN/2020-JAPAN 29303C > T N P344S Missense

LC522972 20/JAN/2020-JAPAN 25810C > G ORF3a L140V Missense

LC522972 20/JAN/2020-JAPAN 11557G > T ORF1ab E3764D Missense

LC522972 20/JAN/2020-JAPAN 15324C > T ORF1ab Synonymous 
mutation

LC521925 21/JAN/2020-JAPAN 1912C > T ORF1ab Synonymous 
mutation

LC521925 21/JAN/2020-JAPAN 18512C > T ORF1ab P6083L Missense

LC521925 21/JAN/2020-JAPAN 359_382del ORF1ab G32_
L39del

Deletion

MN988713 21/JAN/2020-USA
Chicago

24034C > T S Synonymous 
mutation

MN988713 21/JAN/2020-USA
Chicago

26729 T > C M Synonymous 
mutation

MN988713 21/JAN/2020-USA
Chicago

8782C > T ORF1ab Synonymous 
mutation

MN988713 21/JAN/2020-USA
Chicago

490 T > A ORF1ab D75E Missense

MN988713 21/JAN/2020-USA
Chicago

3177C > T ORF1ab P971L Missense

MN988713 21/JAN/2020-USA
Chicago

28854C > T N S194L Missense

MN988713 21/JAN/2020-USA
Chicago

28077G > C ORF8 V62L Missense

MN988713 21/JAN/2020-USA
Chicago

28144 T > C ORF8 L84S Missense

MN997409 21/JAN/2020-USA
Arizona

8782C > T ORF1ab Synonymous 
mutation

MN997409 21/JAN/2020-USA
Arizona

29095C > T N Synonymous 
mutation

MN997409 21/JAN/2020-USA
Arizona

11083G > T ORF1ab L3606F Missense

MN997409 21/JAN/2020-USA
Arizona

28144 T > C ORF8 L84S Missense

MT072688 26/JAN/2020-USA: 
Massachussetts

24034C > T S Synonymous 
mutation

NMDC60013002–09 01/JAN/2019-China
Wuhan

27493C > T ORF7a P34S Missense

NMDC60013002–09 01/JAN/2019-China
Wuhan

28253C > T ORF8 Synonymous 
mutation

NMDC60013002–10 30/Dec/2019-China
Wuhan

20679G > A ORF1ab Synonymous 
mutation

NMDC60013002–01 30/Dec/2019-China
Wuhan

11764 T > A ORF1ab N3833K Missense

NMDC60013002–06 30/Dec/2019-China
Wuhan

24325A > G S Synonymous 
mutation

NMDC60013002–04 05/Dec/2019-China
Wuhan

28144 T > C ORF8 L84S Missense

Table 3. 
Coding mutation list detected in SARS-CoV-2 genomes [57].
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the sequences of proteins obtained worldwide. Some B epitopes (part of an antigen 
molecule to which an antibody attaches itself), 177-MDLEGKQGNFKNL-189-555- 
SNKKFLPF-562-656 -VNSYECDIPI-666, 1035- GQSKRVDFC-1043, from the Cons 
sequence constructed from global protein sequences released between 11 Feb and 
06 April, have been found to meet most of the criteria required for real wet applica-
tion [53]. SARS-CoV is well suited to cultural development and does not seem to be 
selected in humans. It was also assessed that, in late October 2002, the alleged root 
of the SARS outbreak was consistent with a previous report of case use from China. 
The higher structural and antigenic sequence divergence and significant deletions 
within 3 ‘– of much of the viral genome indicate that some selection pressures 
conflict along with the functional structure of these confirmed and suspected 
ORFs [54]. In three regions the SARS and SARSr of bats-CoVs are largely different: 
S, ORF8 and ORF3. SARSr-CoVs bats share high sequence with the SARS- COV in 
the S2 but are highly different in the S1 region. However, bat MERSr-CoVs bats and 
human and camel MERS-CoVs share similar genomics but are significantly differ-
ent from their genomic sequences [7]. Comparison of COVID-19, SARS-CoV and 
MERS-CoV genome sequence showed that COVID-19 has better sequence similarity 

Accession Location-date Nucleotide variation UTR type

MT240479 04-03-2020/Pakistan
Gilgit

241C > T 5 UTR

MT123290 05/Feb/2020-China
Guangzhou

4A > T 5 UTR

MT007544 25/Jan/2020-Australia
Victoria

29749-29759del 3 UTR

NMDC60013002–07 07/JAN/2019-China
Wuhan

29869del 3 UTR

NMDC60013002–04 05/Dec/2019-China
Wuhan

29856 T > A 3 UTR

NMDC60013002–04 05/Dec/2019-China
Wuhan

29854C > T 3 UTR

NMDC60013002–04 05/Dec/2019-China
Wuhan

16C > T 5 UTR

MT049951 17/Jan/2019-China
Yunnan

75C > A 5 UTR

LC522975 20/JAN/2020-JAPAN 29705G > T 3 UTR

GWHABKG00000001 30/Dec/2019-China
Wuhan

124G > A 5 UTR

GWHABKG00000001 30/Dec/2019-China
Wuhan

120 T > C 5 UTR

GWHABKG00000001 30/Dec/2019-China
Wuhan

119C > G 5 UTR

GWHABKG00000001 30/Dec/2019-China
Wuhan

112 T > G 5 UTR

GWHABKG00000001 30/Dec/2019-China
Wuhan

111 T > C 5 UTR

GWHABKG00000001 30/Dec/2019-China
Wuhan

104 T > A 5 UTR

Table 4. 
Non-coding mutation list detected in SARS-CoV-2 genomes [57].
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with SARS-CoV compared to MERS CoV. Nevertheless, the COVID-19 amino acid 
sequence differed from the other coronavirus in specific areas of 1ab polyprotein 
and surface glycoprotein or S-protein [31]. Considering the high rate of mutation 
that characterizes RNA viruses, it is clear that several more mutations will emerge 
in the viral genome to monitor the spread of SARS-CoV-2 knowing that also their 
mutations rate are lower than other RNA viruses due to their proofreading activity 
described above [55, 56](Tables 2–4).

5. Evolution and origin

Most SARS-CoV strains are derived from bats. SARS-CoV bat is a probable 
progenitor for SARS – CoV that is contagious to humans and civets, and thus it  
is important to study ACE2 receptor for monitoring origins of SARS-CoV and 
avoiding and controlling the outbreak. Though palm civets were involved in SARS 
emergence, most early MERS index cases had contact with dromedary camels. 
Indeed, the MERS-CoV strains separated from camels were nearly matching to 
those from humans [7]. The virus shares 96% of its genetic material with a virus 
detected from a bat found in a cave in Yunnan in China. A persuasive argument that 
it comes from bats but there is a critical alteration. The coronaviral spike proteins 
have a unit called a receptor-binding domain that is essential to the successful 
entry of human cells. Especially powerful is the SARS-CoV-2 binding domain and 
it varies from the bat virus Yunnan which appears to not affect human. Another 
Complicating matter, a scaly anteater called the pangolin with a coronavirus 
which was almost similar to the human version with a receptor-binding domain. 
However, the majority of the coronavirus was genetically identical just 90%, and 
some researchers do not believe that pangolin was the intermediary. It is difficult to 
draw a family tree since both mutations and recombinations are involved [58–60]. 
An article identifies and uses a machine learning-based alignment-free approach 
to identify a COVID-19 intrinsic genomic signature for an ultra-fast, scalable, and 
extremely precise classification of all COVID-19 virus genomes. The technique 
presented incorporates supervised machine learning with MLDSP for genome 
analysis, improved by a machine learning component decision tree approach and 
a Spearman-leading correlation coefficient analysis of tests. These methods are 
used to examine a broad collection of more than 61.8 million bp, including the 
29 COVID-19 virus sequences on 27 January 2020, with over 5,000 unique viral 
genomic sequences. The findings endorse a bat hypothesis and the COVID-19 
virus is classed under Betacoronavirus as the Sarbecovirus. Without any advanced 
biological expertise, training or genome annotations, our method achieves a 100% 
precise classification of the COVID-19 virus sequences, and determines the most 
important relationships between more than 5000 genomes in minutes, from the 
beginning on, with the sole use of raw DNA sequence details [61]. In a recent 
research, they have developed a phylogenetic tree, including other members of 
coronaviridae including Bat coronavirus (BCoV) and extreme acute respiratory 
2019 disease, taking advantage of all of the available genomic knowledge. The clos-
est BCoV sequence, with a 96,2% sequence 2019 SARS-CoV2 identity, confirm that 
all available genomes of the sequence are of zoonotic origin. We have confirmed 
the high sequence similarity (> 99%) among all available genomes. Given the low 
2019 SARS-CoV2 heterogeneity, at least two genomic hyper various hotspots were 
identified, including one of the Serine/Leucine variations in viral ORF8 Protein 
encoded, can be detected [62]. (Figures 6 and 7) In the study a Malayan pangolin-
isolated coronavirus showed 100%, 98.6%, 97.8% and 90.7% SARS-CoV-2 amino 
acid identity in genes E, M, N, and S respectively. Particularly in the S protein of 
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Pangolin-CoV, the receptor-binding domain is nearly the same as the SARS-CoV-2 
with vital one-amino acid alteration. Results of comparative genomic analysis 
indicate that SARS-CoV-2 may have been the result of a Pangolin-CoV-like virus 
recombination with a Bat-CoV-RaTG13 virus [63].

6. Immunopathology of SARS-CoV2

Pneumonia, lymphopenia, drained lymphocytes and a cytokine storm are 
distinguishable symptoms of Extreme Coronavirus Disease 2019 (COVID-19). 
Major antibody development is detected, but it remains to be determined if this 
is defensive or pathogenic. Defining the immunopathological changes in COVID-
19 patients presents future drug development targets and is critical for clinical 
management [64]. Asymptomatic condition is found in a large but generally 
unexplained proportion of the infected people, analogous to many other viral 
diseases. Usually, a 1-week, self-limiting viral respiratory disease develops in most 
patients, and ends with the production of neutralizing antiviral T cell and antibody 
immunity [65]. SARS-CoV-2 has been shown to weaken natural immune responses, 
resulting in a compromised immune system and an unregulated inflammatory 
response in extreme and vital COVID-19 patients. These patients display lympho-
penia, stimulation and malfunction of lymphocytes, defects of granulocytes and 
monocytes, elevated levels of cytokines, and higher amounts of immunoglobulin G 
(IgG) and total antibodies [66] (Figure 8). Extreme and fatal COVID-19 is linked 
with lymphopenia and an elevated amount of blood neutrophils [67]. Lymphocyte 
counts of 800 cells/μl and a decreased probability of recovery are reported in 
ICU patients suffering from COVID-19. The mechanism of action and causes of 

Figure 6. 
A coronavirus phylogenetic tree based on full-length genome sequences. Both complete coronavirus genome 
sequences have been obtained from RefSeq, the NCBI reference sequence database [5].
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Figure 7. 
A phylogenetic tree with all the sequences of SARS- CoV2 available from the 02–Feb-2020 sequence in the blue 
divisions, plus six Bat coronavirus sequences split in multiple taxa, six human SARS sequences (green) and two 
MERS sequences (orange); the bootstrap percentage of each branch is recorded [62].



Cell Interaction - Molecular and Immunological Basis for Disease Management

118

lymphopenia in patients with COVID-19 are unclear, but SARS-like viral particles 
and SARS-CoV RNA have been observed in T cells, indicating that the SARS virus 
may have a detrimental influence on T cells via apoptosis [68]. Accumulating data 
proves the involvement of T cells in COVID-19 and possibly in the immunological 
memory that develops after recovering from infection with SARS-CoV-2. Many, 
but not always, hospitalized patients tend to have both CD8 + and CD4 + T cell 
responses, and research points to potential T cell responses consistent with extreme 
disease that are suboptimal, abnormal or otherwise inadequate [5]. In a report, a 
group of 452 patients with positive test results of COVID-19 in Wuhan, China shows 
dysregulated immune system. Boosts in NOD-like receptor (NLR) and T lympho-
penia, especially a decline in CD4 + T cells, were prominent in COVID-19 patients, 
and was even more noticeable in extreme cases, but the number of CD8 + cells and 
B cells did not change significantly. On the basis of these results, it was proposed 
that COVID-19 may affect lymphocytes, especially T lymphocytes, and that the 
immune system is disrupted during the infection period [69]. COVID-19 will 
lead to defects in the routine of peripheral blood parameters. The most noticeable 
anomalies that are linked to the intensity of the condition and clinical classification 
are the reduction in lymphocytes and the rise in the NLR ratio. The lower count and 
delay in eosinophil development can be indicators of weak COVID-19 outcomes. 
Thus, complex analysis of peripheral blood routine parameters has a significant 
reference point for COVID-19 progression and prognosis evaluation [70]. Also, In 
the different stages of COVID-19, multiple cell morphological modifications can 
be seen. In fact, a strong granulocytic reaction with immaturity, dysmorphism 
and apoptotic-degenerative morphology was apparent in peripheral blood in the 
initial stage of symptom aggravation, typically correlating with hospital entry [71]. 

Figure 8. 
COVID-19 immunopathology [66].
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Cytokine storm plays a crucial role in infected individuals for the pathogenesis of 
many serious manifestations of the disease. Acute respiratory distress syndrome, 
thromboembolic disorders such as acute ischaemic strokes caused by myocardial 
infarction and large vessel occlusion, encephalitis, acute kidney damage, and vascu-
litis (childhood Kawasaki syndrome and adult renal vasculitis) [72]. Nonetheless, 
it is uncertain if serious illness is triggered by immune hyperactivity or inability 
to overcome an inflammatory reaction owing to continuing virus replication or 
immune dysregulation. However, records of elevated levels of thrombi produc-
tion and endothelial cell death in patients with COVID-19 suggest disruption to 
the vascular endothelium and the participation of cytokine elevated activity and 
immunothrombosis [73]. In response to infection as well as other triggers, cytokine 
storm is a general term referring to maladaptive cytokine release. The pathogen-
esis is complicated, but requires the depletion of regulated control at both local 
and systemic levels of proinflammatory cytokine output. The disease is rapidly 
progressing, and mortality is elevated. Some data suggests that dysregulated and 
uncontrolled cytokine release in certain COVID19 patients has been directly cor-
related with significant deterioration [74].

7. Molecular diagnostics

COVID-19 Test of SARS-CoV-2 is a real-time reverse transcription polymerase 
chain-reaction (PCR) in upper or lower respiratory samples for the qualitative iden-
tification of nucleic acid (such as nasal, nasopharyngeal or oropharyngeal swabs, 
sputum, lower respiratory tract aspirates, bronchoalveolar lavage, nasopharyngeal 
wash/aspirate or a nasal aspirate) that is individually obtained from those suspected 
of COVID-19 by their healthcare provider [75]. The latest COVID-19 outbreak can 
be detected using qPCR, but insufficient possession of reagents and equipment 
has hindered the identification of diseases. To assist in making COVID-19 more 
effective in our diagnostics, a new protocol was suggested for the application of the 
CRISPR-based SHERLOCK technique for detecting COVID-9. COVID-19 objectives 
were identified between 20 and 200 aM (10–100 copies per input microlitre) with 
the use of synthetic COVID- 19 virus RNA fragments. The test can be performed 
starting with patient-purified RNA as used in qRT-PCR trials and read in less than 
an hour with a dipstick, without the need for complex instrumentation [58, 59]. 
GolayMetaMiner, an in-house software, has identified four different regions over 50 
nucleotides for the SARS-CoV-2 genome with 96 SARS-CoV-2 and 104 non-SARS-
CoV-2 coronaviral genomes. Primers were made to target the longest and previously 
not targeted nsp2 region and tailored as a reverse transcription-polymerase chain 
reaction (RT-PCR) test without a probe. The new COVID- 19-nsp2 assay had a 
detection limit (LOD) of 1.8 TCID5 mL and did not intensify any human coronavi-
rus pathogens and respiratory viruses. The process threshold reproducibility (Cp) 
values have been adequate and overall imprecision (%CV) values have dropped far 
below 5%. The latest assay evaluation using 59 clinical samples from 14 reported 
cases demonstrated a 100% compliance with COVID-19-RdRp/Hel reference assay, 
which has been previously established. A COVID-19-nsp2, fast sensitive RT-PCR 
test was developed for SARS-CoV-2 [76].

8. Future perspectives of nucleic acid-based vaccines

Since COVID-19 is new to humanity and the essence of defensive immune 
responses is incompletely understood, it is unknown which vaccination techniques 
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are going to be most effective. Therefore, designing diverse vaccine platforms and 
methods in tandem is crucial. Indeed, researchers worldwide have been racing to 
produce COVID-19 vaccines since the epidemic started, with at least 166 vaccine 
candidates now in preclinical and clinical production (Draft landscape of COVID-
19 candidate vaccines, 2020). A new pandemic vaccine developing framework 
has been suggested to address the immediate need for a vaccine, compacting the 
development period from 10 to 15 years to 1 to 2 years [77]. Recombinant plasmid 
DNA has been investigated as a vaccine model, although lately, mRNA has appeared 
as a promising platform. Six mRNA-based COVID-19 vaccines and four DNA-based 
COVID-19 vaccines are currently in clinical trials, with 27 such vaccines (16 mRNA-
based and 11 DNA-based) undergoing preclinical production [78]. (Draft landscape 
of COVID-19 candidate vaccines, 2020). For protein translation and post-transla-
tional modifications, antigen-encoding mRNA encapsulated with a carrier such as 
lipid nanoparticles can be effectively conveyed in vivo into the cytoplasm of host 
cells, which is a plus over vaccines of the recombinant protein subunit. The mRNA 
vaccines are non - pathogenic and are synthesized without microbial molecules by 
in vitro transcription [79]. While no mRNA vaccine has been approved for human 
use yet, recent reports of influenza, rabies and Zika virus infections in animals 
support its promise in the covid-19 vaccine development race [80]. Plasmid DNA 
vaccines share many features, such as safety, ease of development and scalability, 
with mRNA vaccines, but with the differences of having poor immunogenic and 
having to be administered in several doses coupled with the addition of an adjuvant. 
This review provides valuable information that can be redirected to the purpose 
of working on these nucleic acid-based vaccines which provides a new propitious 
platform of vaccine production.

9. Conclusion

Coronaviruses have proven themselves to be prevailing and a very high threat 
to our existence by their unique features and ambiguity that caused catastrophic 
effects in this pandemic. It is obvious that coronaviruses have high spillover abili-
ties and adaptation to new hosts so that enables more appearances in future. For a 
vaccine to be made or an anti-viral drug to be produced, it is very mandatory that 
all is known about the virus family, virus genome and its own central dogma, how it 
differs from its predecessors, their similarities, mutation rates and screening meth-
ods. A treatment that will be effective, long-lasting and prepared for any mutation 
is needed to be able to fight this virus and eradicate this disease and prevent the 
emergence of a new pandemic by this family of potential and active killers (The 
Coronaviruses).
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Abstract

Parallel to Plasmodium falciparum, P. vivax is a fast emerging challenge to 
control malaria in South-East Asia regions. Owing to unique biological differ-
ences such as the preference for invading reticulocytes, early maturation of sexual 
stages during the infection, the formation of hypnozoites, unavailability of in-vitro 
culture, the molecular relation of P. vivax development inside the mosquito host 
is poorly known. In this chapter, we briefly provide a basic overview of Mosquito-
Plasmodium interaction and update current knowledge of tissue-specific viz. 
midgut, hemocyte, and salivary glands- molecular dynamics of Plasmodium vivax 
interaction during its developmental transformation inside the mosquito host, in 
specific.

Keywords: malaria, mosquito, Anopheles, Plasmodium vivax, 
host–parasite interaction

1. Introduction

The apicomplexan parasite Plasmodium, which is accountable for malaria, has a 
complex life cycle that includes both vertebrate hosts and invertebrate mosquitoes. 
Adaptation to blood-feeding in mosquitoes has made it inadvertently a carrier of 
various diseases. A blood meal is indispensable for adult female mosquitoes to 
nourish its egg, and maintain the gonotrophic cycle. But during blood feeding, 
ingestion of Plasmodium gametocyte from an infected person’s blood results in 
the onset of 18-20 days long sporogonic cycle that culminates in the production of 
infectious sporozoites in the mosquito host [1]. These infectious sporozoites are 
then delivered into the human body through salivary discharge, which initiates 
the intricate stages of the asexual process causing malaria. In humans, malaria is 
caused by five Plasmodium species i.e., Plasmodium falciparum, P. vivax, P. malar-
iae, P. ovale, and P. knowlesi [2].

P. falciparum and P. vivax, vectored by the adult female Anopheline mosquitoes, 
are two principal parasites of human malaria [3]. Of the five Plasmodium species 
that cause human malaria, Plasmodium vivax is the most geographically widespread 
[4]. The parasite could survive quiescent for extended periods when circumstances 
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are not conducive to its ongoing transmission [5]. According to the current report 
by WHO, in the year 2019 around 75% of malaria cases were caused by P. vivax in 
the WHO Region of the Americas. An approximated 52% of the global burden of 
P. vivax emerged from the WHO South-East Asia Region, among which 47% were 
contributed from India [6].

P. vivax is considered as a less fatal parasite, but the recent emergence of more 
P. vivax infected cases in P. falciparum endemic areas, and increased mortality, 
morbidity rates are drawing our attention to this least studied parasite. It is more 
difficult to monitor and eradicate the P. vivax than P. falciparum, because of limited 
information, and associated biological complexities of its development in the 
mosquito as well as the human host [7, 8].

P. vivax normally circulates at low peripheral parasite densities, but still, they 
are transmissible by the mosquito vectors, and hence presents major challenges 
for the diagnosis of infected peoples. P. vivax has adapted to live with varying 
Anopheles vectors in different ecological conditions. Unlike other Plasmodium 
species, P. vivax has the potential to form dormant hypnozoites inside the host 
liver, and these liver-stage parasites are accountable for malaria relapses for weeks 
or months after initial infection [5]. Lastly, the lack of long-term in-vitro culture 
further restricts our understanding of the biological consequences of P. vivax 
development and transmission [9]. Nevertheless, for the last two decades, the 
integration and utilization of high-throughput molecular technologies such as 
genomics, RNA-Seq/transcriptomics, proteomics, have been valuable to decode 
and trace the genetic variation and diversity in the P. vivax population collected 
from different geographical origins [10, 11]. Efforts are continuing to uncover 
molecular and functional correlation of tissue/stage-specific P. vivax biology in the 
vertebrate host, identify genetic signatures to develop new diagnosis tools, anti-P. 
vivax drugs, or vaccine development. However, the biological complexity of the P. 
vivax development cycle in the mosquito vector-host is too limited, and therefore 
in this article, we highlight the current progress made so far in the understanding 
of the Mosquito-P. vivax interaction biology.

2. A general overview of the sporogonic cycle in mosquito host

The transmission of the parasite from human host to mosquito transpire when 
a female mosquito acquires gametocyte containing blood meal from the infected 
vertebrate host. When the parasite enters the midgut lumen it faces the dynamically 
changing environment, where both male and female gametocytes get differentiated 
into male and female gametes [12–15]. Ingested gametocytes also encounter proteo-
lytic enzymes released by midgut epithelium in the midgut environment to digest 
the blood meal, which may have an agonistic or antagonistic effect on parasite 
growth. Fertilization of male and female gametes results in zygote formation, which 
rapidly transforms into motile ookinetes [16]. After exiting from the blood bolus, 
ookinete traverses the midgut epithelium either through intracellular or intercel-
lular route and then rests beneath the epithelial cell at basal lamina. Later ookinetes 
transform into replicative oocyst stage which undergoes an umpteen round of 
nuclear division to produce thousands of sporozoites within a time period of one 
to two weeks. Once in the hemolymph circulation, the free circulatory sporozoites 
(fcSPZ) target to invade salivary glands, but most of them are rapidly cleared off 
by hemocytes, the immune blood cells of the mosquitoes [17]. Thus tracking of 
molecular, biochemical, and cellular events during Plasmodium developmental 
transition from one stage to another stage, is of particular interest. Several labora-
tory studies on mosquito-parasite interaction involving P. berghei or P. falciparum, 
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demonstrate that the developmental kinetics of the Plasmodium population is sig-
nificantly altered, though the mechanism is not fully understood [18–20]. The last 
two decades of research highlights the crucial role of the tissue-specific mosquito 
immune system to control the parasite load, though the physiological relevance is 
yet to be investigated [21–24].

3.  Plasmodium population dynamics and their immune regulation in the 
mosquito host

During Plasmodium development inside the mosquito host, the parasite popula-
tion undergoes various bottlenecks. Previous investigations demonstrated that if a 
female mosquito takes ~1000 gametocytes through its infected blood meal, ~100 
can be transformed into ookinetes, and among them, only 1–5 can successfully form 
oocysts. Furthermore, these survived oocysts will form millions of sporozoites, but 
only 19-20% can successfully invade the salivary glands for further transmission 
[25]. In refractory strains, not a single ookinete could transform into oocysts [26]. 
In general, a substantial loss of parasite population occurs at each developmental 
stage of the parasite, and this major parasite loss can be attributed to both human as 
well as mosquito components, which are harmful to Plasmodium.

The human component includes cytokines, complement protein, and reactive 
nitrogen species that are ingested along with the gametocytes during blood meal 
intake, and detrimental to the parasite within the midgut lumen of vector [26]. 
During the parasite transition through midgut epithelium, the mosquito mounts 
early immune response by increasing midgut nitration and activation of the signal-
ing pathway. The nitration process modifies the ookinetes surface, and mark them 
to be recognized by the mosquito complement system when they emerge toward 
the basal side of the midgut [27]. Signaling pathways provide varying responses 
to various species of Plasmodium, such as the IMD pathway acts more efficiently 
against P. falciparum than P. berghei, and the Toll pathway is more responsive against 
P. berghei, and P. gallinaceum [28]. The proliferation of microbiota following blood 
meal also exacerbated the mosquito immune response, which in turn is detrimen-
tal to parasite development. Plasmodium parasite faces population bottlenecks 
throughout their development (in vertebrate as well as invertebrate host) but the 
mosquito midgut serves as the major site of extermination, where the number of 
parasites is minimal during the oocyst stage which makes it the most susceptible 
stage to identify molecular targets to disrupt the transmission [26]. Parallel to gut-
immune interaction, several factors have been identified from mosquito hemocyte 
and salivary glands that interact with Plasmodium sporozoites; a bulk of literature 
is available on the mosquito innate immune system against P. berghei and P. falci-
parum, and therefore readers may refer to many excellent reviews [29–31]. Here 
we update the reports on the Mosquito-P. vivax interactions, and highlight their 
relevance for future implications.

4. Mosquito-P. vivax interaction

Undoubtedly, advanced omics technologies, especially genome sequencing and 
transcriptome analysis, has now become a basic method in living organisms for 
the assessment of genome-scale gene identification. The expression of large scale 
identified genes is currently being explored to decode the molecular complexity 
of P. vivax development in the vertebrate host. Earlier, a high-density tiling micro-
array-based study showed the gene expression variation of P. vivax from human 
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and mosquito stages such as sporozoites, gametes, zygotes, ookinetes, and in-vivo 
asexual blood stages. Their comparison to P. falciparum and P. yoelii further reveals 
conserved and species-specific patterns highlighting the metabolic state of parasites 
growing within humans and identifies many orthologs of P. falciparum transcripts 
that are needed for exoerythrocytic development, which may also likely help in 
hypnozoite formation in the P. vivax [32].

4.1 Plasmodium vivax strategy to adapt in the mosquito Anopheles stephensi

The successful development of P. vivax within the midgut of a susceptible strain 
of Anopheles stephensi can be divided into two phases: pre-invasion (within midgut 
lumen) and post-invasion strategy i.e. development of oocyst stage which depends 
upon the nutrient availability within the host. During the pre-midgut invasion 
phase, P. vivax imparts an intricate mechanism to evade the mosquito immune 
response. It indirectly attenuates the mosquito immune response by dramatically 
suppressing the bacterial population, and whereas in the post- midgut invasion 
phase i.e. during the development of oocyst it modulates the expression of genes 
that are directly or indirectly involved with nutrition physiology to fulfill their 
nutritional requirement. We have limited information about the phases beyond 
oocysts maturation and their strategies to evade the mosquito immune system and 
promote their transmission.

4.1.1 Pre- invasion strategy of P. vivax

The midgut of Anopheles mosquitoes is housed by a complex and diverse com-
munity of bacteria, protozoa, fungi, etc. collectively referred to as the microbiota, 
and this microbiota is believed to shape the vector competency of mosquito. The 
gut bacteria of Anopheles mosquitoes adversely affect the Plasmodium infection 
[33, 34]. These tripartite interactions have been studied between the mosquito, its 
microbiota, and the Plasmodium parasites, but the precise relationship between the 
three remains unknown.

Numerous research reports have revealed that microbiota of specific bacterial 
species, particularly gram-negative bacteria, in many Anopheles species have an 
inhibitory effect on various Plasmodium species. The elimination of midgut bacteria 
through antibiotic treatment enhances oocyst load and parasite prevalence in differ-
ent species of Anopheles. There are two mechanisms by which microbiota interfere 
with the Plasmodium development in the midgut lumen:-(i) indirectly by triggering 
the immune response of the mosquito (Imd Pathway) that guides the synthesis of 
AMP and other immune effectors that interferes with the development of parasites, 
and (ii) directly by certain bacterial species producing the metabolites that interfere 
with Plasmodium development and survival [33]. Recently, we have demonstrated 
that P. vivax plays a unique strategy to steer clear off the mosquito immune response 
during its pre-invasive phase, by dramatic suppression of the gut-bacterial popula-
tion [35] (Figure 1). This study hypothesizes that the parasites outcompete the 
midgut microbiota presumably by scavenging the iron from the blood meal which is 
necessary for bacterial growth [35].

4.1.2 Post- invasion strategy of P. vivax (development of oocyst)

During the Plasmodium transit through midgut epithelium within the suscep-
tible strain of Anopheles, some of the ookinetes successfully manage to escape the 
mosquito immune response [36], and reach the basal lamina of midgut to further 
differentiate into oocyst, and rests there nearly for two weeks. The sessile oocyst 
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stage is metabolically active, and follows an umpteen rounds of the nuclear division 
to transform into sporozoites. A single oocyst is capable of producing thousands of 
haploid sporozoites [37, 38]. Limited research has been undertaken on the underly-
ing mechanism of P. vivax oocyst development (transition from a small oocyst of 
7-8 μm to a large oocyst of 35-40 μm) in the mosquitoes. A few recent RNA-Seq 
analyses of P. vivax infected mosquitoes have been valuable to understand the 
ookinete and oocyst stage of P. vivax which reveals the alteration of several tran-
scripts in the gut after 18 hours and 7 days post-infection in mosquito Anopheles 
dirus [39]. Notably, the authors identified several genes such as Anoctamin 6 (ANO6; 
ADIR005670) and Fibroblast Growth Factor (FGF; ADIR008464), which may likely 
have immune regulation of P. vivax growth in the gut of the mosquito.

The parasite scavenges the nutrients from the host, and thus one of the main 
deciding factors of the infection outcome is likely dependent on the availability 
of nutritional resources of the host [40]. Our ongoing tissue-specific RNA-Seq 
analysis of An. stephensi infected with P. vivax oocyst identifies several unique sets 
of transcripts/genes, which have not yet find associated with any other Plasmodium 
infection. This study revealed the expression of genes involved in maintaining 
glucose homeostasis (Trehalase), nutrient transport (Sterol Carrier protein), energy, 
and nutrient homeostasis (Folliculin) during P. vivax infection [24]. We noticed 
that P. vivax infection modulates the Trehalase and Sterol Carrier protein expression 
in the midgut and salivary gland (SCP) for its own development and maturation. 
Trehalase, a glucosidase enzyme, catalyze the hydrolysis of disaccharide trehalose 
sugar into glucose units. Glucose is the main source of energy for the extensive 
proliferation of malarial parasites during both the blood and liver stages of malaria 
infection [41–44]. Plasmodium obtains the host glucose via hexose transporter. 
However, the role of sugar metabolism on Plasmodium infection in the mosquito 
vector remains poorly known. A multifold enriched expression of Trehalase tran-
script during early to late-stage oocysts in the gut as well as salivary glands, in addi-
tion to retrieval of Plasmodium hexose transcript in the midgut during oocyst stage, 
suggests that Trehalase may significantly contribute to hydrolyze the trehalose to 
provide glucose for the rapid proliferation of parasites, and also affect the reproduc-
tive capacity of adult female mosquito An. stephensi [45].

Similar to sugar requirement, Plasmodium also relies heavily on the host’s 
cholesterol for its growth when maturing from small oocysts to large oocysts in 

Figure 1. 
Alteration of midgut microbiota proliferation by P. vivax. Blood meal induces midgut microbiota proliferation 
within 24 hours. But during P. vivax infection, somehow this parasite restricts this microbiota proliferation 
after blood-meal, to avoid nutritional competition and immune defense exerted by the microbiota. This smart 
strategy of restriction helps the parasite to survive and proliferate better.
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the gut. Since Plasmodium is incapable to synthesize de-novo cholesterol [46], 
and P. vivax infection induces a multifold expression of SCP after seven days of 
infection in the gut, likely indicates its role in cholesterol transport. Currently, 
there is no functional correlation exists between SCP and Plasmodium infection, 
however, with the current observation of SCP enrichment in the midgut as well 
as salivary gland, we propose that besides a possible role of supplying cholesterol 
to developing oocyst, it is possible that As-SCP may impart an anti-Plasmodium 
immune response, as increased lipid droplets have been shown in the midgut of 
Ae. aegypti during bacterial and viral infection [47]. Folliculin (FLCN) is a tumor 
suppressor protein associated with Birt-Hogg-Dube(BHD) syndrome [48, 49]. It 
is involved in many biological processes including vesicular trafficking, energy, 
and nutrient homeostasis, and monitors E-cadherin protein level [50, 51]. Late 
induction of FLCN in response to P. vivax infection (unpublished) suggests 
that it might also play an important role in maintaining the integrity of midgut 
epithelial cells during oocyst bursting or acquisition of nutrients by developing 
oocyst, though further studies needed to support this hypothesis.

4.2 P. vivax infection and immune strategy of the Anopheles stephensi

As described earlier, the parasite population undergoes several bottlenecks 
throughout their development inside the mosquito host. These bottlenecks are 
achieved because of the mosquito immune system [26]. Once the Plasmodium 
parasite transforms in the ookinete, midgut nitration modifies the parasite surface, 
which is then recognized by the hemocyte encoded pattern recognition receptors 
(like TEP1) circulating in the hemolymph [52]. Studies in the mosquito An. gambiae 
suggest that the complex of LRIM1/APL1C and TEP1 bind to the parasite surface 
and activate the complement system, and in turn, the circulating hemocytes kill the 
parasite through cell lysis, phagocytosis, melanization, etc [53–55]. This whole phase 
is completed within 24 hours after infective blood meal uptake and is known as the 

Figure 2. 
Systematic representation of events occurring during early and late phase immunity in malaria parasite-
infected mosquito: Once the ookinete invade the midgut epithelium, PRRs (pattern recognition receptors) like 
TEP1 recognize the pathogen and activate the complement system, which further triggers the hemocytes for 
phagocytosis, melanization, etc.
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“early phase” immune response (Figure 2). Once the ookinetes reach the midgut epi-
thelium, they get transformed into oocysts, and the immune system working against 
these transformed parasites is known as “late phase” immune response [56, 57]. 
Although very little is known about this phase but recent literature suggests that LL3 
mediated hemocyte differentiation, and STAT pathway activation, together helps in 
the restriction of the oocysts development [58]. Post oocysts maturation, millions 
of sporozoites evade the midgut lamina and circulate in the hemolymph, in order to 
reach and invade salivary glands for their successful transmission. Current literature 
suggests that among thousands of sporozoites only 19% can successfully invade the 
salivary gland, the rest are eliminated by the hemocyte mediated mosquito immune 
system [25]. But we have very limited information about this direct cell (hemocytes)-
cell (free circulating sporozoites) interaction and elimination mechanism [29].

Altogether this information is restricted to the model organisms, and due to 
problems in culturing of P. vivax and extraction of hemocytes the exact species-
specific interaction biology of this neglected parasite is still unknown [29]. As 
hemocytes play a crucial role in immune regulation, decoding the direct or indirect 
immune interactions between hemocytes and P. vivax parasite, will help us to figure 
out the parasite population control strategies of the mosquito hosts.

4.2.1 Hemocytes: the cellular immune army of the mosquito host

Mosquitoes have an open circulatory system, and hemocytes are the tiny 
blood cells circulating across the body reaching every mosquito tissue. These are 
the major immune elicitors working against a diverse range of pathogens [29]. 
Hemocytes are the core of the mosquito immune system which can induce both 
cellular as well as humoral immune responses [30, 59, 60]. Mosquito hemocytes 
population can be discriminated on the basis of their anatomical location (circula-
tory and sessile), DNA content (euploid and polyploid), morphology, and func-
tions (granulocytes, oenocytoids, and prohemocytes) [61–63]. Granulocytes are 
the phagocytic cells, which engulf the invaded parasite and kill them by lysozyme 
activity [64, 65]. Oenocytoids are the producers of the Pro-phenoloxidases, the 
rate-limiting enzyme of the melanization pathway [66]. Melanization is the sys-
tematic enzymatic process, which ultimately produces the melanin protein. When 
a foreign invader infects the mosquito, hemocytes cover the parasite in the melanin 
envelop, which will cut-off the parasite from the outside environment, nutri-
tion, and also induces oxidative stress which results in the killing of the parasite. 
Prohemocytes are considered as the progenitor cells, which produce granulocytes 
and oenocytoids, although the actual function is not known yet about these tiny 
cells [64, 67]. Previous literature illustrated various hemocyte encoded mol-
ecules, like TEP1, FBN30, LRR3, etc. are vital for the early and late phase immune 
responses [55, 68–71]. Researchers have also successfully tracked the involvement 
of phagocytosis and melanization events for the removal of parasites [17]. But we 
do not have much information about the direct cell–cell interaction of the hemo-
cytes and P. vivax free-circulating sporozoites (fcSPZ).

Recently we conducted a transcriptome based study, to understand that how 
hemocytes control the P. vivax free circulatory sporozoites (fcSPZ) population 
before salivary invasion [24]. Here we found that hemocyte encoded transcripts 
undergo a major shift during P. vivax infection. A detailed comparison of the  
P. vivax infected and uninfected hemocyte transcriptomes revealed that transcripts 
of organelle organization and riboprotein complex biogenesis have exclusively 
emerged during P. vivax fcSPZ infection. Altogether these findings suggested that 
the hemocyte population undergoes dynamic changes i.e., differentiate and increase 
the population in response to the fcSPZ. Through the immune database comparison, 
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we found that AMPs like Defensin and Gambicin were exclusively induced when 
fcSPZ were circulating in the hemolymph. These findings were further validated 
by the real-time based experiments and depicted that Defensin3 and Gambicin may 
likely play a crucial role during P. vivax late-phase immune function against fcSPZ 
infection. Hence, conclusively current findings illustrate that hemocytes rapidly 
proliferate and impart humoral immune responses against the parasite to limit the 
fcSPZ population before salivary gland invasion (Figure 3).

Apart from global transcriptomic changes undergone by the hemocyte popula-
tion to manage P. vivax infection, we also found the species-specific molecular 
differences among the hemocyte encoded immune transcripts. FBN9 which was 
previously considered as the potent anti-Plasmodium molecule and showed multi-
fold upregulation during P. berghei/ P. falciparum infection [71, 72] was found to be 
downregulated during P. vivax infection. Novel molecules like FREP12 and FREP50 
were predicted to be involved in the clearance of P. vivax sporozoites. Furthermore, 
storage proteins like ApolipophorinIII, Hexamerin were also found to be highly 
induced during P. vivax oocysts development, which further supported the previous 
evidence of host nutrient scavenging by the maturing oocysts [73–75].

4.2.2 Mosquito salivary glands: Gatekeeper of entry and exit for the parasite

The salivary glands are the crucial organ for the development and transmis-
sion of the Plasmodium to a vertebrate host. Salivary glands are paired epithelial 
organs that are located in the thorax, and consist of three lobes namely, two lateral 
and one median, where each lateral lobe is comprised of proximal and distal lobes 
[76, 77]. The proximal portion of the female glands produces enzymes involved in 
sugar metabolism, where distal lobes are shown to play roles in blood meal acquisi-
tion, Plasmodium invasion, and transmission. Although, studies suggest that only 
10–20% hemolymph circulating sporozoites, manage to invade the salivary glands, 
however, the mechanism of this drastic reduction of 80–90% sporozoites is poorly 

Figure 3. 
Direct interaction of free-circulatory sporozoites and hemocytes. Post oocyst maturation, sporozoites circulate 
freely in the hemolymph, in order to reach salivary glands for further transmission. But oocyst rupture triggers 
the mosquito immune system and activates the hemocyte proliferation, which leads to the sporozoite clearance 
by phagocytosis, melanization, and AMP (Defensin and Gambicin) production. Although the role of AMPs 
in hemocyte activation is still unclear.
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known [25, 78]. Accumulating evidence highlights that sporozoite invasion into the 
glands is mediated by salivary specific receptor-ligand interactions [18, 79].

The sporozoites must leave (egress) the oocyst after maturation to invade the sali-
vary gland and to be transmitted to the next vertebrate host. The egress of sporozoite 
is mediated by a protease named Cysteine protease (ECP1) which ruptures the oocyst 
[80, 81]. The sporozoites are released into the hemolymph and carried to the salivary 
glands by the circulation of hemolymph in an anterior direction from the abdomen 
to head, and facilitate the sporozoite invasion to the salivary gland [82]. The salivary 
gland epithelium forms a physical barrier that pathogens must cross, and Plasmodium 
parasites are evolved with unique proteins that drive invasion by first binding to the 
salivary gland specific surface receptors [83]. The salivary invasion process comple-
tion occurs in two stages, where first, sporozoite binds to invade the salivary gland 
basal lamina; and second, then interacts with the plasma membrane of the epithelial 
cells favoring sporozoite internalization. During the invasion, sporozoites attach 
and invade the distal and medial lobe of the salivary glands, and this attachment and 
invasion are highly specific to the nature of Plasmodium species [84, 85].

Empirical evidence showing that the salivary glands serve as an active immune 
organ is largely lacking, except some studies highlighting that a Serine Protease 
Inhibitor (SRPN6) produced in the salivary epithelium limits gland invasion by 
Plasmodium sporozoites, and thus SRPN6 serves as an important salivary invasion 
immune-marker [86]. Several putative salivary encoded factors such as Saglin, CSP 
binding proteins which effectively binds with sporozoites surface antigens such 
as TRAP, CSP are well known salivary receptors for sporozoites invasion [87–91]. 
However, several other salivary factors such as Plasmodium Responsive Salivary1 
(PRS1), ESP, Peptide-O-xylosyl Transferase 1 (OXT1) have also been identified to 
play a crucial role in parasite invasion of both midgut and salivary glands [92–95]. 
Once inside the salivary glands, the parasite undergoes transcriptional reprogram-
ming before its transmission to the next mammalian host.

Transmission of many viral and protozoan parasites to a vertebrate host requires 
their salivary injection with the mosquito saliva during blood-feeding, and thus the 
migration of sporozoites needs duct for the continuation of the life cycle. Mosquito 
saliva has a pleiotropic property such as anti-hemostatic, vasodilator, or anti-
inflammatory properties and immune modulators, and basic function to facilitate 
blood-feeding [96–98]. However, saliva proteins can also have an indirect impact on 
pathogen development and transmission. For example, a recent study in mosquito An. 
gambiae shows that mosquito saliva proteins such as AgTRIO and mosGILT serve as an 
important mediator of the transmission of P. falciparum, and inhibition of this protein 
can reduce the parasite burden in the human host [99, 100]. Although, a major study 
on salivary-sporozoites interaction is restricted to P. berghei and/or P. falciparum, 
however, very limited information is available on the salivary-P. vivax interaction.

A comparative RNA-Seq analysis of uninfected and P. vivax-infected mosquito 
salivary glands suggests that salivary transcripts undergo substantial changes during 
P. vivax infection. The maturation of sporozoite seems to coincide with the change in 
gene expression essential for invasion and transmission. Findings of several classes 
of immune proteins such as Heme-peroxidase, FADD, Gambicin, GNBP, and multiple 
family proteins of Serine proteases, and SCRC in the P. vivax sporozoites invaded 
salivary glands highlighted their anti-Plasmodium immune role of salivary glands. 
The transcriptome of the infected salivary glands also revealed that P. vivax infection 
decreased the expression of apyrase significantly which suggests that P. vivax inter-
feres with salivary secretion before probing and feeding to ensure their delivery into 
the next human host. These findings offer valuable new insights into the biology of 
malaria parasites. Manipulating tissue-specific immuno-physiology of the mosquitoes 
may halt the Plasmodium vivax development and hence the transmission (Figure 4).
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5. Conclusion

Plasmodium and mosquito host both are involved in the dynamic molecular 
relationship, where parasite tries to dodge the host immune system and utilize its 
nutrients for their successful proliferation/ transmission. On the contrary, the mos-
quito host immune system tries to restrict the parasite development and eliminate 
the remnants. During this ultimate battle, some host species defeat the parasite 
through its active immune system and become resistant but in others, the parasite 
smartly manipulates the host system and defends itself for successful transmission.

P. vivax is one of the neglected parasites which successfully manipulated the host 
system for its efficient transmission. P. vivax suppresses the microbiota prolifera-
tion to avoid nutritional competition as well as early immune responses. Different 
nutrient transport proteins like Trehalase, Sterol Carrier, ApolipophorinIII, etc. 
were modulated by the parasite for fulfilling its nutritional requirements. But still, 
mosquito hosts also developed species-specific immune effector molecules like 
FREP50, FREP12, LRIM17, etc. to block the parasite development. Likewise finding 
salivary-specific factors such as Heme-peroxidase, SP24D that are crucial to sporo-
zoite invasion and survival, may further help to halt the progression of Plasmodium 
development and malaria transmission.

In summary, future functional exploration of the novel P. vivax specific host 
factors, will help in the development of transmission-blocking vaccines and the 
generation of new intervention techniques or modify current ones.
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an important component of salivary gland invasion. (2) Sporozoite internalization: After invasion sporozoite 
passes into the secretory cavity and sporozoites begin to assembly there as a large bundle form. Within the 
salivary duct component of the mosquito immune responses Gambicin, Cecropin, GNBP, and SCR family 
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Abstract

Dendritic cells (DC) represent an important link between innate and  
adaptive immunity, which play an important role during the immune response 
against pathogens. There are several populations and subpopulations of DC, but 
mainly two subpopulations are characterized: the classic DC specialized in the 
processing and presentation of the antigen; and the plasmacytoid DC that have a 
high phagocytic activity and capacity for the production of cytokines. This chapter 
aims to present the current aspects related to the most relevant characteristics and 
functions of DC, as well as their role in host defense against infections by viruses, 
parasites, bacteria, and fungi.

Keywords: dendritic cells, pathogen infections, innate immune response, 
inflammation

1. Introduction

DCs represent an important link between innate and adaptive immunity. DCs are 
heterogeneous population of antigen-presenting cells that are crucial to initiate and 
polarize the immune response. Although, all DCs are capable of capturing, process-
ing, and presenting antigens to T cells, DCs subtypes differ in origin, location, 
migration patterns, and specialized immunological roles [1]. All the DCs are con-
tinuously renewed by hematopoietic stem cell progenitor cell located in bone mar-
row, except of Langerhans cells (LCs) that develop from embryonic macrophages in 
the yolk sac and fetal liver, that are recruited in the epidermis during embryonic life. 
The process is not clearly, but hematopoietic stem cell is differentiated into gran-
ulocyte-macrophage progenitors (GMP) and multilymphoid progenitors (MLP), 
that have the potential to differentiate into macrophage-dendritic precursor (MPD) 
or common dendritic cell progenitor (CDP) like progenitor. These progenitors are 
subsequently differentiated into common monocyte progenitor (cMoPs), plasma-
cytoid dendritic cells (pDCs) and human equivalent of pre-DC, those are the most 
important to differentiate all subsets of DCs. cMoPs develop into blood monocytes, 
which differentiate into monocyte-derived DCs (MoDCs) in inflamed tissues, and 
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fully mature pDCs along with unmatured pre-DCs migrate through the blood tissue. 
Immature human pre-DCs differentiate either in the bloodstream or in tissues  
following migration, developing thus in different DCs subsets (Figure 1) [2–4].

2. Dendritic cell subsets

The DCs are present in lymph organs and non-lymphoid organs, also in blood 
stream, afferent lymph, and mucous membranes. There are different ways to clas-
sify DCs, by its linage, as mentioned above there are cMoPs and pDCs. The cMocPs 
express typical myeloid antigens as CD11c, but lack of CD14 or CD16 and may 
be split in CD1c + and CD141+ fractions. While pDCs have expression of CD123, 
CD303 and CD304, with high or low expression of CD123, CD303 or CD304; the 
cluster of differentiation is determined in the differentiation of their precursor. 
These cells cMoPs and pDCs are classified into blood DCs [5, 6].

Inflammatory DCs derived from classical CD14+ blood monocytes, using 
granulocyte-macrophage colony-stimulating factor (GM-CSF) and interleukin 
(IL)-4. Monocytes are highly plastic, and they differentiate into DCs or different 
forms of macrophages (M1/M2). Human inflammatory exudates contain distinct 
inflammatory DC-like and macrophage-like cells and transcriptional profiling 
suggests a common monocyte origin. Key features of these cells are the expression 
of CD1c, CD1a, CD206, FcεR1, Sirpα but lack of CD16 and CD209. Non-classical 
monocytes and antigen 6-Sulpho LacNac DCs are a heterogeneous population 
and CD16+ monocytes possess distinct characteristics including higher major 
histocompatibility complex (MHC) class II and co-stimulatory antigen expression, 
classify as a type of blood DCs [5].

Figure 1. 
Dendritic cell lineage development. The hematopoietic stem cell located in bone morrow is the progenitor of 
all DCs. Here the differentiation in multi-lymphoid progenitor and granulocyte-macrophage can become the 
human equivalent of macrophage-dendritic precursor (MPD) or dendritic cell progenitor (CDP). From this 
cell arise three important progenitor cells (cMoPs), pDCs and pre-DC, these last cells migrate to bloodstream or 
target tissue/organ to maturate and differentiate to become one of the different subsets of DCs. Explanation in 
the text. Figure modified by the authors from reference [3] and authorized to be published by bio-Techne  
(figure created by Muñoz-Carrillo et al., with BioRender.com).
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The functional-anatomical classification of DCs is widely vast, the classification 
of DCs are dependent of anatomical location or function, for example, DCs in heart 
are known as interstitial cells, in ganglia are known as interdigitating cells, but when 
DCs are in the afferent lymph are called veiled cells. Also, the function of these are 
different but sequential [5, 6]. Intestinal DCs are found in small intestine, lamina 
propia and gut associated lymphoid tissue. This DCs express CD103 and Sirpα in 
three different ways, such as CD103 + Sirpα- DCs, The CD103 + Sirpα+ DCs and 
CD103- Sirpα+ DCs. Most of these cells are located deeper into lamina propia, and 
express CD45, human leukocyte antigen-DR isotype (HLA-DR), CD14, CD64  
and high levels of CX3C chemokine receptor 1(CX3CR1), and since these cells 
do not migrate to the lymph nodes, they have been depicted as intestinal mac-
rophages. In the mesenteric lymph node DCs are a mixture of cells found in the 
peripheral blood. Such as peripheral blood, where soluble food bioactives may also 
be directly available for internalization by DCs in the draining lymph nodes via the 
conduit system [7].

LCs and microglia are two specialized self-renewing DCs, found them in 
stratified squamous epithelium and parenchyma of the brain, respectively. The 
LCs differentiate into migratory DCs, whereas microglia are considered as a type 
of specialized macrophage. There are DCs found in tissues and lymph nodes with 
marker CD14+, a subset of CD11c+, found in interstitial DCs; but they are more 
monocyte-like or macrophage-like, that may arise from classical monocytes [5].

2.1 Morphology

Immatures and matures DCs have different morphologic, immatures DCs 
monocyte-derived are spherical, irregular shape, with little cytoplasmatic projec-
tions, also abundant phase-dense granules (birbeck’s granules or bodies) and 
irregular nucleus with small nucleoli. Once the DCs maturates shows stellate 
process, giving veiled appearance, with more extended dendrites projecting in 
many directions from the body cell [6, 8].

2.2 Maturation

The DCs have 3 stages precursor, immature and mature stage, but some authors 
do not count the precursor phase [6, 9]. Precursor phase course with any of the 
principal precursor as cMoPs, pDCs or Human equivalent of pre-DCs. It migrates 
from bone morrow to specific tissue or area, process leaded by chemokine chemo-
receptors such as C-C chemokine receptor type 1 (CCR1), CCR5 and CCR6 and by 
adhesion molecules CD26P ligand. When the cell arrives to the corresponding tissue 
or place, it becomes immature DC. The immature DC express CCR1 and CCR3, 
where its ligand is in endothelium and inflammatory cells, promoting its migra-
tion to different organs and inflammatory tissues. This immature DC is capable of 
capture antigens by different receptors like Fc receptor, integrins, type C lectin and 
scavenger receptors such as lectin-type oxidized LDL receptor 1 (LOX-1) and CD91. 
Immature DC is characterized for various amounts of chemokines, so it can be 
extravasated to inflammatory tissue [6].

Once the DC has captured the antigen, this one is degraded to peptides that 
will get bind to MHC class I or class II. The endogenous antigens are processed 
by MHC class I, while exogenous antigens are processed by MHC class II. The 
lipidic antigens are presented by different molecules CD1(a-d) to T cell receptor 
(TCR) or natural killer T (NKT) cell. The differentiation process of immature 
DC to mature DC needs different signals to complete the process. To the imma-
ture DC gets mature, needs to stimulate T lymphocyte. This is possible when the 
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antigen is presented to T lymphocyte by MHC class I or class II to TCR receptor 
and interaction of costimulatory molecules (CD28, CD40, CD54, CD58, CD80, 
CD83 and CD86) to activate T lymphocyte. Other molecules like adhesion 
(CD58, CD54) danger signal (CD40 ligand, tumor necrosis factor (TNF)-α, IL-1, 
IL-6, Interferon (INF)-α and Toll-like receptors (TLRs) agonist) [6, 8]. When 
the DC becomes mature, decreases the chemokine receptor expression of CCR1 
and CCR5, whereas CCR7 increases. The CCR7 ligand is in ganglia walls and 
ganglionic paracortical zone. There, the mature DC secretes chemokines such as 
thymus and activation-regulated chemokine (TARC), macrophage-derived che-
mokine (MDC) or interferon gamma-induced protein 10 (IP-10), which recruits 
different types of T lymphocytes, monocytes, regulated on activation, normal 
T cell expressed and secreted (RANTES), macrophage inflammatory protein 
(MIP)-1α and MIP-β, to the local microenvironment [6].

2.3 Functions

DCs cells have many functions, but these can be globed within three functions. 
The first one is the main function as antigen presentation and activation of T 
lymphocytes as inducing adaptative immunity, with important release of cyto-
kines for example IL-12 to differentiate T lymphocytes in T helper cell or cytotoxic 
lymphocytes. DCs have a wide range of properties including potent stimulation of 
native CD4+ T cells, cross-presentation to CD8+ T cells and production of pro-
inflammatory cytokines IL-1, IL-6, TNF-α, IL-12 and IL-23 [5, 9, 10]. The second 
function to induce tolerance. There are 2 types of tolerance central and peripheral. 
Central tolerance develops in thymus where a tolerance upon our own antigens 
occurs, and the reactive T lymphocytes to those antigens are destroyed, this also 
happen in bone morrow for B lymphocytes. The peripheral tolerance occurs when 
costimulatory molecules, last step of antigen presentation is not complete, there 
is a failure in activation of T lymphocyte, so the T lymphocyte become tolerogenic 
[6, 9, 10]. The third function to maintain immune memory in tandem with B cells. 
As mentioned before, there are population of DCs in ganglia, in the germinal 
center are found the follicular DCs which seems to be a reservoir of antigen and 
antibody complexes, that last an exceptionally long time up to months or years. 
This allows a constant stimulation of B cells to maintain memory [9].

There are others important functions of DCs, as their role in innate immunity, 
the DCs have pattern recognition receptor (PRR) and pathogen-associated molecular 
pattern (PAMPs) [10]. These receptor patterns activate TLR pathways, type C lectins 
and release pro-inflammatory cytokines to activate innate immunity system [8]. 
Also, DCs have been related to B lymphocytes proliferation and induction of T lym-
phocytes to suppress the immune response by missing of costimulatory molecules 
without IL-12, inducing T lymphocytes to secrete IL-10 and transforming growth 
factor (TGF)-β [6, 9].

3. Role of dendritic cells in viral infection

Since the discovery of DCs [11], the knowledge of the innate and adaptive 
immune response has been increasing significantly. At present, DCs are consid-
ered a key cell in immune response activation with multiple functions including 
the virus recognition, processing of viral antigen and as antigen-presenting cells 
to cells of specific immune response, serving as a bridge between innate and 
adaptive response [12]. DCs are bone marrow-derived cells and they can be found 
in different parts of the organism including mucous membrane, the skin, and 
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lymphoid tissue [13]. Depending on surface markers, DCs can be classified as 
immature or mature myeloid DCs and plasmacytoid DCs [14, 15].

Immature DCs are inactive cell with high capacity to capture viral antigen. They 
are present in virtually all tissue with high probability to capture invading viruses. 
Immature DCs lack the capacity of antigen presentation. On the other hand, mature 
MDC is generated by an immature DC that was activated when recognized and 
processed viral antigen. Mature DCs function as antigen presenting cells (APCs). 
They express MHC-II molecules and different co-stimulators surface molecules 
that give them the antigen presentation capacity. Mature DCs also produce different 
cytokines to initiate antiviral immune response [16].

Likewise, plasmacytoid DCs also sense viral pathogen. They are called plasma-
cytoid DCs by its high resemblance to plasma cells. Although pDC has the ability 
of antigen-presenting, this function is low compared with MDC. However, pDCs 
contribute to both inflammatory process and antiviral state. They are specialized 
DCs that produce proinflammatory cytokines and high levels of IFN type I [17]. 
Both MDC and pDCs are present in lymphatic nodes where they are capable to 
present viral antigen to naïve T cell [18, 19].

3.1 From immature to mature cDCs in viral infection

Immature DCs are considered the sentinels of the immune response. These cells 
are distributed in practically all the body where they have the capacity of interact 
with the invading virus. They carry out the function against viral infection by dif-
ferent mechanisms. They can be infected by viruses or they can respond to mol-
ecules produced and secreted by other virus infected cells. When they are infected, 
DCs can respond in various ways, firstly, DCs have different receptors distributed 
on cell surface, cytoplasm, and specialized endosomes. TLRs and C-type lectins 
receptors (CLRs) are present in cell surface and some TLRs in endosomes, while 
retinoic acid-inducible gene (RIG), melanoma differentiation-associated protein 5 
(MDA5) and nucleotide-binding oligomerization domain 2 (NOD2) are only pres-
ent in cytosol [20–22]. TLRs have N-terminal ectodomains (ECDs) which recognize 
molecules of viruses. This ECDs are constructed by a tandem motif of leucine-rich 
repeats (LRRs) and forms a horseshoe structures [23]. Binding of TLRs with their 
ligand depends on these structures [24]. However, diverse receptors respond to an 
extensive repertoire of viral PAMPs. These viral PAMPs can be glycoproteins pres-
ent on the viral external surface, viral genome, or replication intermediates formed 
during viral replication [25].

Depending on the activated receptor, DCs can produce proinflammatory 
cytokines or IFN. During maturation process DCs interact with the antigen and 
upregulate MHC-II to present antigen to naïve CD4+T cells. In addition, DCs 
produce diverse surface molecules such as CCR7 which is necessary in trafficking 
into lymphatic nodes and CD40, CD80, and CD86 which are co-stimulatory surface 
factors that enable them to activate T naïve cell to initiate the adaptive immune 
responses [26, 27].

3.2 Differential PRR activation on dendritic cells

DCs is the main cell used to establish an effective immune response. At present, 
four subsets with different functions have been identify in human. Each subset of 
DC has different markers and a functional distinction that enable them to participate 
in different states to orchestrate an antiviral immune response. Each type of DC 
expresses different receptors that can be membrane-associated molecules or free in the 
cytoplasm. Activation of these receptors ends in different cytokine-proinflammatory 
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production and interferon. Depending on cytokine produced, naïve CD4+T cells is 
differentiated into T helper effector cell [14].

Myeloid DCs, called classical or conventional DCs (cDCs) detect viral proteins 
through expression of membrane surface receptors such TLR-4 and DC-specific 
intercellular adhesion molecule 3 (ICAM3)-grabbing non-integrin (DC-SIGN) (see 
Figure 2) [28]. DC-SIGN support the initial immune response between T cells and 
DCs, but when DC-SIGN have contact with viral glycoproteins results in activation 
of signal transduction pathways than cause modulation of immune responses [29]. 
The signaling pathway triggered by DC-SIGN recruits Ras and the subsequent 
phosphorylation of the kinase RAF1 which is mediated by p21-activated kinases 
(PAKs) and Src Kinases. The activation of RAF1 induces phosphorylation of nuclear 
factor (NF)-κB increasing the transcriptional activation from IL-18, IL-10 and 
IL-12 promoter [29, 30].

The association of viral proteins through concave surface of TLR4-ECD 
induces two different pathways [31]. Myeloid differentiation primary response 88 
(MyD88)-Dependent Pathway initiates with the recruitment of MyD88 adapter and 
subsequent activation of tumor necrosis factor receptor (TNFR)-associated factor 
6 (TRAF6). Then TRAF6 activates the NF-κB essential modulator (NEMO), which 
is the regulatory subunit IKK complex and activates NF-κB causing its transloca-
tion to the nucleus, where induces gene expression such as IL-6 and IL-12 [21]. 
MyD88-Independent pathway recruits TIR-domain-containing adapter-inducing 
interferon-β (TRIF) [32]. TRIF activates TRAF3 and finally induce interferon 
regulatory transcription factor (IRF-3) activation and the subsequent IFN-β 
expression [21].

In addition to membrane surface receptors cDCs also have endosomal TLRs 
such as TLR-3 and TLR-7/TLR-8 which sense dsRNA and ssRNA respectively. Each 
receptor has a specific signaling pathways [14]. TLR-3 sense viral dsRNA through 
its largely uniform and flat horseshoe structure of TLR-ECD [33]. TLR3 has the 
same MyD88-Independent pathway with the activation of TRAF3 and subsequent 
IFN-β expression [32]. Viral ssRNA are sense by TLR-7 and TLR-8, these recep-
tors activate MyD88 pathway with the recruitment of TRAF6 and TRAF3. Finally, 
activation of IRF-3 and IRF-7 induces IFN-β and IFN-α expression respectively 
(see Figure 2A) [21, 34].

In addition to DC-SIGN and TLRs, the viral genome can be exposed in the 
cytoplasm during the replicative processes or during direct penetration into the 
cell. NOD2 and RNA helicases such melanoma differentiation-associated protein 
5 (MDA5) and RIG-1 detect dsRNA in the cytoplasm [35]. Interferon promoter 

Figure 2. 
Signaling pathway and cytokines production of DCs during viral infection. (A) Myeloid DCs and  
(B) Plasmacytoid DCs. Description in the text (figure created by Muñoz-Carrillo et al., with BioRender.com).
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stimulator-1 (IPS-1) interacts with MDA5, RIG-1 and NOD2 via caspase activation 
and recruitment (CARD) domain. IPS-1 localizes in mitochondria and interacts 
with TRAF3. TRAF family member associated NF-κB activator (TANK) is recruited 
from TAF3 and interacts with TANK Binding Kinase 1 (TBK1) and the kinase IKKε 
[36–38]. Finally, TBK1 and IKKε interact via their C termini with NFκB activating 
kinase (NAK)-associated protein 1 (NAP1) [39]. This signaling pathway activates 
NFκB, IRF-3 and IRF-7 to express IL-12, IFN-β and IFN-α [38, 39].

On the other hand, pDCs not express DC-SIGN but express CD4 that can sense 
glycoproteins of viruses as human immunodeficiency virus (HIV). The viruses can 
enter through direct fusion with the cell membrane or through receptor-mediated 
endocytosis and activates different signaling pathways (see Figure 2B) [40, 41]. 
The endosomal receptors TLR-7 and TLR-9 are selectively express in pDCs and 
sense RNA or DNA respectively. This engage activates downstream signaling 
pathway [42]. TLR-9 and TLR-7 activates IRF-3 and IRF-7 like in cDCs signaling 
with final IFN-β and IFN-α expression respectively [43]. TLR-9 signaling pathways 
include the recruitment of Interleukin-1 receptor-associated kinase 4 (IRAK4) 
through its death domain. Activated IRAK4 interacts with IRAK2. This complex 
associates with TRAF6 to final activation and nucleus translocation of NF-κB and 
leads TNF-α and IL-6 production [17, 44, 45]. pDCs can also be infected by direct 
penetration of virus and the viral genome can be sense by RIG-1, MDA5 and NOD2. 
The signaling in the pDCs is through IPS-1 pathways as the same way that on cDCs 
[20, 22]. This pathway activates NFκB, IRF-3 and IRF-7 to express IL-12, IFN-β and 
IFN-α respectively [38, 39].

Other subsets of DCs are the LCs and Interstitial DCs (IDCs), these kinds of DCs 
are commonly the first DCs that have contact with some virus [46]. LCs are local-
ized in mucosal stratified squamous epithelium and skin epidermis. LCs express 
different CLR: CD207 or Langerin. Moreover, LC has a low expression of TLR4 and 
expression of TLR-3, −7 and − 8 [14, 47]. LCs activated finally express IL-8, IL-6, 
TNF-α [48]. On the other hand, the IDCs are localized in the epidermis and express 
similar receptors that cDCs like DC-SIGN and TLR-3, -4, -7 and -8 and have similar 
signaling pathways [14].

Activation of the antiviral response generated by immune system depends 
largely on the activation of dendritic cells. Each subtype of this family of antigen-
presenting cells have an important role by processing viral antigens that trigger 
different signaling pathways through their distinct receptors. The consequence of 
this signaling pathway results in the expression of various cytokines involved in the 
activation of immune cells. For this reason, a better knowledge about how different 
immune cells subtypes can induce distinct pathways is required for a better vision 
of whole antiviral response.

4. Role of dendritic cells in parasitic infection

In parasitic infections is difficult to generalize about the mechanisms of anti-
parasitic immunity because there is a great variety of different parasites that have 
different morphology and reside in different locations of tissues and hosts during 
their life cycles [49]. For this reason, we will talk about the role of dendritic cells in 
protozoa and helminths infection, two of the main parasites of medical importance 
for human health.

DCs have the capacity to recognize different molecules in the surface of para-
sites and are efficient phagocytes; thus, several intracellular parasites reside inside 
DCs. Once DCs phagocytose intracellular parasites, they can exert their micro-
bicidal capacities, although it has been shown that they are not as efficient in the 
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destruction of microorganisms as other phagocytes such as macrophages and neu-
trophils. Once internalized, DCs process antigens for presentation to T cells [50].

4.1 Parasitic protozoan infections

Protozoan parasites are pathogens that have developed additional and sophis-
ticated strategies to escape the immune attack of the host. This is because their life 
cycles generally involve several stages of specific antigenicity, which facilitates their 
survival and propagation within different cells, tissues, and hosts [51]. Frequently, 
the host is unable to eliminate protozoan infections, which often results in chronic 
disease or irreparable infections, in which the host continues to act as a reservoir of 
parasites, a cause of great concern due to their prevalence, morbidity and mortality 
[52, 53]. This host resistance to protozoa infections depends mainly on the develop-
ment of a T helper type 1 (Th1) response and on the production of IL-12 by APCs 
[54]. Therefore, the classical reaction of the host to infections by protozoan para-
sites is the maturation of different subsets of DC, and in some cases, the activity of 
these cells leads to a response that is effective in controlling the infection [55].

Among the most important protozoan parasites are those that living in human 
blood and tissues, which can cause fatal diseases. The immune response against pro-
tozoan infections involves a strong innate immune response followed by predomi-
nantly a Th1 response. The innate immune system is comprised of several cell types, 
including DCs. Recognition of pathogens by these cell types leads to phagocytosis 
in some cases, and the production of pro-inflammatory cytokines, which assist in 
shaping the subsequent adaptive immune response (see Figure 3) [56].

During the parasitic protozoan infections different PRRs present in DCs 
are involved in the recognition PAMPs of parasites. In trypanosomiasis, the 

Figure 3. 
Role of DCs in protozoan infections. Polarization of Th1 response through interactions between PAMPs and 
PRRs (TLR-2, -4, -9, -11 and -12), which in a signal-dependent manner (involving the activation of MAPKs 
p38/JNK and MyD88) induce the expression of Th1 cytokines such as IL-12, Il-6, IFN-γ and TNF-α. the PRRs 
from protozoa induce the presentation of antigens, the co-stimulation, and the expression of the cytokine IL-12, 
IFN-γ production by DCs during Ag presentation, by signaling pathway STAT-4. Description in the text. 
(figure created by Muñoz-Carrillo et al., with BioRender.com).
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glycoinositolophospholipids (GIPLs) and glucosylphosphatidylinositol (GPI) 
anchors from Trypanosoma cruzi are recognized by TLR-4 and TLR-2, respectively, 
inducing the inflammatory cytokines production [57, 58]. Likewise, the DNA of  
T. cruzi stimulates the production of cytokines in a manner dependent on TLR-9 
and synergizes with the GPI anchor of TLR-2 in the induction of cytokines [59], 
such as IL-12 by activation of the p38 pathway [60].

Toxoplasma gondii is a parasite that can infect any nucleated host cell, but it has a 
preference for cells of the immune system, including DCs [61]. Currently, the par-
ticipation of TLRs in the recognition of T. gondii is not very clear. On the one hand, 
studies have shown that the soluble parasite extract (STAg) of T. gondii induces 
the production of IL-12 through the binding of Toxoplasma profilin (TgPRF) with 
TLR11 in DCs, signaling pathway MyD88 [62–65]. In fact, it has been shown that 
TgPRF is not required for the intracellular growth of T. gondii, but it is indispensable 
for host cell invasion and active egress from cells [65], and it is critical for the IL-12 
production, especially in plasmacytoid DCs [66]. On the other hand, studies show 
that the absence of either TLR-2 or TLR-4 in DCs does not modify the production of 
IL-12 in response to STAg [62]. Other authors have reported the involvement of the 
TLR4-dependent signaling pathway in T. gondii independent of the MyD88 pathway 
[67]. However, reports have shown that mice deficient for TLR-2, TLR-4 or TLR-11 
survive T. gondii infection, suggesting that T. gondii recognition may be associated 
with an additional signaling pathway MyD88-TLR-dependent. This additional 
signaling pathway could be by binding of TgPRF with TLR-12, since it has been 
observed that TLR-12-deficient mice succumb rapidly to T. gondii infection [62, 63, 
66, 68]. On the other hand, T. gondii is capable to activate the JAK/STAT signaling 
pathway to facilitate survival within the host, blocking IFN-γ-mediated-STAT1-
dependent proinflammatory gene expression in APCs. This is through sustained 
STAT-1 phosphorylation and nuclear translocation in bone marrow-derived DCs 
(BMDCs). However, in combination with IFN-γ, T. gondii simultaneously blocks 
IFN-γ-induced STAT-1 transcriptional activity avoiding the DCs activation by 
IFN-γ [69].

Plasmodium falciparum is capable to activate DCs through TLR-2 [58, 70, 71] and 
TLR-9, inducing the production of proinflammatory cytokines [72]. Depending 
on the DCs population that are activated during Plasmodium infection, it will be 
the type of cellular immune response that the host will mount against the infec-
tion. On the one hand, it has been observed that DCs subpopulations such as 
CD8+CD11b−DC (located in the peripheral lymph nodes), mature (CD40+) spleen 
DC and (CD8α+CD11b− and CD8α−CD11b+) DCs [73, 74], are associated to the 
protective effect of CD8+ T-cells, which produce INF-γ and induce parasite death, 
reducing the parasite burden in hepatocytes [75–78]. On the other hand, during 
the acute phase of infection CD8α-CD11b+DC activates CD4+ T-cells, inducing the 
production of IL-12, IL-6, IFN-γ and TNF-α [79–83].

4.2 Parasitic helminth infections

Helminth parasites, like protozoan parasites, have significant differences in 
their biological life cycles, which are reflected in the differences in clinical out-
comes seen among helminth parasites. Pathological consequences of most helminth 
infections have been associated with both with the parasite intensity (or burden) 
and the relative acuteness or chronicity of the infection, because the helminth 
parasites modulate/regulate the host response to themselves (parasite-specific 
immunoregulation) [84].

The immune response against helminths is characterized by the induction of an 
early immune response of type Th1, with subsequent predominance of a Th2 type 
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immune response, resulting in a mixture of both Th1/Th2 responses [85, 86], which 
are dependent on the immune responses mediated by CD4+ T cells [87]. These 
CD4+ T cells can function as APCs and play a key role in establishment the cytokine 
environment, thus directing their differentiation either by suppressing or favoring 
the inflammatory response at the intestinal level, which is crucial for the expulsion 
and elimination of the parasite (see Figure 4) [88].

This implies that the helminths have developed strategies, such as the evasion or 
suppression of the host immune response, which prevent their expulsion and allow 
their long-term survival. It is believed that the modulating effects of the immune 
system arise from the ability of the helminth to regulate the host immune response, 
developing mechanisms for the modulation of DCs as key players in the initiation 
and polarization of adaptive immune responses [89–91].

During the intestinal infection by helminths, the polarization of the cellular 
immune response to a Th1 type immune response depends on the type of signal 
derived from DCs. For example, Trichinella spiralis larvae group (TSL-1) antigens 
induce the DCs maturation [92], leading to the expression of MHC II [93, 94], 
promoting the development of a Th1 type cellular immune response [95]. Several 
studies, both in vitro and in vivo, have shown that during the early stage of intes-
tinal infection by T. spiralis there is a significant increase of Th1 cytokines such as 
IL-12 [96, 97], INF-γ [95–98], IL-1β [97–99] and TNF-α [96, 97, 100]. It is possible 
that this Th1 response is mediated through the TLR-4 activation in DCs by TSL-1, 
through the signaling pathway TLR4/MyD88/NF-κB [101, 102]. Another example is 
double-stranded RNA from schistosome eggs has been implicated in the activation 
of DCs via TLR-3, resulting in a Th1-polarized response [103, 104].

Intestinal DCs are classified according to their unique or combined expression of 
CD11b and CD103, as well as the dependence on either interferon regulatory factor 
4 or 8 (IRF4 or IRF8) for their development and/or survival. The intestinal DCs are 

Figure 4. 
Role of DCs in helminth infections. The immune response against helminths is characterized by the induction of 
an early immune response of type Th1, with subsequent predominance of a Th2 type immune response, resulting 
in a mixture of both Th1/Th2 responses. The polarization of the cellular immune response to a Th1/Th2 type 
immune response depends on the type of signal derived from DCs. Description in the text. (figure created by 
Muñoz-Carrillo et al., with BioRender.com).
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capable of process antigens, migrating to mesenteric lymph nodes upon activation, 
and priming naive T cells. However, IRF8-dependent CD103+ DCs are important 
for the generation of type 1 responses of both helper and cytotoxic T cells, thus 
promoting Trichuris muris and Heligmosomoides polygyrus chronicity. In contrast, 
IRF4-dependent CD11b+ DCs in the induction of Th2 immunity, notably during 
infection with Nippostrongylus brasiliensis, T. muris, and the parasitic trematode 
Schistosoma mansoni [105].

On the other hand, the PRRs from helminths can also activate the DCs for the 
induction of the Th2 response by interacting with the TLR and CLR. This interaction 
may promote Th2 responses by suppressing antigen presentation, co-stimulation 
and/or expression of Th1-promoting cytokines by directly interfering with these 
pathways. DCs that drive Th2 responses typically exhibit specialized markers, such 
as CD301b, PDL2, and CD11b, and several receptors for the Th2-related cytokines 
IL-4R, IL-13R, IL-25R, TSLP-R, and IL-33R. Additionally, the extracellular signal-
regulated kinase (ERK) and signal transducer and activator of transcription 4 
(STAT4) pathway upregulates the costimulatory molecules, CD40, OX40L, and 
Jagged. Activation of the major transcription factors interferon regulatory factor 4 
(IRF4) and KLF4 inhibits IL-12 production and increased IL-10 secretion. These fac-
tors typically act individually or in concert to orchestrate Th2 responses in helminth 
infections [106–108].

In T. spiralis infection, the initial exposure of TSL-1 antigens of T. spiralis 
activated CD4+ T cells, as well as DCs, leading to the secretion of large amounts of 
IL-10. IL-10 suppress cell markers, the proliferation and antigen presentation by 
DCs and inhibition of IL-12 secretion. In addition, TSL-1 increased the both IL-4 
and IL-10 production derived from Th2 cells with a decrease in INF-γ production, 
polarizing the immune response to a strong Th2 cellular immune response, pro-
tective and responsible for the T. spiralis expulsion [109]. In addition, it has been 
shown that phosphatidylserine (PS) lipids derived from schistosomes and ascaris 
worms, which carry TLR2-activating molecules, promote Th2 responses through 
DCs [110]. Further, it was found that antigens of Toxocara canis were recognized by 
DC-SIGN expressed on DCs [111], and the induction of a Th2 response in vivo by 
antigens of the parasitic nematode Brugia malayi, as well as the free-living nema-
tode Caenorhabditis elegans, was found to be dependent on intact glycans [112]. 
These findings together suggest that certain helminth glycans can serve as PAMPs 
that instruct DCs through CLR to boost polarized Th2 responses [113].

5. Role of dendritic cells in bacterial infection

Activated DCs are involved in the response to infections, which induces an 
increase in MHC expression, adhesion, and costimulatory molecules. The recogni-
tion of intracellular pathogens derived from mycobacterial cell wall components 
(lipids/glycolipids) such as phosphatidyl-myo-inositol mannoside, lipo-mannan, 
lipoarabinomannan, mycolic acids, lipopeptides, and phosphoinositol-containing 
lipids is given through the TLR-2, TLR-4, TLR-9, TLR-8 and the TLR1/TLR6 that 
heterodimerize with the TLR-2 [114, 115]. The signaling pathway that occurs in 
almost all TLRs is through MYD88, while for TLR4 the signaling pathway can be 
through MYD88 and TRIF [116, 117]. The activation of these receptors induces 
the activation of mitogen-activated protein kinase (MAPK) and NF-κB producing 
proinflammatory cytokines in DCs (see Figure 5). Other antigens derived from 
Mycobacterium tuberculosis such as lipoamide dehydrogenase C (Rv0462) induce 
the maturation and activation of DCs, increasing the expression of costimulatory 
molecules, MHC II and proinflammatory cytokines such as TNF-α, IL-1β, IL-6, 
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and IL-12, which leads to a Th1 immune response [118, 119]. Another protein that 
induces the maturation of DCs is RV2220 is a glutamine synthetase (GS) type I 
enzyme derived from M. tuberculosis, which induces the upregulation of MHC I 
and MHC II as well as CD80 and CD86, which leads to a Th1 response or Th2 or to 
regulatory T cell, through the secretion of cytokines such as, TNF-α, IL-6, IL-1β, 
IL-12 or IL-10, activating the MAPK and NF-κB pathway [120]. Different proteins 
that derive from M. tuberculosis trigger different responses, as cell wall-associated/
secretory Rv1917c antigen acts as a ligand of TLR-2, which induces the maturation 
of DCs secreting IL-10 and inducing the production of IL-4, IL-5 and IL-10 in 
CD4+ T cell which leads to a Th2 response (see Figure 5) [121].

On the other hand, DCs infection with other bacteria of the type Listeria monocy-
toges, Shigella flexneri, Salmonella typhimurium and Francisella tularensis, can activate 
inflammasome receptors [122]. The inflammasome is a multiprotein complex that 
contains one or more Nod-like receptors (NLRs) and regulates caspase-1 activity 
[123, 124], this complex is formed by at least three elements: (1) an inflammatory 
caspase (caspase-1, caspase- 11); (2) an adapter molecule such as apoptosis-asso-
ciated speck-like protein containing a CARD, caspase recruitment domain (ASC); 
and (3) a sensor protein such as NLR Family Pyrin Domain Containing 1 (NLRP1), 
NLRP3, NLRP12, NAIP1, NAIP2, NAIP5, or absent in melanoma 2 (AIM2) [125]. 
The NLRP1 inflammasome is activated by anthrax lethal toxin, a toxin produced 
by Bacillus anthracis [126]. The toxin is composed of a protective antigen and lethal 
factor, the protective antigen generates pores in the membrane of the host while the 
lethal factor enters the cell and short NLRP1b and leads to inflammasome activation 
[127]. The NLRP3 inflammasome is activated by ligands derived from pathogens 
such as microbial cell wall components, nucleic acids, and pore-forming toxins [128]. 
Activation NLRP3 inflammasome require two signals: the priming which occurs 
when cells are activated by a PRR and activates the NF-kB, that induce the produc-
tion of NLPR3, pro-IL-1β and pro-IL-18 and cytokines proinflammatory drugs such 
as IL-6, IL-8 and TNF-α. Subsequently the second signal carrying the assembly for 
inflammasome activation of caspase-1 occurs, which gives rise to the production of 

Figure 5. 
Role of DCs in bacterial infections. The TLRs are involved in the recognition of mycobacterial antigens. The 
activation of TLR-4 and TLR-2 by these antigens leads to an intracellular signaling pathway, leading to a Th1 
and Th2 response, respectively. NOD-like receptors (NOD 1 and NOD 2) recognize bacterial peptidoglycans 
(DAP and MDP), the downstream signaling activates NF-κB and MAPK generating a Th1 response. 
Description in the text (figure created by Muñoz-Carrillo et al., with BioRender.com).
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IL-1β and IL-18 responsible for maintaining the inflammatory response [129]. The 
NLRC4 inflammasome is activated by the bacterial flagellar protein flagellin, as well 
as the Salmonella type III secretion system, this inflammasome does not interact 
directly with its activator, the NAIPs proteins do (NLR family), which recognize 
the ligands and induce activation of the NLRC4 inflammasome [130, 131]. The 
double chains of microbial DNA present in the cytosol are recognized by the AIM2 
inflammasome, this receptor contributes to host defense when pathogens do not 
have ligands that stimulate PRRs such as flagellin and LPS, such as Brucella spp and 
Francisella spp. This receptor binds to DNA and oligomerizes with ASC to then form 
the caspase-1 activating inflammasome, which leads to the secretion of cytokines 
such as IL-1β and IL-18 [132]. The cytokines that are produced through the inflam-
masome not only contribute to the defense of the host against infections, they also 
induce a Th17 response, this differentiation is driven by IL-1β, and is regulated by the 
factors NF-κB, activator protein 1 (AP-1) or the signaling way of the MAPK [133]. 
After the binding of IL-1β to IL-1R, signaling occurs through MYD88 until activat-
ing NF-κB, which induces the production of proinflammatory cytokines leading to a 
Th17 phenotype, in this differentiation IL-1β synergizes with IL-6 which upregulates 
the master transcription factor of Th17 cells, such as STAT3, IRF4 and RAR-related 
orphan receptor gamma (RORγt) [134]. The Th17 response is a typical response 
that occurs against extracellular bacteria such as Klebsiella pneumoniae, Bordetella 
pertussis, or Streptococcus pneumoniae and is characterized by a vigorous response of 
neutrophils which is coordinated by the Th17 cells, an alteration in IL-17 signaling 
increases the susceptibility to infection of these bacteria [135]. Although the defense 
of the host against extracellular bacteria is considered mainly associated with the 

Figure 6. 
Role of DCs in fungal infection. Antigens derived from fungi such as b-glucan which are recognized by 
Dectin-1, this leads to a downstream signaling pathway activating NF-kB producing IL-6 and IL-23 leading to 
a Th17 phenotype. The union of Dectin-1 whit b-glucan also leads to the activation of ROS, which can NLRP3 
inflammasome assembly activating caspase-1 which cuts the pro-IL-1 and pro-IL-18 generating its active forms, 
which together with IL-23 activates the Th17 phenotype. Description in the text (figure created by Muñoz-
Carrillo et al., with BioRender.com).
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Th17, some authors indicate that effective protection requires the synergism of Th1 
and Th17 cells, as it is for Bordetella perussis that induces the production of IFN-γ in 
the phase maximum infection and decreases its expression as time passes reaching 
basal levels at 14 days post-infection, however the Th17 response is persistent and 
production of IL-17 remains high even when the infection has been eliminated [136].

Other receptors involved in the response to pathogens are NOD1 and NOD2 
receptors make up the family of NOD-like receptors containing a CARD domain 
(NLRC) [137]. These receptors are highly expressed in DCs and act as intracellular 
PRRs that recognize bacterial peptidoglycans [138–140]. NOD1 mainly recognizes 
γ-D-Glu-meso-diaminopimelic acid (DAP) while NOD2 recognizes muramyl dipep-
tide (MDP) [141]. Once the activation of these receptors occur, the downstream 
signaling activates NFκB through the union of its CARD domain to the protein 
kinase RIP2, which in turn recruits IRAK2, TRAF6, TAK1 binding protein (TAB1) 
and transforming growth factor-β-activated kinase 1 (TAK1) to activate the IKK 
complex, these events result in the degradation of IκBα inhibitor which leads to the 
translocation of NFκB to the nucleus and induce the expression of proinflammatory 
mediators [142]. In addition to the NFκB pathway, the stimulation of NOD1 and 
NOD2 leads to the activation of MAP kinases p38, ERK, and JNK pathway via RIP2. 
This event facilitates the formation of a multiprotein complex called “Nodosome” 
that leads to the production of inflammatory and antimicrobial agents mediated by 
NFκB and MAPK (see Figure 6) [143].

6. Role of dendritic cells in fungal infections

Infections caused by opportunistic fungal pathogens include Aspergillus 
fumigatus, Cryptococcus neoformans and thermal dimorphic fungi (Histoplasma 
capsulatum, Blastomyces dermatitidis, Paracoccidioides brasiliensis, Coccidioides 
immitis, Penicillium marneffei and Sporothrix schenckii) and Candida albicans, the 
latter being a normal inhabitant of the human intestine, however as a pathogen has 
been associated with various serious diseases ranging from severe mucocutaneous 
allergy to bloodstream infections [144, 145].

DCs are the only ones capable of decoding information related to fungi [146]. 
The activation of the various immunity mechanisms is carried out efficiently by 
the DC that decode the signals sent by the fungi and translate them into an immune 
response of T helper (Th) in vitro and in vivo where the DC recognize each fungal 
morphotype of specific form by means of different recognition receptors which 
triggers the production and co-stimulation of cytokines [144]. For the immunologi-
cal processes to be activated against different classes of fungi, the differentiation of 
the naive CD4 + T cells towards the Th1 or Th17 subtype is essential, which occurs 
by interaction with dendritic cells through different cytokines, these subsets of cells 
Th1 and Th17 play an important role in protection against various fungal diseases 
[147]. To be contained and resistant to fungal infections it is necessary that DC are 
activated since they produce cytokines of the IL-1 family, such as IL-1β and IL-18 
and which activate other innate immune cells, or they modulate the development of 
the acquired immune response. IL-1β plays an important role in the inflammatory 
immune response and polarization of Th17 cells, whereas IL-18 participates in the 
differentiation of Th1 cells, but may also be responsible for the expansion of Th2 
cells in the absence of IL-18 [148] IL-12 and IFN-γ promote Th1 differentiation, 
while TGF-β, IL-6, IL-1, IL-21 and IL-23 promote the differentiation and mainte-
nance of Th17. The release of these cytokines by DCs is in turn regulated by innate 
receptors activated in response to fungal infection [149]. In order for the effective 
response of the host to the fungi to occur, the Th17 cells are indispensable [147].
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Inflammatory DCs generate the responses of Th17 and Th2 antifungal cells in 
vivo by means of signaling pathways in which the TLR adapter MYD88 participates, 
while tolerogenic DCs promote regulatory differentiation programs of Th1 and 
Treg cells through processes in which the signaling adapter TRIF participates. In 
addition, STAT3, which alters the balance between the canonical and non-canonical 
activation of NF-κB and, therefore, the expression of the enzyme indoleamine 
2,3-dioxygenase (IDO), has a key role to DCs plasticity and functional specializa-
tion. The multiple, functionally distinct receptor signaling pathways in DCs affect 
the balance between CD4+ effector T cells and Treg cells and, therefore, are likely to 
be harnessed by fungi to allow them to establish commensalism or infection [146]. 
In contrast some studies have shown that suppressive silencing of cytokine signal-
ing 1 (SOCS1) can induce maturation of DCs and initiate the immune response 
find C. albicans in vitro. In which DC silenced by SOCS1 extend mouse survival and 
significantly decrease the colonization of fungi in the kidneys and the differentia-
tion of CD4+ T cells producing IL-4 (Th2) or CD4+ T cells producing IL-17 (Th17 
cells) are not affected under the same treatment, suggesting that DC silenced by 
SOCS1 significantly affect the CD4+ producer of IFN-γ cells (Th1). However, in the 
later stages of infection, when differentiation of Th1, Th2 and Th17 cells decreases 
in mice treated with DCs silenced with SOCS1, all serum cytokines (IFN-γ, IL-4 
and IL-17) also reduced [150].

It has also been reported that NLRP3 linked with ASC and caspase 1, is trig-
gering inflammation activated by pathogenic fungi such as C. albicans, Aspergillus 
fumigatus and Cryptococcus neoformans. Inflammasome NLRP3 responds to various 
stimuli, such as crystalline and particulate matter, extracellular ATP, pore-forming 
toxins, reactive oxygen species (ROS) (see Figure 6), endosome destabilization and 
cathepsin release, changes in intracellular calcium levels and K+ efflux [148].

Many types of cells, including macrophages and DCs, produce IL-1β induces 
the differentiation of Th17 cells, which are necessary for effective defense of the 
host against C. albicans when producing IL-17 through the stimulation of PRRs like 
Dectin-1 and Dectin 2, and both types of cells are indispensable for host defense 
against C. albicans. Dectin 1 is activated through the binding of the b-glucan of the 
fungal cells, and triggers intracellular signaling recruitment of Syk, activation of 
NF-kB via CARD9, the phosphorylation of IκB is mediated by the IκB kinase (IKK) 
complex, this complex consists of NF-κB essential modulator (NEMO, or IKKγ), 
IKKα, and IKKβ, to release the IκBα from NF-κB (see Figure 6). In the early stages 
of candidiasis, DCs are also essential in the antifungal response, since they are 
responsible for detecting fungal PAMP through their PRR, secreting cytokines and 
chemokines into the environment, retaining fungal particles by phagocytosis and 
presenting antigens to T cells to induce an adaptive immune response [147, 151].

7. Dendritic cells and its potential benefits to combat different diseases

DCs are considered key cells as the first line of defense against viruses and 
to induce adaptive defense. In the innate immune response, they can exert virus 
phagocytosis and produce cytokines to activate NK cells to eliminate virus infected 
cells. In adaptive immune response, DCs induce differentiation of Th1-cells that in 
turn induce activation of antigen specific cytotoxic cells, macrophages, and anti-
body production to participate in viral clearance.

For the elimination of bacteria, a specific immune response is required, for 
intracellular bacteria a Th1 response is required as well as cytotoxic T lymphocytes, 
the latter to produce IFN-γ and can kill the cells that have been infected, in this 
response the Il −12 is important and its production by DCs requires stimuli derived 
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from pathogens as well as from CD4+ T-cells; on the other hand, for extracellular 
bacteria a Th17 response is required, in this response DCs play an important role in 
producing pro-inflammatory cytokines so that a Th17 response can be given, thus 
these cells coordinate the recruitment of neutrophils that phagocytize extracellular 
bacteria and thus eliminate the bacterial infection.

DCs participate in the immune response against different opportunistic fungi, 
the latter are capable of producing different diseases including vulvovaginal can-
didiasis, oral candidiasis or disseminated candidiasis (Candida albicans), invasive 
pulmonary asperilosis (Aspergillus fumigatus), pneumonia (Pneumocystis carinii), 
cryptococcosis (Cryptococcosis neoformans). DCs recognize specific structures of 
fungi such as carbohydrates, proteins, and nucleic acids. This recognition through 
the PPR activates signaling pathways that lead the DCs to a state of maturation and 
secretion of cytokines which play an important role in host defense against fungal 
infections, generating a response either of the Th1 type or Th17.

During parasitic infections, DCs play an important role, since, through them, the 
body can mount a specific immune response, mainly mediated by T lymphocytes. The 
DCs recognize the antigens of the parasites, and in the first instance, they induce a 
Th1-type immune response, characterized mainly by the production of pro-inflam-
matory cytokines and mediators. Nevertheless, parasites have the ability to polarize, 
through the activation of DCs, towards a Th2-type immune response, characterized 
mainly by the production of anti-inflammatory cytokines, eosinophilia and mastocy-
tosis. However, due to the great diversity of parasites that exist, as well as their pheno-
typic variability, which involves different stages of antigenicity, conditioned by the life 
cycle of the parasite itself, these microorganisms have the ability to develop strategies 
that allow them to evade the immune system and facilitate their survival and spread 
in the host. Despite the different immune responses that the host assembles in contact 
with the different diseases caused by these microorganisms, DCs are very important, 
since they represent the junction point between the innate and adaptive immune 
responses, allowing the host to differentiate the type of microorganism by which it has 
been invaded and thus be able to mount a specific immune response.

8. Conclusions

Dendritic cells are a key cell type in the recognition of intracellular and extracel-
lular pathogens through the different receptors that they express. The maturation 
of the DCs is an important event since through this mechanism these cells acquire 
the ability to express MHC as well as costimulatory molecules, thus conditioning 
the presentation of the antigen, producing cytokines and mounting immune in 
order to kill the invading pathogen. The response can be mediated by the PRRs as 
they will recognize different structures of the invading microorganism and execute 
a defensive response with the purpose of eliminating the invading microorganism 
through the production of antimicrobial cytokines and intermediaries, as well as 
activating transcription factors to produce cytokines that have an important role in 
the polarization of the T helper cell during priming by DCs.
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Abstract

Zika virus (ZIKV), an arthropod-borne flavivirus, was classified as reemerging 
infectious disease and included as neglected tropical disease. During the recent 
ZIKV outbreak in South America, it has been demonstrated that ZIKV infection 
during pregnancy is strongly associated with fetal loss, malformations and neu-
rological disorders in newborns. Despite the first line of host immune defense is 
related to innate immunity activation, the immunological homeostasis is essential 
for pregnancy success. Although the dynamic changes in maternal-fetal immunity 
is not completely understood and poorly investigated, the knowledge of immune 
responses during gestation is very important for infectious disease prevention and 
control, as ZIKV. Here, we put together more and new information about the innate 
immunity during gestation, highlighting three parts probably involved with clinical 
outcome and/or not well explored in literature: 1) type III interferon; 2) innate 
regulatory cells; and 3) cell death pathways modulation. Additionally, we will be 
focused on discussing how the dynamic responses of innate immune system during 
pregnancy and its effects in newborns, could be modulated by ZIKV, as well as how 
efforts on development of new/old drugs and vaccines could be effective for ZIKV 
prevention and control to provide a successful pregnancy.

Keywords: innate immunity, pregnancy, zika, technological development

1. Introduction

Zika virus (ZIKV) is an arthropod-borne flavivirus, considered a reemerging 
infectious disease as well as a neglected tropical disease [1]. Moreover, ZIKV was 
also classified as sexually transmitted disease (STD), since viral RNA and infectious 
particles were detectable in reproductive organs and others described some cases 
related to sexual transmission [2, 3]. Although the major concern about ZIKV infec-
tion is the intrauterine transmission [4–6].
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Innate immunity during pregnancy still needs attention when some infection 
compromises pregnancy success. Recently, the world testified a huge public health 
problem during Zika virus (ZIKV) outbreak in Latin American countries [7–9], in 
which poor outcomes were observed firstly in Brazilian newborns from mothers 
infected on early pregnancy phase (1st -2nd trimester) [7, 8]. Consequences of 
viral infections on newborns are irreversible and public health and social costs are 
immensurable [10], making World Health Organization consider Zika infection a 
public health emergency in 2016 February [11].

Due to its neurotropic features, the infection caused by ZIKV has been evi-
denced [12–14], which show a correlation between clinical manifestations based on 
its tropism by brain neuronal cells of fetuses and neonates born from infected preg-
nant women, with a strong association to neurological damage, including micro-
cephaly and other fetal neurological disorders, collectively named as Congenital 
Zika Syndrome (CZS) or Zika Associated with Birth Defect (ZABD) [15–18].

The immune system is composed of a set of flexible mechanisms that are 
fundamental to maintain homeostasis, allowing many interactions and coexistence 
between different populations of microorganisms and the host. The imbalance of 
homeostasis can be caused by a microorganism because of its pathogenic behavior. 
With the establishment of an active infection and consequent immune response, 
inflammatory mediators, produced initially, collaborate to activate cellular popula-
tions of the innate immunity, promoting antiviral and cytotoxic responses, for 
example. At first, these effector responses would influence the viremia resolution 
with the re-establishment of homeostasis. However, the loss or dysfunction of this 
immune response can generate a harmful environment that triggers an uncontrolled 
damage inflammation and consequent cell death due to a direct cytopathic effect 
caused by the microorganism [19].

Some studies were conducted to understand the mechanisms involved in vertical 
transmission. During pregnancy, the transfer of ZIKV to the placenta occurs after 
an infection of decidua, the placenta maternal region, since studies have shown that 
decidua cells are permissive to ZIKV infection and remain permissive throughout 
pregnancy [20, 21]. From the infection of the decidua, there are two routes by which 
ZIKV reaches the fetus: infection of syncytiotrophoblasts (SBTs) through capillar-
ies containing maternal blood or infection of Extravilous Trophoblast (EVTs) by 
cell-to-cell propagation [4]. In vitro studies have shown that ZIKV can infect first-
trimester cytotrophoblasts CTBs and EVTs [4, 20, 21]. On the other hand, STBs are 
high producers of type III interferon and remain relatively resistant to viral infection 
throughout pregnancy, therefore, the main route hypothesis for transplacental 
transmission of ZIKV is that of the spread of decidua to EVTs [21, 22]. Additionally, 
infection of placental macrophages, the Hofbauer cells by ZIKV may contribute to 
both intrauterine transmission and immunomodulation [23, 24]. Further, transpla-
cental transfer of ZIKV is more likely to occur in the pro-inflammatory environment 
and tolerant to placental immunity in the first trimester.

Histopathological and immunological studies in placentas have shown that 
infections by ZIKV lead to an increase in important inflammation markers such as 
TNF, CCL5, and altered vascular permeability such as metalloproteinases [25]. In 
addition, in vitro experiments demonstrate that trophoblastic cells become progres-
sively more resistant to infection by ZIKV during pregnancy, partly through the 
secretion of IFNs [26]. In this context, a lot of efforts were raised to provide funds 
to deeply investigate how to avoid another spread of Zika virus infection, as well 
as drugs tests and vaccine development based on viral proteins, DNA vaccines, 
Virus Like Particles (VLP), chimeric viruses, among other strategies [27–30]. 
Therefore, there are few studies to investigate the pregnancy immunity and how the 
immune interface mother-to-child could contribute to infection spread with drastic 
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consequences to fetus [21, 31–34]. To our knowledge, the imbalance of normal 
pregnancy immunity is already cause of metabolic disorders and the poor outcome 
is related to abortion [35–37]. Then, a viral infection can make this picture worst 
and tragic [8, 13, 15, 38, 39].

Like other Flaviviruses, ZIKV life cycle modulates machinery and functions of 
target immune host cells, making essential virus-cells interactions for pathogenesis 
development. Moreover, while several human and animal models’ studies have 
argued and proved ZIKV neurotropism, there are still many answers regarding viral 
pathogenesis in mother and its influence the fetal neural system and persistence, 
and clinical outcome. In this chapter we will put together the information about 
innate immunity during gestation, highlighting three parts probably involved with 
clinical outcome: 1) interferon type III; 2) innate regulatory cells; and 3) cell death 
pathways modulation. Additionally, we will focus on discussing how the dynamic 
responses of innate immune system during pregnancy and its effects in newborns, 
could be modulated by ZIKV, as well as how efforts on development of new/old 
drugs and vaccines could be effective to help pregnancy success.

2. Type III interferon

The success of pregnancy is dependent on a coordinated balance between the 
“invading” fetal trophoblast and a receptive maternal decidua in the placenta, 
maintaining a dynamic and responsive immune system. The longest period of the 
pregnancy, fetal growth, demands a symbiotic and tolerogenic environment, but 
congenital viral infections can disrupt this equilibrium. In order to avoid infection 
severity placenta actively modulates the immunologic profile of the maternal-
fetal interface [40, 41]. In this context, recent studies demonstrated that placenta 
responds to ZIKV infection by production of the newest interferon group type III 
interferons [21, 42, 43].

Type III interferon (IFN-λ 1–4) comprising a group of cytokines with action 
pathways under strengthen discovery [44–46], basically acting with shared inflam-
matory regulation and antiviral properties [47]. IFN-λs receptor was identified as a 
complex composed of two subunits: IFN-λR1 and IL-10R2, which is also a receptor 
subunit of the regulatory cytokines IL10, IL22, and IL26 [48]. In contrast with the 
classical pro-inflammatory type I interferons which receptors are expressed in 
almost all cell types, the IFNLR1/IL10RB complex is expressed primarily in cells of 
epithelial origin and few immune cells conferring selective IFN-λ responsiveness 
to them: neutrophils [49], myeloid dendritic cells (DCs) [50, 51] and plasmacytoid 
dendritic cells (pDC) [52]. Because of the restricted cell types producing IFN-λs, 
this cytokine acts locally as an immunologic barrier in organs with suppressing 
innate pro-inflammatory responses and limiting host damaging effects associated 
with inflammation [53]. Moreover, IFN-λs utilize mechanisms to suppress viral 
infections which induce a strong antiviral state following receptor binding with 
non-translational and translational processes [49, 54].

Between the different inflammatory regulation actions already described for 
IFN-λs, the suppression of neutrophil gains prominence because they are the 
immune cells that present higher expression.

of IFN-λR1 at the steady-state [55–57]. Neutrophils contribute to various stages 
of the reproductive process since conception and implantation, ensuring fetal 
wellbeing during pregnancy and finally contributing to parturition and postpartum 
maternal health. On the other hand, aberrant neutrophil activity is associated 
with severe pregnancy-related disorders such as pre-eclampsia, recurrent fetal loss 
or gestational diabetes mellitus [58–60]. In murine models, it was demonstrated 
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that neutrophil exposed to IFN-λ can induce antiviral interferon-stimulated genes 
(ISGs); and IFN-λ (but not IFN-β) specifically activated a translation-independent 
signaling pathway that diminished the production of reactive oxygen species and 
degranulation in neutrophils, which might permit a controlled development of the 
inflammatory process [49].

Studies utilizing a cellular model of collagen-induced arthritis demonstrated 
that IFN-λ2 was protective and could stop the progression of the disease, diminish-
ing infiltration of neutrophils to the inflamed joints as well as the production of 
IL-1β upon treatment with pegylated recombinant IFN-λ2 [57]. Ex vivo experiments 
with cardiopathic patients` cells demonstrated that IFN-λ inhibits Neutrophil 
Extracellular Traps (NETs) [61]. NETosis has been appointed as critical agents 
during pregnancy, particularly involved an auto-inflammatory process involv-
ing the release of placental micro-debris in preeclampsia and recurrent fetal loss 
[62]. In collagen-induced arthritis murine models, it was demonstrated that IFN-λ 
exerts its anti-inflammatory effect by restricting recruitment of IL-1β–expressing 
neutrophils, which are important for amplification of inflammation, and reducing 
IL-17–producing Th17 and γδ T cells in the joints and inguinal lymph nodes, with-
out affecting T cell proliferative responses [57].

IFN-λ is strongly associated with DCs activity inducing an effector adaptive 
immunity response [63, 64]. Studies with a mice model of influenza A virus 
infection demonstrated that IFN-λ directed acts in the migration and function 
of CD103(+) dendritic cells, also regulating DC IL-10 network [65]. Migratory 
CD103(+) DCs derived from skin, lung, and intestine, efficiently present exog-
enous antigens in their corresponding draining lymph nodes to specific CD8(+) 
T cells through a mechanism known as cross-presentation, demonstrating the 
IFN-λ importance for the development of specific CD8+ T cell responses [65, 66]. 
Moreover, IFN-λ contributes to the formation of tolerogenic DCs cell, contributing 
to control inflammatory responses and homeostasis by fostering the conversion of 
naive T cells into induced Foxp3(+) regulatory T cells [66]. In vitro studies demon-
strated that IFN- λ directs DCs to a regulatory phenotype with diminished capacity 
to stimulate T cell proliferation in a PD-1/PD-L1 dependent manner with contribu-
tion from the imbalanced cytokine milieu, such as low IL-12 and IL-2 and/or high 
IL-10 production [50]. Another study using mixed lymphocyte cultures demon-
strated that IFN- λ -treated DCs specifically induced IL-2-dependent proliferation 
of a CD4(+) CD25(+) Foxp3(+) T-cell subset with contact-dependent suppressive 
activity on T-cell proliferation initiated by fully mature DCs [51].

Plasmacytoid dendritic cells (pDC) are rare cells found in peripheral blood and 
lymphoid tissues, considered to be “professional” type I IFN-producing cells and 
produce 10- to 100-fold more IFN-α than other cell types in response to enveloped 
viruses. However, in vitro IFN-λ treatment of pDC resulted in increased virus-
induced expression of both IFN-α and IFN-λ, indicating that pDC are high produc-
ers of IFN-λ1 and -λ2 in response to viral stimulation and the consequences of this 
high IFN-λ production by pDC should be further explored [52].

In human congenital ZIKV infections, it was demonstrated that ZIKV infection 
leads to a typical inflammatory response in the placenta, including the expression 
of anti-viral Type I interferon genes (IFIT5, IFNA1, and IFNB), type II interferon 
(IFI16), cytokine signaling (IL22RA and IP10), and interferon regulatory factors 
(IRF7 and IRF9). Furthermore, the CZS cases present a gene expression profile with 
impaired IFNL2 response, accompanied by an exacerbated type I IFN response; 
with an increased expression of IFIT5, parallel to a decrease in ISG15 mRNA [67], 
which was already identified as negative modulator of type I IFN and protective 
against ZIKV ocular manifestations [68]. These results are corroborated by in vitro 
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studies that showed induction of IFNL1 expression by susceptible placental cells 
after ZIKV infection, acting as an antiviral agent [43], reinforcing that IFN-λs are 
protective factors in ZIKV congenital infections. Studies with ex vivo placental 3D 
cultures from a different trimester of healthy pregnant volunteers showed that 
IFN-λs are expressed mostly by deciduous (the maternal portion of the placenta), 
already indicating that mothers are the agents on the immunoregulation of CZS 
outcome (Figure 1) [21].

3. Innate regulatory cells - myeloid-derived suppressor cells (MDSC)

Immunity during pregnancy is very important to be explored since successful 
pregnancy requires that immunoregulatory mechanisms are triggered to suppress 
activated fetal-specific T cells lymphocytes [36, 37]. Maternal immune cells can 
recognize paternal antigens on fetus. Thus, it has been very well described that 

Figure 1. 
Summary of Interferon lambda (IFN-λ) function during normal pregnancy (A), Healthy Congenital Zika 
infection (B), and Zika-Associated Birth Defects (C). (A) In normal pregnancy, trophoblasts exhibit a 
constitutive IFN-λ production, contributing to the general tolerogenic environment demanded by pregnancy 
(A1); Considering the peripheral blood tissue IFN-λ Interact with: (A2) neutrophils leading to a decrease 
in ROS and IL1β, and (A3) migratory CD103+Dendritic cells (DC) that present low levels of PD1, IL2 and 
IL12 together with high IL10. These CD103+DC foster the conversion of naive T cells into induced Foxp3(+) 
regulatory T cells (Treg) (A4). In the placenta, the constitutive IFN-λ is accompanied by decreased type I 
IFN pathway: low expression of IFIT5, IFNA, and IFNB, and high expression of type I IFN the negative 
regulator ISG15 (A5). In the lack of viral infection, the interferon regulatory factors IRF7 and IRF9 present low 
expression levels (A7). (B) In healthy congenital Zika infections, the placenta expresses high levels of IFN-λ 
to protect the fetus from congenital defects (B1). In this low damage antiviral response, high levels of IFN-λ 
elicits the production of ISGs and the decrease of ROS and IL1β by circulating neutrophils (B2), meanwhile the 
CD103+ DC presents an accented regulatory profile (B3), with induction of high specific anti-ZIKV response 
by Treg (B4) and TCD8+ cells (B5). In the placental level type, I interferon pathway shows a slight increase, 
together with the enhance of IRF7 and IRF9, forming a balanced antiviral response. (C) In Congenital Zika 
Syndrome (CZS) the lack of IFN-λ contributes to a damaging outcome (C1). Diminished levels of IFN-λ could 
not control the neutrophil activity, culminating in augmented ROS and IL1β (C2), and presence of aberrant 
activation forms as well as degranulation, migration, and NETosis (C3). Without IFN-λ the Dendritic Cells 
(DC) present a prό-inflammatory profile, with augmented PD1, IL2, and IL12 and diminished IL10 (C4). 
The placenta shows an exacerbated type I interferon response, which together with low IFN-λ levels (C5), leads 
to an imbalanced damaging antiviral response. Grey arrows represent the production or expression levels  
(up = high, down = low). Double arrows represent a high magnitude of production or expression. Red dashed 
arrows represent the direction of function/induction events that have been known and those suggested. Figure 
created using Biorender software (https://www.biorender.com).



Cell Interaction - Molecular and Immunological Basis for Disease Management

182

dysfunction of immune cells during pregnancy can lead to immunologic fetal rejec-
tion by mother, in which the consequences are related to abortion, preterm delivery, 
or other severe complications [35–37].

Then, maternal-fetal tolerance involves the regulation of mother’s immune 
system to tolerate the semi allogeneic fetus expressing paternal antigens without 
immune rejection. Even though, some studies showed that regulatory T cells are 
the main cells which plays an important role in suppressing activated T cells during 
gestation; since then innate immunity system is poorly investigated [69–71].

Considering infections during pregnancy, it is also important to know that 
changes on maternal immune responses are required to induce limited immunosup-
pression without loss of host defense, in which a balance between activated and 
immunosuppressed cells needs to be regular [35].

Myeloid-derived suppressor cells (MDSC) are a heterogeneous mixture of 
immature myeloid cells, been part of innate immune cells, having a crucial role 
in immunomodulatory mechanisms during pregnancy [36, 72, 73]. There are two 
subtypes of MDSC, a monocytic and granulocytic. Phenotype is characterized by 
expression of CD33 and CD11b in humans, CD14 by monocytic MDSC and CD15 by 
granulocytic MDSC cells but lacks the maturation marker HLA-DR. But both sub-
types share the characteristic of immune-suppressive function inhibiting activated 
NK and T cell expansion [73, 74].

Normally, immature myeloid cells as MDSC are scarcely found in peripheral 
blood, and their maturation includes macrophages, dendritic cells, and granulo-
cytes formation. Nevertheless, the MDSC are also recognized by their role in some 
pathological conditions, like cancer, sepsis, stress, autoimmune disorders and 
infectious diseases [38, 75, 76].

Several studies have been reported that a decrease of MDSC during pregnancy 
may lead to poor outcomes, as miscarriage [77]. Also, it has been shown that 
progesterone levels increase MDSC during pregnancy in mice, as well as high levels 
of TNF and IL-1β, pro-inflammatory cytokines [38, 78].

In murine models, it was demonstrated that MDSC can produce TGF-β and 
IL-10, as immunosuppressive cytokines, similarly to regulatory T cells. Adding 
to that, MDSC can suppress T cell activation and function by arginase-1 (Arg-1) 
secretion, as well as nitric oxide synthase and indoleamine 2,3 dioxygenase aimed to 
deplete nutrients for T cell proliferation, as I-arginine (I-Arg). According to Ismail 
2018, arginine is also involved in replication, and virulence of several agents, as 
viruses and bacteria. Then, it is suggested that an accumulation of MDSC in pla-
centa could influence an increase of arginase activity, and it would serve for a dual 
purpose, inhibiting the adaptive immune system whilst also providing potential 
protection against infection by arginine auxotrophic pathogens [79].

Nitric oxide (NO) has been related to embryo successful implantation during 
early pregnancy, but excessive NO production by decidual macrophages seems to be 
harmful and was linked with early pregnancy loss [37, 80, 81]. Another study sug-
gests that in early pregnancy in decidua CD33+ cells express nitric oxide synthase, 
playing an important role to maintained pregnancy during this phase, while in later 
pregnancy CD33+ cells lose the expression of this enzyme [35, 37].

Kostlin-Gille et al 2019 showed that hypoxia condition is important to normal 
placenta development and its driven by a hypoxia-inducible factor 1 (HIF-1), a key 
regulator responsible for initiate transcription of several genes. The subunit HIF-1α 
is highly expressed in placenta during early gestation period, characterized by 
low oxygen pressure conditions. This study used myeloid HIF-1 knockout mice to 
evaluate the role of HIF-1α on myeloid-derived suppressor cell function, showing 
that HIF-1α deficiency in myeloid cells leads to diminished suppressive activity of 
MDSC in uterus from pregnant mice, but the expression of chemokine receptor or 



183

Innate Immunity Modulation during Zika Virus Infection on Pregnancy: What We Still Need…
DOI: http://dx.doi.org/10.5772/intechopen.94861

integrins was not altered. Despite MDSC recruitment to uterus was not altered, it 
was observed a lower MDSC accumulation as well as an increase of MDSC apopto-
sis, contributing to an elevated abortion rate in knockout mice [73].

Regarding Zika virus, there are few studies showing the presence of MDSC 
on women blood and during pregnancy, and considering the facts, it will be very 
important to know any relationship of their presence with congenital syndrome, as 
observed in 2016, Brazil [82, 83]. A study with 10 non-pregnant women with Zika 
infection showed that frequencies of circulating MDSC did not change over time 
[84]. Another study with pregnant monkeys infected with Zika virus showed that 
an imbalance on blood frequencies of MDSC and activated CD8 T cells in the acute 
phase may lead to poor outcome to the fetus. Adding to that, the high frequency of 
MDSC on placenta from pregnant monkeys showed a positive effect on pregnancy 
outcome, even more if a drug antiviral treatment was used [85].

Furthermore, it is worth to note that immune signature, sometimes is the key 
factor to explain some diseases progressions. Despite Dengue viruses is more related 
to signals and symptoms with Zika virus infection [86, 87], some similarities with 
hepatitis C virus (HCV) were also noted, and mechanisms of immune evasion have 
been described, as inhibition of interferon pathway, allowing virus life cycle for a 
long-term period, up to 100 days [88, 89]. To note, ZIKV infection is also classified 
as an immune-mediated viral disease, like Dengue and other viruses [86, 87, 90]. 
Disease progression in HCV patients to chronic infection has been associated to an 
increase of MDSC phenotype in peripheral blood mediated by viral proteins [38]. 
Wang et al., 2017 examined Japanese encephalitis virus (JEV) infection leading 
acute encephalopathy depending on suppression of adaptive immune response, 
especially T follicular helper cells, mediated by enhanced MDSC populations, such 
as an involvement of MDSC on splenic B cells reduction, and in lower levels of total 
IgM JEV-specific neutralizing antibodies in mice models [39]. Burrack et al., also 
suggests that MDSC has an important suppressive T cells activity and may contrib-
ute to reduce the immune-mediated disease during Chikungunya infection [90].

Otherwise, the immunosuppressive activity triggered by RNA viruses, MDSC 
has been associated with metabolic regulation of immunopathology induced by 
DNA viruses, like hepatitis B virus (HBV) [91]. Pallett et al., 2015 showed that 
frequencies of MDSC on liver from HBV patients without liver damage, monitored 
by levels of liver transaminase enzymes, were higher in comparison with patients 
with liver damage, showing a protective effect for patients with immune-mediated 
viral disease, as hepatitis B [91].

In the new coronavirus pandemic (COVID-19), the MDSC have been reported to 
play an important role in the early phase of symptoms, increasing their frequency 
on blood in the first days of signals and symptoms, and it was related to poor 
outcome in severe acute respiratory syndrome in hospitalized patients. Pregnancy is 
a risk factor for COVID-19 severity, given the Brazilian high mortality rate of 12.7% 
in June 2020 withing pregnant, which may be associated with the change of the 
immunity [92–94].

Although few studies involving MDSC frequencies on blood during Zika infec-
tion were published yet, those cell type needs to be investigated, even though in 
animal models for medical science breakthroughs. The technique to characterize 
this cell phenotype is simpler than to characterize regulatory T cells, once the 
procedure does not require intracellular staining [95].

If those MDSC are crucial to maintaining a healthy pregnancy, any adverse 
effects, as Zika virus infection could trigger an imbalance between MDSC and T 
cells. This dysfunction may induce a deactivation of functional MDSC on blood 
and placenta with failure to attempt to eliminate viral infection. In addition, T cell 
function during ZIKV infection is known to be delayed throughout interferences 
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on interferon pathway, as described above. Then, this scenario may contribute to 
immune evasion of ZIKV, in which viral replication on maternal-fetal environment 
is unavoidable, inducing poor outcomes during pregnancy: fetal death, congenital 
syndrome, abortion, neurological disorders, etc. (Figure 2).

4.  Programmed cell death: A host innate immune protection or a virus 
evasion strategy

It has been described that a protective response by innate immune cells to viruses 
is triggered by several distinct mechanisms including apoptosis, necrosis, parapto-
sis, pyroptosis, autophagy cell death, and others. Each one is depending on several 
aspects of infection, including where the microorganism was detected, susceptible 
target-cells, through signaling systems discharging the death signal, and its inten-
sity. During the innate immune response to infections, programmed cell death 
may occur as a direct pathogenic mechanism of viral spread and escape from the 
immune system or represents an appropriate host response to limit pathogen repli-
cation. Apoptosis of lymphocytes and monocytes also plays an important role in the 
control of inflammatory responses, as well as in the development of maternal-fetal 
tolerance [96–99].

Figure 2. 
Myeloid-derived suppressor cell (MDSC) activation and regulation triggered by normal pregnancy and by 
Zika virus infection. Summary of MDSC functionality during normal pregnancy (A) and during acute phase 
of Zika virus infection (B) as suggested by others into an innate immunity dysregulation observed in abnormal 
pregnancies on monkeys [35, 37, 38, 73, 77–81, 85]. Hormone and cytokines produced in normal pregnancy 
induce an equilibrium in peripheral blood maintaining frequency of MDSC elevated (1.A), as well as levels 
of IL-10 and TGF-beta. Meanwhile, circulating levels of T cell frequencies are reduced and controlled. In 
placenta, Hofbauer cells (macrophages) are responsible for immune surveillance also intermediating the 
cross-talking between fetus-maternal interface, with equilibrium of MDSC and T cells to maintain a healthy 
pregnancy. In abnormal pregnancy, also suggestive for Zika virus infection during pregnancy of non-human 
primates, the equilibrium is broken. Once ZIKV is circulating, there is a reduction of MDSC frequency 
(B), compromising pregnancy immunosuppression, with elevation of activated T cells, attempting to virus 
elimination. In the placental parenchyma, MDSC has a reduction in their frequency. This scenario also suggests 
an immune dysfunction in fetus-maternal environment, diminishing functional macrophages (Hofbauer 
cells), which are infected by virus. All events together can induce several poor outcomes (abortion, neurological 
disorders). Black arrows filled with white color represent the frequency of cells (up = high, down = low). Grey 
arrows represent levels of cytokines (up = high, down = low). Red dashed arrows represent the direction of 
function/induction events that have been known during Zika infection during pregnancy. Figure was created 
using Biorender software (https://www.biorender.com).
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Type 1 programmed cell death, also known as apoptosis, is defined by inter-
nucleosomal DNA fragmentation, marked irreversible apoptotic characteristic 
indicating chromatin condensation, degradation of cytoskeleton and nuclear 
proteins, protein crosslinking, apoptotic bodies’ formation baring ligands for recep-
tors of phagocytic cells and, finally, the uptake by these phagocytes [97–99]. Type 
2, or autophagic cell death, presents unique characteristics organelles formation 
including autophagosomes and autophagolysosomes in the dying cell, sources of 
self-degradation, and recycling [100].

Two pathways can regulate the apoptosis program in different aspects: extrinsic 
and intrinsic. Extrinsic pathway is activated by a transduction signal through death 
receptors, in which TNF, Fas ligand, or TRAIL bind to their respective recep-
tors, such as TNF receptor family: TNFR1, Fas (CD95/APO-1) and TRAIL-R1/2. 
A complex signal mediated by this binding leads to an enzymatic cascade of cell 
degradation, and at this point caspase-3 is activated promoting DNA damage [101]. 
Intrinsic pathway involves intracellular mitochondria, which its membrane is the 
local for many Bcl-2 family members and their activity in inducing / inhibiting the 
mitochondrial apoptosis program implies in those proteins lead to membrane col-
lapse as well as a transition from mitochondrial permeability promoting apoptosis 
process [96, 101–105].

Taking together, type 2, or autophagic cell death, consists of a conserved cata-
bolic process that contributes to degradation and recycling of many intracellular 
substances, through lysosome activity. In this sense, many studies have shown 
its importance in immune responses, including degradation of microbes, direct 
viral peptides MHC class I presentation [106] and even altering T-cell signaling 
and tolerance [107, 108]. At first, autophagy is necessary to keep the cell alive 
under stress conditions that precede their demise. Such kind of cell death could 
be achieved by several mechanisms, including prolonged hypoxia or digestion of 
vital factors, regulatory molecules or essential organelles. In a stress situation, 
caused by virus, an infected cell can induce intracellular signals of autophagy, 
inhibiting cell proliferation, arresting cell cycle and eventually leading to cell 
death [106–111].

In the acute ZIKV infection during pregnancy, macrophages and dendritic cells 
are involved in inflammatory cytokines production, in which CARD9 expression, 
an important regulator of caspase activity playing an important role in cell apopto-
sis regulation, is elevated allowing that pattern recognition receptors (PRR) induce 
pro-inflammatory cytokines cascade, as the first step on CZS, as suggested [67]. 
According to Quicke et al., Hofbauer cells infected with ZIKV in placenta induces 
IFN type I activation, reactive oxygen species production, as well as pro-inflam-
matory cytokines, but with minimal cell death, showing a scape of innate immune 
response [23]. Recently, Cao et al., showed that ZIKV could activate and increase an 
autophagic process in pregnant mice, suggesting an imbalance of trophoblastic cells 
in placenta, and relation with fetal loss [112]. Corroborating, Ribeiro et al. using a 
human model of placenta explants for in vitro infection demonstrated tissue injury 
as consequence of the association between fetal pro-inflammatory responses medi-
ated by IL-1β, IL-6 and TNF and extrinsic caspase 3 dependent apoptosis (TNF-
TNFR pathway). Together data suggest that ZIKV infection corroborates to placenta 
innate immune and hormonal dysfunction, increasing loss barrier integrity [42] 
Thus, this inflammatory status could trigger cell death and barrier loss, allowing 
ZIKV cross placenta and infect fetuses’ neural stem cells (Figure 3) [23, 113–115]. 
Interesting, autophagosomes are present in neural stem cells and it could facilitate 
ZIKV replication [116], although inflammation generated as well as the cytopathic 
effect itself culminate in extensive caspase-dependent neuronal cell death.
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Corroborating, Lum et al. has shown that ZIKV mainly infects fetal microglia and 
induces high levels of pro-inflammatory cytokines that could be harmful to the fetus 
[117]. In addition, the analysis of in vitro culture, fetal brain histology and ex vivo 
studies with children presenting evidence of congenital infections demonstrated that, 
in fact, ZIKV promotes microglial activation, suggesting viral disseminating, neuro-
nal death and an abnormal increase of astrocytes due to neurons destruction [117].

Thus, once in fetus central nervous system, ZIKV may contribute to extrinsic 
(Fas/Fas-L) and intrinsic (Bcl-2) pathways activation for programmed cell death, 
reducing number of neuronal cells. Thus, the risk of congenital syndrome is 
eminent, mainly in the first trimester, as well documented (Figure 3) [67, 118–123]. 
Some studies with fetuses’ autopsies and infants with microcephaly have been 
demonstrated a broad spectrum of microscopic neuropathological abnormalities 
and brain damage, with direct virus cytopathic effects in neural glial cells. In this 
way, these data support the strong association with apoptotic cell death and micro-
calcifications [13, 23, 124].

5.  Prevention and control of ZIKV infection: Potential candidates in 
pregnant women

In general, pregnancy is a challenge for prevention and control infectious diseases 
regard to a safe drug or vaccine development to do not disturb the innate/adaptive 

Figure 3. 
Programmed cell death activation during normal pregnancy and abnormal pregnancy induced by Zika virus. 
Normal pregnancy equilibrium is driven by regulation of number of innate immune cells in placenta leading 
by programmed cell death. In this situation, caspase activity starts on CARD9 expression with cytokines 
production by Hofbauer cells (1.A), which oxide nitric (NO) regulates trophoblasts autophagy (2.A, 3.A). 
Products of Hofbauer cells activity in the surveillance in placental parenchyma contributing to extrinsic  
(Fas/Fas-L) and intrinsic pathway (BCL2/BAX) activation in fetus brain with low expression of pro-
inflammatory cytokines, regulating number of neural stem cells and microglia by apoptosis (4.A), maintaining 
the healthy pregnancy. Acute ZIKV infection during pregnancy suggests that macrophages and DCs are involved 
in pro-inflammatory cytokines production, in which CARD9 is upregulated, increasing caspase activity, 
allowing pro-inflammatory cytokines and reactive species cascade (1.B, 2.B), exacerbating autophagy in 
placenta (3.B). Taking together this innate immune dysfunction, fetus brain is affected by high activation of 
apoptosis pathway (4.B), provoking a cascade of cell death with an abrupt reduction of neural cells, causing 
severe damage [113–115]. Grey arrows represent the production or expression levels (up = high, down = 
low). Double arrows represent a high magnitude of production or expression. Red dashed arrows represent 
the direction of function/induction events that have been known and those suggested. Figure created using 
Biorender software (https://www.biorender.com).
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immunity homeostasis, however, there were no drugs approved for ZIKV infection 
treatment [28–30]. Here, drugs and vaccines candidates tested in animal models or in 
newborns will be described with details (Table 1).

5.1 Type III interferon: Potential efficacy and safety for immunotherapy

Type III interferon has been emerging as an efficient and low damaging 
therapeutic agent not only directed for the virus but also for fungal and bacterial 
infections, as well as cancer, autoimmune, and vascular diseases [54]. The more 
restricted expression of IFNLR1 likely contributes to the improved safety profile 
of IFN-λl in clinical studies compared to type I IFN. Pegylated IFN-λ1 have already 
been tested in phase 2b clinical trial to chronic hepatitis C treatment and hepatitis 
B, associated with improved rates of virologic response with fewer extrahepatic 
adverse events compared to pegylated IFN-α [125]. Even though it was deemed 
less effective than alternative treatments for these infections, pegylated- IFN- λ 
can be potential candidate ready for deployment if new indications are identified 
[126]. There are other viral targets for IFN- λ therapy been tested in murine models: 
norovirus [127], and influenza virus [128], and west nile virus – last one is another 
member of Flaviviridae family. It is noteworthy the effect of IFN-λ on infection 
with west nile virus, an encephalitic flavivirus: Treatment of IFNLR1 knockout 
mice with pegylated IFN-λ2 resulted in decreased blood–brain barrier permeabil-
ity, reducing west nile virus infection in the brain without affecting viremia, and 
improved survival against lethal virus challenge [129].

The effectiveness and low damage treatments for other correlated viral 
infections, combined with the protagonist of IFN-λs as immunoregulatory and 
antiviral agent in ZIKV raise the idea of IFN-λs as ZIKV therapy, and some groups 
already achieve exciting good results. Concerning ZIKV infections, Jagger, et 
al., (2017) suggest that IFN-λ2 treatment could be a safe solution to minimize 
Congenital Zika Syndrome severe outcomes. Using a type III interferon-deficient 
mouse model, authors showed that these animals had an increase of ZIKV replica-
tion in the placenta under ZIKV infection, and treatment of pregnant mice with 
IFN-λ2 reduced ZIKV viremia [26]. Considering the vaginal epithelium as the first 
line of defense against sexually transmitted ZIKV, treatment of primary human 
vaginal and cervical epithelial cells lineages with IFN-λ induces host defense tran-
scriptional signatures with augmented expression of ISGs (IFI44L, OASL, OAS1, 
and MX1) and inhibition of ZIKV replication. Female mice submitted to treat-
ment with IFN-λ and intravaginal ZIKV transmission showed low levels of virus 
replication in the female reproductive tract with a hormonal stage-dependent 
role [130].

5.2  Direct-acting antiviral therapy based on RNA-dependent RNA polymerase 
inhibitors

Some studies were driving to evaluate effects of independent direct-acting 
antiviral drugs on Zika virus infection (Table 1), as sofosbuvir, an FDA-approved 
nucleotide analog inhibitor of the hepatitis C (HCV) RNA-dependent RNA poly-
merase (RdRp) [131, 132]. In vitro and in vivo studies have been demonstrated 
effectiveness of sofosbuvir as antiviral drugs to treat Zika and Dengue virus infec-
tion [133–135]. Mesci et al., 2018 reported that sofosbuvir was promisor to block 
vertical transmission of Zika virus in pregnancy using mice models [136]. Again, 
sofosbuvir shows to play a role in virus replication inhibition. Another flaviviral 
inhibitor NITD008, an adenosine analog inhibiting the RNA-dependent RNA 
polymerase activity through chain-termination [137], has been shown to reduce the 
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Zika virus replication in placenta, and fetal infection, thus minimizing the risk of 
maternal-fetal transmission of ZIKV [27].

There are few studies investigating innate immunity during antiviral therapy, 
especially when its concern to Flaviviridae family [38, 135, 138, 139]. Scarce lit-
erature revealed knowledge about antiviral therapy immune effects only during 
hepatitis C infection [138, 139]. Antiviral drugs, as pegylated interferon (PEG-
IFN), ribavirin, and direct-acting antiviral agents (DAA) have been related with a 
reduction of innate regulatory cells, as MDSC, in peripheral blood from hepatitis C 
chronic patients, in which T cells were increased and immune function was reestab-
lished [138, 139]. Nevertheless, all those drugs are aimed to interrupt viral replica-
tion and any dysregulation of immune cells during pregnancy is not safe, then those 
drugs are not recommended to be used during gestational period [140]. Besides no 
immune response evaluation was related to DAA therapy, it has been known that 
small molecules with specific activity should not induce any immune alterations in 
maternal-fetal immunity [140].

Safety and effectiveness of sofosbuvir on Zika virus infection should be 
addressed to immune response evaluation, which is poorly explored, even more in 
pregnant animal models. More studies and investments are needed for non-clinical 
and clinical studies, to get safety therapeutic protocols aimed to pregnant women 
with Zika virus or other flavivirus infection.

5.3 Cell death modulation during antiviral therapy

Genetic manipulation has been proven to be a promising tool for vaccine and 
therapy development. Considering the type 2 of programmed death, autophagy is 
activated by ZIKV in placental parenchyma and is involved in poor outcome during 
pregnancy, this cell death pathway has been a target for therapies [112, 141–143].

Recently, a study showed the role of an autophagy gene (Atg16I1) during ZIKV 
infection in pregnant mice model, in which inducing a deficiency in this gene 
limited ZIKV vertical transmission, as well fetal damage, improving placental and 
fetal outcomes [112]. In addition, an antiviral compound approved to be used by 
pregnant women for malaria and autoimmune diseases [141], hydroxychloroquine 
(HCQ ), has been used to dampen autophagic activity in vivo [142]. Thus, Cao et al., 
showed that HCQ administered with a dose of 40 mg/kg/day has in vivo inhibitory 
effects on autophagy sustained lower levels of ZIKV RNA compared with saline 
buffer treatment [112].

Based on the knowledge of ZIKV infection that can trigger a caspase-3 activa-
tion contributing to cell death of neural progenitor cells during pregnancy, it is an 
extremely relevant approaches targeting cell death pathways for antiviral treat-
ments even though for therapeutic vaccines.

5.4 Recombinant viral vectors as vaccine candidate

Recombinant viral vectors have been highlighted as therapeutic alternatives to 
prevent and treat infectious disease [144, 145], considering its specificity and the 
adverse effects of antiviral drugs and some vaccines [140, 146]. Betancourt et al., 
2017 showed that a recombinant viral vector from vesicular stomatitis virus (rVSV) 
anti-ZIKV vaccine increased IFN-γ production by splenic CD8+ T cells as well as 
high neutralizing anti-ZIKV antibody titers from pregnant mice. This study also 
demonstrates that neonatal mouse from vaccinated dams was partially protected 
against neurological manifestations of ZIKV infection following wild-type virus 
challenge [147]. This rVSV using pre membrane and envelope region together 
obtained from a ZIKV strain as reference had the potential to protect from ZIKV 
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infection during prenatal and neonatal development, likely through the transmis-
sion of maternal IgG. Despite rVSV vaccine induces IFN-γ production in pregnant 
mice, this vaccine needs to be evaluated for other types of interferon, mainly its 
effects on placental tissues .

5.5 Potential DNA and mRNA vaccines

mRNA vaccines as well as DNA-based vaccines represent a versatile vaccine 
platform and an alternative to conventional vaccine approaches because of their 
high potency, capacity for rapid development and potential for low-cost manufac-
ture and safe administration [148]. Recent technological advances have allowed 
mRNA vaccines to demonstrate encouraging results in both animal and human 
models. Regarding prophylactic mRNA vaccines, a number of reports have demon-
strated the potency and versatility of mRNA to elicited protective immunity against 
a variety of infectious agents in animal models against, including influenza virus, 
Ebola virus, Zika virus, Human Immunodeficiency virus 1 (HIV-1), herpes simplex 
virus, cytomegalovirus, hepatitis C and respiratory syncytial virus [149–151]. It has 
been noted that approximately ten mRNA vaccines programs have entered clinical 
trials [152].

The importance of mRNA-based vaccines and therapies is emphasized when 
mRNA-based biopharmaceuticals are entering the market with guidance of new 
biopharmaceutical companies. Modern Therapeutics, an mRNA therapy company 
evaluated various mRNA vaccine technologies to identify immunogenic and 
scalable candidates. The pipeline of this company shows different investigative 
stages mRNA vaccines of the following vaccines Respiratory Syncytial virus (RSV), 
Cytomegalovirus (CMV), human metapneumovirus (hMPV) + Parainfluenza virus 
Type 3 (PIV3), Influenza A subtypes H10N8, and H7N9, Zika, and Chikungunya. 
Curevac is the first biopharmaceutical company that developed the first prophy-
lactic mRNA vaccine in the clinics, recently they showed that RNActive® vaccines 
induced long-lived and protective immunity to influenza A virus infections in 
various animal models [153].

Thus, big pharmaceutic companies, such as Merck & Co., have been invested in 
Modern Therapeutics aiming to expand the field of mRNA vaccine (https://www.
modernatx.com/). Indeed, nucleic acid vaccine platform has been presented to 
combat the emergence of acute viral diseases, mainly to rapidly contain emerging 
outbreaks before they spread out of control. In this context, two vaccines were 
developed to combat the ZIKV outbreak (1) DNA plasmid vaccine encoding the 
prM-E genes of ZIKV and (VRC5283) (2) mRNA vaccine (mRNA-LNP), both vac-
cines mediate protection from ZIKV infection in mouse models. The DNA plasmid 
vaccine is in phase 2 human clinical trials (VRC-ZKADNA090–00-VP) and vaccine 
mRNA-LNP is in phase 1 clinical trial (NCT03014089) [154–156].

Considering that vaccine trials might not be performed in pregnant women and 
have not yet tested vaccines against ZIKV vertical transmission, there is a need for 
establishing the efficacy of ZIKV vaccines against mother-to-child transmission in 
animal models. In order to address those questions, it has been shown that vaccina-
tion with DNA plasmid encoding Zika virus prM-E and a lipid-encapsulated mRNA 
vaccine-elicited antigen-specific antibody and CD8+ T cell responses in mice, being 
able to generate a high level of protection against vertical transmission. Moreover, the 
mRNA-LNP vaccine not only inhibited vertical transmission but also ensured that 
fetuses are protected therefore, reinforcing its potential as promising vaccine for preg-
nant women [155]. Since there are few studies in the field of ZIKV vaccine candidates 
that evaluated vertical transmission, intrinsic maternal factors as well as fetal health, 
nucleic acid vaccines are pointed as a great opportunity to contain ZIKV infection.
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6. Conclusion

Considering the normal pregnancy, the innate immunity balance is conduct by 
downregulation of effector T cells and NK cells leading by innate regulatory cells 
(MDSC) and upregulation of pro-inflammatory cytokines. This innate immune 
modulation that occurs mainly at the placenta, includes interferon pathway and 
cell death modulation as shown in Figure 4A. Gestation has its own difficulties 
to successful outcomes regarding maternal immune tolerance. Zika virus infec-
tion becomes classified as disease-causing birth defects, developing an abnormal 
pregnancy, as consequence of immune dysregulation (Figure 4B). Thus, antiviral 
therapy is the key to control this immune imbalance showing positive effects in 
innate immunity on pregnant mice models. It has been known that efforts through 
vaccines development targeting pregnant women will be the solution for ZIKV 
prevention, as well as for other arboviral infections, to maintain immune homeo-
stasis and generate healthy babies. Finally, this chapter brings some new thoughts 
that help for targeted improvements in medical science considering Zika infection 

Figure 4. 
Summary of innate immunity functionality during normal pregnancy and in Zika virus infection focus on 
interferon III, myeloid-derived suppressor cells, and programmed cell death activities. During pregnancy, 
initial signal is dependent on nidation process and placenta formation leading by trophoblasts expansion and 
activation. Following this process, innate cells, such as neutrophils, DCs, and cytokines are activated (1.A, 
2.A) with IL10 and TGF-beta production in periphery, allowing immunosuppressive functionality triggered 
by regulatory cells (MDSC and Treg) (3.A). This condition facilitates suppression of effector cells (NK and 
lymphocytes) in peripheral blood and in placenta triggered by MDSC (4.A), whereas Hofbauer cells maintain 
reactive species (NO) balanced (5.A) as well as the IFN-λ downregulation, IFN type I upregulation, and 
trophoblast autophagy (6.A), contributing to the cross-linking in the fetus-maternal interface. Adding to 
that, programmed cell death contributes to control the accelerated growth of neural cells in fetus brain (7.A), 
corroborating with a successful pregnancy. Zika virus has been related to abnormal pregnancy, leading to 
massive innate immune alteration, causing severe brain damage to fetus. Given that, when the virus is in 
the blood, there is a gross activation of innate cells, elevation of cytokines and chemokines (1.B, 2.B), and 
suppressive activity by regulatory cells is compromised (3.B), generating early activation of NK and T cells in 
blood (4.B) and macrophages in placenta (5.B). Virus invasion in placenta through Hofbauer and trophoblast 
cells results in high autophagy activity with interferon type I gene highly expressed combined with super 
downregulation of interferon type III (6.B). This imbalance also contributes to fetal brain damage, orchestra 
by high activation of apoptosis pathway, avoiding neural cells growing progress. Thus, Zika provides severe 
damage to fetus, in which drugs, vaccines and immunotherapies have been designed suggesting a modulation of 
three important keys of innate immunity to control virus replication and spread into fetus-maternal interface: 
interferon type III expression, MDSC frequency, and autophagy process (highlighted with red rectangles) to 
avoid severe fetus brain damage, allowing a healthy pregnancy. This figure was made based on the information 
from Figures 1–3. Figure created using Biorender software (https://www.biorender.com).
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Chapter 10

Role of Toll-Like Receptor  
(TLR)-Signaling in Cancer 
Progression and Treatment
Shyam Babu Prasad and Rahul Kumar

Abstract

Toll-like receptors (TLRs) are the most essential pattern recognition receptors in 
mediating the effects of innate immunity. It plays a pivotal role in inducing immune 
response against a number of pathogens, various diseases conditions including 
pathogenesis of cancer. Inflammation is often associated with the development and 
progression of most of cancer, where TLRs interplay very crucial roles. Moreover, 
TLRs activation can impact the initiation, progression and treatment of cancer 
by modulating the inflammatory microenvironment. Rapidly growing number 
of  evidences related to  TLRs function and expression in cancer cells, suggests its 
critical association with chemoresistance and tumourigenesis. The current chapter 
describes the development of various agonist and antagosist for TLRs and their 
application in cancer therapeutics. The aim of this book chapter is to highlights 
basic features of TLRs, and its role in cancer progression. It also addresses, how a 
defect in the TLRs signaling pathway can contributes towards carcinogenesis and 
recent development of cancer therapeutics that target TLR signaling pathways.

Keywords: toll-like receptors (TLRs), cancer progression, TLR agonists, 
inflammation, signaling

1. Introduction to the toll-like receptors (TLRs)

TLRs are trans-membrane proteins receptors that trigger the signal transduc-
tion cascades upon binding with specific pathogen-associated molecular patterns 
(PAMPs) ligands, and earlier have been thought to be restricted to immune cells. 
TLRs play a key role in the innate immune system as well as subsequent induction 
of adaptive immune responses against microbial infection or tissue injury [1]. TLRs 
receptors triggers immune response against various invading pathogens by rec-
ognizing receptor specific to PAMPs, which is highly conserved and derived from 
potential pathogenic microorganism such as bacteria, viruses, fungi and parasites 
[2, 3]. The very well-known one such PAMPs is lipopolysaccharides (LPS) acts as 
ligands for TLRs, which is found on outer cell wall of gram negative bacteria [4]. 
Moreover, TLR receptors also recognize endogenous damage-associated molecu-
lar patterns (DAMPs), derived from injured host cells including necrotic cancer 
cells, dead or dying cells, or products released from cells in response to signals 
such as hypoxia and epithelial cells [5]. These PAMPs and DAMPs together help 
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in discriminating both self and non-self-danger signals [1, 2]. Specific TLR recep-
tors recognizes distinct microbial ligands i.e. lipopeptides, lipoteichoic acids, LPS, 
peptidoglycans, flagellins, viral and bacterial nucleic acids etc. [6]. These ligands 
binds to specific TLR receptors, initiate cascade pathway which plays important role 
in maintenance of cellular homeostasis, cell proliferation or apoptosis, cell differ-
entiation, as well as induction of inflammatory cytokines like interferons (IFNs), 
interleukins (IL2, IL6, IL8, IL12, IL16), and TNF-α to get rid of pathogens [3, 7].

Cancer develops when uncontrolled growth of abnormal cells occurs anywhere 
in a body and further metastasized to distant part of the body. In order to deepen 
our understanding of cancer biology, it is very important to address the factors 
that are involved in the tissue repair process, such as cytokines, chemokines, 
growth factors and TLR signaling, which are the key determinants of cancer 
progression [8, 9]. TLR signaling is known to activate nuclear factor-κB (NFκB) 
and mitogen-activated protein kinase (MAPK) pathways [10]. NF-κB in turn, 
regulates the expression of anti-apoptotic genes, and activation of the complement 
pathway depending upon type of ligands it sensed [11, 12]. Furthermore, TLRs are 
expressed not only on the surface of immune cells but also on cancerous cells [13]. 
In humans, TLRs (TLR1-TLR10) play very important role in diseases progression 
and the TLRs signaling have been well studied in various diseases including cancer 
[14]. The TLRs and their intracellular signaling components play very important 
role in the onset of inflammatory diseases [4]. Recent studies have revealed that 
chronic inflammation can increases the risk of cancer development and also 
promote its progression [14]. TLRs signaling also plays a crucial role in the develop-
ment of chemo-resistance; Michael et al., (2006) shows TLR4/MYD88 signaling 
promotes tumor growth and contributes to chemo-resistance against paclitaxel in 
ovarian cancer [9]. Moreover, a recent study delineates that high TLR7 and TLR8 
expression promotes chemo- resistance, leading to increases increased tumor cell 
proliferation in human pancreatic cancer [15]. However, the role of TLR signaling 
is still not completely understood in cancer progression; some studies suggest it  
has both pro-tumor as well as anti-tumor effects. To date, TLRs are documented to 
play supportive role for initiation, progression and metastatic potential of cancer 
[16, 17]. One the other hand, they are capable of maintaining antitumor environ-
ment by eliciting activation of anti-tumor mediators such as type I interferon 
[18]. This book chapter highlights the current understanding of role of TLRs and 
addresses a crucial link between  carcinogenesis and immune cells, TLRs signaling 
and antagonist.

2. TLRs genetics and regulation of signaling

TLRs were first described in Drosophila in 1984, and were later discovered in 
vertebrates including humans [1, 3]. Till date, 13 TLRs are discovered in mammals, 
and 10 are functional in humans [2]. Genes encoding human TLRs are located on 
chromosomes 1 (TLR5), 3 (TLR9), 4 (TLR1, TLR2, TLR3, TLR6 and TLR10), 9 
(TLR4) and X (TLR7 and TLR8) [1, 5]. TLR1–9 is conserved in both human and 
mice; however, mouse TLR10 is not functional because of a retrovirus insertion, 
and TLR11–13 has been lost from the human genome [8, 19, 20].

A number of genetic changes like single nucleotide polymorphisms (SNPs) 
within the TLR genes has been reported in humans which can influence receptor 
binding and function, that ultimately influences the risk for the inflammatory 
diseases as well as cancers [21]. Although there have been numerous studies report-
ing the impact of polymorphisms on TLR function and disease development, there 
is still a lot of contradiction in terms of outcomes [22].
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A recent report has shown that functional TLRs are expressed not only on 
immune cells, but also on cancer cells, thus implicating a role of TLRs in cancer 
biology. Overwhelming evidence supports that TLR signaling provides a micro-
environment that is necessary for tumor cells to proliferate and evade the immune 
response for further growth and migration [23]. The TLR family can be largely 
divided into 2 subgroups, extracellular and intracellular, depending on their cellular 
localization. TLR1, TLR2, TLR4, TLR5, TLR6, and TLR11 are located on the cell 
surface, while TLR3, TLR7, TLR8, and TLR9 are localized to the endosomal/ lyso-
somal compartment [10]. The subcellular localization of TLR4 is unique because it 
is localized to both plasma membrane as well as endosomal vesicles [24]. TLRs are 
type I transmembrane proteins that consist of three major domains: (1) a leucine 
rich extracellular domain, (2) a transmembrane domain, (3) A cytoplasmic TIR 
(Toll/Interleukin-1 Receptor) domain. The recognition of ligand by TLRs is medi-
ated by the extracellular domain that harbor a leucine rich repeat (LRR) composed 
of 19–25 tandem copies of the “xLxxLxLxx” motif [25]. TLR signaling was exten-
sively studied in the recent years. There are two important TLR pathways: one is 
dependent on myeloid differentiation factor 88 (MYD88) adaptor proteins and the 
other is independent of MYD88.

All TLRs except TLR3, which exclusively uses the TIR-domain-containing 
adapter-inducing interferon-β (TRIF) pathway, use MYD88 as the downstream 
adapter protein that activate the classical/canonical inflammatory signaling path-
way [26–29]. After activation with their specific ligands, TLRs recruit MYD88, 
leading to subsequent activation of three main transcription factors: interferon-
regulatory factors (IRF3, IRF5 and IRF7), NF-kB, MAPK and AP1 [21–25, 27–32]. 
Subsequently, it promote the transcription of cytokines such as TNF-α, IL-6 and 
IL-1, chemokines and interferons which are key mediators of inflammation [30]. 

Figure 1. 
Toll-like receptors (TLRs) signaling pathway:Toll-like receptors (TLRs) recognize different ligands and 
triggered innate immune responses. The activation of the TLR signaling pathway originates from the 
cytoplasmic TIR domain that associates with an adaptor, MYD88. IRAK is activated by phosphorylation and 
associates with TRAF6, leading to activation NF-κB. Activation of MYD88- independent pathways occurs 
via TRIF and TRAF activates interferon--regulatory factor (IRF). Then they promote the transcription of 
inflammation mediators: Cytokines, chemokines and interferons.
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Expression of cytokines also leads to maturation of dendritic cells and activation of 
B-cells and T-cells, which underlies the involvement of TLR in adaptive immunity 
[23]. TLR2 and TLR4 upon binding with their respective ligands form dimeric com-
plexes, followed by recruitment of 5 specific adapters, including 1) MYD88, 2) TIR 
domain containing adaptor protein (TIRAP)/MYD88 adaptor like (Mal), 3) TRIF, 
4) TRIF-related adaptor molecule (TRAM), and 5) sterile α and armadillo motif-
containing protein (SARM) [19, 33]. This response elicits the downstream responses 
like proliferation, invasion, inflammation and tumorigenesis etc. The schematic 
representation of the role of various TLRs signaling pathways is shown in Figure 1. 
This alternative/non-canonical pathway culminates in the activation of TRAF3 and 
interferon regulatory factor 3 (IRF3), which results in the secretion of type I IFNs, 
which are required for an effective antiviral response [31].

3. TLRs biology in the pathogenesis of cancer

In the host cell, TLRs are expressed either on cell membrane or in intracellular 
compartments (i.e. endosomes) [10]. TLRs belong to a family of pattern recogni-
tion receptors (PRRs) that are best-known for their role in host defense mechanism 
against a number of pathogens. Infection with potential microbial pathogens (bac-
teria, viruses, protozoa, and fungi) provokes innate and adaptive immune system 
[26]. In vertebrates, interactions between innate and adaptive immunity leads to 
highly efficient recognition and clearance of pathogens. Innate immune response 
elicits nonspecific activation of immune cells (neutrophils, monocytes, macro-
phages, dendritic cells (DCs), natural killer (NK) cells) and complements system 
[33, 34]. Inflammation is the immune system’s response to protect our body against 
any harmful stimuli like pathogens, cell damage and harmful/toxic compound. 
However, uncontrolled acute inflammation may become chronic; contributing to a 
variety of diseases including cancer [19]. In 1858, Rudolf Virchow noticed that the 
site of chronic inflammation is highly susceptible to cancer development [35]. He 
also hypothesized that chronic inflammation could promote the proliferation of 
cells and thus, the development of cancer. An association between the inflamma-
tion and development of cancer has long been appreciated [33]. In 2000, Hanahan 
and Weinberg proposed a model to define six hallmarks of cancer progression [36]. 
However, emerging evidence also reiterates the role of inflammation in cancer 
development. Various studies have shown a close link between chronic inflammation 
and cancer, such as long standing H.pylori infection and gastric cancer [37], chronic 
pancreatitis and pancreatic cancer, chronic bronchitis and lung cancer, human 
papillomavirus (HPVs) infection mediated cervical cancer [38], and chronic chole-
cystitis with gall bladder cancer [33]. Besides inflammatory response, TLR signaling 
has been shown to regulate apoptosis through the expression of anti-apoptotic 
proteins or inhibitors of apoptosis [39]. TLRs regulate variety of cellular responses 
which include the anti-apoptotic effect of NF-κB, a transcription factor commonly 
engaged in inflammatory conditions [12, 14]. Although this response can be initiated 
by several types of PRRs, and TLRs are the best-characterized key players. TLRs 
also regulate cell proliferation, apoptosis, invasion, and survival by recruiting more 
immune cells to enhance inflammation in the tumor microenvironment [40]. These 
tumor cells further release proangiogenic factors and growth factors, which enhance 
their resistance to cytotoxic lymphocyte attack, thereby leading to immune evasion. 
As mentioned earlier, TLRs function as double-edged swords, with both pro- and 
antitumor consequences. However, up-regulation of TLRs in tumor cells may 
directly or indirectly contribute to carcinogenesis in different organs. Engagement 
of TLRs on the surface of tumor cells with their ligands can activate subsequent 
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signaling cascades involving cytokine and chemokine production. Subsequently, 
these factors can promote tumor invasion, tumor cell survival ( apoptosis resistance), 
chemo-resistance, tumor progression and metastasis.

4. Molecular mechanism of TLRs in cancer progression

Overall, as discussed earlier, the activation of TLRs can promote as well as 
inhibit tumor growth and cancer progression, but the actual underlying molecular 
mechanism still remains elusive. TLRs are also involved in controlling many impor-
tant cellular processes like cell proliferation, survival, apoptosis, cell migration, 
metastasis and angiogenesis [16]. TLR signaling has been implicated in various 
autoimmune, chronic inflammation and inflammatory diseases. This situation 
creates a microenvironment that is rich in growth and survival factors, which leads 
to the development of various types of cancer [41]. High TLR expression has been 
reported in several cancer types including cancerous cell lines. It was known that 
TLR4 and TLR5 are over expressed in gastric epithelium infected with H. pylori 
as well as in precursor lesions [37, 42]. It is considered that TLRs enable cells to 
interact with H. pylori which can induce the expression of tumorigenic factors and 
may promote cancer development. TLR over–expression has also been found in 
colon cancer, hepatocellular carcinoma, ovarian and cervical cancers, breast and 
prostate cancers, lung cancer, melanoma and neuroblastoma [43]. TLR expres-
sion in cancer cells has been linked with cancer progression, evasion of immune 
surveillance, apoptosis and survival. Recent studies have shown high expression of 
TLR4 in lung cancer cells, which is linked with expression of immunosuppressive 
cytokines (TGFb), angiogenic factors VEGF and IL-8, and increased resistance to 
apoptosis [16, 42]. Cell proliferation and production of pro-inflammatory cytokines 
IL-6 and IL-8 can be significantly decreased by silencing of TLR4 expression in 
breast cancer cell line (MDA-MB-231) [44]. Other studies in ovarian cancer and cell 
lines has shown that TLR4 and NF-kB activation by LPS and paclitaxel respectively 
promotes production of IL-8, IL-6, VEGF and MCP-1 while TLR4 silencing lead to 
loss of resistance to Paclitaxel [45]. TLR2 mRNA expression was significantly higher 
in sporadic colorectal cancer cells than in noncancerous cells [45]. On the basis of 
above mentioned facts, we can deduce that various TLRs might trigger different 
signaling pathways in cancer initiation and progression [46].

A recent report found that activation of TLRs may induce cancerous cells to 
secrete a number of soluble factors, which play distinct roles in cancer develop-
ment. The role of TLRs in cancer progression needs to be further investigated, and 
in depth precise underlying mechanism must be elucidated for further development 
of TLR agonists as therapeutic agents.

5. TLRs modulation in cancer treatments

TLR agonists play an important role in activation of immune system, both  
innate and adaptive. In in vivo models, TLR antagonism have been shown to reduce 
tumor growth in treatment group, receiving combination of therapeutic agents, 
such chemotherapy drugs, monoclonal antibodies (mAb), subunit or DNA vaccines 
[47, 48]. The selection of TLR agonists has been premised on their ability to activate 
antigen-presenting cells (APCs), particularly DCs. The involvement of specific 
TLRs on cancer cells may impact tumor growth by various mechanisms, such as 
inducing apoptosis and potentiating the effects of chemotherapy [45]. Inhibition 
of TLRs can be achieved either by 1) Preventing the interaction between TLR 
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and respective binding partner and 2) By blocking the interaction between TLRs 
and respective adaptor protein. TLR inhibitors can be broadly classified into (i) 
Small molecule inhibitors, (ii) Antibodies, (iii) Oligonucleotides, and (iv) Lipid-A 
analogs. The following section illustrates the anticancer effects of inhibiting TLR 
signaling pathways on tumor growth and developments.

Small molecule inhibitors (SMI): These are synthetic or naturally derived 
small molecules with the ability to cross plasma membranes due to their small 
size and amphipathic nature. Interestingly, one of the most commonly used anti-
malarial drug chloroquine has been shown to possess inhibitory effects against 
endosomal TLR7/8/9 [49]. Inhibition of TLR7 and 9 by chloroquine inhibits the 
growth of hepatocellular carcinoma in both cellular in vitro models and mouse 
xenograft models via down regulation of p-Akt [50]. However due to their non spe-
cific mode of actions continuous efforts have been made to develop more efficient 
and specific derivatives of chloroquine as anti-cancer agents by targeting TLRs. 
One such derivative, CpG-52,363 has immunosuppressor functions but its role in 
cancer therapeutics is yet to be discovered [51]. SM934, a derivative of another 
anti-malarial drug artemensin can inhibit the proliferation and metastasis in breast 
cancer probably via inhibition of TLR signaling [52]. TAK-242 specifically inhibits 
TLR-4 by binding to cysteine 747 in the intracellular domain and consequently sup-
presses the progression of breast cancer [53]. Therapeutic role of SM934, another 
artemensin derivative has been well documented in inflammatory disease [54], but 
its role in cancer prevention is still need to be explored.

Antibodies: Various antibodies with therapeutic potential have been raised 
against TLRs to treat a wide spectrum of inflammatory diseases and cancer. 
Therapeutic role of OPN-305, the first fully humanized IgG against TLR2, against 
Myelodysplastic Syndromes (MDS) has been reported in different clinical trials 
[55]. Several antibodies have been developed beside OPN-305, like NI-0101and 
T2.5, but their role in cancer has not been determined yet [56].

Oligonucleotides: Specific nucleotide sequences are known to inhibit the func-
tion of endosomal TLRs by blocking their binding with respective ligands. These 
includes immunoregulatory DNA sequence (IRS) 661 (TLR7 specific), IRS-869 
(TLR9 specific) and IRS-954 (both TLR7 and 9 specific). Recent report suggest that 
TLR antagonism using immune modulator oligonucleotide-3100 (IMO-3100) can 
serve as a potential therapeutic for the management of pancreatic cancer associated 
cachexia [57].

Lipid A analogs: Eritoran, a syhnthetic analogue of lipid A from Rhodobacter 
sphaeroides, is known to inhibit TLR4 by binding to MD2 pocket and thereby 
preventing the interaction between TLR4 and lipid A. Bacterial LPS induced colon 
cancer can be prevented by the administration of Eritoran by mechanism involving 
inhibition TLR4 and induction of CD14/Src/PKCζ-mediated apoptosis [58].

It is important to mention here that TLR acts as double edged sword and its ago-
nism can also prevents the progression of cancer by activating the immune response 
against cancer cells. The following section describes TLR agonists which had shown 
the potential to prevent cancer progression.

Calmette–Guerin strain (BCG) a live-attenuated Mycobacterium bovis can 
activate TLR2, TLR4, and TLR9. The activation of TLR in urothelial cell carcinomas 
with BCG induced cell death and decreased proliferation as well as metaststais. 
The anti-cancer effects of BCG have been associated with increased production of 
cytotoxic NO in cell lines, as well as in patients [46]. These studies also emphasize 
the development of vaccination strategies that incorporate TLR ligands to stimulate 
immune responses and make cancerous cells specific targets for immune system 
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mediated death. In human colon cancer cells, TLR3 activation with Polyriboinosinic-
polyribocytidylic acid (Poly I:C) can induce apoptosis alone or when used in synergy 
with 5-fluorouracil or IFN-α [16]. Poly I:C is a synthetic analogue of viral dsRNA. 
The expression of TLR5 on cancer cells has been shown to revoke cell growth in cer-
tain types of cancer [16]. For instance, in breast cancer, when TLR5 is over–expres-
sion with flagellin inhibits tumor cell proliferation and downregulates expression of 
cyclin B1, cyclin D1 and cyclin E2 in a murine model [59].

Irradiation along with activation of TLR9 signaling pathway in human glioma 
cell line can decrease cell proliferation by arresting cell-cycle, which is mediated 
by NF-κB and nitric oxide (NO) [60]. This therapeutic effect could be used to 
sensitize the cancerous cells to the toxic effects of radiation treatment [61]. Also, 
CpG-island mediated activation of TLR9 in neuroblastoma cell has been revealed 
to decrease cell proliferation and increase caspase-dependent apoptosis and leads 
to an increased survival in tumor-bearing mice. Several TLR agonists have been 
approved by the food and drug administration (FDA) for use in the treatment of 
cancer patients like BCG (which activate TLR2, TLR3, TLR4, and TLR9), MPL 
(TLR4 agonist) and imiquimod (TLR7 agonist) [62]. TLR agonists should be used 
in combination with other agents to synergistically increase their immune stimula-
tory response. An important TLR modulators are summarized in Table 1 which 
having anticancer activity.

Future direction of TLRs based treatment of cancer:
In this book chapter, we summarized the role of TLRs signaling in inflammation, 

cell proliferation, apoptosis and chemo-resistance, which are the major attributes 
of cancerous cells. Beside these, several TLRs agonists and antagonists have been 
developed and/or are in clinical trials as cancer therapeutics. TLRs play a critical 
role in imparting immunity against tumor, and their antitumor effects are notice-
able as depicted from previous studies. It is quite interesting to note that activation 
of same TLR in one tumor type might induce cell death, and in a different tumor 
could exert pro-tumor effects. Using TLR agonists or antagonist as cancer thera-
peutics must be decided on the basis of TLR expression profile of tumor cells and 
resulting response within a specific cancer type [19]. The prospective approach for 
future cancer treatment will be the combination of specific TLR agonists or antago-
nists with traditional cancer treatments to improve treatment outcome. The role of 
TLRs in both promoting and inhibiting tumor growth and metastasis has been con-
firmed in various studies. However, the specific mechanism of action is still unclear 
as cancer is a multifactorial\disease, and the research of TLRs on tumor immunity 
is still in the nascent phase. Further in depth studies will help us to develop better 

Name Targets Antagonist/
agonist

Ref.

Chloroquine TLR 7 and 9 Antagonist [50]

TAK-242 TLR 4 Antagonist [53]

IMO-3100 TLR 7, 8 and 9 Antagonist [57]

Eritoran TLR 4 Antagonist [58]

Polyriboinosinic-polyribocytidylic acid (Poly I:C) TLR 3 Agonist [16]

Calmette–Guerin strain (BCG) TLR 2, 4 and 9 Agonist [46]

Table 1. 
Different TLR modulators having anticancer activity.
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understanding of TLRs role in tumorigenesis, tumor immunity, and tumor metas-
tasis which in turn can provide new strategies and prospects for more effective 
cancer management. We anticipate that future studies on the role of TLRs in cancer 
progression and development will provide us a better insight into the mechanisms 
underplaying. Therefore, understanding the roles of TLRs in tumor biology may 
pave the way for the discovery of novel therapeutic targets in cancer therapy.
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by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
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