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Preface

The crust is the hard, outermost layer of our planet, made up of different types of
rocks. Although it is a thin layer, and is even less than 1% of the total volume of the
Earth, it is very important because of its ability to sustain life. Dynamic geomorphic
and geological forces have created the crust and tectonic activity is constantly play-
ing its role in transforming the crustal materials that underlie the ocean basins and 
others that form the continents.

The rocks that form the crust are mostly composed of silicon, oxygen, calcium, 
aluminum, potassium, sodium, magnesium, and iron. These rocks are distinctive
in their chemical composition and different from the underlining ultramafic upper
mantle rocks. The crust is part of the lithosphere, which also includes the hard and 
brittle rock of the uppermost part of the upper mantle.

This book aims to cover the basics of the architecture, structure, evolution, and 
dynamics of the Earth’s crust through an anthology of contributed chapters that
will enlighten readers about the various aspects of the Earth’s crust, including the
existence, development, and sustainability of our modern lifestyles on its surface.

Dr. Muhammad Nawaz
National University of Singapore,

Singapore
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Chapter 1

Introductory Chapter:  
Earth Crust - Origin, Structure, 
Composition and Evolution
Muhammad Nawaz

1. Introduction

Earth crust is the thinnest and the most rudimentary layer that makes up the 
Earth, and yet, everything that has ever lived on Earth has called it home. The crust 
is a dynamic structure and it is one of the layers that make up our pale blue dot. 
The crust is referred to as a chemical layer that has varying chemical compositions. 
Two main types of crust are the oceanic crust and the continental crust, and they 
are different from each other. The differences are due to plate tectonics which then 
refers to plates and the movement of the plates above the asthenosphere, driving 
lithospheric processes that result in the formation and production of natural phe-
nomena such as earthquakes and ridges. The crust is one of the five chemical layers 
of the Earth and is differentiated to show the distinct chemical properties occurring 
at each layer. The Earth’s crust, along with the upper mantle, has its necessary role 
in the dynamic creation and destruction of the crustal surface in which all living 
organisms thrive on. This chapter will look at various aspects of the crust, and it 
will discuss the origin, structure and composition of the crust before elucidating its 
continued evolution to this day.

2. Origin

The early terrestrial crust appeared approximately 4.5 billion years ago, after the 
late stages of planetary accretion. This section describes the theories of the forma-
tion of the crust and discusses the origin of the oceanic and continental crust.

2.1 Theories about the formation of the crust

There are three main theories on the formation of the Earth’s crust [1]: (1) 
inhomogeneous or heterogeneous accretion of the Earth model, (2) impact model 
and (3) terrestrial model.

The inhomogeneous model or the so-called the accretion model explains that the 
Earth’s crust was formed during the accretion of the planet, with lighter and volatile 
elements forming a thin layer on the primitive planet which became the crust. This 
model suggests that non-volatile elements can only be found in the mantle; how-
ever, this is not true. Nonvolatile elements such as uranium and thorium are found 
on the Earth’s crust [2], making this theory highly unlikely.

The impact model suggests that asteroids and other objects that impacted Earth 
melted and formed the crust [1]. The oceanic crust, which is mainly composed 
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of basalt, could have been formed by a basalt asteroid that impacted the Earth. 
However, from the observations of the moon, basalts found in lunar maria were not 
due to an asteroid collision. Furthermore, the number of basalts produced from an 
impact event was too insignificant to form crusts [1]. In addition, a majority of the 
impact events on Earth happened after oceanic crusts were formed. Therefore, this 
theory is also unlikely as well.

The terrestrial model is the most likely explanation on the formation of the Earth’s 
crust. This model explains that the crustal origin of the Earth was due to its internal 
processes. After the late accretion of the Earth, heat retained by the Earth resulted in 
the complete melting of the upper mantle, which formed a magma ocean that covered 
the surface of the Earth. As the Earth cooled, the magma ocean crystallised to form a 
widespread crust [1]. Another possible explanation was that the melted upper mantle 
rose up the surface to form a crust. The terrestrial model is the most likely explanation, 
as the magma ocean could explain some properties of the Earth’s crust. The uniform 
composition of the crust could be formed by a homogeneous magma ocean. The 
layered composition of Earth’s crust may be due to the cooling of magma oceans over 
time. Thus, the terrestrial model most likely explains the formation of the Earth’s crust.

2.2 Origin of the oceanic crust

The oceanic crust was formed about 4.5 billion years ago, earlier than the first 
appearance of the continental crust, and it was first generated along the ocean 
ridges. The early oceanic crust differs from the present oceanic crust, in terms of its 
formation speed and thickness. The early crust was likely to be 20 km thick due to 
the high temperatures of the upper mantle. The higher mantle temperature caused 
a greater amount of melting in the upper mantle, resulting in more magma released 
to the surface to form thicker crusts [3]. The formation speed of the early oceanic 
crust was also likely to be faster than current speeds, due to the higher recycling 
rates caused by higher upper mantle temperatures [1]. The early oceanic crust is 
likely to be basalts in composition, and this could have resulted in the first plate tec-
tonic activity. The basalt crust is denser than the molten mantle, so the basalt crust 
could have subsided into the upper mantle, leading to the recycling of crusts [3].

2.3 Origin of the continental crust

The oldest continental crust appeared about 4 billion years ago; however, granite 
continental crust only appeared about 3 billion years ago. There is no other planet 
in the solar system that has a continental crust except our Earth, mainly because 
it requires the presence of water on a planet and the subduction of crusts [4]. The 
seawater cools the hot mantle at the subduction zones, and it allows fractional 
crystallisation to take place to produce a granite crust [1].

3. Structure

The Earth has a thin silicate crust, which makes up 1% of the Earth’s volume 
[5]. It is the uppermost top component of the lithosphere and floats on top of the 
upper mantle [6]. The crust plus the upper mantle is separated by the Mohorovicic 
discontinuity—a seismic and compositional boundary [6]. The crust varies in 
thickness as controlled by the law of isostasy according to Airy’s model—the crust 
responds to topographical changes (loads or unloads) by changing its thickness as 
compensation, thus tending towards isostatic equilibrium [7]. The crust is thickest 
under mountain ranges and thinnest under mid-ocean ridges [6].
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There are two main types of crust, the continental crust (underlie continents) 
and the oceanic crust (underlie ocean basins), the latter being denser and thinner 
but both being less dense than the mantle [6]. Approximately 35% of the Earth’s 
crust is continental, while the other 65% is oceanic [8]. Continents are generally 
antipodic to oceans [9]. Conrad discontinuity, which lies at a depth of 5–20 km, 
separates the continental crust and oceanic crust [1]. Unlike continental crust, 
the oceanic crust has no granitic zone, but the mantle beneath the oceanic crust is 
possibly richer in radioactive elements than the mantle below the continental crust. 
The different locations of heat sources and thermal conductivity of the crust give 
rise to temperature variations in the different crust types.

Within the continental crust, there are four layers—the upper, middle, lower 
and the lowest layers [10]. The first layer is mainly made of sedimentary rocks and 
volcanic rocks, and the P-wave velocities in this layer are less than 5.7 km/s [10]. 
The second layer is mainly made of granitic plutons and metamorphic rocks (low-
grade), and the P-wave velocities in this layer are between 5.7 and 6.4 km/s [11]. The 
third layer is mainly made of gabbroic cumulate, and the P-wave velocities in this 
layer range from 6.4 to 7.1 km/s [10]. The fourth layer is usually thin or missing [11], 
and the P-wave velocities in this layer are between 7.1 and 7.6 km/s [10].

The crust is carried as plates, which are slabs of lithosphere that carry oceanic 
crust, continental crust or both. They are carried by convection currents in the 
mantle, a process known as plate tectonics, which is driven by internal heat [1]. The 
plates meet at plate boundaries, which can be convergent boundaries, divergent 
boundaries or transform faults [1]. Interactions at plate boundaries, such as between 
crusts or between the crust and the mantle, can give rise to tectonic features such as 
oceanic ridges and volcanic arcs [6]. The crust undergoes physical and/or chemical 
changes in response to these interactions. For example, new oceanic crust develops 
at the opening rifts of divergent boundaries, forming mid-oceanic ridges through 
ridge push [12]. At convergent boundaries, dense oceanic crust subducts (slab 
pull) and produces magma due to the partial melting caused by the mantle’s heat 
(thus creating a hotspot under the crust), which may rise and erupt, resulting in 
the formation of volcanic features, such as volcanoes, volcanic arcs and islands, on 
the non-subducted converging oceanic or continental crust [12]. This is seen in the 
Aleutian Islands. The colliding continental crust would result in the crust deforming 
into fold mountains [12], and an example of this is the Himalayan mountain range.

Continental margins are long narrow belts [13] that form at the outer edges of 
major landmasses [14] that include continental and submarine mountain chains. 
These margins could be passive, active or transform. Passive margins are found 
between continental and oceanic crust and are tectonically inactive, thus having a 
smooth relief [14]. Active margins have more tectonic and seismic activity and have 
features such as volcanoes and high sediment availability [14].

Another notable component of the Earth’s structure is ophiolites. These are the 
fragments of oceanic crust and of the upper mantle that have undergone tectonic 
emplacement onto the continental crust [15]. They can be incorporated into both 
passive and active margins [16] and could be evidence of features of ancient oceanic 
crust that have since been consumed by subduction [15].

4. Composition

Minerals and rocks that make up the Earth’s crust are the results of geological 
activity, density and tectonic plate movement. Minerals have definite chemi-
cal composition, whereas rocks are made up of minerals and have no specific 
chemical composition.
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The three main kinds of rocks: igneous, sedimentary and metamorphic. Igneous 
rocks are formed by crystallisation of magma or lava. Sedimentary rocks are formed 
from lithification. Metamorphic rocks are formed from igneous and sedimentary 
rocks that undergone high temperatures and pressures, stress and fluid activity. 
The rock cycle ensures that these rocks are constantly replenished and recycled on 
the Earth’s crust. Amongst the rocks, igneous rocks and metamorphic rocks make 
up 95% of the rocks [17], with granite and basalt having the largest compositions 
amongst the igneous rocks.

There are more than 3000 known minerals. Amongst them, only about 20 are 
common, and eight of these constitute 99% of the minerals in the crust. They are all 
silicates and are also called rock-forming minerals. Amongst the silicates, feldspars 
are the most abundant with plagioclase being the largest portion [18]. Minerals are 
formed by crystallisation through cooling of magma or lava and liquids. Another 
process is the evaporation of the liquid containing minerals, which result in the 
precipitation of material in the form of mineral veins.

4.1 Chemical composition

Elements are the building blocks of minerals. Oxygen and silicon are the most 
common elements in the crust (Figure 1). The Earth’s crust consists of both oceanic 
crust and continental crust. Despite silicates being the most abundant minerals in 
both crusts, there are still some differences in their characteristics (Table 1). Thus, 
deriving the average compositions of each respective type of crust is essential and 
critical to investigate the continents and the Earth as such knowledge provides 
insights into the origin and characteristics of the crusts.

There are three primary methods used to study the Earth’s composition: (1) 
studying and interpreting the seismic profile of both the core and mantle, (2) 
studying other planets and meteorites and comparing and inferring their composi-
tion and (3) using the pyrolite model [19]. Data from all complementary fields 
need to be integrated to allow a comprehensive and consistent understanding of the 
current dynamic structure and composition of the Earth.

Figure 1. 
Composition of elements of the Earth’s crust.
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4.2 Continental crust

Based on seismic investigations, the structure of continental crust is defined 
to consist of the upper crust, middle crust and lower crustal layers [10, 20]. Each 
layer varies slightly in its composition. The bulk composition is made mostly of 
rocks with a composition similar to granite rocks, full of substances such as oxygen, 
aluminium and silicon.

4.3 Oceanic crust

Similarly, oceanic crust is also layered, and each layer varies slightly in its compo-
sition [21]. In general, oceanic crust is basaltic and is rich in minerals and substances 
like silicon, oxygen and magnesium. To determine the chemical composition, it is 
important to look into mid-ocean ridge basalt (MORB). All the MORB reflects the 
mean composition of no or the zero-age ocean crust apart from back-arc basins [22].

5. Evolution

The evolution of the crust would refer to the gradual development of the crust 
over time. Geomorphically significant evolution of the Earth’s crust falls into two 
main categories, endogenic processes from forces that originate within the Earth and 
exogenic processes that are a result of forces from above or on the planet surface.

5.1 Endogenous factors

Continental crust transforms into oceanic crust in a cyclic and dynamic process 
[23]. Where the old crust is being destroyed at convergent boundaries, new crust is 
being created at divergent boundaries. When rifting first occurs at divergent bound-
aries, the crust-mantle system transforms due to the temperature, and a rift forms. 
Subduction of the low-velocity zone in the upper part of the crust is the main mecha-
nism overlooking the beginning of crustal attenuation. Intruding magma, originating 
from the mantle under the rift, modifies the intermediate and lower crustal layers. 
As the process continues, a “pseudo-oceanic” crust forms, which has an intermedi-
ate chemical composition. Before the new oceanic crust is created, the intermediate 
crust disappears completely, and the underneath crustal layer is critically modified 
by bouts of magma from the mantle sources. New oceanic crust is then produced 
from the ridge and spreads out from the spreading centre towards the subduction 
zone where the crust is eventually destroyed. Components of the crust will return to 
the upper crust in different forms such as igneous intrusions and contribute to the 
formation of new continental crust [21].Depending on the type of plate boundary 
and the types of plates involved, the resultant processes and landforms formed differ. 
The different phenomena that occur contribute to the evolution of the crust.

Table 1. 
Difference in characteristics.
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Another example of the evolution of the crust due to endogenous processes is 
volcanism, where material from the mantle or the deep crust is deposited onto the 
surface where it contributes in renewing the crust surface with new igneous rock 
and landforms. In some places the crust is weaker such as along plate boundaries, 
the magma forces its way through the rock, extruding rock and releasing pressure, 
which is why volcanic activity tends to occur near the borders of tectonic plates, for 
example, the Pacific Ring of Fire [22]. The composition and origin of the lava deter-
mine the type of volcanic landform created, with more fluid mafic lava forming 
structures such as shield volcanoes and more viscous felsic lava forming structures 
such as stratovolcanoes from the accumulation of ejecta. However, in cases where 
magma does not breach the surface, the magma in horns or magma chambers may 
solidify to form intrusive or plutonic rocks. Over time, the surrounding softer rock 
erodes away, revealing the harder plutonic rock beneath, which creates landforms 
such as plutons, batholiths, dykes, sills, laccoliths and volcanic necks.

5.2 Exogenous factors

The evolutionary processes mentioned above were all a result of forces origi-
nating from within the Earth. However, the crust is also shaped by a multitude of 
processes from external forces such as climate and extraterrestrial material. An 
overt example of an extraterrestrial force on the crust would be an impact crater, 
in which materials from space such as asteroids, meteoroids or comets collide with 
the Earth, leaving scars on the surface. While fairly infrequent in recent geological 
time, impacts were a major force of change during the late heavy bombardment 
period of the Earth’s history [24], as the orbital path of the planet had not been fully 
cleared. The size of the impactor and extension diameter of the resultant impact 
crater is a decisive factor on the type of crater formed, with crater diameters above 
2 km for sedimentary rocks and 4 km for crystalline rocks having a more complex 
impact structure as opposed to a simple bowl shape [25].

Climate and weathering are also significant drivers in the continued evolution of the 
crust. And while the parameters that control climate are complex and not fully under-
stood, its effects can be seen widely. These processes can be observed in many forms, 
such as the exposure of batholiths by the erosion of soft rock, the carving of the Grand 
Canyon or the deposition of sediment by fluvial processes to create river deltas [26].

Additionally, biological processes also play a role in weathering and erosion. For 
example, plant roots hold the soil together, providing resistance to erosion [25]. 
Plants and burrowing animals also contribute to the mechanical breakdown of rock 
through wedging caused by growth and burrowing, respectively. All of the above 
processes are but a fraction of the factors that keep the Earth’s crust in a state of 
constant flux. And while we may be unable to observe all geological evolutionary 
phenomena in the span of a human lifetime, we have more than enough examples 
and evidence to show that truly drastic changes occur in geological time.

6. Summary and conclusion

While the crust may only comprise the superficial layer of the Earth, it is truly a 
dynamic and fascinating thing to learn about. Superficially appearing to be a solid 
immutable covering of rock on our world, it is actually a collection of gargantuan 
rock plates of heterogeneous composition floating upon an equally colossal ocean of 
magma that is the outer mantle. From its early origins as a hot lifeless shell cover-
ing our planet to its current state as the home for all life on Earth, it has changed so 
much over the geological timespan of the Earth’s history and continues to evolve to 
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this day. It is fortunate that the Earth would coincidentally have the perfect chemi-
cal composition to form a crust suitable for life forms to exist, all in accordance with 
the physical laws that govern the formation of worlds. The crust is truly an amazing 
and astonishing thing to learn and behold.
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Chapter 2

Force and Specific Energy in
Natural Rocks Cutting by
Four-Axis Machine
Gencay Sariisik

Abstract

This study used a four-axis computer controlled machine to determine the
cutting forces (Cf), specific cutting energy (Sc) and specific energy (Se) affecting
the processability of natural rocks. A total of 17 types of natural rocks were catego-
rized according to their geological formations. This study consisted of three parts:
(1) experimental measurement of the Cf resulting from processing natural
rocks using a 6.0-mm diameter end mill cutting tool and a four-axis machine;
(2) calculation of Cf, Sc and Se values; and (3) statistical analysis of the parameters.
In terms of Cf, Sc and Se values, a statistically significant difference (P < 0.001) was
observed among a depth of cut (dp) and feed speed (Va). It was found that the
parameters that affected the processability of natural rocks were dp and Va.
Accordingly, the processability of natural rocks processing type, dp and Va was
found that affected. Simple linear regression was performed to examine the
relationship between physicomechanical properties, and between Cf, Se and Sc
values. As a result, regression equations were developed in consideration of the
physicomechanical properties of natural rocks and the Cf, Sc and Se equation for the
prediction of the efficiency of computer numerical control (CNC) machines.

Keywords: natural rock, CNC machine, efficiency, Cf, Sc, Se

1. Introduction

Natural stone industry is one of the most effective actors of the Turkish mining
industry economy. With its 4000-year history of natural stone production, Turkey
is one of the oldest natural stone producers in the world. Natural stones are classi-
fied as metamorphic, sedimentary and magmatic according to their formations [1].
Marble is a metamorphic rock formed by recrystallization of limestone. Marble is a
metamorphic stone composed of calcite (CaCO3) and formed as a result of the
recrystallization of the limestone under excessive pressure and heat [2–6]. CNC
machines are electromechanical systems that process the materials according to the
logical operation unit of numerical control (NC) codes defined by numbers, letters,
and symbols of a product designed using a computer-aided design and manufactu-
ring (CAD/CAM) program. Nowadays, 3D design in the natural stone industry can
be processed with high accuracy, precision series and quality the use of CNC
machine [7, 8]. Various processing technologies are used at natural stone quarries
and factories to manufacture as building materials. In quarries, in the production of
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recrystallization of the limestone under excessive pressure and heat [2–6]. CNC
machines are electromechanical systems that process the materials according to the
logical operation unit of numerical control (NC) codes defined by numbers, letters,
and symbols of a product designed using a computer-aided design and manufactu-
ring (CAD/CAM) program. Nowadays, 3D design in the natural stone industry can
be processed with high accuracy, precision series and quality the use of CNC
machine [7, 8]. Various processing technologies are used at natural stone quarries
and factories to manufacture as building materials. In quarries, in the production of
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natural stone blocks, diamond wire cutting and chain arm cutting machines are
widely used in factories, plates and panels manufacturing in the production of block
cutter ST and gangsaw machines [9–18].

CNC machine is used to process natural stone blocks and wastes in 3D design
products to be used in buildings. Many studies have been found on the Cf in circular
saws depending on the physicomechanical properties of natural rocks, modeling of
the Se and socket [19–23], the definition of the theoretical chip geometry [24], and
connections between tangential cutting force and chip thickness [25–27]. Some other
studies address the effect of processing parameters on tool wear [28–31], the model-
ing of natural stone cutting with diamond cutting tools [32] and specific grinding
energy of chip samples under a scanning microscope [33] in order to determine
specific cutting energy and power consumption [34, 35]. Energy and the type of
cutting mechanism used in the production of end products from natural rocks lead
to the wear of cutting tools. Energy consumption and wear of cutting edges are the
important factors affecting processing costs. These factors should be efficiently to
reduce processing costs. It is therefore important to determine the cutting perfor-
mance of natural rocks according to their characteristics. Cut tools should be selected
carefully and performance forecast should be proper in order to improve the
processing efficiency of natural rocks and reduce costs. Different from the manu-
facture of plates and panels in which gangsaw and cutter ST are deep cut on the x
(length), z (depth) axis, this process requires few depth cut and precision tools with
a CNC machine on the x (length), y (width) and z (depth) axis. Cf, Sc and wear of
diamond cut tools have a low spindle and Va in the processability of rocks in the CNC
machine with internally cooled cut tools. Carbide coated end mills tools are widely
used in the natural stones sectors. In addition, the number of studies on parameters
affecting the processability of natural rocks in the CNC machine is less [36–40].

This study investigated the relationship between the values of the Cf, Se and Sc
obtained from the processing of rocks using CNC, and related parameters (i.e.,
cutting parameters and physicomechanical properties). Cf, Se and Sc values
depending on the dp and Va of natural rocks have been analyzed (ANOVA) statisti-
cally. Results show that 1.0, 1.2 and 1.6 mm at the dp and 2000, 2500, 3000 mm/
min at the Va are important cutting parameters in the processability of natural
rocks. Regression models were developed for the estimation of Cf, Se and Sc of the
with measured by power and load meter tester. Regression analyses were performed
to determine the optimum relationship between the Cf, Se and Sc dependent vari-
able and physicomechanical properties independent variable in three different
groups of natural rocks. Regression models developed in this study can be used by
planners and natural stone manufacturing companies for cost analysis and mill cut
tool processing programs in natural rocks. We recommend that it be considered in
further studies use a larger database to analyze the possibility of regression analyses
the Cf, Se and Sc any of the physico-mechanical parameters of natural rocks.

2. Materials and method

2.1 Materials

These natural rock samples were obtained from the companies operating a
quarry in Afyon. The surface of each series was adjusted with the cutting process as
a square (30 by 30-cm) and 1 cm thickness. Furthermore, these rock samples were
polished on one side. Table 1 shows sample code, pertographic name, dimensions,
main modal compositions, sample number and surface processing of the rocks used
in the test.
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Cut tool (carbide-coated end-mill cutting edge tool) was used in the processing
of natural rocks by CNC machine. Figure 1 shows the image of the end mill cut tool.
Table 2 shows the technical specifications of the end mill cut tool.

2.2 Method

Figure 2 shows that the CNC consists of the machine, electric motors, pneu-
matic or hydraulic power units, control panel and software.

A 4-Axis CNC (Megatron) machine designed for the natural stone industry in
Afyon Kocatepe University Natural Stone Processing Laboratory was used for the
tests. The technical features of the machine are given in Table 3.

Processability tests were performed on natural rocks according to the dp and Va

cutting parameters by using CNC machine. Alpha CAM drawing program was used
to determine the cutting parameters of natural rocks. As shown in Figure 3,
120� 25 mm in size 18 rectangular samples were produced using a 3D modeling and
simulation program for the processability tests.

A power meter, also known as load meter, built in the CNC machine was used in
the processability tests. This testing tool consists of a measurement unit, a load cell,
a controller unit and Defne Lab Soft program (Figure 4).

Natural
rocks

Sample
code

Pertographic
name

Main modal
compositions

Dimensions
(mm)

N Surface
processing

Travertine T1-T5 Sedimentary Calcite 300 � 300 � 30 15 Polished

Marble M1-M7 Metamorphic Calcite 300 � 300 � 30 15 Polished

Limestone K1-K5 Sedimentary Calcite 300 � 300 � 30 15 Polished

Table 1.
Characteristics of natural rocks used in experimental tests.

Figure 1.
Image of the end mill cutting edge tool.

Technical properties Unit Values

Code — MFR-6

Cutting tool diameter/d1 mm 6

Stem diameter/d2 mm 6

Cutting length/l2 mm 25

End length/l1 mm 76

Milling end — 36,677

Edge number — 4

Helix angle (°) 25

Table 2.
Technical properties of end-mill cutting edge tool.
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Natural stone samples were bond and stabilized to the platform on the measure-
ment unit with cut tools. There were 4 on the Z axis, 4 on the X and Y axis total 8
load cells on the testing machine to calculate the Cf. Defne Lab-Soft program was
recorded into the data input screen of types and sizes of natural rocks, cutter
information, and constant and variable parameters. NC codes from Alphacam
drawing program were transferred to the CNC machine with Recon program inter-
face. The cut tool was balanced to the engine of the CNC machine connected to the
tool holder. The reset operation was performed when the cutting tool was guided by
the function and operation keys to the reference point on the test specimen surface.
NC code was selected using the function and operation keys on the control unit and
the measurement was performed by pressing the start button. Depending on the
different process parameters, the natural stones were processed in the cooling
process from the water flow rate of 1 l/min. A rectangle of 120 � 25 mm was
processed for 40 s to obtain 100 data per second. All samples were processed in a
total of 84 min. Figure 4 shows a schematic view of the test apparatus.

Figure 2.
CNC natural stone processing machines.

Technical properties/unit Values

Spindle motor (kW) 9.0

Number of axis (number) 4.0

Motor speed (rpm) 24.000

Processing speed (rpm) 24.000

Vamotor x axis (mm/dk) 80.000

Voltage (V) 380

Processing length (mm) 4.000–4.500

Processing width (mm) 2.000–2.500

Processing height (mm) 500–600

Lathe height (mm) 700–750

Lathe length (mm) 2.500–3.000

Coolant (l/dk) 3.0

Automatic number of teams (adet) 8.0

Table 3.
Technical properties of CNC natural stone processing machine.
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In the processability tests, variable and constant parameters were taken into
consideration. Constant cutting parameters were the cut tool diameter of 6.0 mm,
spindle speed of 10,000 d/min, cutting width of 3.0 mm and plunge speed of 1000
d/min. Variable cutting parameters were the dp of 1.20, 1.60 and 2.0 mm and Va of

Figure 3.
Test specimens on (a) alpha CAM drawing program, (b) modeling, (c) simulation.

Figure 4.
Processability tests (a) vector representation of forces (Fx, Fy, Fc and Ft), cutting speed (Vt) and Va(Va),
(b) power and load meter tester and load cells, (c) control unit, (d) Defne lab-soft natural stone test program
interface, (e) recon program interface, (f) views of database.
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2500, 3000, 3500 mm/min. Table 4 shows the CNC cutting parameters for the
natural rocks processed in the tests.

Figure 5 explains the vector representation of the forces (Fx, Fy, Fc and Ft),
Vt and Va that occurred during the processing of the natural rocks.

Calculation of Fx cutting force according to CNC processing parameters is as
shown in Eq. (1).

Fx cutting force Eq. (1);

Fx ¼ Fx1j j þ Fx2j j (1)

Fx = cutting force (N); Fx1 = absolute forward cutting force (N); Fx2 = absolute
back cutting force (N).

Fy cutting force Eq. (2);

Fy ¼ Fy1
�� ��þ Fy2

�� �� (2)

Fy = cutting force (N); Fy1 = absolute forward cutting force (N); Fy2 = absolute
back cutting force (N).

Calculation by using R resultant force, Fx and Fy cutting forces, Eq. (3):

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F2
x þ F2

y

q
(3)

R = resultant force (N); Fx = cutting force (N); Fy = cutting force (N).
β angle between R and Fx, Eq. (4),

Processing parameters Unit Values

Cutting tool diameter mm 6.0

Depth of cut mm 1.20–1.60–2.00

Spindle speed d/min 10,000

Feed speed mm/min 2000–2500–3000

Plunge speed d/min 1000

Cutting speed m/min 188.4

Cutting width mm 3.0

Table 4.
CNC processing parameters.

Figure 5.
Vector representation of the forces (Fx, Fy, Fc and Ft), Vt and Va that occur during the processing.
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β ¼ tan �1 Fy

Fx

� �
(4)

Contact angle θ between tool diameter (d) and natural rocks, Eq. (5);

θ ¼ cos �1 1� 2dp
d

� �
(5)

Calculating Fc tangential force and radial force Ft components of the cutting
forces with the R value obtained.

Eqs. (6) and (7):

Fc ¼ Rsinδ (6)

Ft ¼ Rcosδ (7)

δ angle between Ft and Fc.
Eq. (8):

δ ¼ β � Zθ (8)

Parameter Z depends on the location of the application point of the
compound forces R on the arc AC, which is contact between cutting edges and
natural rocks.

Parameter Z, Eq. (9):

Z ¼ AB
AC

(9)

Vt cutting speed Eq. (10):

Vt ¼ π �D� n
1000

(10)

Vt = cutting speed (m/min); n = spindle speed (d/min); D = cutter
diameter (mm).

Specific cutting energy depending on tangential force and cutting speed is
shown in Eq. (11).

Sc ¼ Fc � Vt

Va � dp � b
(11)

Fc = tangential cutting force (N); Vt = cutting speed (m/min); Va = feed speed
(mm/min); dp = cutting depth (mm); b = cutting width (mm).

Se values were calculated using the power P and Qw obtained from the main
electric motor of 7.5 kW where the cutting end of the natural rocks was connected
during the processability time (t).

The chip volume is shown in Eq. (12).

Qw ¼ b� l� dp 1; 2; 3ð Þ (12)

Qw = chip volume (mm3); b = size of the sample (mm); l = the width of the
sample (mm); dp(1,2,3) = cutting depth (mm).

The total specific energy is shown in Eq. (13).
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Se values were calculated using the power P and Qw obtained from the main
electric motor of 7.5 kW where the cutting end of the natural rocks was connected
during the processability time (t).

The chip volume is shown in Eq. (12).
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Se ¼
∑n

j¼1Pj
n �∑n

j¼1tj

Qw 1;2;3ð Þ
(13)

Se = total specific energy (J/mm3); P = power consumption (W); t = total time (s);
Qw = chip volume (mm3).

3. Findings and evaluations

3.1 Petrographic, chemical and physicomechanical properties

The petrographic analysis was carried out in the MTA (General Directorate
Mineral Research and Exploration) mineralogical and petrographic analysis labora-
tory in Ankara/Turkey. Chemical properties of natural rocks were performed using
the XRF (X-ray fluorescence) method in ACME (Analytical Laboratory in Turkey/
Ankara). The metamorphic (marble) and sedimentary (travertine, and limestone)
origin natural rocks used in this study had different textures. All natural rock types
were composed of CaO as main calcite crystals and at least 99.0% calcite minerals
ranging from 53.10 to 55.70%. The petrographic analysis results and chemical anal-
ysis of the samples are presented in Tables 5 and 6, respectively. Petrographic and
chemical analysis results of samples are given in Tables 5 and 6, respectively.

The CNC processability tests were conducted in the Rock Mechanics and Tech-
nology Application and Research Center Laboratory of the Department of Mining
Engineering of Afyon Kocatepe University. The tests were performed in accordance
with Standard No. TS EN 1936: 2010 [41], Standard No. TS EN 13755: 2014 [42],
Standard No. TS EN 14205: 2004 [43], Standard No. TS EN 1926: 2007 [44],
Standard No. TS EN 13161: 2014 [45], Standard No. TS 699 [46] and Standard No.
TS EN 1341 (Appendix-C: 2013) [47]. The physicomechanical properties of the
natural rocks are presented in Table 7. The rock samples were 40 � 40 mm3,
70 � 70 � 70 mm3 and 30 � 50 � 180 mm3. The tests were carried out using at least
six samples.

3.2 Variance analysis (ANOVA) of cutting forces

In processability tests, the Fc and Ft measurements were conducted using two-
factor analysis of variance (ANOVA) (17 natural rocks � 2 Cf � 3 dp � 3 Va)
randomized experimental design with 100 replications (n = 100). A total of 30,600
data were obtained on the rocks. In terms of the Cf (Fc, Ft), among the dp and Va

there was a statistically significant difference (P < 0.001) (Table 8).
In processability tests for natural rocks, the mean Fc and Ft increase with an

increase in the dp and Va was given in Figure 6. K4 and K5 samples have high values
of the Cf at the dp of 2.0 mm while T1, T2, and T3 samples have low values of the Cf

at the dp of 1.2 mm. Processability of the Cf values of K4 and K5 samples the dp of
2.0 mm is more forced than that of the other samples. K4 and K5 samples have high
values of the Cf at a Va of 3.000 mm/min while T1, T2, and T3 samples have low
values of the Cf at a Va of 2.000 mm/min. Processability of the Cf of K4 and K5
samples at a Va of 3.000 mm/min is more forced than that of the other samples.

3.3 Variance analysis (ANOVA) of specific cutting energy and specific energy

In processability tests, the Sc and Se measurements were conducted using two-
factor analysis of variance (ANOVA) (Sc and Se for 12 natural rocks � 3 dp � 3 Va)
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randomized experimental design with 100 replications (n = 100). A total of 30,600
data were obtained on the rocks. In terms of the Sc and Se, among the dp and Va

there was a statistically significant difference (P < 0.001) (Table 9).
In processability tests for natural rocks, the mean Sc and Se values at the dp of

1.2 mm are lower than those at the dp of 1.6 and 2.0 mm was given in Figure 7. Sc
and Se values at the Va of 2000 mm/min are higher than those at the Va of 2500 and
3000 mm/min. Sc and Se values at the Va of 3000 mm/min are lower for T1, T2, and
T3 samples while those at the Va of 2000 mm/min are higher for both K4 and K5
samples. The natural rocks should have the Va of 3000 mm/min according to the Sc
and Se values.

3.4 Relationships between cutting forces and specific cutting energy

Regression models were applied to examine the relationship between the Cf and
Sc values for each of the natural rocks. The results of the simple linear regression
analysis are given in Figure 8.

Natural
Rocks

Petrographic descriptions Minerals

T1 Fine-grained calcite is the dominant mineral. Consist of micro-
mesocrystalline calcite minerals with a little amount of clay. Often
contains pores. Micritic (intraclast) texture. Travertines

77% Calcite (mic),
22% Calcite (spr)

T2 78% Calcite (mic),
21% Calcite (spr)

T3 79% Calcite (mic),
20% Calcite (spr)

T4 78% Calcite (mic),
21% Calcite (spr)

T5 77% Calcite (mic),
22% Calcite (spr)

M1 Fine, medium, medium-coarse and coarse-grained with polysynthetic
twins, granoblastic texture. Marbles

98.5% Calcite

M2 97.5% Calcite

M3 98% Calcite

M4 98.5% Calcite

M5 98.5% Calcite

M6 99% Calcite

M7 97% Calcite, 2%
dolomite

K1 Fine-grained. Consists of cryptocrystalline calcite within crypto
microcrystalline calcite. Micritic texture. Limestones

96% Calcite (mic),
2% Calcite (spr)

K2 96% Calcite (mic),
2% Calcite (spr)

K3 95% Calcite (mic),
3% Calcite (spr)

K4 95% Calcite (mic),
3% Calcite (spr)

K5 95% Calcite (mic),
3% Calcite (spr)

Table 5.
Petrographic descriptions of natural rock samples.
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Se ¼
∑n

j¼1Pj
n �∑n

j¼1tj

Qw 1;2;3ð Þ
(13)

Se = total specific energy (J/mm3); P = power consumption (W); t = total time (s);
Qw = chip volume (mm3).

3. Findings and evaluations

3.1 Petrographic, chemical and physicomechanical properties

The petrographic analysis was carried out in the MTA (General Directorate
Mineral Research and Exploration) mineralogical and petrographic analysis labora-
tory in Ankara/Turkey. Chemical properties of natural rocks were performed using
the XRF (X-ray fluorescence) method in ACME (Analytical Laboratory in Turkey/
Ankara). The metamorphic (marble) and sedimentary (travertine, and limestone)
origin natural rocks used in this study had different textures. All natural rock types
were composed of CaO as main calcite crystals and at least 99.0% calcite minerals
ranging from 53.10 to 55.70%. The petrographic analysis results and chemical anal-
ysis of the samples are presented in Tables 5 and 6, respectively. Petrographic and
chemical analysis results of samples are given in Tables 5 and 6, respectively.

The CNC processability tests were conducted in the Rock Mechanics and Tech-
nology Application and Research Center Laboratory of the Department of Mining
Engineering of Afyon Kocatepe University. The tests were performed in accordance
with Standard No. TS EN 1936: 2010 [41], Standard No. TS EN 13755: 2014 [42],
Standard No. TS EN 14205: 2004 [43], Standard No. TS EN 1926: 2007 [44],
Standard No. TS EN 13161: 2014 [45], Standard No. TS 699 [46] and Standard No.
TS EN 1341 (Appendix-C: 2013) [47]. The physicomechanical properties of the
natural rocks are presented in Table 7. The rock samples were 40 � 40 mm3,
70 � 70 � 70 mm3 and 30 � 50 � 180 mm3. The tests were carried out using at least
six samples.

3.2 Variance analysis (ANOVA) of cutting forces

In processability tests, the Fc and Ft measurements were conducted using two-
factor analysis of variance (ANOVA) (17 natural rocks � 2 Cf � 3 dp � 3 Va)
randomized experimental design with 100 replications (n = 100). A total of 30,600
data were obtained on the rocks. In terms of the Cf (Fc, Ft), among the dp and Va

there was a statistically significant difference (P < 0.001) (Table 8).
In processability tests for natural rocks, the mean Fc and Ft increase with an

increase in the dp and Va was given in Figure 6. K4 and K5 samples have high values
of the Cf at the dp of 2.0 mm while T1, T2, and T3 samples have low values of the Cf

at the dp of 1.2 mm. Processability of the Cf values of K4 and K5 samples the dp of
2.0 mm is more forced than that of the other samples. K4 and K5 samples have high
values of the Cf at a Va of 3.000 mm/min while T1, T2, and T3 samples have low
values of the Cf at a Va of 2.000 mm/min. Processability of the Cf of K4 and K5
samples at a Va of 3.000 mm/min is more forced than that of the other samples.

3.3 Variance analysis (ANOVA) of specific cutting energy and specific energy

In processability tests, the Sc and Se measurements were conducted using two-
factor analysis of variance (ANOVA) (Sc and Se for 12 natural rocks � 3 dp � 3 Va)
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randomized experimental design with 100 replications (n = 100). A total of 30,600
data were obtained on the rocks. In terms of the Sc and Se, among the dp and Va

there was a statistically significant difference (P < 0.001) (Table 9).
In processability tests for natural rocks, the mean Sc and Se values at the dp of

1.2 mm are lower than those at the dp of 1.6 and 2.0 mm was given in Figure 7. Sc
and Se values at the Va of 2000 mm/min are higher than those at the Va of 2500 and
3000 mm/min. Sc and Se values at the Va of 3000 mm/min are lower for T1, T2, and
T3 samples while those at the Va of 2000 mm/min are higher for both K4 and K5
samples. The natural rocks should have the Va of 3000 mm/min according to the Sc
and Se values.

3.4 Relationships between cutting forces and specific cutting energy

Regression models were applied to examine the relationship between the Cf and
Sc values for each of the natural rocks. The results of the simple linear regression
analysis are given in Figure 8.

Natural
Rocks

Petrographic descriptions Minerals

T1 Fine-grained calcite is the dominant mineral. Consist of micro-
mesocrystalline calcite minerals with a little amount of clay. Often
contains pores. Micritic (intraclast) texture. Travertines

77% Calcite (mic),
22% Calcite (spr)

T2 78% Calcite (mic),
21% Calcite (spr)

T3 79% Calcite (mic),
20% Calcite (spr)

T4 78% Calcite (mic),
21% Calcite (spr)

T5 77% Calcite (mic),
22% Calcite (spr)

M1 Fine, medium, medium-coarse and coarse-grained with polysynthetic
twins, granoblastic texture. Marbles

98.5% Calcite

M2 97.5% Calcite

M3 98% Calcite

M4 98.5% Calcite

M5 98.5% Calcite

M6 99% Calcite

M7 97% Calcite, 2%
dolomite

K1 Fine-grained. Consists of cryptocrystalline calcite within crypto
microcrystalline calcite. Micritic texture. Limestones

96% Calcite (mic),
2% Calcite (spr)

K2 96% Calcite (mic),
2% Calcite (spr)

K3 95% Calcite (mic),
3% Calcite (spr)

K4 95% Calcite (mic),
3% Calcite (spr)

K5 95% Calcite (mic),
3% Calcite (spr)

Table 5.
Petrographic descriptions of natural rock samples.
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Natural
Rocks

CaO
(%)

SiO2

(%)
Al2O3

(%)
Fe2O3

(%)
MgO
(%)

K2O
(%)

TiO2

(%)
P2O5

(%)
MnO
(%)

LoI
(%)

T1 55.70 0.01 0.01 0.01 0.01 0.015 0.01 0.03 0.02 43.96

T2 55.44 0.06 0.01 0.02 0.06 0.11 0.01 0.02 0.03 44.02

T3 55.45 0.01 0.01 0.01 0.28 0.12 0.01 0.02 0.01 44.08

T4 55.47 0.01 0.01 0.01 0.21 0.10 0.01 0.02 0.01 44.01

T5 55.48 0.06 0.01 0.02 0.09 0.11 0.01 0.02 0.03 43.95

M1 55.59 0.01 0.01 0.01 0.11 0.21 0.01 0.04 0.01 44.00

M2 54.40 0.95 0.31 0.05 0.21 0.04 0.01 0.01 0.01 44.00

M3 54.16 0.89 0.27 0.09 0.81 0.08 0.02 0.01 0.04 43.60

M4 53.37 1.57 0.57 0.29 0.75 0.27 0.03 0.03 0.04 43.06

M5 55.38 0.17 0.03 0.09 0.31 0.21 0.01 0.02 0.01 43.76

M6 55.08 0.27 0.03 0.19 0.33 0.19 0.01 0.02 0.01 43.86

M7 53.10 0.55 0.30 0.19 1.92 0.05 0.01 0.03 0.03 43.81

K1 55.57 0.10 0.02 0.01 0.37 0.16 0.01 0.04 0.01 43.71

K2 54.92 0.10 0.01 0.01 0.41 0.13 0.01 0.04 0.01 44.36

K3 54.80 0.22 0.01 0.01 0.40 0.11 0.01 0.04 0.01 44.39

K4 54.68 0.46 0.01 0.01 0.56 0.12 0.01 0.03 0.01 44.11

K5 54.37 0.75 0.01 0.01 0.35 0.14 0.01 0.04 0.01 44.31

Table 6.
Chemical characteristics of natural rock samples.

Natural Rocks D (kg/m3) P (%) WA (%) KH UCS (MPa) FS (MPa) IS (MPa) AR (cm3/50 cm2)

T1 2640 1.52 1.38 113.38 54.56 7.92 17.00 24.01

T2 2650 1.46 1.24 117.96 55.25 8.09 19.00 23.48

T3 2660 1.28 1.06 122.54 56.85 8.46 21.00 23.05

T4 2670 1.15 0.94 126.28 57.94 8.89 22.00 22.61

T5 2680 1.04 0.87 129.35 58.65 8.95 23.00 22.04

M1 2690 0.96 0.82 131.14 59.85 9.03 24.00 21.79

M2 2700 0.88 0.78 135.76 62.16 9.28 25.00 19.95

M3 2705 0.75 0.66 137.89 64.85 9.46 26.00 19.01

M4 2710 0.71 0.55 141.52 66.85 9.86 27.00 18.72

M5 2715 0.68 0.43 143.78 68.75 9.98 28.00 18.13

M6 2720 0.66 0.38 145.78 70.45 10.12 29.00 17.79

M7 2730 0.52 0.32 155.45 77.04 10.94 31.00 17.58

K1 2735 0.38 0.28 168.25 84.10 12.85 33.00 17.29

K2 2745 0.25 0.21 173.56 87.25 13.94 34.00 16.57

K3 2755 0.23 0.18 178.24 90.84 14.96 36.00 16.05

K4 2775 0.20 0.16 184.58 93.26 16.24 38.00 15.34

K5 2800 0.16 0.14 190.95 97.08 18.45 40.00 14.12

D, density; P, porosity; WA, water absorption; KH, knoop hardness; UCS, uniaxial compressive strength; FS, flexural strength;
IS, impact strength; AR, abrasion strength.

Table 7.
Physico-mechanical properties of natural rocks.
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Figure 8 shows that there is a statistically significant relationship between Sc and
Cf values. Correlation coefficient (R2) values obtained from the natural rocks in the
Fc at depths of cut of 1.2, 1.6 and 2.0 mm are 0.895, 0.871 and 0.859, respectively.
Correlation coefficient (R2) values obtained from the natural rocks in the Ft at
depths of cut of 1.2, 1.6 and 2.0 mm are 0.890, 0.878 and 0.880, respectively.
Correlation coefficient (R2) values obtained from the natural rocks in the Fc at the
Va of 2000, 2500 and 3000 mm/min are 0.771, 0.780 and 0.780, respectively.
Correlation coefficient (R2) values obtained from the natural rocks in the Ft at the
Va of 2000, 2500 and 3000 mm/min are 0.745, 0.781 and 0.781, respectively.

3.5 Relationships between specific cutting energy and specific energy

The results of the correlation coefficient and regression model are given in
Figure 9. Correlation coefficient (R2) obtained from the natural rocks is 0.784,
indicating that there is a linear relationship between the Sc and Se.

Cf (N) dependent
variable

dp (mm) Mean difference
(I-J)

Std.
Error

Sig. 95% confidence interval

Mean
(I)

Mean
(J)

Lower
bound

Upper
bound

Fc 1.20 1.00 �3.8214* 0.27897 <0.001 �4.4787 �3.1642

2.00 �7.4694* 0.27897 <0.001 �81267 �6.8122

1.60 1.20 3.8214* 0.27897 <0.001 3.1642 4.4787

2.00 �3.6480* 0.27897 <0.001 �4.3052 �2.9907

2.00 1.20 7.4694* 0.27897 <0.001 6.8122 8.1267

1.60 3.6480* 0.27897 <0.001 2.9907 4.3052

Ft 1.20 1.60 �3.7896* 0.27690 <0.001 �4.4420 �3.1372

2.00 �7.5726* 0.27690 <0.001 �8.2250 �6.9202

1.60 1.20 3.7896* 0.27690 <0.001 3.1372 4.4420

2.00 �3.7830* 0.27690 <0.001 �4.4354 �3.1306

2.00 1.20 7.5726* 0.27690 <0.001 6.9202 8.2250

1.60 3.7830* 0.27690 <0.001 3.1306 4.4354

Va(mm/dk)

Fc 2000 2500 �2.2064* 0.27897 <0.001 �2.8637 �1.5491

3000 �3.7687* 0.27897 <0.001 �4.4259 �3.1114

2500 2000 2.2064* 0.27897 <0.001 1.5491 2.8637

3000 �1.5623* 0.27897 <0.001 �2.2195 �0.9050

3000 2000 3.7687* 0.27897 <0.001 3.1114 4.4259

2500 1.5623* 0.27897 <0.001 0.9050 2.2195

Ft 2000 2500 �2.1094* 0.27690 <0.001 �2.7618 �1.4570

3000 �3.3713* 0.27690 <0.001 �4.0236 �2.7189

2500 2000 2.1094* 0.27690 <0.001 1.4570 2.7618

3000 �1.2619* 0.27690 <0.001 �1.9142 �0.6095

3000 2000 3.3713* 0.27690 <0.001 2.7189 4.0236

2500 1.2619* 0.27690 <0.001 0.6095 19142

*The mean difference is significant at the, 05 level.

Table 8.
Statistical analysis of Cf of natural rocks depending on the dp and Va.
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Natural
Rocks

CaO
(%)

SiO2

(%)
Al2O3

(%)
Fe2O3

(%)
MgO
(%)

K2O
(%)

TiO2

(%)
P2O5

(%)
MnO
(%)

LoI
(%)

T1 55.70 0.01 0.01 0.01 0.01 0.015 0.01 0.03 0.02 43.96

T2 55.44 0.06 0.01 0.02 0.06 0.11 0.01 0.02 0.03 44.02

T3 55.45 0.01 0.01 0.01 0.28 0.12 0.01 0.02 0.01 44.08

T4 55.47 0.01 0.01 0.01 0.21 0.10 0.01 0.02 0.01 44.01

T5 55.48 0.06 0.01 0.02 0.09 0.11 0.01 0.02 0.03 43.95

M1 55.59 0.01 0.01 0.01 0.11 0.21 0.01 0.04 0.01 44.00

M2 54.40 0.95 0.31 0.05 0.21 0.04 0.01 0.01 0.01 44.00

M3 54.16 0.89 0.27 0.09 0.81 0.08 0.02 0.01 0.04 43.60

M4 53.37 1.57 0.57 0.29 0.75 0.27 0.03 0.03 0.04 43.06

M5 55.38 0.17 0.03 0.09 0.31 0.21 0.01 0.02 0.01 43.76

M6 55.08 0.27 0.03 0.19 0.33 0.19 0.01 0.02 0.01 43.86

M7 53.10 0.55 0.30 0.19 1.92 0.05 0.01 0.03 0.03 43.81

K1 55.57 0.10 0.02 0.01 0.37 0.16 0.01 0.04 0.01 43.71

K2 54.92 0.10 0.01 0.01 0.41 0.13 0.01 0.04 0.01 44.36

K3 54.80 0.22 0.01 0.01 0.40 0.11 0.01 0.04 0.01 44.39

K4 54.68 0.46 0.01 0.01 0.56 0.12 0.01 0.03 0.01 44.11

K5 54.37 0.75 0.01 0.01 0.35 0.14 0.01 0.04 0.01 44.31

Table 6.
Chemical characteristics of natural rock samples.

Natural Rocks D (kg/m3) P (%) WA (%) KH UCS (MPa) FS (MPa) IS (MPa) AR (cm3/50 cm2)

T1 2640 1.52 1.38 113.38 54.56 7.92 17.00 24.01

T2 2650 1.46 1.24 117.96 55.25 8.09 19.00 23.48

T3 2660 1.28 1.06 122.54 56.85 8.46 21.00 23.05

T4 2670 1.15 0.94 126.28 57.94 8.89 22.00 22.61

T5 2680 1.04 0.87 129.35 58.65 8.95 23.00 22.04

M1 2690 0.96 0.82 131.14 59.85 9.03 24.00 21.79

M2 2700 0.88 0.78 135.76 62.16 9.28 25.00 19.95

M3 2705 0.75 0.66 137.89 64.85 9.46 26.00 19.01

M4 2710 0.71 0.55 141.52 66.85 9.86 27.00 18.72

M5 2715 0.68 0.43 143.78 68.75 9.98 28.00 18.13

M6 2720 0.66 0.38 145.78 70.45 10.12 29.00 17.79

M7 2730 0.52 0.32 155.45 77.04 10.94 31.00 17.58

K1 2735 0.38 0.28 168.25 84.10 12.85 33.00 17.29

K2 2745 0.25 0.21 173.56 87.25 13.94 34.00 16.57

K3 2755 0.23 0.18 178.24 90.84 14.96 36.00 16.05

K4 2775 0.20 0.16 184.58 93.26 16.24 38.00 15.34

K5 2800 0.16 0.14 190.95 97.08 18.45 40.00 14.12

D, density; P, porosity; WA, water absorption; KH, knoop hardness; UCS, uniaxial compressive strength; FS, flexural strength;
IS, impact strength; AR, abrasion strength.

Table 7.
Physico-mechanical properties of natural rocks.
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Figure 8 shows that there is a statistically significant relationship between Sc and
Cf values. Correlation coefficient (R2) values obtained from the natural rocks in the
Fc at depths of cut of 1.2, 1.6 and 2.0 mm are 0.895, 0.871 and 0.859, respectively.
Correlation coefficient (R2) values obtained from the natural rocks in the Ft at
depths of cut of 1.2, 1.6 and 2.0 mm are 0.890, 0.878 and 0.880, respectively.
Correlation coefficient (R2) values obtained from the natural rocks in the Fc at the
Va of 2000, 2500 and 3000 mm/min are 0.771, 0.780 and 0.780, respectively.
Correlation coefficient (R2) values obtained from the natural rocks in the Ft at the
Va of 2000, 2500 and 3000 mm/min are 0.745, 0.781 and 0.781, respectively.

3.5 Relationships between specific cutting energy and specific energy

The results of the correlation coefficient and regression model are given in
Figure 9. Correlation coefficient (R2) obtained from the natural rocks is 0.784,
indicating that there is a linear relationship between the Sc and Se.

Cf (N) dependent
variable

dp (mm) Mean difference
(I-J)

Std.
Error

Sig. 95% confidence interval

Mean
(I)

Mean
(J)

Lower
bound

Upper
bound

Fc 1.20 1.00 �3.8214* 0.27897 <0.001 �4.4787 �3.1642

2.00 �7.4694* 0.27897 <0.001 �81267 �6.8122

1.60 1.20 3.8214* 0.27897 <0.001 3.1642 4.4787

2.00 �3.6480* 0.27897 <0.001 �4.3052 �2.9907

2.00 1.20 7.4694* 0.27897 <0.001 6.8122 8.1267

1.60 3.6480* 0.27897 <0.001 2.9907 4.3052

Ft 1.20 1.60 �3.7896* 0.27690 <0.001 �4.4420 �3.1372

2.00 �7.5726* 0.27690 <0.001 �8.2250 �6.9202

1.60 1.20 3.7896* 0.27690 <0.001 3.1372 4.4420

2.00 �3.7830* 0.27690 <0.001 �4.4354 �3.1306

2.00 1.20 7.5726* 0.27690 <0.001 6.9202 8.2250

1.60 3.7830* 0.27690 <0.001 3.1306 4.4354

Va(mm/dk)

Fc 2000 2500 �2.2064* 0.27897 <0.001 �2.8637 �1.5491

3000 �3.7687* 0.27897 <0.001 �4.4259 �3.1114

2500 2000 2.2064* 0.27897 <0.001 1.5491 2.8637

3000 �1.5623* 0.27897 <0.001 �2.2195 �0.9050

3000 2000 3.7687* 0.27897 <0.001 3.1114 4.4259

2500 1.5623* 0.27897 <0.001 0.9050 2.2195

Ft 2000 2500 �2.1094* 0.27690 <0.001 �2.7618 �1.4570

3000 �3.3713* 0.27690 <0.001 �4.0236 �2.7189

2500 2000 2.1094* 0.27690 <0.001 1.4570 2.7618

3000 �1.2619* 0.27690 <0.001 �1.9142 �0.6095

3000 2000 3.3713* 0.27690 <0.001 2.7189 4.0236

2500 1.2619* 0.27690 <0.001 0.6095 19142

*The mean difference is significant at the, 05 level.

Table 8.
Statistical analysis of Cf of natural rocks depending on the dp and Va.
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3.6 Relationships between cutting forces, specific cutting energy and specific
energy natural rocks properties

The relation between the Fc, Ft, Sc and Se values, and the physico-mechanical
properties of the natural stones were evaluated through regression analysis. The
results of the regression analysis are given in Tables 10 and 11, respectively.

Correlation coefficient (R2) values of the natural rock samples, a linear relation-
ship between the Cf values and the physicomechanical characteristics is observed.
As a result of the analysis, the following correlation coefficient (R2) values have
been obtained: R2 coefficient range from 0.887 to 0.981 in the Fc and from 0.883 to
0.983 in the Ft. All values confirm the linear relationship among physicomechanical
properties in natural rocks with the Cf. Accordingly, as porosity, water absorption
and abrasion strength decrease in the natural rocks, Cf values increases. Moreover,

Figure 6.
Cf according to the dp and Va in natural rocks.
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as knoop hardness, uniaxial compressive strength, flexural strength and impact
strength increase, the Cf values also increase.

Correlation coefficient (R2) values of the natural rock samples, a linear relation-
ship between the Sc and Se values and the physicomechanical characteristics is
observed. As a result of the analysis, the following correlation coefficient (R2)
values have been obtained: R2 coefficient range from 0.887 to 0.977 in Sc and from
0.616 to 0.858 in the Se. All values confirm the linear relationship among
physicomechanical characteristics in natural rocks with the Sc and Se. Accordingly,
as porosity, water absorption and abrasion strength decrease in the natural rocks, Sc
and Se value increases. Moreover, as Knoop hardness, uniaxial compressive
strength, flexural strength and impact strength increase, the Sc and Se values also
increases.

Sc and Se dependent
variable

dp (mm) Mean difference
(I-J)

Std.
Error

Sig. 95% confidence interval

Mean
(I)

Mean
(J)

Lower
bound

Upper
bound

Sc 1.20 1.60 72898* 0.70556 <0.001 56.275 89.521

2.00 10.9091* 0.70556 <0.001 92.468 12.5714

1.60 1.20 �72898* 0.70556 <0.001 �89.521 �56.275

2.00 36193* 0.70556 <0.001 19.569 52.816

2.00 1.20 �10.9091* 0.70556 <0.001 �12.5714 �92.468

1.60 �36193* 0.70556 <0.001 �52.816 �19.569

Va(mm/dk)

Sc 2000 2500 45448* 0.70556 <0.001 28.825 62.071

3000 95051* 0.70556 <0.001 78.427 11.1674

2500 2000 �45448* 0.70556 <0.001 �62.071 �28.825

3000 49603* 0.70556 <0.001 32.980 66.226

3000 2000 �95051* 0.70556 <0.001 �11.1674 �78.427

2500 �49603* 0.70556 <0.001 �66.226 �32.980

Se 1.20 1.60 14500* 0.02103 <0.001 14.004 14.996

2.00 23077* 0.02103 <0.001 22.582 23.573

1.60 1.20 �14500* 0.02103 <0.001 �14.996 �14.004

2.00 .8577* 0.02103 <0.001 .8082 0.9073

2.00 1.20 �23077* 0.02103 <0.001 �23.573 �22.582

1.60 �0.8577* 0.02103 <0.001 �0.9073 �0.8082

Va(mm/dk)

Se 2000 2500 0.6747* 0.02103 <0.001 0.6252 0.7243

3000 11701* 0.02103 <0.001 11.205 12.197

2500 2000 �0.6747* 0.02103 <0.001 �0.7243 �0.6252

3000 0.4954* 0.02103 <0.001 0.4458 0.5449

3000 2000 �11701* 0.02103 <0.001 �12.197 �11.205

2500 �0.4954* 0.02103 <0.001 �0.5449 �0.4458

*The mean difference is significant at the, 05 level.

Table 9.
Statistical analysis of Sc and Se of natural rocks depending on the dp and Va.
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3.6 Relationships between cutting forces, specific cutting energy and specific
energy natural rocks properties

The relation between the Fc, Ft, Sc and Se values, and the physico-mechanical
properties of the natural stones were evaluated through regression analysis. The
results of the regression analysis are given in Tables 10 and 11, respectively.

Correlation coefficient (R2) values of the natural rock samples, a linear relation-
ship between the Cf values and the physicomechanical characteristics is observed.
As a result of the analysis, the following correlation coefficient (R2) values have
been obtained: R2 coefficient range from 0.887 to 0.981 in the Fc and from 0.883 to
0.983 in the Ft. All values confirm the linear relationship among physicomechanical
properties in natural rocks with the Cf. Accordingly, as porosity, water absorption
and abrasion strength decrease in the natural rocks, Cf values increases. Moreover,

Figure 6.
Cf according to the dp and Va in natural rocks.
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as knoop hardness, uniaxial compressive strength, flexural strength and impact
strength increase, the Cf values also increase.

Correlation coefficient (R2) values of the natural rock samples, a linear relation-
ship between the Sc and Se values and the physicomechanical characteristics is
observed. As a result of the analysis, the following correlation coefficient (R2)
values have been obtained: R2 coefficient range from 0.887 to 0.977 in Sc and from
0.616 to 0.858 in the Se. All values confirm the linear relationship among
physicomechanical characteristics in natural rocks with the Sc and Se. Accordingly,
as porosity, water absorption and abrasion strength decrease in the natural rocks, Sc
and Se value increases. Moreover, as Knoop hardness, uniaxial compressive
strength, flexural strength and impact strength increase, the Sc and Se values also
increases.

Sc and Se dependent
variable

dp (mm) Mean difference
(I-J)

Std.
Error

Sig. 95% confidence interval

Mean
(I)

Mean
(J)

Lower
bound

Upper
bound

Sc 1.20 1.60 72898* 0.70556 <0.001 56.275 89.521

2.00 10.9091* 0.70556 <0.001 92.468 12.5714

1.60 1.20 �72898* 0.70556 <0.001 �89.521 �56.275

2.00 36193* 0.70556 <0.001 19.569 52.816

2.00 1.20 �10.9091* 0.70556 <0.001 �12.5714 �92.468

1.60 �36193* 0.70556 <0.001 �52.816 �19.569

Va(mm/dk)

Sc 2000 2500 45448* 0.70556 <0.001 28.825 62.071

3000 95051* 0.70556 <0.001 78.427 11.1674

2500 2000 �45448* 0.70556 <0.001 �62.071 �28.825

3000 49603* 0.70556 <0.001 32.980 66.226

3000 2000 �95051* 0.70556 <0.001 �11.1674 �78.427

2500 �49603* 0.70556 <0.001 �66.226 �32.980

Se 1.20 1.60 14500* 0.02103 <0.001 14.004 14.996

2.00 23077* 0.02103 <0.001 22.582 23.573

1.60 1.20 �14500* 0.02103 <0.001 �14.996 �14.004

2.00 .8577* 0.02103 <0.001 .8082 0.9073

2.00 1.20 �23077* 0.02103 <0.001 �23.573 �22.582

1.60 �0.8577* 0.02103 <0.001 �0.9073 �0.8082

Va(mm/dk)

Se 2000 2500 0.6747* 0.02103 <0.001 0.6252 0.7243

3000 11701* 0.02103 <0.001 11.205 12.197

2500 2000 �0.6747* 0.02103 <0.001 �0.7243 �0.6252

3000 0.4954* 0.02103 <0.001 0.4458 0.5449

3000 2000 �11701* 0.02103 <0.001 �12.197 �11.205

2500 �0.4954* 0.02103 <0.001 �0.5449 �0.4458

*The mean difference is significant at the, 05 level.

Table 9.
Statistical analysis of Sc and Se of natural rocks depending on the dp and Va.
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Proper selection and performance estimation of mill cutting tools are important
factors in improving the efficiency of processability and decrease costs in natural
rocks. Performance cutting parameters and 3D design of mill cutting tools are
cutting tool diameter, dp, Va, Fc, and Ft, Sc and Se. A contribution was made to the
literature by proposing new correlation coefficients (R2) for natural rocks.

Figure 7.
Sc and Se values according to the dp in processability tests of rocks.

Figure 8.
Relationship between the Cf of natural rocks and Sc according to cutting depth and feed speed.
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Figure 9.
Relationship between the Sc and Se of natural rocks.

Independents/
Cf

Dependents/physico-mechanical
properties

Custom equation R2 Linear
Model

Fc D y = 3.506 *
x + 2625.962

0.931

P y = �0.035 *
x + 1.595

0.923

WA y = �0.031 *
x + 1.356

0.887

KH y = 1.982 * x + 99.007 0.976

UCS y = 1.842 * x + 53.365 0.981

FS y = 0.244 * x + 5.129 0.889

IS y = 0.547 * x + 14.612 0.968

AR y = �0.245 *
x + 25.189

0.932

Ft D y = 3.588*
x + 2627.838

0.930

P y =�0.035 * x + 1.575 0.919

WA y = �0.031 *
x + 1.338

0.883

KH y = 2.030 *
x + 100.026

0.978

UCS y = 1.217 * x + 42.861 0.983

FS y = 0.251 * x + 5.237 0.896

IS y = 0.560 *
x + 14.902

0.968

AR y = �0.251 *
x + 25.047

0.928

Table 10.
Relationships between Fc and Ft cutting forces natural rock properties.
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4. Conclusion

The rocks in this study were determined according to by taking into account the
Cf, Sc and Se. value in accordance with the statistical analyses. Cf, Sc and Se values
vary depending on the dp and Va used in natural rocks. Results of the experimental
study are summarized below:

• Fc and Ft values are high at the dp of 2.0 mm and Va of 3.000 mm/min.

• Sc and Se, values are high at the dp of 1.2 mm and Va of 2.000 mm/min.

• Due to the increased friction force due to the increase in the amount of natural
rock chips to be cut by the cutter edge at the dp of 2.0 mm, the processability is
most difficult.

• The cutting parameters with the highest specific energy volume are considered
to be the toughest moments of the CNC machine.

• The values of Sc and Se are reduced and the efficiency increases with an
increase in the dp which results from the increase in the cutting edge of the

Independents/Sc
and Se

Dependents/physico-mechanical
properties

Custom equation R2 linear
model

Sc D y = 2.017*
x + 2630.804

0.929

P y = �0.020*x + 1.547 0.922

WA y = �0.017 * x + 1.314 0.887

KH y = 1.142 * x + 101.696 0.977

UCS y = 0.684 * x + 43.858 0.983

FS y = 0.140 * x + 5.456 0.892

IS y = 0.315 * x + 15.357 0.968

AR y = �0.141 *
x + 24.845

0.929

Se D y = 115.7 *
x + 2166.149

0.858

P y = �1.032 * x + 5.610 0.686

WA y = �0.883 * x + 4.766 0.616

KH y = 63.347 *
x + �151.219

0.844

UCS y = 37.511 *
x + �105.578

0.829

FS y = 8.647 *
x + �29.663

0.944

IS y = 17.500 *
x + �54.520

0.837

AR y = �7.476 *
x + 54.445

0.732

Table 11.
Relationships between Sc and Se natural rock properties.
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chip volume in natural rocks. Sc and Se are significantly increased at the
dp of 1.2 mm.

• There is a significant relationship between Cf, Sc and Se depending on the dp
and Va, the correlation coefficient (R2) values of which are 0.859 to 0.895, and
0.745 to 0.781 respectively.

• A significant relationship between the Sc and Se was identified as R2 (0.784).

• There is a significant relationship between the Cf and physicomechanical
properties. R2 ranges from 0.887 to 0.981 in the Fc and from 0.883 to 0.983 in
the Ft.

• There is a significant relationship between the Sc, Se, and physicomechanical
properties. R2 ranges from 0.887 to 0.983 in the Sc and from 0.616 to 0.944 in
the Se.
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Abstract

A large proportion of the Earth’s surface is the deep sea. Numerous fields require 
access to seafloor topography and geomorphology. With the emergence of different 
types of underwater vehicles, especially the commercialization of near-seafloor 
micro-topographical mapping sonars, near-seafloor micro-topographical detec-
tion in the deep sea is possible. Near-seafloor micro-topographical exploration 
allows accurate detection of the seafloor using multibeam echosounder, side-scan 
sonar, and bathymetric side-scan sonar carried on-board various vehicles, includ-
ing deep-tow, autonomous underwater vehicles, remotely operated vehicles, and 
human-occupied vehicles. Near-seafloor micro-topographical detection can obtain 
more accurate micro-topography and micro-geomorphology of the seafloor com-
pared to full sea depth topographical detection. In this chapter, the basic principles 
of three types of near-seafloor micro-topographical mapping sonars are analyzed. 
Then, four types of underwater vehicles that are suitable for near-seafloor micro-
topographical mapping are briefly discussed. Factors affecting mapping and 
detection results are presented using the Jiaolong human-occupied vehicle and its 
bathymetric side-scan sonar as an example. Next, the entire data processing and 
mapping methods are described. Finally, two typical detection results obtained by 
the Jiaolong bathymetric side-scan sonar in deep-sea are given.

Keywords: topography, geomorphology, deep sea, underwater vehicle,  
mapping sonar

1. Introduction

The ocean accounts for about 71% of the Earth’s surface area and is the largest 
potential resource base on the Earth that has not been fully recognized and utilized 
by humans. There are extremely rich biological and mineral resources in the ocean. 
The deep sea is the lowest layer in the ocean, existing below the thermocline, at 
a depth of 1800 m or more [1]. Deep sea areas with a depth of more than 2000 m 
account for 84% of the ocean area. Therefore, the surface of the earth is mostly 
deep sea. The hypsometric profile of the ocean is shown in Figure 1.

Scientific research, resource development, engineering construction, and 
military activities around the ocean usually require accurate acquisition of seafloor 
topographical information in the area of interest as the basis for data and sup-
port. Therefore, understanding ocean topographical information, mapping ocean 
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Abstract

A large proportion of the Earth’s surface is the deep sea. Numerous fields require 
access to seafloor topography and geomorphology. With the emergence of different 
types of underwater vehicles, especially the commercialization of near-seafloor 
micro-topographical mapping sonars, near-seafloor micro-topographical detec-
tion in the deep sea is possible. Near-seafloor micro-topographical exploration 
allows accurate detection of the seafloor using multibeam echosounder, side-scan 
sonar, and bathymetric side-scan sonar carried on-board various vehicles, includ-
ing deep-tow, autonomous underwater vehicles, remotely operated vehicles, and 
human-occupied vehicles. Near-seafloor micro-topographical detection can obtain 
more accurate micro-topography and micro-geomorphology of the seafloor com-
pared to full sea depth topographical detection. In this chapter, the basic principles 
of three types of near-seafloor micro-topographical mapping sonars are analyzed. 
Then, four types of underwater vehicles that are suitable for near-seafloor micro-
topographical mapping are briefly discussed. Factors affecting mapping and 
detection results are presented using the Jiaolong human-occupied vehicle and its 
bathymetric side-scan sonar as an example. Next, the entire data processing and 
mapping methods are described. Finally, two typical detection results obtained by 
the Jiaolong bathymetric side-scan sonar in deep-sea are given.

Keywords: topography, geomorphology, deep sea, underwater vehicle,  
mapping sonar

1. Introduction

The ocean accounts for about 71% of the Earth’s surface area and is the largest 
potential resource base on the Earth that has not been fully recognized and utilized 
by humans. There are extremely rich biological and mineral resources in the ocean. 
The deep sea is the lowest layer in the ocean, existing below the thermocline, at 
a depth of 1800 m or more [1]. Deep sea areas with a depth of more than 2000 m 
account for 84% of the ocean area. Therefore, the surface of the earth is mostly 
deep sea. The hypsometric profile of the ocean is shown in Figure 1.

Scientific research, resource development, engineering construction, and 
military activities around the ocean usually require accurate acquisition of seafloor 
topographical information in the area of interest as the basis for data and sup-
port. Therefore, understanding ocean topographical information, mapping ocean 



Earth Crust

32

topographical and geomorphological information effectively, and how to obtain 
ocean topographical information map have become important issues in the current 
development of marine resources and marine space utilization [2]. In particular, 
marine topographical information is of immense value in marine space utilization.

Topography involves the recording of terrain, the three-dimensional quality 
of the surface, and the identification of specific landforms. It is often considered 
to include the graphic representation of the landform on a map by a variety of 
techniques, including contour lines, hypsometric tints, and relief shading [3]. 
Geomorphology is the branch of science that studies the characteristics and con-
figuration and evolution of rocks and landforms [4]. In the ocean, seafloor topogra-
phy is measured by multibeam echosounder (MBE), and seafloor geomorphology is 
measured by side-scan sonar (SSS).

Deep sea topographical exploration mainly includes full sea depth topographical 
detection and near-seafloor micro-topographical detection. The advantage of full 
sea depth topographical is large spatial range and rapid data acquisition, and the 
disadvantage is limited accuracy. In contrast, near-seafloor micro-topographical 
exploration provides accurate detection of the seafloor using MBE, SSS, and 
bathymetric side-scan sonar (BSSS) carried on-board various underwater vehicles, 
including deep tow (DT) [5], autonomous underwater vehicle (AUV) [6], remotely 
operated vehicle (ROV) [7], and human occupied vehicle (HOV) [8–10]. It can 
obtain more accurate micro-topography and micro-geomorphology of the seafloor 
compared to full sea depth topographical detection.

In this chapter, the basic principles of three types of near-seafloor micro-topograph-
ical mapping sonars are analyzed. Then, four types of underwater vehicles suitable for 
near-seafloor micro-topographical mapping are briefly discussed. Next, factors affect-
ing mapping and detection results are presented using the Jiaolong HOV and its BSSS as 
an example. Finally, the entire data processing and mapping methods are presented.

2. Near-seafloor micro-topographical mapping sonars

Three types of seafloor mapping sonars, which can be mounted of deep sea 
vehicles, are the multibeam echosounder (MBE), and the side-scan sonar (SSS) and 
the bathymetric side-scan sonar (BSSS).

Figure 1. 
Hypsometric profile of the ocean.
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2.1 Multibeam echosounder

An MBE works by transmitting a wide-sector-covered sound wave to the 
seafloor using a transmitting transducer array, and the narrow-beam receives 
the sound wave using a receiving transducer array. The footprints of the seafloor 
topography are formed by the orthogonality of the transmission and reception 
sectors, and these footprints are properly processed. A ping can indicate the 
water depth values of hundreds or even more seafloor measured points in the 
vertical plane perpendicular to the heading. Therefore, it is possible to accurately 
and quickly measure the size, shape, and height variation of underwater targets 
within a certain width of the route, and to reliably depict the three-dimensional 
features of the seafloor topography. The basic principle of an MBE is shown in 
Figure 2.

The beamforming method of MBE can be divided into two types: beam steering 
method (measuring the round-trip time of the reflected signal at a specific angle) 
and coherent method (measuring the angle of the reflected echo signal at a specific 
time). There are two main variables to be measured in an MBE, namely the slant 
distance or the distance from the acoustic transducer to each point on the seafloor 
and the angle from the transducer to the bottom of the ocean. All MBEs use one or 
both beamforming methods to determine these variables. At present, MBE manu-
facturers using beam steering method include Reson, Kongsberg, ATLAS, L3, and 
R2Sonic, whereas manufacturers using coherent method include Teledyne Benthos 
and Geoacoustics.

For large-area exploration of seafloor topography, shipborne deep-water MBE 
can be used to obtain relatively accurate seafloor topographical data. The frequency 
of deep-water MBE is generally approximately 12 kHz. A typical beam width is 1° × 

1°, and the corresponding beam footprint is 1.75% water depth. For example, when 
the water depth is 5000 m, the beam footprint is approximately 87.5 m. It can be 
observed that the shipborne deep-water MBE cannot obtain high-precision seafloor 
topographical data.

Underwater vehicles, such as DT, AUV, ROV, and HOV, can carry more high-
frequency MBE to near-seafloor to achieve accurate topographical detection. 
The corresponding MBE is designed with a special pressure-resistant design with 
a pressure depth of up to 6000 m or even deeper. At present, some commercial 

Figure 2. 
Basic principle of MBE.
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topographical and geomorphological information effectively, and how to obtain 
ocean topographical information map have become important issues in the current 
development of marine resources and marine space utilization [2]. In particular, 
marine topographical information is of immense value in marine space utilization.

Topography involves the recording of terrain, the three-dimensional quality 
of the surface, and the identification of specific landforms. It is often considered 
to include the graphic representation of the landform on a map by a variety of 
techniques, including contour lines, hypsometric tints, and relief shading [3]. 
Geomorphology is the branch of science that studies the characteristics and con-
figuration and evolution of rocks and landforms [4]. In the ocean, seafloor topogra-
phy is measured by multibeam echosounder (MBE), and seafloor geomorphology is 
measured by side-scan sonar (SSS).

Deep sea topographical exploration mainly includes full sea depth topographical 
detection and near-seafloor micro-topographical detection. The advantage of full 
sea depth topographical is large spatial range and rapid data acquisition, and the 
disadvantage is limited accuracy. In contrast, near-seafloor micro-topographical 
exploration provides accurate detection of the seafloor using MBE, SSS, and 
bathymetric side-scan sonar (BSSS) carried on-board various underwater vehicles, 
including deep tow (DT) [5], autonomous underwater vehicle (AUV) [6], remotely 
operated vehicle (ROV) [7], and human occupied vehicle (HOV) [8–10]. It can 
obtain more accurate micro-topography and micro-geomorphology of the seafloor 
compared to full sea depth topographical detection.

In this chapter, the basic principles of three types of near-seafloor micro-topograph-
ical mapping sonars are analyzed. Then, four types of underwater vehicles suitable for 
near-seafloor micro-topographical mapping are briefly discussed. Next, factors affect-
ing mapping and detection results are presented using the Jiaolong HOV and its BSSS as 
an example. Finally, the entire data processing and mapping methods are presented.

2. Near-seafloor micro-topographical mapping sonars

Three types of seafloor mapping sonars, which can be mounted of deep sea 
vehicles, are the multibeam echosounder (MBE), and the side-scan sonar (SSS) and 
the bathymetric side-scan sonar (BSSS).

Figure 1. 
Hypsometric profile of the ocean.
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2.1 Multibeam echosounder

An MBE works by transmitting a wide-sector-covered sound wave to the 
seafloor using a transmitting transducer array, and the narrow-beam receives 
the sound wave using a receiving transducer array. The footprints of the seafloor 
topography are formed by the orthogonality of the transmission and reception 
sectors, and these footprints are properly processed. A ping can indicate the 
water depth values of hundreds or even more seafloor measured points in the 
vertical plane perpendicular to the heading. Therefore, it is possible to accurately 
and quickly measure the size, shape, and height variation of underwater targets 
within a certain width of the route, and to reliably depict the three-dimensional 
features of the seafloor topography. The basic principle of an MBE is shown in 
Figure 2.

The beamforming method of MBE can be divided into two types: beam steering 
method (measuring the round-trip time of the reflected signal at a specific angle) 
and coherent method (measuring the angle of the reflected echo signal at a specific 
time). There are two main variables to be measured in an MBE, namely the slant 
distance or the distance from the acoustic transducer to each point on the seafloor 
and the angle from the transducer to the bottom of the ocean. All MBEs use one or 
both beamforming methods to determine these variables. At present, MBE manu-
facturers using beam steering method include Reson, Kongsberg, ATLAS, L3, and 
R2Sonic, whereas manufacturers using coherent method include Teledyne Benthos 
and Geoacoustics.

For large-area exploration of seafloor topography, shipborne deep-water MBE 
can be used to obtain relatively accurate seafloor topographical data. The frequency 
of deep-water MBE is generally approximately 12 kHz. A typical beam width is 1° × 

1°, and the corresponding beam footprint is 1.75% water depth. For example, when 
the water depth is 5000 m, the beam footprint is approximately 87.5 m. It can be 
observed that the shipborne deep-water MBE cannot obtain high-precision seafloor 
topographical data.

Underwater vehicles, such as DT, AUV, ROV, and HOV, can carry more high-
frequency MBE to near-seafloor to achieve accurate topographical detection. 
The corresponding MBE is designed with a special pressure-resistant design with 
a pressure depth of up to 6000 m or even deeper. At present, some commercial 

Figure 2. 
Basic principle of MBE.
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MBEs used for deep sea underwater vehicles are Kongsberg EM2040, Reson SeaBat 
7125/T20-S, and R2Sonic 2022/4/6. They are widely used on different underwater 
vehicles around the world. They are widely used on different underwater vehicles 
around the world. Comparison of typical high-resolution MBEs for deep sea under-
water vehicles is shown in Table 1.

2.2 Side-scan sonar

SSS generates an acoustic image by emitting an acoustic signal and receiving 
an echo signal reflected by the seafloor to reveal sea bottom conditions, including 
the position, current status, height, and shape of the target. SSS has advantages 
of intuitive image, high resolution, and large coverage compared to other seafloor 
detection technologies.

SSS can be divided into two types according to the installation position of the 
acoustic transducer array: shipborne type and towed type. A shipborne acoustic 
transducer array is mounted on both sides of the ship hull. This type of SSS operates 
at a generally lower frequency (below 10 kHz) and has a wider swath. On the other 
hand, a towed acoustic transducer array is installed in the tow body, only a few 
tens of meters away from the seafloor, and the speed is low. The obtained side-scan 
image quality is higher, and even a pipeline of 10 cm and a small volume of oil drum 
can be distinguished. Recently, the speeds of some deep tow type SSS systems have 
increased, and high-resolution side-scan images can still be obtained at 10 kn.

SSS technology has two development directions: one direction is to develop 
BSSS technology that can obtain the topography of the seafloor while obtaining the 
seafloor geomorphology and the other direction is the development of synthetic 
aperture sonar technology with lateral resolution theoretically equal to half the 
physical length of the sonar array and does not increase with increasing distance.

At present, commercial SSSs for deep-sea underwater vehicles commonly used 
are Klein 3000, EdgeTech 2200-M, and Kongsberg dual-frequency sonar. A com-
parison of typical SSSs for deep sea underwater vehicles is shown in Table 2.

2.3 Bathymetric side-scan sonar

In order to incorporate the advantage of MBE and SSS, the Institute of Acoustics 
of the Chinese Academy of Sciences (IOACAS) [11] developed BSSS. BSSS can 
detect seafloor geomorphology and topography simultaneous. The arrival angle 

Kongsberg, EM2040 Reson, SeaBat 7125 R2Sonic, Sonic 2024

Frequency 200 kHz 400 kHz 200 kHz 400 kHz 200 kHz 450 kHz

Transmit beamwidth 0.7° 0.4° 2.0° 1.0° 1.0° 0.45°

Receive beamwidth 1.5° 0.7° 1.0° 0.5° 2.0° 0.9°

Depth 635 m 315 m 450 m 175 m 400 m —

Coverage 200° 200° 165° 165° 160° 160°

Number of beams 400 400 256 512 1024 1024

Ping rate 60 Hz 50 Hz 50 Hz 60 Hz 60 Hz

Range resolution 14.2 mm 10.5 mm 6 mm 6 mm — 10.2 mm

System depth rating 6000 m 6000 m 6000 m

Table 1. 
Comparison of typical high-resolution MBEs for deep sea underwater vehicles.
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and the water depth of seafloor echoes can be measured by receiving arrays of 
BSSS. The advantage of BSSS is high resolution, small array, and low power. 
Figure 3 shows the basic principles of BSSS.

The BSSS system’s small size, lightweight, and low power consumption make it 
especially suitable for installation on DT, AUV, ROV, and HOV.

Klein, 3000 EdgeTech, 2200-M Kongsberg, dual-frequency 
sonar

Frequency 100/500 kHz 75/410 kHz
120/410 kHz
75/120 kHz

300/600 kHz

114/410 kHz

Horizontal beams 0.7° (100 kHz)
0.2° (500 kHz)

0.6° (120 kHz)
0.3° (410 kHz)

1.0° (114 kHz)
0.3° (410 kHz)

Beam tilt 5/10/15/20/25° 20° 10° ± 1°

Range 600 m (100 kHz)
150 m (500 kHz)

500 m (120 kHz)
150 m (410 kHz)

600 m (114 kHz)
150 m (410 kHz)

Depth rating 3000 m 6000 m 2000 m

Table 2. 
Comparison of typical SSSs for deep sea underwater vehicles.

Figure 3. 
Basic principle of BSSS.

IOACAS HRBSSS Teledyne,  
Benthos C3D

Kongsberg,  
GeoSwath Plus

Frequency 150 kHz 200 kHz 125–500 kHz

Bathymetry coverage 2 × 300 m 10–12 × depth 100 m

Side-scan coverage 2 × 400 m 2 × 300 m 200 m

Speed 2.5 kn 3–5 kn 3 kn

Depth rating 7000 m 6000 m 4000 m

Table 3. 
Comparison of typical BSSSs for deep sea underwater vehicles.
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MBEs used for deep sea underwater vehicles are Kongsberg EM2040, Reson SeaBat 
7125/T20-S, and R2Sonic 2022/4/6. They are widely used on different underwater 
vehicles around the world. They are widely used on different underwater vehicles 
around the world. Comparison of typical high-resolution MBEs for deep sea under-
water vehicles is shown in Table 1.

2.2 Side-scan sonar

SSS generates an acoustic image by emitting an acoustic signal and receiving 
an echo signal reflected by the seafloor to reveal sea bottom conditions, including 
the position, current status, height, and shape of the target. SSS has advantages 
of intuitive image, high resolution, and large coverage compared to other seafloor 
detection technologies.

SSS can be divided into two types according to the installation position of the 
acoustic transducer array: shipborne type and towed type. A shipborne acoustic 
transducer array is mounted on both sides of the ship hull. This type of SSS operates 
at a generally lower frequency (below 10 kHz) and has a wider swath. On the other 
hand, a towed acoustic transducer array is installed in the tow body, only a few 
tens of meters away from the seafloor, and the speed is low. The obtained side-scan 
image quality is higher, and even a pipeline of 10 cm and a small volume of oil drum 
can be distinguished. Recently, the speeds of some deep tow type SSS systems have 
increased, and high-resolution side-scan images can still be obtained at 10 kn.

SSS technology has two development directions: one direction is to develop 
BSSS technology that can obtain the topography of the seafloor while obtaining the 
seafloor geomorphology and the other direction is the development of synthetic 
aperture sonar technology with lateral resolution theoretically equal to half the 
physical length of the sonar array and does not increase with increasing distance.

At present, commercial SSSs for deep-sea underwater vehicles commonly used 
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In order to incorporate the advantage of MBE and SSS, the Institute of Acoustics 
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Kongsberg, EM2040 Reson, SeaBat 7125 R2Sonic, Sonic 2024

Frequency 200 kHz 400 kHz 200 kHz 400 kHz 200 kHz 450 kHz

Transmit beamwidth 0.7° 0.4° 2.0° 1.0° 1.0° 0.45°

Receive beamwidth 1.5° 0.7° 1.0° 0.5° 2.0° 0.9°

Depth 635 m 315 m 450 m 175 m 400 m —

Coverage 200° 200° 165° 165° 160° 160°

Number of beams 400 400 256 512 1024 1024

Ping rate 60 Hz 50 Hz 50 Hz 60 Hz 60 Hz

Range resolution 14.2 mm 10.5 mm 6 mm 6 mm — 10.2 mm
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Table 1. 
Comparison of typical high-resolution MBEs for deep sea underwater vehicles.
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and the water depth of seafloor echoes can be measured by receiving arrays of 
BSSS. The advantage of BSSS is high resolution, small array, and low power. 
Figure 3 shows the basic principles of BSSS.

The BSSS system’s small size, lightweight, and low power consumption make it 
especially suitable for installation on DT, AUV, ROV, and HOV.

Klein, 3000 EdgeTech, 2200-M Kongsberg, dual-frequency 
sonar
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120/410 kHz
75/120 kHz
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114/410 kHz
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0.6° (120 kHz)
0.3° (410 kHz)
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0.3° (410 kHz)
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150 m (500 kHz)

500 m (120 kHz)
150 m (410 kHz)

600 m (114 kHz)
150 m (410 kHz)

Depth rating 3000 m 6000 m 2000 m

Table 2. 
Comparison of typical SSSs for deep sea underwater vehicles.

Figure 3. 
Basic principle of BSSS.

IOACAS HRBSSS Teledyne,  
Benthos C3D

Kongsberg,  
GeoSwath Plus

Frequency 150 kHz 200 kHz 125–500 kHz

Bathymetry coverage 2 × 300 m 10–12 × depth 100 m

Side-scan coverage 2 × 400 m 2 × 300 m 200 m

Speed 2.5 kn 3–5 kn 3 kn

Depth rating 7000 m 6000 m 4000 m

Table 3. 
Comparison of typical BSSSs for deep sea underwater vehicles.
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Figure 4. 
Deep tow system

At present, commercial BSSS for deep-sea underwater vehicles mainly includes 
IOACAS HRBSSS, Teledyne Benthos C3D, and Kongsberg GeoSwath Plus. The high-
resolution BSSS developed by IOACAS can simultaneously obtain high-resolution 
seafloor topography and geomorphology, and is suitable for use in complex conditions 
in the deep sea. HRBSSS has been successfully applied to various deep-sea underwater 
vehicles such as Jiaolong HOV, DTA-6000 acoustic DT, and Qianlong I/II AUV. A 
comparison of typical BSSSs for deep sea underwater vehicles is shown in Table 3.

3. Deep sea vehicles

Four types of vehicles, on which seafloor mapping sonars can be mounted of 
deep sea surveys are the deep tow, the automated underwater vehicle (AUV), the 
remotely operated vehicle (ROV), and the human occupied vehicle (HOV).

3.1 Deep tow

A deep tow (DT) system is a large-scale marine equipment used for surveying 
the characteristics of the seafloor in the deep sea. It is generally placed near-
seafloor using a towing cable to investigate high-precision topography, superficial 
geological structures, flow fields, and other physical and chemical parameters. 
A DT system consists mainly of a deck control unit, a winch, cables, a depressor, 
and a tow body, as shown in Figure 4. The A-shaped frame on the mothership 
is used to drop the tow body into the sea. The towing speed is less than 5 kn. 
In general, the distance between the tow body and the seafloor is controlled to 
approximately 50 m, and the mothership moves to pull the DT for topographi-
cal and hydrological data collection. The collected data are transmitted to the 
deck control unit of the shipboard laboratory for processing using a winch and 
armored photoelectric composite cable. The mothership supplies power to the tow 
body using the armored photoelectric composite cable. Therefore, the DT system 
can be used for long-term continuous operation and is widely used in deep-sea 
survey, target search, and other fields.

The tow body can be used as a carrier to carry topographical or hydrologi-
cal survey equipment as needed. Micro-topographical mapping sonars (such as 
MBE, SSS, BSSS, and sub-bottom profiler) installed on the DT can detect seafloor 
topography near the seafloor and obtain more accurate topography and geomor-
phology of the seafloor.
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3.2 Autonomous underwater vehicle

AUVs (Figure 5) are autonomous underwater vehicle that can move in the ocean 
without real-time control by human being. The AUV itself carries energy and detec-
tion equipment and can achieve autonomous navigation and detection operations, less 
manual intervention, and low mother ship requirements. It is very suitable for large-
area underwater exploration and data acquisition operations. The AUV is equipped 
with relevant sensors for different detection purposes, including acoustic, chemical, 
hydrological, and geophysical sensors. With the maturity of AUV technology, the AUV 
is currently equipped with micro-topographical mapping sonars, such as MBE, SSS, 
and BSSS to near-seafloor to measure underwater terrain as a new option.

3.3 Remotely operated vehicle

A remotely operated vehicle (ROV, Figure 6) is an unoccupied underwater robot 
that is connected to a mother ship by a series of cables. A load-carrying umbilical 
cable is used along with a tether management system (TMS) when the ROV works 
in rough conditions or in deeper water.

Before the ROV dives, it requires a relatively accurate understanding of the 
topography of the working area. Usually, the topographical map of the working 
area is obtained by a shipborne deep-water MBE. However, for deep sea areas, the 
accuracy of shipborne deep-water MBE is limited. To ensure safety of the ROV when 
the topography of the seafloor is complex, it is necessary to use micro-topographical 

Figure 5. 
Autonomous underwater vehicle.

Figure 6. 
Remotely operated vehicle.
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3.1 Deep tow

A deep tow (DT) system is a large-scale marine equipment used for surveying 
the characteristics of the seafloor in the deep sea. It is generally placed near-
seafloor using a towing cable to investigate high-precision topography, superficial 
geological structures, flow fields, and other physical and chemical parameters. 
A DT system consists mainly of a deck control unit, a winch, cables, a depressor, 
and a tow body, as shown in Figure 4. The A-shaped frame on the mothership 
is used to drop the tow body into the sea. The towing speed is less than 5 kn. 
In general, the distance between the tow body and the seafloor is controlled to 
approximately 50 m, and the mothership moves to pull the DT for topographi-
cal and hydrological data collection. The collected data are transmitted to the 
deck control unit of the shipboard laboratory for processing using a winch and 
armored photoelectric composite cable. The mothership supplies power to the tow 
body using the armored photoelectric composite cable. Therefore, the DT system 
can be used for long-term continuous operation and is widely used in deep-sea 
survey, target search, and other fields.

The tow body can be used as a carrier to carry topographical or hydrologi-
cal survey equipment as needed. Micro-topographical mapping sonars (such as 
MBE, SSS, BSSS, and sub-bottom profiler) installed on the DT can detect seafloor 
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without real-time control by human being. The AUV itself carries energy and detec-
tion equipment and can achieve autonomous navigation and detection operations, less 
manual intervention, and low mother ship requirements. It is very suitable for large-
area underwater exploration and data acquisition operations. The AUV is equipped 
with relevant sensors for different detection purposes, including acoustic, chemical, 
hydrological, and geophysical sensors. With the maturity of AUV technology, the AUV 
is currently equipped with micro-topographical mapping sonars, such as MBE, SSS, 
and BSSS to near-seafloor to measure underwater terrain as a new option.

3.3 Remotely operated vehicle

A remotely operated vehicle (ROV, Figure 6) is an unoccupied underwater robot 
that is connected to a mother ship by a series of cables. A load-carrying umbilical 
cable is used along with a tether management system (TMS) when the ROV works 
in rough conditions or in deeper water.

Before the ROV dives, it requires a relatively accurate understanding of the 
topography of the working area. Usually, the topographical map of the working 
area is obtained by a shipborne deep-water MBE. However, for deep sea areas, the 
accuracy of shipborne deep-water MBE is limited. To ensure safety of the ROV when 
the topography of the seafloor is complex, it is necessary to use micro-topographical 

Figure 5. 
Autonomous underwater vehicle.

Figure 6. 
Remotely operated vehicle.
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mapping sonars mounted on the ROV to obtain fine topographical map of the work-
ing area. However, unlike DT and AUV, ROV is not suitable for large-area mapping 
surveys.

3.4 Human occupied vehicle

HOV is similar to a small submarine; however, a submarine is not submers-
ible. Equipment on an HOV typically includes a manipulator, a camera system, 
and a special lighting system. HOV is a more versatile underwater vehicle than a 
submarine, which is reflected in several applications. An HOV is designed to dive 
to greater depths, just like a submarine. Due to enormous pressures in the deep sea, 
it requires a special pressure-resistant design that carries no more than two or three 
people and limited food, water, and oxygen.

According to the database of the Manned Underwater Vehicles Professional 
Committee of the Marine Technology Society (MTS) of the United States, there 
are currently 16 HOVs worldwide with a depth capacity of over 1000 m [12]. These 
include the Alvin (4500 m; United States), Nautile (6000 m; France), Mir I and Mir 
II (6000 m; Russia), Shinkai 6500 (6500 m; Japan), and Jiaolong (7000 m; China).

Jiaolong is equipped with a BSSS system to obtain accurate mapping of seafloor 
topography and geomorphology, similar to other great-depth HOVs, as shown in 
Figure 7. The BSSS system consists of two parts: one part is installed in the manned 
cabin (i.e., the master controller unit), whereas the other part is installed outside 
the manned cabin (i.e., the electronic cabin, port-side transducer array, starboard-
side transducer array, and subsidiary sensors).

The major axis of the BSSS transducer array must be parallel to the major axis 
of the HOV. The transducer surface normal must have an angle of 30° above the 
horizontal plane. In addition, the transducer array is installed between HOV sta-
tions 4 and 5 as deformation of the mounting bracket must be minimized during 
lifting to avoid damaging the transducer array. In this cylindrical part of the HOV, 
the transducer array has a better line-type after installation; the mounting bracket 
is independent of the load-bearing frame, thereby reducing the impact of frame 
deformation on the transducers.

BSSS is mainly used to obtain data on micro-topography and micro-geomor-
phology: ultra-short baseline (USBL) and long baseline (LBL) provide navigation 
and positioning data, which are essential for topographical and geomorphological 
mapping; underwater acoustic communication devices transmit positioning data 
obtained by USBL on the supporting mothership at the surface to HOV, allowing the 

Figure 7. 
Human-occupied vehicle Jiaolong.
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determination of the initial position of the integrated navigation system; the HOV 
speed is measured by Doppler velocity log (DVL). The attitude and heading are 
measured by optical fiber compass. The sound speed is provided by the conductiv-
ity-temperature-depth (CTD). The depth of HOV is measured by a high-accuracy 
depth sensor, which combined with topographical data measured by BSSS, the 
absolute depth of the seafloor can be obtained.

4. Factors affecting mapping and detection results

In general, factors affecting data quality when using small underwater vehicles 
(e.g., DT and AUV) to carry near-seafloor micro-topographical mapping sonars fall 
into five categories: horizontal positioning accuracy, vertical positioning accuracy, 
depth accuracy, sensor time uniformity (time requirements of the sensor are uni-
form, the attitude sensor time is accurate to 50 ms, the transmission time is accurate 
to 50 ms, and the other sensors are accurate to 1 s), and sensor location uniformity 
(it requires precise knowledge of the coordinates of each sensor relative to the origin 
of the coordinates origin and installation errors). Large-scale underwater vehicles 
(e.g., ROV and HOV) not only have the above five features but also have other addi-
tional characteristics, including poor stability in attitude control, acoustic transducer 
array port and starboard installations, and wide spacing. Hence, detailed discussion 
on factors affecting mapping and detection results is presented using Jiaolong HOV 
and its BSSS as an example. By processing the BSSS detection data collected by the 
Jiaolong HOV, we found that factors that mostly affect mapping quality are the HOV 
attitude, port and starboard positions of BSSS transducer array [7].

4.1 Effect of HOV attitude

Because the streamline of HOV and manual control, the attitude control stability 
of HOV is relatively poor; therefore, HOV attitude is a main factor that effect BSSS 
detection and mapping. Figure 8 shows the seafloor micro-topography around the 
peak of a cold spring area. Figure 8a uses raw data; Figure 8b uses data in which 
filtering and smoothing have been applied to the roll angle.

Figure 8. 
Seafloor micro-topography around the peak of a cold spring area: (a) map using raw data and (b) map using 
data in which filtering and smoothing have been applied to the roll angle.
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measured by optical fiber compass. The sound speed is provided by the conductiv-
ity-temperature-depth (CTD). The depth of HOV is measured by a high-accuracy 
depth sensor, which combined with topographical data measured by BSSS, the 
absolute depth of the seafloor can be obtained.
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Because the streamline of HOV and manual control, the attitude control stability 
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Seafloor micro-topography around the peak of a cold spring area: (a) map using raw data and (b) map using 
data in which filtering and smoothing have been applied to the roll angle.
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Figure 9 shows the temporal change curves recorded by BSSS for (a) roll angle, 
(b) pitch angle, and (c) heading angle. It can be found that there is a strong correla-
tion between map distortion in Figure 8a and roll angle in Figure 9a.

4.2 Effect of port and starboard positions

Seafloor micro-topographical detection involves multiple sensors, including LBL, 
USBL, DVL, fiber optic compass (FOC), and BSSS arrays. The distance of the two 

Figure 10. 
Depth-sounding results for a single ping measurement along sloped terrain in a cold spring area. The gray 
dotted line indicates data without correction for the installation spacing between the port and starboard 
transducer arrays, whereas the black dotted line indicates data with correction for the installation spacing.

Figure 9. 
Temporal change curves recorded by BSSS for (a) roll angle, (b) pitch angle, and (c) heading angle.
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BSSS array is about 2.46 m. As BSSS detect the bottom by the two BSSS array sepa-
rately, so when the bottom has a large slope, the bottom detection results are different.

Figure 10 shows depth results from a single ping measurement of sloped terrain 
in a cold spring area, with and without correction for the installation spacing. The 
detection results of two BSSS arrays are different. If there is no compensation, the 
quality of seafloor topographical map will be poor.

Figure 11a shows that when the spacing of two BSSS arrays is not taken into 
account, the quality of the mapping result is poor. After compensation of the 
spacing, the transition of the mapping result is relatively smooth, and the mapping 
quality is improved, as shown in Figure 11b.

5. Data processing and mapping method

The raw data, including BSSS mapping data, HOV attitude data, acoustic 
positioning data, sound velocity data, are processed in two steps (pre-processing 
and post-processing) to obtain topographical and geomorphology map. Data 
pre-processing mostly consists of five steps: navigation data processing, rewriting 
navigation data, coarse error elimination, angular deviation correction, and port/
starboard position correction. Data post-processing mostly consists of 12 steps, 
namely installation angle correction, sound velocity correction, attitude data filter-
ing, bathymetric data filtering, fine error elimination, field correction, side-scan 
data filtering, bottom tracking, angle variation gain, equalization gain, data export, 
and mapping. Figure 12 shows the flow diagram of data processing and mapping.

5.1 Data pre-processing

1. Navigation data processing

Post-process navigation and acoustic positioning data, such as FOC, DVL, 
USBL, and LBL, to obtain high-precision navigation data.

2. Rewriting navigation data

Rewrite high-precision navigation data to the BSSS raw data file to replace 
original navigation data.

Figure 11. 
Seafloor micro-topographical maps of sloped terrain in a cold spring area: (a) without compensation of the 
array spacing (b) with compensation of the array spacing [10] (permissions obtained to reprint).



Earth Crust

40

Figure 9 shows the temporal change curves recorded by BSSS for (a) roll angle, 
(b) pitch angle, and (c) heading angle. It can be found that there is a strong correla-
tion between map distortion in Figure 8a and roll angle in Figure 9a.

4.2 Effect of port and starboard positions

Seafloor micro-topographical detection involves multiple sensors, including LBL, 
USBL, DVL, fiber optic compass (FOC), and BSSS arrays. The distance of the two 

Figure 10. 
Depth-sounding results for a single ping measurement along sloped terrain in a cold spring area. The gray 
dotted line indicates data without correction for the installation spacing between the port and starboard 
transducer arrays, whereas the black dotted line indicates data with correction for the installation spacing.

Figure 9. 
Temporal change curves recorded by BSSS for (a) roll angle, (b) pitch angle, and (c) heading angle.

41

Advanced Mapping of the Seafloor Using Sea Vehicle Mounted Sounding Technologies
DOI: http://dx.doi.org/10.5772/intechopen.83448

BSSS array is about 2.46 m. As BSSS detect the bottom by the two BSSS array sepa-
rately, so when the bottom has a large slope, the bottom detection results are different.

Figure 10 shows depth results from a single ping measurement of sloped terrain 
in a cold spring area, with and without correction for the installation spacing. The 
detection results of two BSSS arrays are different. If there is no compensation, the 
quality of seafloor topographical map will be poor.

Figure 11a shows that when the spacing of two BSSS arrays is not taken into 
account, the quality of the mapping result is poor. After compensation of the 
spacing, the transition of the mapping result is relatively smooth, and the mapping 
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The raw data, including BSSS mapping data, HOV attitude data, acoustic 
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and post-processing) to obtain topographical and geomorphology map. Data 
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5.1 Data pre-processing

1. Navigation data processing

Post-process navigation and acoustic positioning data, such as FOC, DVL, 
USBL, and LBL, to obtain high-precision navigation data.

2. Rewriting navigation data

Rewrite high-precision navigation data to the BSSS raw data file to replace 
original navigation data.

Figure 11. 
Seafloor micro-topographical maps of sloped terrain in a cold spring area: (a) without compensation of the 
array spacing (b) with compensation of the array spacing [10] (permissions obtained to reprint).
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3. Coarse error elimination

Set a reasonable threshold for the side-scan data energy. If the energy of 
side-scan data is lower than the threshold, it indicates a bad ping and should 
be deleted.

Figure 12. 
Flow diagram of data processing and mapping.
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4. Angular deviation correction

Analyze existing BSSS data and select data corresponding to the seafloor with 
a constant slope. Let the slope pass the point just below the sonar array to find 
the optimal slope of the seafloor; use this slope to obtain the angle correction 
curve of bathymetric data. Next, use median filter to filter the obtained angle 
correction curve, filter out high-frequency components, and retain only low-
frequency components to reflect the larger change trend. Finally, use the angle 
correction curve to perform angle correction on each ping data.

5. Port/starboard position correction

Read ping data in the BSSS data file, obtain the delay and angle of each ping, 
and convert to slant range and angle. Calculate the horizontal distance and 
the vertical height of each ping according to the triangular geometric relation-
ship (taking the installation angle of the sonar array into consideration). Add 
the port/starboard position to the horizontal distance while maintaining the 
vertical height. Recalculate the corresponding slant range and angle according 
to the triangular geometric relationship and convert to delay and angle.

5.2 Data post-processing

1. Installation angle correction

Correct the installation angle with 30°, which is measured.

2. Sound velocity correction

Input the measured sound velocity by CTD.

3. Attitude data filtering

Perform median filtering and smoothing for roll, pitch, and heading.

4. Bathymetric data filtering

Filter bathymetric data by setting the height, horizontal coordinates, depth, 
and slant distance.

5. Fine error elimination

Trim the pings manually to realize fine error elimination.

6. Field correction

If there is a suitable swath, select the swath that meets the requirements, carry 
out the corresponding error test, and make corresponding corrections to sup-
press deviation of the roll, navigation latency, and pitch.

7. Side-scan data filtering

Filter side-scan data by setting the height, horizontal coordinates, depth, and 
slant distance.

8. Bottom tracking

Side-scan data processing requires bottom tracking to delete the water column 
and generally selects automatic bottom tracking. If the effect is not appropri-
ate, bottom tracking can be manually set.



Earth Crust

42

3. Coarse error elimination

Set a reasonable threshold for the side-scan data energy. If the energy of 
side-scan data is lower than the threshold, it indicates a bad ping and should 
be deleted.

Figure 12. 
Flow diagram of data processing and mapping.
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correction curve to perform angle correction on each ping data.

5. Port/starboard position correction

Read ping data in the BSSS data file, obtain the delay and angle of each ping, 
and convert to slant range and angle. Calculate the horizontal distance and 
the vertical height of each ping according to the triangular geometric relation-
ship (taking the installation angle of the sonar array into consideration). Add 
the port/starboard position to the horizontal distance while maintaining the 
vertical height. Recalculate the corresponding slant range and angle according 
to the triangular geometric relationship and convert to delay and angle.

5.2 Data post-processing

1. Installation angle correction

Correct the installation angle with 30°, which is measured.

2. Sound velocity correction

Input the measured sound velocity by CTD.

3. Attitude data filtering

Perform median filtering and smoothing for roll, pitch, and heading.

4. Bathymetric data filtering

Filter bathymetric data by setting the height, horizontal coordinates, depth, 
and slant distance.

5. Fine error elimination

Trim the pings manually to realize fine error elimination.

6. Field correction

If there is a suitable swath, select the swath that meets the requirements, carry 
out the corresponding error test, and make corresponding corrections to sup-
press deviation of the roll, navigation latency, and pitch.

7. Side-scan data filtering

Filter side-scan data by setting the height, horizontal coordinates, depth, and 
slant distance.

8. Bottom tracking

Side-scan data processing requires bottom tracking to delete the water column 
and generally selects automatic bottom tracking. If the effect is not appropri-
ate, bottom tracking can be manually set.



Earth Crust

44

9. Angle variation gain

Angle variation gain is used to compensate for backscattering variations due to 
system beam pattern irregularities and incident angle changes.

10. Gain equalization

Gain equalization can be used to address the unevenness of side-scan data due 
to hardware gain changes or excessive pitch angles during data acquisition.

11. Data export

Export processed data for mapping.

12. Mapping

Use Surfer software to perform topographical and geomorphological mapping.

6. Typical detection results

Ten years sea-trial and application have shown that the Jiaolong BSSS can 
produce high-resolution micro-topographical and micro-geomorphological maps; 
isobaths can be displayed at 2-m intervals, and many seafloor details are clearly 
distinguished (Figure 13). Furthermore, comparison of micro-topographical and 
micro-geomorphological maps can yield additional information.

7. Conclusions

Numerous fields require access to seafloor topography and geomorphology. The 
onboard deep-sea multi-beam sounding system should be used to map the area and 
obtain a relatively accurate topographic map of the seabed to provide basic terrain 
data. Although a shipborne deep-sea multibeam sounding system can detect a wide 
range of deep seabed terrains, its detection accuracy is limited, and it cannot search 
for small objects on the seafloor.

Near-seafloor micro-topographical mapping is a significant supplement to 
full sea depth topographical detection. It combines micro-topographical mapping 

Figure 13. 
Seafloor (a) micro-topographical and (b) micro-geomorphological maps obtained by the Jiaolong BSSS on a 
dive around the peak of a cold spring area [10] (permissions obtained to reprint).
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Chapter 4

Identification of Active Faults in
Landslide-Prone Regions Using
Ground-Penetrating Radar: A Case
Study from Bandung, Indonesia
Maman Hermana, Maya Genisa, Luluan A. Lubis
and Chow Weng Sum

Abstract

Ground-penetrating radar or georadar is a popular method in engineering and
archeology for investigation of objects in shallow subsurface at high resolution.
Georadars produce electromagnetic waves which propagate into the subsurface,
and its interaction with the dielectric contrast is reflected and recorded in the
radargram. It is an environmentally safe and nondestructive method and can be
used for monitoring of active faults in the landslide-prone regions. This chapter
explains the concept of georadar and its implementation on the detection of the
active fault—Lembang fault—located in Bandung, Indonesia. Bandung is a highly
populated city with many living around the active fault which poses a high risk of
landslides. The Lembang fault was created by tectonic forces during the Pleistocene
and has been constantly reactivated by recent volcanic events. It is the largest active
fault in West Java, Indonesia, which is located in the midst of a densely populated
urban area. A georadar survey using 25 MHz and 50 Hz frequency antenna was
conducted to detect the fault in the urban setting. Unix-based seismic software was
used to process the electromagnetic signals. The results showed that the georadar
method was successful in identifying the active fault with clear imaging of the
subsurface structures and basement of the region.

Keywords: fault, georadar, electromagnetic wave, wave propagation, radargram

1. Introduction

Georadar method is commonly used for engineering and archeology since 1980
[1]. The target of this method usually is to image shallow/near surface. The method
promises to give a better resolution and accuracy specially to detect the fault system
and other subsurface structures in detail. Georadar is based on electromagnetic
wave which detects the contrast of dielectric properties of medium. Due to the high
frequency, georadar is able to effectively identify the shallow objects with a high
resolution.

The instrument of georadar is equipped with transmitter and receiver antennas
which has the ability to transmit and receive electromagnetic wave into and from
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Abstract

Ground-penetrating radar or georadar is a popular method in engineering and
archeology for investigation of objects in shallow subsurface at high resolution.
Georadars produce electromagnetic waves which propagate into the subsurface,
and its interaction with the dielectric contrast is reflected and recorded in the
radargram. It is an environmentally safe and nondestructive method and can be
used for monitoring of active faults in the landslide-prone regions. This chapter
explains the concept of georadar and its implementation on the detection of the
active fault—Lembang fault—located in Bandung, Indonesia. Bandung is a highly
populated city with many living around the active fault which poses a high risk of
landslides. The Lembang fault was created by tectonic forces during the Pleistocene
and has been constantly reactivated by recent volcanic events. It is the largest active
fault in West Java, Indonesia, which is located in the midst of a densely populated
urban area. A georadar survey using 25 MHz and 50 Hz frequency antenna was
conducted to detect the fault in the urban setting. Unix-based seismic software was
used to process the electromagnetic signals. The results showed that the georadar
method was successful in identifying the active fault with clear imaging of the
subsurface structures and basement of the region.
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1. Introduction

Georadar method is commonly used for engineering and archeology since 1980
[1]. The target of this method usually is to image shallow/near surface. The method
promises to give a better resolution and accuracy specially to detect the fault system
and other subsurface structures in detail. Georadar is based on electromagnetic
wave which detects the contrast of dielectric properties of medium. Due to the high
frequency, georadar is able to effectively identify the shallow objects with a high
resolution.

The instrument of georadar is equipped with transmitter and receiver antennas
which has the ability to transmit and receive electromagnetic wave into and from
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the earth at certain frequency ranges. Data are recorded as time series in two-way
time (TWT) manner which after processing can be converted into depth domain by
adding the velocity model during processing. Figure 1 shows the georadar instru-
ment and example of recorded data.

Due to the ability of detecting shallow object with high resolution, georadar has
been applied in many fields with various objectives. Georadar is able to distinguish
two different objects based on different electrical properties; hence, georadar are
commonly used in various field such as environment study, mining, ground water,
ancient artifact, and others. Not only able to detect the electrical properties contrast
of material, but also georadar is able to detect the subsurface structure like faults
and folds. Hence, the application of georadar for detecting the subsurface structures
and monitoring of active faults for mitigation purposes are promising, especially for
unstable area in the urban/suburban area with high population where other active
source is prohibited.

The exact location of an active fault in urban area is very important to be known
for the mitigation purposes. Hence, the potential landslide due to the unstable
structure of this area can be warned early to avoid serious hazard or disaster. Many
techniques have been used to monitor the stability and mitigate the potential land-
slide in the area around the active fault which is across the urban area. Nondestruc-
tive geophysical methods such as electrical method and electromagnetic method are
commonly selected for the investigation and evaluation of the subsurface structure
this area. Geo-penetrating radar (GPR) or georadar method is also a common
geophysical method that is applied to understand the bedding subsurface and
structure in the high-risk area in such condition.

Lembang fault is an example for active fault across urban area with high popu-
lation density in Bandung, Indonesia. In this area, there are not less than 8 million
people leaving around the Lembang fault. The length of this fault itself is about
29 km from east to west part of Bandung [3] as illustrated in Figure 2. Because of
the compression system in this area, it is predicted that a huge accumulated energy
is concentrated in this fault and potentially can be released any time as an earth-
quake. The earthquake then is predicted also which leads to trigger the local land-
slide in this area.

Due to some reasons such as soil stability and environmental concern, tech-
niques such as seismic refraction and seismic reflection that use dynamite explosion
as a source, are not allowed. Hence the use of georadar technique for identifying

Figure 1.
(a) Georadar instrument [2], (b) example of recorded subsurface data.
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fault system in this area becomes more significant. This chapter discusses the
example of GPR technique for detecting fault in urban area. The background theory
of GPR, design survey, and data gathering, processing, and interpretation of GPR
data are discussed and applied for detecting an active fault of Lembang fault in
Bandung, Indonesia.

2. Background theory

2.1 Georadar wave propagation

Georadar technique is developed based on electromagnetic wave propagation
theory. In one dimension (1D), the propagation of electromagnetic wave in
z-direction is explained by Maxwell equation:

∂
2E
∂z2

¼ με
∂
2E
∂t2

(1)

The propagation of the electromagnetic wave is perpendicular to the electrical
field (E) and magnetic field (H) and controlled by the velocity and attenuation of
medium. The properties of medium are also related to the mineral composition and
also water saturation of medium. The velocity of wave propagation in the medium
depends on the velocity of electromagnetic wave in the vacuum (c = 0.3 m/ns),
relative dielectric constant (εr), and relative magnetic permeability (μr ¼ 1 for
nonmagnetic material):

Vm ¼ c= εrμr=2ð Þ 1þ P2� �þ 1
� �� �1=2

(2)

where P ¼ σ=ωε is an absorption factor and σ is conductivity of medium,
ϖ ¼ 2πf , where f is frequency and ε ¼ εrεo is vacuum permittivity
(8.854 � 10�12 F/m). For the material with low loss, P� 0, the velocity of
georadar is

Figure 2.
Active fault (Lembang fault) located from west to east part of Bandung.
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Vm ¼ c=
ffiffiffiffi
εr

p ¼ 0:3=
ffiffiffiffi
εr

p

Recording of georadar data is based on the reflection responses of dielectric
contrast of medium. If dielectric contrast in the interface between different layers is
strong, the reflectors have a strong amplitude in the georadargram. The strength of
reflection (reflection coefficient R) is determined by the contrast of velocity and
relative dielectric of medium at the boundary. The number of reflected energy is
proportional to R:

R ¼ V1 � V2ð Þ
V1 þ V2ð Þ or R ¼

ffiffiffiffi
ε2

p � ffiffiffiffi
ε1

p
ffiffiffiffi
ε2

p � ffiffiffiffi
ε1

p (3)

where v1 and v2 are wave velocity of georadar at first and second layers and ε1
and ε2 are relative dielectric constant at first and second layers, respectively.

The energy loss during wave propagation is determined by some factors:
antenna, transmission between air and soil, reduction due to the configuration or
distance between transmitter and receiver, attenuation, and diffraction due to the
sharp object. The energy reduction due to the wave propagation between transmit-
ter and receiver is proportional to 1/r2, where the r is distance measured between
source/antenna and receiver (another antenna), attenuation factor which defend on
the dielectric properties of medium, and its magnetic and electrical field itself in the
medium. Amplitude will be reduced in the depth of penetration due to the attenu-
ation which is proportional to 1/e (about 37%) of initial energy which also called as
skin depth. The skin depth depends on soil resistivity. The ratio of two different
amplitudes is formulated as

Eo=Ex ¼ exp �αxð Þ (4)

where α is attenuation coefficient

α ¼ ω
με

2

� �
1þ σ2

ω2ε2

� �1=2

� 1

" #( )1=2

(5)

Loss factor (P) = σ/ωϵ = tan D and skin depth is defined as

δ ¼ 1=α

If D < <1, δ ¼ 2=σð Þ ε=μð Þ1=2, the skin depth is formulated:

δ ¼ 5:31
ffiffiffiffi
εr

pð Þ=σ
where σ is an electrical conductivity (mS/m).
In the saturated porous medium, the loss energy is proportional to the

conductivity and invers proportionally to the relative dielectric constant and fre-
quency. The conductivity and relative dielectric constant is dominated by fluid
saturant compared to the matrix itself. The bulk of relative dielectric constant (εr) is
roughly equal to porosity and relative dielectric constant of fluid (εr). Due to the
fluid/saturant is more conductive, the attenuation becomes higher. The geological
material mostly have a relative dielectrical constant is about 3–30, and hence the
georadar wave velocity is about 0.06–0.175 m/ns, while the air velocity is
299.8 mm/ns.

The relationship between dielectric, permittivity, and conductivity of medium is
governed by
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where ε* is a complex permittivity, ε” is an imaginary part of permittivity, and σs
is static or DC conductivity, while the complex conductivity is

σ ∗ ¼ σ
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00 ¼ jωεoε ∗ (7)

where ω is angular frequency.
In the porous medium material where water is a saturant, the bulk dielectric

constant and porosity (ϕ) is defined as

εr ¼ 1� ϕð Þεm þ ϕεw (8)

where εm and εw are dielectric constant of matrix and water, respectively. By
using a simple relation, V ¼ c=

ffiffiffiffi
εr

p
, for low loss material where c is georadar wave

velocity in the air, the velocity of georadar in the medium is defined as

V ¼ c= 1� ϕð Þεm þ ϕεw½ � (9)

Eq. (9) shows that if velocity can be extracted, then porosity of medium can be
predicted or vice versa.

2.2 Configuration and resolution of georadar survey

Effectiveness and recoverable of georadar survey is determined by the
configuration of the survey. At least there are two types of acquisition: monostatic
mode and bistatic mode. In the monostatic mode, one antenna is used as transmitter
and receiver simultaneously. While in the bistatic mode, the receiver and
transmitter are separated using different antenna. Based on the target itself, the
configuration of data acquisition can be performed using different ways:
radar reflection profiling, wide-angle reflection and reflection (WARR)
and common midpoint (CMP) sounding, and transillumination or
tomography (Figure 3).

The vertical resolution of georadar is defined by its frequency or wavelength.
Each antenna of georadar is designed for certain frequency range, where the peak
energy will be associated in the peak frequency of the signal. Hence the vertical
resolution georadar signal is determined by wavelength divide by four (λ/4).
Meanwhile, the horizontal resolution of georadar is controlled mainly by the num-
ber of traces/s (or traces/m), the beam width, the radar cross section of the reflec-
tor, and the depth where target is located [4]. The conical beam of georadar signal
itself is inversely proportional to the square root of attenuation coefficient (√α). It
means that the horizontal resolution is better in the medium with high attenuation
coefficient [5].

2.3 Data processing

Data processing in radargram depends on the objectives; there is no standard
processing workflow. However, usually the processing data is done to gain the
signal which is attenuated during propagation, removing some noise by filtering,
deconvolution, and diffraction reduction through migration process. For certain
purposes, sometimes the conversion from time domain needs to be done to get the
depth domain; in this case the velocity model is needed.
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where v1 and v2 are wave velocity of georadar at first and second layers and ε1
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Loss factor (P) = σ/ωϵ = tan D and skin depth is defined as

δ ¼ 1=α

If D < <1, δ ¼ 2=σð Þ ε=μð Þ1=2, the skin depth is formulated:

δ ¼ 5:31
ffiffiffiffi
εr

pð Þ=σ
where σ is an electrical conductivity (mS/m).
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Gain is performed to amplify the amplitude decay due to the distance of propa-
gation. Factors affecting the amplitude decay are attenuation and spherical diver-
gence propagation. Gain is performed by applying a gain function g(t):

Gain dBð Þ ¼ A:tþ B:20 log tð Þ þ C (10)

Figure 3.
(A) Sounding WARR dan, (B) sounding CMP, (C) graph of time-offset (T-X) with NMO, (D) graph of
relationship T2–X2 [3].
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where t is travel time, A is attenuation factor, B is spherical divergence factor,
and C is gain constant.

In the implementation on processing, programmed gain control (PGC) and
automated gain control (AGC) are commonly used. In the PGC, the gain function is
estimated by interpolating the amplitude at certain window sample. While in the
AGC, the gain function is generated by taking root mean square (RMS) on each
amplitude at certain window. The gain function g(t) is interpolated in the central of
the selected window. The window length selection affects the reflector strength in
the result. If the window length is too wide, the signal from deeper part will gain
less, and if selected window is too small, all the reflection will be gained strongly; in
this case it is difficult to distinguish strong reflector from others because all reflector
will be gained strongly.

The velocity analysis needs to be conducted to know the value of velocity
(velocity model); hence, the true depth and slope can be estimated. Direct mea-
surement of medium velocity can be done from wellbore or indirectly through
velocity analysis during normal moveout (NMO) process. The NMO process is
illustrated in Figure 4:

The function of NMO is describes as follows:

T ¼ 2S
V

¼
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x
2

� �2 þ h2
q

V
(11)

T2 ¼
4 x2

4 þ h2
� �

V2 ¼ x2

V2 þ
4h2

V2 , if T2 0ð Þ ¼ 4h2=V2

Then T2 xð Þ ¼ T2 0ð Þ þ x2

V2

where V is velocity obtained from relation of reflection time at zero offset and
offset and distance/offset.

3. Acquisition and processing data

Geological of Bandung area is still young and renewed because of volcanic
activities around Bandung area. Based on previous study, there is a Lembang fault
in Bandung area which occurred from tectonic process. This fault located in the

Figure 4.
Schematic of transmitter and receiver related to the NMO process.
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southern part of Lembang and crossing Cisarua from east to west of Manglayang
mountain. Throw of this fault is varying up to 450 m in Pulasari near to the target
area. The Lembang fault was created during the Pleistosen era (about 500,000 years
ago) [6].

In the end of Miocene, series of mountains and folds are created in the northern
part and in the southern part which become series of volcanos. In the breaking time
of Pliocene era, there is no activity of volcanoes and sedimentation, and in the end
of Pliocene era, series of mountains were created, and sediments in the northern
part were folded and shifted into northern part of Bandung. Materials as a result of
volcano eruption activities are distributed into southern part of Bandung.

To detect the existence of Lembang fault, a georadar survey was conducted in
this area. Sketch of data gathering in this area is shown in Figure 5. The data
collection was conducted using common-offset method with 25 and 50 MHz
antenna. Most of the profile was selected perpendicular to the fault.

All the data are processed using Seismic Unix (SU) software by performing the
scaling on the time sampling rate from nanosecond to millisecond (ms), frequency
from megahertz to hertz and velocity from m/ns to m/μs. The details of conversion
factor are shown in Table 1.

The processing data includes filtering using band-pass filter (10, 20, 30, 50)
MHz for antenna 25 MHz and (10, 30, 70, 100) MHz for 50 Hz, AGC, and velocity
analysis based on hyperbole fitting curve. The velocity obtained from hyperbole
fitting curve is shown in Table 2. This velocity model was used to convert time

Figure 5.
Georadar data acquisition map.

Parameters True value Scaled value

Time sampling rate 1.4 ns 1.4 ms

Nyquist frequency 357 MHz 357 Hz

Offset 1 m 1 m

Radar speed in air 0.3 m/ns 300 m/μ

Table 1.
Conversion from radar into seismic scale.
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domain into depth domain in the profile. In general, the velocity is quite high
because the lithology is dominated by tuff, andesite, and breccia volcanic.

4. Result and discussion

Out of several profiles which were studied, profile 03 displayed the large fault in
the radargram which is associated with a main Lembang fault. In the other profiles,
there are some small fault systems. Based on the velocity analysis, the structure of
Lembang fault is a conductive area where the velocity decreases with depth. Profile
in Figure 6 which is taken perpendicular to the fault shows a normal fault system.
The foot wall is located in the northern part and hanging wall in the southern part.
The position of foot wall part is lower about 7–8 m compared to the hanging wall
part. The structure of this area consists of basement which is indicated by a free
reflection area and sediment bedding in the horizontal layer. Above the foot wall
part, there is a pattern of unconformity.

In Figure 6, the top of basement formation is interpreted as the blue line
indicates a normal fault. The folded reflection can be resulted as post fault due to
the compression from the northern part; the horizontal bedding is folded as small
anticline. Cracking in the shoulder of road around this profile indicates that the
fault reaches the surface. Those crack lies in the west–east direction where the
northern part is lower than southern part. Previous study mentioned that this active

Depth (m) Velocity (m/μs)

15.63 196.17

17.16 186.37

22.25 180.69

Table 2.
Velocity model extracted from hyperbole fitting curve during velocity analysis.

Figure 6.
Cross section taken perpendicular to the fault.
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domain into depth domain in the profile. In general, the velocity is quite high
because the lithology is dominated by tuff, andesite, and breccia volcanic.
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Lembang fault is a conductive area where the velocity decreases with depth. Profile
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part. The structure of this area consists of basement which is indicated by a free
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fault has a movement rate per year about 0.3–1.4 cm/year [6]. Instability of this area
due to the activities of this fault especially the possible earthquake needs to be
monitored further to avoid the further effect like landslide which can damage the
urban and suburban area around this fault.

Figure 7.
Profile 9 taken perpendicular to the fault line.

Figure 8.
Profile 10 taken perpendicular to the fault direction.
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Small faults around the main fault also recorded in other profiles.
Figures 7 and 8 show the pattern of small fault systems which are still related to the
activity of the main fault. Profiles 9 and 10 as shown in Figures 4 and 5 are taken
perpendicular also to the main fault direction. The main fault is not recorded in
these profiles. However, the diffraction pattern which indicates small fault system
is appearing in this area.

The subduction and compression process in the north–south direction also pro-
duces other local fault system. Because the length of this fault is only 29 km, the
maximum earthquake due to the energy release in this area is predicted that the
earthquake magnitude will not be more than 6 in Richter scale. Tectonic activity
record in this area showed that the focus of earthquake is located in the depth of 3–
7 km. The earthquake activities are also related to the continuity of three main fault
in Bandung area which are Cimandiri fault, Lembang fault, and Baribis fault [6].
Even though the earthquake recorded in this area are not strong earthquakes,
because this area is one of the tourism object locations in Bandung and high popu-
lation around this area, the monitoring of possible hazard needs to be continued.
A small earthquake is possible to activate that fault which can trigger instability of
the soil mechanism in this area.

5. Conclusion

Lembang fault which is located near the urban area with high population density
is successfully imaged using georadar method. Based on radargram result, the foot
wall part of Lembang fault is located in the northern part, and hanging wall is
located in the southern part. The subsurface structure in this area is dominated by
basement and sediment layers. Due to the location of this fault which is near the
urban area with high population, further investigation to mitigate the potential of
landslide, instability, and activity of this fault needs to be monitored. A CMP survey
type can be proposed to be used to improve velocity information; hence, the depth
of structure in the subsurface can be improved. A monitoring on the movement of
this fault activity using GPS needs to be performed to monitor these activities
consciously.
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Chapter 5

Dramatic Weakening and 
Embrittlement of Intact Hard 
Rocks in the Earth’s Crust at 
Seismic Depths as a Cause of 
Shallow Earthquakes
Boris Tarasov

Abstract

Frictional stick-slip instability on pre-existing faults is well studied experi-
mentally and considered as the general mechanism for shallow earthquakes. At the 
same time, post-peak properties of intact hard rocks under high confining stresses 
σ3 corresponding to seismic depths of shallow earthquakes are still unexplored 
experimentally due to uncontrollable and violent failure of rock specimens even 
on modern stiff and servocontrolled testing machines. The lack of knowledge 
about post-peak properties of the majority of the earthquake host rocks prevents 
us from understanding and quantifying the contribution of these rocks to shallow 
earthquakes. This paper discusses a recently identified shear rupture mechanism 
operating in hard rocks under high σ3 which causes dramatic rock weakening and 
embrittlement (by tenths of times) during the post-peak failure. The unknown 
before ‘abnormal’ properties of hard rocks imply the fundamentally different 
general mechanisms for shallow earthquakes. It is shown that in the earth’s crust, 
the new mechanism acts in the vicinity of pre-existing faults only and provides the 
formation of new dynamic faults in intact rocks at very low shear stresses (signifi-
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Chapter 5

Dramatic Weakening and 
Embrittlement of Intact Hard 
Rocks in the Earth’s Crust at 
Seismic Depths as a Cause of 
Shallow Earthquakes
Boris Tarasov

Abstract

Frictional stick-slip instability on pre-existing faults is well studied experi-
mentally and considered as the general mechanism for shallow earthquakes. At the 
same time, post-peak properties of intact hard rocks under high confining stresses 
σ3 corresponding to seismic depths of shallow earthquakes are still unexplored 
experimentally due to uncontrollable and violent failure of rock specimens even 
on modern stiff and servocontrolled testing machines. The lack of knowledge 
about post-peak properties of the majority of the earthquake host rocks prevents 
us from understanding and quantifying the contribution of these rocks to shallow 
earthquakes. This paper discusses a recently identified shear rupture mechanism 
operating in hard rocks under high σ3 which causes dramatic rock weakening and 
embrittlement (by tenths of times) during the post-peak failure. The unknown 
before ‘abnormal’ properties of hard rocks imply the fundamentally different 
general mechanisms for shallow earthquakes. It is shown that in the earth’s crust, 
the new mechanism acts in the vicinity of pre-existing faults only and provides the 
formation of new dynamic faults in intact rocks at very low shear stresses (signifi-
cantly less than the frictional strength). The fault propagation is characterised by 
extremely low rupture energy and small stress drop. These ‘abnormal’ properties 
make hard rocks the main and more dangerous source of shallow earthquakes in 
comparison with pre-existing faults.
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stick-slip nature of earthquakes as opposed to failure of intact rocks. Some of these 
features are: nucleation of earthquakes at tectonic plate boundaries and other pre-
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Earth Crust

60

stresses activating earthquakes, small stress drop and specific depth-frequency 
distribution of earthquake hypocentres with a maximum at a special depth [1–9].

The nature of friction and stick-slip instability for rocks in association with 
earthquakes has been comprehensively studied during the last half of a century 
[1, 5, 7, 10–15]. At the same time, post-peak properties of intact hard rocks under 
high confining stresses σ3 corresponding to seismic depths of shallow earthquakes 
are still unexplored experimentally. The reason for that is uncontrollable and 
violent failure of rock specimens even on modern stiff and servocontrolled test-
ing machines. Today, post-peak properties of hard rocks at high σ3 and the failure 
mechanism operating at these conditions are treated by analogy with conventional 
understanding based on experimental results obtained for softer rocks. The paper 
shows that this analogy is unacceptable because the real properties of hard rocks 
at high σ3 differ fundamentally from the conventional understanding. The lack of 
knowledge about post-peak properties of the majority of the earthquake host rocks 
prevents us from understanding and quantifying the contribution of these rocks to 
shallow earthquakes.

The paper discusses a recently identified shear rupture mechanism operating in 
hard rocks under high σ3 that is responsible for extreme rupture dynamics [16–23]. 
The mechanism was identified on the basis of comprehensive analysis of side effects 
accompanying extreme ruptures. The new mechanism provides two remarkable 
features in the rupture head: (1) low shear resistance approaching zero and (2) 
highly amplified shear stresses. The combination of these features allows for a shear 
rupture to propagate through intact rock spontaneously at very low shear stresses 
applied with the absorption of a small amount of energy which indicates dramatic 
rock weakening and embrittlement at high σ3. Due to the weakening and embrittle-
ment during the failure process, the stress-strain curves for laboratory specimens 
look very specific in the post-peak region indicating ‘abnormal’ properties.

The paper demonstrates that in the earth’s crust, the new mechanism is active 
in the vicinity of pre-existing faults only and can provide the formation of new 
dynamic faults in intact rocks at very low shear stresses (up to an order of mag-
nitude less than the frictional strength). The fault propagation is accompanied 
by extremely low rupture energy and small stress drop which can be smaller than 
for stick-slip instability on pre-existing faults. It is shown that some earthquake 
features currently attributed to the stick-slip instability on pre-existing faults can be 
provided by the new mechanism for ruptures propagating in intact rocks. Some of 
these features are nucleation on the basis of pre-existing faults, recurring instability 
on a pre-existing fault, activation of earthquakes at low shear stresses, small stress 
drop and specific depth-frequency distribution of hypocentres.

The unknown before ‘abnormal’ properties of hard rocks at high σ3 make intact 
rocks more dangerous in respect of shallow earthquakes than pre-existing faults 
because the new mechanism can generate dynamic faults at shear stresses signifi-
cantly below the frictional strength. The proximity of the pre-existing fault to the 
zone of dynamic new fracture development in intact rock creates the illusion of 
frictional stick-slip instability on the pre-existing fault, thus concealing the real 
situation. According to the new knowledge, intact hard rocks adjoining pre-existing 
faults represent the general source of shallow earthquakes.

2.  Post-peak properties of hard rocks at high σ3: conventional and new 
understanding

Figure 1 illustrates the situation with our current knowledge about rock prop-
erties beyond the peak stress at triaxial compression of type σ1 > σ2 = σ3. Such 
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stress conditions are normally used in laboratory experiments to simulate on rock 
specimens stress conditions typical for the earth’s crust at different depths. Figure 1 
shows three sets of stress-displacement curves obtained at different levels of confin-
ing stress σ3 for rocks of different hardness. Rock hardness here is characterised by 
uniaxial compressive strength (UCS) and increases from left to right. The curves 
demonstrate how rock hardness affects post-peak behaviour at rising σ3. Relatively 
soft rocks on the left (represented by marble with UCS = 130 MPa [24]) exhibit class 
I behaviour at all levels of σ3 (indicated by blue dotted lines) and show an increase 
in post-peak ductility with rising σ3. Rocks of intermediate hardness (represented 
by quartzite with UCS = 180 MPa) exhibit post-peak embrittlement within a certain 
range of σ3 which is expressed by transition from class I to class II behaviour (indi-
cated by red dotted lines). At lower and higher σ3, the post-peak ductility increases 
with rising σ3.

The typical behaviour of hard rocks (represented by dolerite with 
UCS = 300 MPa) is characterised by dramatic embrittlement at high σ3 leading to 
extreme class II behaviour. It is important to note that the transition from class I to 
class II for this rock occurs at σ3 = 30 MPa. At relatively low σ3, the post-peak failure 
can be controlled both for class I and class II on stiff and servocontrolled testing 
machines. However, at σ3 > 50 MPa, the failure process associated with propagation 
of a shear rupture becomes uncontrollable and abnormally violent. With rising σ3 
rock brittleness and the violence increase. However, we can suppose that at very 
high σ3, by analogy with intermediate rocks, hard rocks should also return to more 
ductile behaviour. Hard rocks with similar post-peak behaviour are represented 
mainly by volcanic and highly metamorphic rocks with UCS > 250 MPa.

Figure 1 demonstrates that the effect of embrittlement within a certain range of 
high σ3 (different for different rocks) increases with increasing rock hardness. The 
problem is that all existing ultra-stiff servocontrolled testing machines cannot pro-
vide controllable failure for hard rocks at high σ3 corresponding to stress conditions 
of seismic depth for shallow earthquakes. Due to this limitation in testing capability, 
post-peak properties of hard rocks at high σ3 are experimentally unexplored. Today, 
post-peak properties of hard rocks at high σ3 and the failure mechanism operating 
at these conditions are treated by analogy with conventional understanding based 
on experimental results obtained for softer rocks.

On the basis of comprehensive analysis of side effects accompanying extreme 
ruptures, an unknown before shear rupture mechanism and inaccessible post-peak 
properties of hard rocks generated by this mechanism were recently identified 
[16–23]. In this section we will demonstrate only the fundamental difference 

Figure 1. 
Three sets of stress-strain (displacement) curves illustrating features of post-peak behaviour for soft, 
intermediate and hard rocks.
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stresses activating earthquakes, small stress drop and specific depth-frequency 
distribution of earthquake hypocentres with a maximum at a special depth [1–9].
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[1, 5, 7, 10–15]. At the same time, post-peak properties of intact hard rocks under 
high confining stresses σ3 corresponding to seismic depths of shallow earthquakes 
are still unexplored experimentally. The reason for that is uncontrollable and 
violent failure of rock specimens even on modern stiff and servocontrolled test-
ing machines. Today, post-peak properties of hard rocks at high σ3 and the failure 
mechanism operating at these conditions are treated by analogy with conventional 
understanding based on experimental results obtained for softer rocks. The paper 
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at high σ3 differ fundamentally from the conventional understanding. The lack of 
knowledge about post-peak properties of the majority of the earthquake host rocks 
prevents us from understanding and quantifying the contribution of these rocks to 
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hard rocks under high σ3 that is responsible for extreme rupture dynamics [16–23]. 
The mechanism was identified on the basis of comprehensive analysis of side effects 
accompanying extreme ruptures. The new mechanism provides two remarkable 
features in the rupture head: (1) low shear resistance approaching zero and (2) 
highly amplified shear stresses. The combination of these features allows for a shear 
rupture to propagate through intact rock spontaneously at very low shear stresses 
applied with the absorption of a small amount of energy which indicates dramatic 
rock weakening and embrittlement at high σ3. Due to the weakening and embrittle-
ment during the failure process, the stress-strain curves for laboratory specimens 
look very specific in the post-peak region indicating ‘abnormal’ properties.

The paper demonstrates that in the earth’s crust, the new mechanism is active 
in the vicinity of pre-existing faults only and can provide the formation of new 
dynamic faults in intact rocks at very low shear stresses (up to an order of mag-
nitude less than the frictional strength). The fault propagation is accompanied 
by extremely low rupture energy and small stress drop which can be smaller than 
for stick-slip instability on pre-existing faults. It is shown that some earthquake 
features currently attributed to the stick-slip instability on pre-existing faults can be 
provided by the new mechanism for ruptures propagating in intact rocks. Some of 
these features are nucleation on the basis of pre-existing faults, recurring instability 
on a pre-existing fault, activation of earthquakes at low shear stresses, small stress 
drop and specific depth-frequency distribution of hypocentres.

The unknown before ‘abnormal’ properties of hard rocks at high σ3 make intact 
rocks more dangerous in respect of shallow earthquakes than pre-existing faults 
because the new mechanism can generate dynamic faults at shear stresses signifi-
cantly below the frictional strength. The proximity of the pre-existing fault to the 
zone of dynamic new fracture development in intact rock creates the illusion of 
frictional stick-slip instability on the pre-existing fault, thus concealing the real 
situation. According to the new knowledge, intact hard rocks adjoining pre-existing 
faults represent the general source of shallow earthquakes.

2.  Post-peak properties of hard rocks at high σ3: conventional and new 
understanding

Figure 1 illustrates the situation with our current knowledge about rock prop-
erties beyond the peak stress at triaxial compression of type σ1 > σ2 = σ3. Such 
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stress conditions are normally used in laboratory experiments to simulate on rock 
specimens stress conditions typical for the earth’s crust at different depths. Figure 1 
shows three sets of stress-displacement curves obtained at different levels of confin-
ing stress σ3 for rocks of different hardness. Rock hardness here is characterised by 
uniaxial compressive strength (UCS) and increases from left to right. The curves 
demonstrate how rock hardness affects post-peak behaviour at rising σ3. Relatively 
soft rocks on the left (represented by marble with UCS = 130 MPa [24]) exhibit class 
I behaviour at all levels of σ3 (indicated by blue dotted lines) and show an increase 
in post-peak ductility with rising σ3. Rocks of intermediate hardness (represented 
by quartzite with UCS = 180 MPa) exhibit post-peak embrittlement within a certain 
range of σ3 which is expressed by transition from class I to class II behaviour (indi-
cated by red dotted lines). At lower and higher σ3, the post-peak ductility increases 
with rising σ3.

The typical behaviour of hard rocks (represented by dolerite with 
UCS = 300 MPa) is characterised by dramatic embrittlement at high σ3 leading to 
extreme class II behaviour. It is important to note that the transition from class I to 
class II for this rock occurs at σ3 = 30 MPa. At relatively low σ3, the post-peak failure 
can be controlled both for class I and class II on stiff and servocontrolled testing 
machines. However, at σ3 > 50 MPa, the failure process associated with propagation 
of a shear rupture becomes uncontrollable and abnormally violent. With rising σ3 
rock brittleness and the violence increase. However, we can suppose that at very 
high σ3, by analogy with intermediate rocks, hard rocks should also return to more 
ductile behaviour. Hard rocks with similar post-peak behaviour are represented 
mainly by volcanic and highly metamorphic rocks with UCS > 250 MPa.

Figure 1 demonstrates that the effect of embrittlement within a certain range of 
high σ3 (different for different rocks) increases with increasing rock hardness. The 
problem is that all existing ultra-stiff servocontrolled testing machines cannot pro-
vide controllable failure for hard rocks at high σ3 corresponding to stress conditions 
of seismic depth for shallow earthquakes. Due to this limitation in testing capability, 
post-peak properties of hard rocks at high σ3 are experimentally unexplored. Today, 
post-peak properties of hard rocks at high σ3 and the failure mechanism operating 
at these conditions are treated by analogy with conventional understanding based 
on experimental results obtained for softer rocks.

On the basis of comprehensive analysis of side effects accompanying extreme 
ruptures, an unknown before shear rupture mechanism and inaccessible post-peak 
properties of hard rocks generated by this mechanism were recently identified 
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between the conventional and new understanding of post-peak properties of hard 
rocks at high σ3. The new failure mechanism and more detailed information about 
hard rock behaviour in laboratory and natural conditions will be discussed in the 
following sections of the paper.

Figure 2 demonstrates some features typical for post-peak behaviour of hard 
rocks at high σ3. It shows experimental results obtained for dolerite specimens with 
UCS = 300 MPa tested under σ3 = 60 MPa and σ3 = 75 MPa. Figure 2a illustrates 
schematically a cylindrical specimen equipped with an axial gauge and a load cell 
as used in experiments. The failure process at high σ3 is always associated with a 
shear rupture propagation shown by a dotted line on the specimen body. Figure 2b 
shows two stress-strain curves where points A indicate the final stage of controllable 
post-peak failure after which the spontaneous and violent shear rupture propagation 
took place. Figure 2c shows enlarged fragments of the stress-strain curves involving 
the post-peak stage. The post-peak curves here reflecting real rock properties up to 
point A were easily obtained in static regime due to controllable reverse deformation 
of the specimen provided by the servo-controlled system. However, beyond point A, 
the failure control became impossible. The reason for that is as follows. At point A, the 
post-peak modulus (represented by a red line on the graphs) became practically equal 
to the unloading elastic modulus (represented by a blue line on the graphs) which 
corresponds to the extreme Class II behaviour. The unloading modulus was deter-
mined by unloading the specimen tested under σ3 = 75 MPa at the peak stress (marked 
as n-n on the graph). The fact that the post-peak modulus and unloading modulus 
are practically coincide indicates that the post-peak rupture energy beyond points 

Figure 2. 
Some typical features of post-peak behaviour of hard rocks at highly confined compression illustrated by 
experimental results obtained for dolerite specimens at σ3 = 60 MPa and σ3 = 75 MPa.
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A is vanishingly small. The controllable failure at this situation becomes impossible 
because the existing testing machines unable to provide sufficiently fast the specimen 
unloading to stop the rupture propagation. The spontaneous failure at high σ3 is usu-
ally abnormally violent and accompanied by strong sound and shudder of the testing 
machine.

Because during the spontaneous failure the testing machine cannot provide 
sufficiently fast unloading of the specimen to follow the actual post-peak modulus, 
the readings of gauges obtained at this stage of failure do not reflect the actual 
post-peak properties of the failing specimen. At the same time, the conducted 
above analysis of the post-peak modulus at point A allows supposing that the 
stress-strain curve beyond point A should be very close (practically coincide) to 
the unloading elastic curve. Another very important post-peak feature typical for 
hard rocks at high σ3 can be observed on the stress-time curves recorded by the load 
cell in Figure 2d. These curves demonstrate that during the spontaneous failure the 
specimen strength at a certain stage becomes significantly below the static frictional 
strength, the level of which is represented by a horizontal dotted line ∆σf. The static 
frictional strength was determined experimentally by deforming the failed speci-
men at low strain rates. The least level of the specimen transient strength during 
the spontaneous failure corresponding to point B is indicated by a horizontal dotted 
line ∆σtr that is about 10 times less than the static frictional strength ∆σf. It will be 
shown later that the observed in these experiments the extreme Class II behaviour 
and the abnormally low specimen transient strength are provided by the new shear 
rupture mechanism.

Using the obtained results, we can formulate a hypothesis about the funda-
mental difference in post-peak properties of hard rocks at high σ3 in terms of the 
conventional and the new understanding illustrated in Figure 3. Figure 3a shows 

Figure 3. 
Schematic illustration of the fundamental difference between the conventional and the new understanding of 
post-peak properties of hard rocks tested at high σ3.
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A is vanishingly small. The controllable failure at this situation becomes impossible 
because the existing testing machines unable to provide sufficiently fast the specimen 
unloading to stop the rupture propagation. The spontaneous failure at high σ3 is usu-
ally abnormally violent and accompanied by strong sound and shudder of the testing 
machine.

Because during the spontaneous failure the testing machine cannot provide 
sufficiently fast unloading of the specimen to follow the actual post-peak modulus, 
the readings of gauges obtained at this stage of failure do not reflect the actual 
post-peak properties of the failing specimen. At the same time, the conducted 
above analysis of the post-peak modulus at point A allows supposing that the 
stress-strain curve beyond point A should be very close (practically coincide) to 
the unloading elastic curve. Another very important post-peak feature typical for 
hard rocks at high σ3 can be observed on the stress-time curves recorded by the load 
cell in Figure 2d. These curves demonstrate that during the spontaneous failure the 
specimen strength at a certain stage becomes significantly below the static frictional 
strength, the level of which is represented by a horizontal dotted line ∆σf. The static 
frictional strength was determined experimentally by deforming the failed speci-
men at low strain rates. The least level of the specimen transient strength during 
the spontaneous failure corresponding to point B is indicated by a horizontal dotted 
line ∆σtr that is about 10 times less than the static frictional strength ∆σf. It will be 
shown later that the observed in these experiments the extreme Class II behaviour 
and the abnormally low specimen transient strength are provided by the new shear 
rupture mechanism.

Using the obtained results, we can formulate a hypothesis about the funda-
mental difference in post-peak properties of hard rocks at high σ3 in terms of the 
conventional and the new understanding illustrated in Figure 3. Figure 3a shows 
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six stages of shear rupture propagation through a specimen. The rupture incorpo-
rates a process zone ℓp representing the rupture head and a frictional zone ℓf located 
behind the head. In intact zone ℓs, located in front of the process zone, shear resis-
tance corresponds to the intact material strength τs, while behind the process zone 
(in zone ℓf), shear resistance is equal to the frictional strength τf. After completion 
of the process zone at stage 1, the length of ℓp stays constant, while the length of the 
frictional zone ℓf increases during the rupture propagation.

In accordance with conventional understanding, the specimen strength beyond 
the peak stress (transient strength τtr) at any failure stage is determined roughly by 
the sum of shear resistance of all three zones along the propagating rupture (intact, 
process and frictional):

   τ  tr   =  τ  s      l  s   __ l   +  τ  p      l  p   __ l   +  τ  f     
 l  f   __ l    (1)

Shear resistance of the process zone here can be determined roughly as 
τp = (τs + τf)/2.

Figure 3b illustrates the conventional understanding of post-peak properties of 
hard rocks at high σ3. Points on the graph indicate six identical failure stages shown 
for the specimen in Figure 3a. The specimen strength at each stage is described by 
Eq. (1). Here, during the failure process, the transient strength decreases gradually 
by substituting the material strength with frictional strength. At stages 5 and 6, the 
specimen strength is determined by friction in the fault which is considered today 
to be the lower limit on rock shear strength. The post-peak rupture energy between 
stages 1 and 5 corresponds to the shaded area under the curve.

Figure 3c illustrates the new understanding of post-peak properties of hard 
rocks at high σ3. It will be shown later that the new mechanism provides very 
low shear resistance of the completed process zone which can be τp ≈ 0.1τf. 
Furthermore, the new mechanism represents a very powerful stress amplifier 
(based on an unknown before principle) providing high shear stresses in the 
process zone at low shear stresses applied. These two unique features after comple-
tion of the process zone at stage 1 make it possible for the shear rupture to propagate 
through intact rock even at very low shear stresses applied τ which can be signifi-
cantly (up to an order of magnitude) less than the frictional strength. In this case 
the specimen transient strength at controllable failure is determined solely by the 
process zone strength: τtr = τp.

Figure 3c shows that controllable failure can be provided if the testing machine 
is capable to unload the specimen up to the level τtr = τp at the moment of comple-
tion of the process zone (stage 1). The extreme Class II stage beyond the peak stress 
is associated with the initial formation of the process zone. After that the rupture 
can propagate statically through the specimen at applied stresses slightly above 
τtr = τp which represents the specimen strength between failure stages 1 and 4. The 
rupture propagation through intact rock at a constant shear stress significantly 
below the frictional strength we will classify as Class III. The post-peak rupture 
energy between stages 1 and 4 corresponds to the shaded area on the graph. This 
very low energy absorption implies very high brittleness of the material at the 
failure process. After stage 5 when the process zone has crossed the specimen, the 
situation changes. The specimen strength at stages 5 and 6 is determined by fric-
tion in the developed fault. To provide displacement along the developed fault, it is 
necessary to increase the applied stress up to τf.

It should be noted that if the testing machine cannot provide sufficiently fast 
unloading at the moment of completion of the process zone (stage 1), the failure 
process will be spontaneous and violent because in this case the applied stress 
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exceeds the material strength which corresponds to τtr = τp. It is important to note 
also that in the case of spontaneous failure, the load cell adjoining the specimen 
(see Figure 3a) will record the variation of stresses applied to the specimen from 
the testing machine but not the actual material strength determined by the process 
zone. The actual strength of the process zone can be reflected by the load cell when 
the applied stress decreases to the level τtr = τp which corresponds to point B in 
Figure 2d. The new shear rupture mechanism that is responsible for the discussed 
‘abnormal’ post-peak properties including Class III behaviour of hard rocks under 
high σ3 will be introduced in the next sections.

3.  General principles of the new mechanism operating in hard rocks at 
high σ3

3.1 Structure of shear ruptures

Figure 4 illustrates the nature of shear rupture propagation in brittle intact 
rocks at high σ3. In Figure 4a a shear rupture propagates from left to right under 
stresses σ1, σ3, σn and τ representing the applied major and minor stresses and the 
induced normal and shear stresses. Shear ruptures are known to propagate through 
brittle rocks because of the creation of an echelon of tensile cracks at the rupture tip 
generated along the major stress that is at angle αo ≈ (30° ÷ 40°) to the shear rupture 
plane [25–28]. The echelon of inclined tensile cracks and inter-crack slabs forms a 
typical structure of shear ruptures illustrated by a photograph in Figure 4b (modi-
fied from [29]). Horizontal lines here indicate the rupture faces. It was observed 

Figure 4. 
a) and b) Nature of shear rupture growth in hard rocks at high σ3. c) and d) The difference between the 
conventional (frictional) and the new (fan-hinged) shear rupture mechanisms. e) Illustration of the fan-
structure formation and propagation through a rock specimen.



Earth Crust

64

six stages of shear rupture propagation through a specimen. The rupture incorpo-
rates a process zone ℓp representing the rupture head and a frictional zone ℓf located 
behind the head. In intact zone ℓs, located in front of the process zone, shear resis-
tance corresponds to the intact material strength τs, while behind the process zone 
(in zone ℓf), shear resistance is equal to the frictional strength τf. After completion 
of the process zone at stage 1, the length of ℓp stays constant, while the length of the 
frictional zone ℓf increases during the rupture propagation.

In accordance with conventional understanding, the specimen strength beyond 
the peak stress (transient strength τtr) at any failure stage is determined roughly by 
the sum of shear resistance of all three zones along the propagating rupture (intact, 
process and frictional):

   τ  tr   =  τ  s      l  s   __ l   +  τ  p      l  p   __ l   +  τ  f     
 l  f   __ l    (1)

Shear resistance of the process zone here can be determined roughly as 
τp = (τs + τf)/2.

Figure 3b illustrates the conventional understanding of post-peak properties of 
hard rocks at high σ3. Points on the graph indicate six identical failure stages shown 
for the specimen in Figure 3a. The specimen strength at each stage is described by 
Eq. (1). Here, during the failure process, the transient strength decreases gradually 
by substituting the material strength with frictional strength. At stages 5 and 6, the 
specimen strength is determined by friction in the fault which is considered today 
to be the lower limit on rock shear strength. The post-peak rupture energy between 
stages 1 and 5 corresponds to the shaded area under the curve.

Figure 3c illustrates the new understanding of post-peak properties of hard 
rocks at high σ3. It will be shown later that the new mechanism provides very 
low shear resistance of the completed process zone which can be τp ≈ 0.1τf. 
Furthermore, the new mechanism represents a very powerful stress amplifier 
(based on an unknown before principle) providing high shear stresses in the 
process zone at low shear stresses applied. These two unique features after comple-
tion of the process zone at stage 1 make it possible for the shear rupture to propagate 
through intact rock even at very low shear stresses applied τ which can be signifi-
cantly (up to an order of magnitude) less than the frictional strength. In this case 
the specimen transient strength at controllable failure is determined solely by the 
process zone strength: τtr = τp.

Figure 3c shows that controllable failure can be provided if the testing machine 
is capable to unload the specimen up to the level τtr = τp at the moment of comple-
tion of the process zone (stage 1). The extreme Class II stage beyond the peak stress 
is associated with the initial formation of the process zone. After that the rupture 
can propagate statically through the specimen at applied stresses slightly above 
τtr = τp which represents the specimen strength between failure stages 1 and 4. The 
rupture propagation through intact rock at a constant shear stress significantly 
below the frictional strength we will classify as Class III. The post-peak rupture 
energy between stages 1 and 4 corresponds to the shaded area on the graph. This 
very low energy absorption implies very high brittleness of the material at the 
failure process. After stage 5 when the process zone has crossed the specimen, the 
situation changes. The specimen strength at stages 5 and 6 is determined by fric-
tion in the developed fault. To provide displacement along the developed fault, it is 
necessary to increase the applied stress up to τf.

It should be noted that if the testing machine cannot provide sufficiently fast 
unloading at the moment of completion of the process zone (stage 1), the failure 
process will be spontaneous and violent because in this case the applied stress 
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exceeds the material strength which corresponds to τtr = τp. It is important to note 
also that in the case of spontaneous failure, the load cell adjoining the specimen 
(see Figure 3a) will record the variation of stresses applied to the specimen from 
the testing machine but not the actual material strength determined by the process 
zone. The actual strength of the process zone can be reflected by the load cell when 
the applied stress decreases to the level τtr = τp which corresponds to point B in 
Figure 2d. The new shear rupture mechanism that is responsible for the discussed 
‘abnormal’ post-peak properties including Class III behaviour of hard rocks under 
high σ3 will be introduced in the next sections.

3.  General principles of the new mechanism operating in hard rocks at 
high σ3

3.1 Structure of shear ruptures

Figure 4 illustrates the nature of shear rupture propagation in brittle intact 
rocks at high σ3. In Figure 4a a shear rupture propagates from left to right under 
stresses σ1, σ3, σn and τ representing the applied major and minor stresses and the 
induced normal and shear stresses. Shear ruptures are known to propagate through 
brittle rocks because of the creation of an echelon of tensile cracks at the rupture tip 
generated along the major stress that is at angle αo ≈ (30° ÷ 40°) to the shear rupture 
plane [25–28]. The echelon of inclined tensile cracks and inter-crack slabs forms a 
typical structure of shear ruptures illustrated by a photograph in Figure 4b (modi-
fied from [29]). Horizontal lines here indicate the rupture faces. It was observed 

Figure 4. 
a) and b) Nature of shear rupture growth in hard rocks at high σ3. c) and d) The difference between the 
conventional (frictional) and the new (fan-hinged) shear rupture mechanisms. e) Illustration of the fan-
structure formation and propagation through a rock specimen.
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that at relative displacement of the rupture faces, inter-crack slabs are subject to 
rotation [25–28]. We will call hereafter the inter-crack slabs as domino blocks.

Figure 4c and d show two fundamentally different behaviours of domino blocks 
at rotation which characterise the conventional and the new understanding of fail-
ure mechanisms operating in hard rocks at high σ3. According to the conventional 
understanding in Figure 4c, domino blocks collapse at rotation creating friction 
within the process zone in the rupture head [25–28]. This mechanism is associated 
with frictional shear and provides conventional post-peak properties illustrated in 
Figure 3b. According to the new understanding (Figure 4d), domino blocks can 
withstand the rotation without collapse at a certain combination of such parameters 
as domino block geometry (ratio between the block length r and width w), rock 
strength (determining the strength of domino blocks) and applied stresses. Because 
the relative shear displacement of the rupture faces increases with distance from the 
rupture tip, the successively generated and rotated domino blocks form a fan-like 
structure that represents the rupture head [16–23]. This mechanism is associated 
with fan-hinged shear within the fan zone and with the following two fantastic 
features of the fan structure: (1) extremely low shear resistance approaching zero 
and (2) high amplification of shear stresses.

The fan mechanism is responsible for the ‘abnormal’ post-peak properties of 
rock specimens illustrated in Figure 3c. Figure 4e shows different stages of the 
fan-structure formation and propagation on the basis of tensile cracking process 
in a rock specimen. The orientation of tensile cracks and domino blocks in the 
propagating rupture tip is along σ1. However, due to relative displacement (shear) 
of the rupture faces, the domino blocks behind the tip consistently rotate and form 
the fan structure. Next sections considering unique features of the fan structure 
will demonstrate that after completion of the fan structure and up to the moment at 
which the fan has crossed the specimen body, the specimen strength is very low and 
corresponds to stages 1–4 in Figure 3c.

3.2 Physical model of the fan mechanism

The problem is that the direct experimental study of the fan mechanism 
is impossible today, firstly, because modern stiff and servocontrolled testing 
machines do not allow stopping the failure process governed by the fan mecha-
nism and, secondly, because the fan structure is a transient phenomenon. The 
fan structure can be in the stable condition during its initial formation before 
the instability starts and at the final stage of the rupture termination. However, 

Figure 5. 
a) Transient nature of the fan structure and b) the conventional domino-like structure of shear ruptures.
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in both cases during total unloading (e.g. associated with the removal of stresses 
from the specimen or with the tectonic exhumation of the rock mass involving the 
fan structure), reverse elastic deformations transform the fan into the conven-
tional domino-block structure. Figure 5a illustrates this situation schematically 
on the laboratory specimen. The left specimen shows the fan structure formed 
during loading. The right specimen demonstrates that during unloading all 
domino blocks of the fan structure rotate backwards and finally form the conven-
tional domino-like structure that can be seen in natural faults formed in intact 
rocks (see photographs in Figure 5b [29]).

Due to the fact that direct experimental studies of the fan-structure properties 
are impossible, we will analyse them using a physical model. A video demonstrat-
ing the fan-structure formation and propagation along the model can be viewed at 
[30]. Figure 6a shows images of the physical model reflecting different stages of the 
fan-structure formation and propagation. Figure 6a-I shows the initial structure 
of the future fault that is represented by ‘predetermined’ domino blocks inclined 
at an angle α0 to the rupture plane. All blocks made from tiles are glued together to 
simulate a ‘monolithic’ material. The bond strength is less than that of the block 
material. The row of domino blocks is located between two layers, AB and CD, 
representing the two opposite faces of the rupture (elastic connectors). The upper 
and lower faces are fixed to the corresponding ends of each domino block. The 
entire row of blocks is loaded with an evenly distributed weight, σp.

For the physical model, the easiest way to apply shear stress τ uniformly dis-
tributed along the entire model is the inclination of the model by an angle γ. The 
distributed weight, σp in this case, creates a shear stress τ = σpsin(γ) and normal 
stress σn = σpcos(γ) along the model. By changing the angle γ, we can vary the applied 
stresses. Experiments conducted on the physical model show that at angle γ ≈ 800, the 
upper face AB can move relative to the lower face CD due to the simultaneous separa-
tion from each other (tearing off) of all glued together domino blocks with the subse-
quent rotation of these blocks. We will consider this angle γ ≈ 800 as corresponding to 
the material strength. At the absence of the domino structure, the frictional strength 
between the upper AB and lower BC faces corresponds to angle γ = 400.

However, if we form the fan structure from the domino blocks involved in 
the model, the upper face AB can be moved against the lower face CD at very low 
angles γ indicating very low shear resistance of the fan structure. Horizontal lines 
in Figure 6b indicate symbolically different levels of shear stresses: τs corresponds 
to the material strength, τf corresponds to the frictional strength, τfan corresponds 
to the fan-structure strength and τ corresponds to a low level of applied shear stress 
that can cause the fan structure to propagate along the model.

It should be emphasised that for the initial formation of the fan structure, an 
additional local shear stress should be applied. In the physical model, the initial fan 

Figure 6. 
Illustration of the physical model of the fan structure.
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that at relative displacement of the rupture faces, inter-crack slabs are subject to 
rotation [25–28]. We will call hereafter the inter-crack slabs as domino blocks.

Figure 4c and d show two fundamentally different behaviours of domino blocks 
at rotation which characterise the conventional and the new understanding of fail-
ure mechanisms operating in hard rocks at high σ3. According to the conventional 
understanding in Figure 4c, domino blocks collapse at rotation creating friction 
within the process zone in the rupture head [25–28]. This mechanism is associated 
with frictional shear and provides conventional post-peak properties illustrated in 
Figure 3b. According to the new understanding (Figure 4d), domino blocks can 
withstand the rotation without collapse at a certain combination of such parameters 
as domino block geometry (ratio between the block length r and width w), rock 
strength (determining the strength of domino blocks) and applied stresses. Because 
the relative shear displacement of the rupture faces increases with distance from the 
rupture tip, the successively generated and rotated domino blocks form a fan-like 
structure that represents the rupture head [16–23]. This mechanism is associated 
with fan-hinged shear within the fan zone and with the following two fantastic 
features of the fan structure: (1) extremely low shear resistance approaching zero 
and (2) high amplification of shear stresses.

The fan mechanism is responsible for the ‘abnormal’ post-peak properties of 
rock specimens illustrated in Figure 3c. Figure 4e shows different stages of the 
fan-structure formation and propagation on the basis of tensile cracking process 
in a rock specimen. The orientation of tensile cracks and domino blocks in the 
propagating rupture tip is along σ1. However, due to relative displacement (shear) 
of the rupture faces, the domino blocks behind the tip consistently rotate and form 
the fan structure. Next sections considering unique features of the fan structure 
will demonstrate that after completion of the fan structure and up to the moment at 
which the fan has crossed the specimen body, the specimen strength is very low and 
corresponds to stages 1–4 in Figure 3c.

3.2 Physical model of the fan mechanism

The problem is that the direct experimental study of the fan mechanism 
is impossible today, firstly, because modern stiff and servocontrolled testing 
machines do not allow stopping the failure process governed by the fan mecha-
nism and, secondly, because the fan structure is a transient phenomenon. The 
fan structure can be in the stable condition during its initial formation before 
the instability starts and at the final stage of the rupture termination. However, 
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in both cases during total unloading (e.g. associated with the removal of stresses 
from the specimen or with the tectonic exhumation of the rock mass involving the 
fan structure), reverse elastic deformations transform the fan into the conven-
tional domino-block structure. Figure 5a illustrates this situation schematically 
on the laboratory specimen. The left specimen shows the fan structure formed 
during loading. The right specimen demonstrates that during unloading all 
domino blocks of the fan structure rotate backwards and finally form the conven-
tional domino-like structure that can be seen in natural faults formed in intact 
rocks (see photographs in Figure 5b [29]).

Due to the fact that direct experimental studies of the fan-structure properties 
are impossible, we will analyse them using a physical model. A video demonstrat-
ing the fan-structure formation and propagation along the model can be viewed at 
[30]. Figure 6a shows images of the physical model reflecting different stages of the 
fan-structure formation and propagation. Figure 6a-I shows the initial structure 
of the future fault that is represented by ‘predetermined’ domino blocks inclined 
at an angle α0 to the rupture plane. All blocks made from tiles are glued together to 
simulate a ‘monolithic’ material. The bond strength is less than that of the block 
material. The row of domino blocks is located between two layers, AB and CD, 
representing the two opposite faces of the rupture (elastic connectors). The upper 
and lower faces are fixed to the corresponding ends of each domino block. The 
entire row of blocks is loaded with an evenly distributed weight, σp.

For the physical model, the easiest way to apply shear stress τ uniformly dis-
tributed along the entire model is the inclination of the model by an angle γ. The 
distributed weight, σp in this case, creates a shear stress τ = σpsin(γ) and normal 
stress σn = σpcos(γ) along the model. By changing the angle γ, we can vary the applied 
stresses. Experiments conducted on the physical model show that at angle γ ≈ 800, the 
upper face AB can move relative to the lower face CD due to the simultaneous separa-
tion from each other (tearing off) of all glued together domino blocks with the subse-
quent rotation of these blocks. We will consider this angle γ ≈ 800 as corresponding to 
the material strength. At the absence of the domino structure, the frictional strength 
between the upper AB and lower BC faces corresponds to angle γ = 400.

However, if we form the fan structure from the domino blocks involved in 
the model, the upper face AB can be moved against the lower face CD at very low 
angles γ indicating very low shear resistance of the fan structure. Horizontal lines 
in Figure 6b indicate symbolically different levels of shear stresses: τs corresponds 
to the material strength, τf corresponds to the frictional strength, τfan corresponds 
to the fan-structure strength and τ corresponds to a low level of applied shear stress 
that can cause the fan structure to propagate along the model.

It should be emphasised that for the initial formation of the fan structure, an 
additional local shear stress should be applied. In the physical model, the initial fan 

Figure 6. 
Illustration of the physical model of the fan structure.
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structure is generated by the application of force F to the leftmost domino block. 
When the local stress applied reaches a level τa, the front block will be torn off from 
the intact row, indicating the start of the tensile cracking process. The applied force 
is transmitted to the following blocks by elastically stretching the top rupture face 
(elastic connector), thereby causing the consecutive separation (tearing off) of the 
blocks and their rotation against the rupture faces. The fan formation is completed 
when the first block rotates to a total angle βtot = 180° − 2α0 at a shear displacement 
Δ of the upper face. The red graph MM in Figure 6b reflects the experimentally 
determined variation in shear resistance of the developing fan structure during its 
formation and further propagation of the completed fan. The rising resistance up to 
τs is associated with the formation of the first half of the fan, while the decreasing 
resistance corresponds to the second half formation. The reason for such variation 
in shear resistance will be discussed in the next section.

Experiments on the physical model show that the minimum angle γ at which the 
fan propagates spontaneously along the model is about 4°. Because the frictional 
strength for this model is characterised by γ ≈ 40°, we can conclude that shear resis-
tance of the fan structure τfan is by the factor of ten less than the frictional strength: 
τfan ≈ 0.1τf. It should be emphasised that the low shear resistance takes place within 
the zone of the moving fan head only. In front of the fan, the material is in an 
intact condition (strength τs). Behind the fan shear resistance is equal to friction 
(strength τf). The fact that the fan structure can propagate through the intact model 
(representing the ‘intact’ material) at very low shear stresses applied indicates that 
the material strength in this case is determined by the shear resistance of the fan 
structure. For the physical model, the fan structure decreases the material strength 
by the ratio τs/τfan ≈ 14. We can suppose that for the rock specimen in Figure 2d, the 
fan mechanism decreases the material strength at the post-peak failure by the ratio 
∆σs/∆σtr ≈ 30. The part of the post-peak curve in Figure 3c corresponding to the 
fan propagation through the intact rock specimen is represented by the horizontal 
line between stages 1 and 4.

Figure 7. 
Schematic explanation of the reasons for the low shear resistance of the fan structure. a) and b) Principle of 
self-balancing of the fan structure. c) Friction in joints of domino blocks. d) Distribution of shear resistance 
along the fault involving the fan structure.
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In order to cause the spontaneous rupture propagation through intact rock, the 
fan structure should provide, in addition to low shear resistance of the rupture 
head, also high shear stresses in the rupture tip and sufficiently high driving power 
at very low shear stresses applied. The next section explains unique principles 
involved by the fan mechanism to satisfy these requirements.

3.3  Low shear resistance, high stress amplification and driving power generated 
by the fan mechanism

First, we will analyse the reason for the low shear resistance of the fan structure. 
Domino blocks in the fan are interconnected by the rupture faces and behave as 
hinges between the moving (sliding) rupture faces. Shear resistance of the fan 
structure τfan represents the resistance to displacement of the rupture faces relative 
to each other in the rupture head. Figure 7 explains schematically the main princi-
ple responsible for low shear resistance of the fan structure. Figure 7a shows that all 
domino blocks in the fan are loaded by elementary forces N representing the normal 
stress σn. Elementary forces N applied to domino blocks in the front part of the fan 
resist to rotation of them. At the same time, elementary forces N applied to domino 
blocks in the rear part of the fan assist to rotation of these blocks. The key feature 
of the fan structure is the fact that each domino block in the front part of the fan is 
balanced by a symmetrical block of the rear part of the fan (Figure 7b). This means 
that the resistance to shear of this structure even at very high levels of normal stress 
applied will be determined solely by friction in joints.

Figure 7c allows estimating roughly friction in joints. It shows a self-balancing 
domino block (representing the right block in Figure 7b) of length r and width 
w with cylindrical ends rotating with sliding friction in corresponding cylindri-
cal grooves. The block is inclined at an angle α and loaded by force N. An analysis 
conducted in [20] shows that the presence of domino blocks between the shearing 
rupture faces decreases the resistance to shear compared with the conventional 
frictional sliding in accordance with Eq. (2):

   τ  fan (α)    =  τ  f   w / r 2  sin   2  α  (2)

Eq. (2) shows that the resistance to shear τfan(α) between the rupture faces 
separated by self-balancing domino blocks and loaded by normal force N is deter-
mined by the conventional sliding friction τf, the ratio w/r and the angle α of the 
block inclination. Using Eq. (2) we can estimate the character of distribution of 
shear resistance between two rupture faces along the fan structure consisting of 
domino blocks characterised by the ratio w/r = 0.1 and by the initial (and final) 
angle αo = 40o as shown in Figure 7d. According to Eq. (2), the largest shear resis-
tance τfan(α) = 0.12 τf is provided by the front and the rear domino blocks of the fan. 
The minimum shear resistance τfan(α) = 0.05 τf is at the middle of the fan. The dotted 
curve in Figure 7d shows the distribution of shear resistance along the fan struc-
ture. In front of the fan, shear resistance is determined by the material strength 
τs, and behind the fan it corresponds to the frictional strength τf. Due to a small 
variation in shear resistance in the fan zone, we can describe the average strength of 
the fan structure by Eq. (3):

   τ  fan   ≈  τ  f   w / r  (3)

For the ratio w/r = 0.1, we will have

   τ  fan   ≈ 0 .  1τ  f    (4)
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structure is generated by the application of force F to the leftmost domino block. 
When the local stress applied reaches a level τa, the front block will be torn off from 
the intact row, indicating the start of the tensile cracking process. The applied force 
is transmitted to the following blocks by elastically stretching the top rupture face 
(elastic connector), thereby causing the consecutive separation (tearing off) of the 
blocks and their rotation against the rupture faces. The fan formation is completed 
when the first block rotates to a total angle βtot = 180° − 2α0 at a shear displacement 
Δ of the upper face. The red graph MM in Figure 6b reflects the experimentally 
determined variation in shear resistance of the developing fan structure during its 
formation and further propagation of the completed fan. The rising resistance up to 
τs is associated with the formation of the first half of the fan, while the decreasing 
resistance corresponds to the second half formation. The reason for such variation 
in shear resistance will be discussed in the next section.

Experiments on the physical model show that the minimum angle γ at which the 
fan propagates spontaneously along the model is about 4°. Because the frictional 
strength for this model is characterised by γ ≈ 40°, we can conclude that shear resis-
tance of the fan structure τfan is by the factor of ten less than the frictional strength: 
τfan ≈ 0.1τf. It should be emphasised that the low shear resistance takes place within 
the zone of the moving fan head only. In front of the fan, the material is in an 
intact condition (strength τs). Behind the fan shear resistance is equal to friction 
(strength τf). The fact that the fan structure can propagate through the intact model 
(representing the ‘intact’ material) at very low shear stresses applied indicates that 
the material strength in this case is determined by the shear resistance of the fan 
structure. For the physical model, the fan structure decreases the material strength 
by the ratio τs/τfan ≈ 14. We can suppose that for the rock specimen in Figure 2d, the 
fan mechanism decreases the material strength at the post-peak failure by the ratio 
∆σs/∆σtr ≈ 30. The part of the post-peak curve in Figure 3c corresponding to the 
fan propagation through the intact rock specimen is represented by the horizontal 
line between stages 1 and 4.
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along the fault involving the fan structure.

69

Dramatic Weakening and Embrittlement of Intact Hard Rocks in the Earth’s Crust at Seismic…
DOI: http://dx.doi.org/10.5772/intechopen.85413

In order to cause the spontaneous rupture propagation through intact rock, the 
fan structure should provide, in addition to low shear resistance of the rupture 
head, also high shear stresses in the rupture tip and sufficiently high driving power 
at very low shear stresses applied. The next section explains unique principles 
involved by the fan mechanism to satisfy these requirements.

3.3  Low shear resistance, high stress amplification and driving power generated 
by the fan mechanism

First, we will analyse the reason for the low shear resistance of the fan structure. 
Domino blocks in the fan are interconnected by the rupture faces and behave as 
hinges between the moving (sliding) rupture faces. Shear resistance of the fan 
structure τfan represents the resistance to displacement of the rupture faces relative 
to each other in the rupture head. Figure 7 explains schematically the main princi-
ple responsible for low shear resistance of the fan structure. Figure 7a shows that all 
domino blocks in the fan are loaded by elementary forces N representing the normal 
stress σn. Elementary forces N applied to domino blocks in the front part of the fan 
resist to rotation of them. At the same time, elementary forces N applied to domino 
blocks in the rear part of the fan assist to rotation of these blocks. The key feature 
of the fan structure is the fact that each domino block in the front part of the fan is 
balanced by a symmetrical block of the rear part of the fan (Figure 7b). This means 
that the resistance to shear of this structure even at very high levels of normal stress 
applied will be determined solely by friction in joints.

Figure 7c allows estimating roughly friction in joints. It shows a self-balancing 
domino block (representing the right block in Figure 7b) of length r and width 
w with cylindrical ends rotating with sliding friction in corresponding cylindri-
cal grooves. The block is inclined at an angle α and loaded by force N. An analysis 
conducted in [20] shows that the presence of domino blocks between the shearing 
rupture faces decreases the resistance to shear compared with the conventional 
frictional sliding in accordance with Eq. (2):

   τ  fan (α)    =  τ  f   w / r 2  sin   2  α  (2)

Eq. (2) shows that the resistance to shear τfan(α) between the rupture faces 
separated by self-balancing domino blocks and loaded by normal force N is deter-
mined by the conventional sliding friction τf, the ratio w/r and the angle α of the 
block inclination. Using Eq. (2) we can estimate the character of distribution of 
shear resistance between two rupture faces along the fan structure consisting of 
domino blocks characterised by the ratio w/r = 0.1 and by the initial (and final) 
angle αo = 40o as shown in Figure 7d. According to Eq. (2), the largest shear resis-
tance τfan(α) = 0.12 τf is provided by the front and the rear domino blocks of the fan. 
The minimum shear resistance τfan(α) = 0.05 τf is at the middle of the fan. The dotted 
curve in Figure 7d shows the distribution of shear resistance along the fan struc-
ture. In front of the fan, shear resistance is determined by the material strength 
τs, and behind the fan it corresponds to the frictional strength τf. Due to a small 
variation in shear resistance in the fan zone, we can describe the average strength of 
the fan structure by Eq. (3):

   τ  fan   ≈  τ  f   w / r  (3)

For the ratio w/r = 0.1, we will have

   τ  fan   ≈ 0 .  1τ  f    (4)
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This estimation is in accord with experimental results obtained on the physical 
model.

Figure 8 illustrates schematically the unknown before and very powerful 
principle of shear stress amplification inherent in the fan mechanism. It shows 
the fan structure propagating from left to right through the intact material under 
the effect of distributed shear stress τ0 applied to the whole fault. Behind the fan, 
domino blocks completed their rotation and form the frictional zone. The horizon-
tal line τ0 on the graph above the fan indicates the level of applied shear stress that 
is significantly less than the material strength τs. The explanation on how the fan 
mechanism can provide high stresses equal to τs in the rupture tip at very low shear 
stresses applied τ0 is as follows.

All domino blocks of the fan structure are loaded by elementary forces fτ repre-
senting the applied shear stress. Within the fan zone, domino blocks are separated. 
Due to this, elementary forces fτ applied to each block cause corresponding rota-
tion of them and stretch the elastic connector (i.e. the upper rupture face) in front 

Figure 9. 
Relative distribution of shear resistance and amplified shear stresses in the rupture head caused by the fan 
mechanism.

Figure 8. 
Principles of shear stress amplification by the fan mechanism.
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of each block, thus transmitting these forces to the rupture tip. This principle is 
similar to one shown below the fan. According to this principle, real forces affect-
ing domino blocks within the fan zone increase towards the front as shown on the 
graph above the fan structure (line NN). This means that shear stress within the 
fan zone increases from the level τ1 at the rear end of the fan towards the rupture 
tip approximately in proportion to the number of domino blocks k involved in the 
fan structure. We will call this stress as the fan-transient stress: τtr ~ τ1k. Analysis 
conducted in [18–20] shows that shear ruptures propagating in real materials can 
involve the fan structure with about a thousand of domino blocks. This means that 
the potential ability of the fan mechanism in stress amplification can be very large, 
but the real generated stresses are limited by the material strength.

Figure 9 illustrates the relation between shear resistance and stresses generated by 
the fan mechanism at low shear stresses applied. A shaded curve here reflects the distri-
bution of shear resistance along a fault involving the fan structure. In front of the fan, 
shear resistance corresponds to the material strength τs, behind the fan it is determined 
by friction τf and in the fan zone shear resistance is significantly less than the frictional 
strength τfan  ≪  τf. A solid curve reflects the shear stress variation. This schema shows 
that the fan mechanism can provide the rupture development at very low shear stresses 
applied τ0 which can be significantly below the frictional strength, i.e. at τfan < τ0  ≪  τf. 
The coloured area here represents symbolically the power generated by the fan mecha-
nism that causes spontaneous rupture development even at low shear stresses applied. 
The instability is resulted from the fact that in the fan zone the generated stress exceeds 
the shear resistance and in the rupture tip it corresponds to the material strength.

It should be emphasised that despite the fact that the shear rupture here propa-
gates through ‘intact’ material, the magnitude of stress drop Δτ = τo - τ1 can be 
very low (lower than at the frictional stick-slip instability) because the rupture 
propagates at low shear stresses applied τ0  ≪  τf. Depending on the level of τ0, the 
fan mechanism can provide two types of rupture mode (crack-like and pulse-
like) observed in natural and laboratory earthquakes [4, 31, 32]. This question 

Figure 10. 
The evolution of failure mechanisms in hard rocks with rising confining pressure σ3 and variable efficiency of 
the fan mechanism within the pressure range σ3fan(min) < σ3 < σ3fan(max).
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This estimation is in accord with experimental results obtained on the physical 
model.

Figure 8 illustrates schematically the unknown before and very powerful 
principle of shear stress amplification inherent in the fan mechanism. It shows 
the fan structure propagating from left to right through the intact material under 
the effect of distributed shear stress τ0 applied to the whole fault. Behind the fan, 
domino blocks completed their rotation and form the frictional zone. The horizon-
tal line τ0 on the graph above the fan indicates the level of applied shear stress that 
is significantly less than the material strength τs. The explanation on how the fan 
mechanism can provide high stresses equal to τs in the rupture tip at very low shear 
stresses applied τ0 is as follows.
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senting the applied shear stress. Within the fan zone, domino blocks are separated. 
Due to this, elementary forces fτ applied to each block cause corresponding rota-
tion of them and stretch the elastic connector (i.e. the upper rupture face) in front 

Figure 9. 
Relative distribution of shear resistance and amplified shear stresses in the rupture head caused by the fan 
mechanism.

Figure 8. 
Principles of shear stress amplification by the fan mechanism.
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fan zone increases from the level τ1 at the rear end of the fan towards the rupture 
tip approximately in proportion to the number of domino blocks k involved in the 
fan structure. We will call this stress as the fan-transient stress: τtr ~ τ1k. Analysis 
conducted in [18–20] shows that shear ruptures propagating in real materials can 
involve the fan structure with about a thousand of domino blocks. This means that 
the potential ability of the fan mechanism in stress amplification can be very large, 
but the real generated stresses are limited by the material strength.

Figure 9 illustrates the relation between shear resistance and stresses generated by 
the fan mechanism at low shear stresses applied. A shaded curve here reflects the distri-
bution of shear resistance along a fault involving the fan structure. In front of the fan, 
shear resistance corresponds to the material strength τs, behind the fan it is determined 
by friction τf and in the fan zone shear resistance is significantly less than the frictional 
strength τfan  ≪  τf. A solid curve reflects the shear stress variation. This schema shows 
that the fan mechanism can provide the rupture development at very low shear stresses 
applied τ0 which can be significantly below the frictional strength, i.e. at τfan < τ0  ≪  τf. 
The coloured area here represents symbolically the power generated by the fan mecha-
nism that causes spontaneous rupture development even at low shear stresses applied. 
The instability is resulted from the fact that in the fan zone the generated stress exceeds 
the shear resistance and in the rupture tip it corresponds to the material strength.

It should be emphasised that despite the fact that the shear rupture here propa-
gates through ‘intact’ material, the magnitude of stress drop Δτ = τo - τ1 can be 
very low (lower than at the frictional stick-slip instability) because the rupture 
propagates at low shear stresses applied τ0  ≪  τf. Depending on the level of τ0, the 
fan mechanism can provide two types of rupture mode (crack-like and pulse-
like) observed in natural and laboratory earthquakes [4, 31, 32]. This question 

Figure 10. 
The evolution of failure mechanisms in hard rocks with rising confining pressure σ3 and variable efficiency of 
the fan mechanism within the pressure range σ3fan(min) < σ3 < σ3fan(max).
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is discussed in [19, 20]. The fan mechanism explains also the heat flow paradox 
observed for extreme ruptures [6, 13].

3.4  Reasons for the fan-mechanism operation at high σ3 and new strength 
profiles for hard rocks

Figure 10 illustrates the evolution of failure mechanisms in hard rock specimens 
with rising σ3. Confining pressure σ3 increases along the horizontal axis from left to 
right. At the origin of the horizontal axis, σ3 = 0. The basic point is that the failure 
process of brittle rocks at any level of σ3 is accompanied by formation of tensile 
cracks; however, the ultimate length ℓ of tensile cracks that can be developed at fail-
ure depends on the level of σ3 because rising σ3 suppresses the tensile crack growth. 
A dotted curve here shows symbolically the typical variation of ultimate length ℓ of 
tensile cracks as a function of σ3: the higher the σ3, the shorter the ℓ. The length ℓ of 
tensile cracks in turn determines the macroscopic failure mechanism and the failure 
pattern shown schematically in rock specimens (i)–(iv).

Within the pressure range 0 ≤ σ3 < σ3shear, shear rupture cannot propagate in its 
own plane due to creation at the rupture tip of relatively long tensile cracks that 
prevent the shear rupture propagation. The following two basic principles of the 
failure process taking place within this pressure range may be distinguished:

i. Splitting by long tensile cracks (at low σ3)

ii. Distributed microcracking followed by coalescence of microcracks (at larger σ3)

At σ3 ≥ σ3shear the failure mode is localised shear. Here high enough confining 
pressure σ3 suppresses the formation of long tensile cracks, and tensile cracks gen-
erated in the rupture tip become sufficiently short to assist shear rupture to propa-
gate in its own plane. The fracture front moves through the rock due to creation of 
an echelon of micro-tensile cracks in the fracture tip and inter-crack slabs (domino 
blocks) which are subjected to rotation at shear displacement of the rupture faces. 
Here, depending on behaviour of domino blocks at rotation, two basic principles of 
the failure process may be distinguished as discussed in Figure 4:

iii. Frictional shear—characterised by collapse of insufficiently short domino 
blocks (at σ3shear ≤ σ3 ≤ σ3fan(min))

iv. Fan-hinged shear—associated with formation of the fan structure consisting 
of sufficiently short domino blocks (of length r = ℓ and width w) and with-
standing rotation without collapse (at σ3 > σ3fan(min))

An important fact is that the fan mechanism exhibits different efficiency 
depending on the level of σ3. We will determine the fan-mechanism efficiency as 
the ratio between the frictional strength and the fan strength: ψ = τf/τfan. The point 
is that the length r of domino blocks decreases with rising σ3. At confining pressure 
near σ3fan(min), when the relative length (r/w) of domino blocks is still relatively 
large, the blocks are subject to partial destruction as they rotate. In this case the fan-
mechanism efficiency is quite low. At higher σ3, with shorter blocks, this imperfec-
tion decreases, rendering the fan mechanism more efficient. The optimal efficiency 
takes place at σ3fan(opt) when the blocks with an optimal ratio r/w rotate with 
minimum destruction. At greater σ3 the efficiency reduces because shorter blocks 
gradually lose their potential for operation as hinges. Finally very short blocks 
lose this capability completely, and the rock behaviour returns to the conventional 
frictional mode. This happens at σ3fan(max). The green curve in Figure 10 illustrates 
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graphically a possible variation of the fan-mechanism efficiency ψ = τf/τfan versus 
confining stress σ3.

The variable efficiency of the fan mechanism with σ3 causes corresponding 
variation in the transient strength and brittleness of hard rocks. Figure 11a shows 
schematically an improved model of strength profiles involving conventional 
fracture τs and frictional τf strength profiles and the transient fan strength τfan 
profile (red curve). Stress-displacement curves in Figure 11b and c reflecting 
real post-peak rock properties (shown in red) explain the meaning of the fan 
strength profile and its variation versus σ3. Figure 11b corresponds to the situation 
at σ3 = σ3fan(opt) where the fan mechanism exhibits the maximum efficiency. At 
peak stress the material strength is τs. After completion of the fan structure, the 
specimen strength decreases to the level τfan representing the transient material 
strength. This means that the shear fracture governed by the fan mechanism can 
propagate through the material at any level of shear stress above τfan. After the 
fan has crossed the specimen body, the specimen strength is determined by the 
frictional strength τf of the new fault. For confining pressures σ3 < σ3 fan(opt) or 
σ3 > σ3 fan(opt) the fan-mechanism efficiency is lower. The graph in Figure 11c 
indicates the relative values of τs, τf and τfan and their positions on the profiles for 
the situation where σ3 < σ3 fan(opt).

Let us analyse how the variable efficiency of the fan mechanism can affect the 
rock brittleness. In the simplest case, the brittleness of the same rock for different 
testing conditions can be estimated as the reciprocal of the specific rupture energy 
associated with the rupture propagation governed by the fan mechanism through 

Figure 11. 
Strength profiles and brittleness profiles for hard rocks. a), b) and c) Strength profiles for τs, τf and τfan plotted 
on the basis of complete stress-strain curves. d) Difference between the conventional and new understanding of 
rock brittleness variation with rising σ3.
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is discussed in [19, 20]. The fan mechanism explains also the heat flow paradox 
observed for extreme ruptures [6, 13].

3.4  Reasons for the fan-mechanism operation at high σ3 and new strength 
profiles for hard rocks

Figure 10 illustrates the evolution of failure mechanisms in hard rock specimens 
with rising σ3. Confining pressure σ3 increases along the horizontal axis from left to 
right. At the origin of the horizontal axis, σ3 = 0. The basic point is that the failure 
process of brittle rocks at any level of σ3 is accompanied by formation of tensile 
cracks; however, the ultimate length ℓ of tensile cracks that can be developed at fail-
ure depends on the level of σ3 because rising σ3 suppresses the tensile crack growth. 
A dotted curve here shows symbolically the typical variation of ultimate length ℓ of 
tensile cracks as a function of σ3: the higher the σ3, the shorter the ℓ. The length ℓ of 
tensile cracks in turn determines the macroscopic failure mechanism and the failure 
pattern shown schematically in rock specimens (i)–(iv).

Within the pressure range 0 ≤ σ3 < σ3shear, shear rupture cannot propagate in its 
own plane due to creation at the rupture tip of relatively long tensile cracks that 
prevent the shear rupture propagation. The following two basic principles of the 
failure process taking place within this pressure range may be distinguished:

i. Splitting by long tensile cracks (at low σ3)

ii. Distributed microcracking followed by coalescence of microcracks (at larger σ3)

At σ3 ≥ σ3shear the failure mode is localised shear. Here high enough confining 
pressure σ3 suppresses the formation of long tensile cracks, and tensile cracks gen-
erated in the rupture tip become sufficiently short to assist shear rupture to propa-
gate in its own plane. The fracture front moves through the rock due to creation of 
an echelon of micro-tensile cracks in the fracture tip and inter-crack slabs (domino 
blocks) which are subjected to rotation at shear displacement of the rupture faces. 
Here, depending on behaviour of domino blocks at rotation, two basic principles of 
the failure process may be distinguished as discussed in Figure 4:

iii. Frictional shear—characterised by collapse of insufficiently short domino 
blocks (at σ3shear ≤ σ3 ≤ σ3fan(min))

iv. Fan-hinged shear—associated with formation of the fan structure consisting 
of sufficiently short domino blocks (of length r = ℓ and width w) and with-
standing rotation without collapse (at σ3 > σ3fan(min))

An important fact is that the fan mechanism exhibits different efficiency 
depending on the level of σ3. We will determine the fan-mechanism efficiency as 
the ratio between the frictional strength and the fan strength: ψ = τf/τfan. The point 
is that the length r of domino blocks decreases with rising σ3. At confining pressure 
near σ3fan(min), when the relative length (r/w) of domino blocks is still relatively 
large, the blocks are subject to partial destruction as they rotate. In this case the fan-
mechanism efficiency is quite low. At higher σ3, with shorter blocks, this imperfec-
tion decreases, rendering the fan mechanism more efficient. The optimal efficiency 
takes place at σ3fan(opt) when the blocks with an optimal ratio r/w rotate with 
minimum destruction. At greater σ3 the efficiency reduces because shorter blocks 
gradually lose their potential for operation as hinges. Finally very short blocks 
lose this capability completely, and the rock behaviour returns to the conventional 
frictional mode. This happens at σ3fan(max). The green curve in Figure 10 illustrates 
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graphically a possible variation of the fan-mechanism efficiency ψ = τf/τfan versus 
confining stress σ3.

The variable efficiency of the fan mechanism with σ3 causes corresponding 
variation in the transient strength and brittleness of hard rocks. Figure 11a shows 
schematically an improved model of strength profiles involving conventional 
fracture τs and frictional τf strength profiles and the transient fan strength τfan 
profile (red curve). Stress-displacement curves in Figure 11b and c reflecting 
real post-peak rock properties (shown in red) explain the meaning of the fan 
strength profile and its variation versus σ3. Figure 11b corresponds to the situation 
at σ3 = σ3fan(opt) where the fan mechanism exhibits the maximum efficiency. At 
peak stress the material strength is τs. After completion of the fan structure, the 
specimen strength decreases to the level τfan representing the transient material 
strength. This means that the shear fracture governed by the fan mechanism can 
propagate through the material at any level of shear stress above τfan. After the 
fan has crossed the specimen body, the specimen strength is determined by the 
frictional strength τf of the new fault. For confining pressures σ3 < σ3 fan(opt) or 
σ3 > σ3 fan(opt) the fan-mechanism efficiency is lower. The graph in Figure 11c 
indicates the relative values of τs, τf and τfan and their positions on the profiles for 
the situation where σ3 < σ3 fan(opt).

Let us analyse how the variable efficiency of the fan mechanism can affect the 
rock brittleness. In the simplest case, the brittleness of the same rock for different 
testing conditions can be estimated as the reciprocal of the specific rupture energy 
associated with the rupture propagation governed by the fan mechanism through 

Figure 11. 
Strength profiles and brittleness profiles for hard rocks. a), b) and c) Strength profiles for τs, τf and τfan plotted 
on the basis of complete stress-strain curves. d) Difference between the conventional and new understanding of 
rock brittleness variation with rising σ3.
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Figure 13. 
a) Shear rupture propagation by advanced triggering of new segments (modified photograph from [29]). b) 
and c) Principle of formation of the domino and fan structure in segmented faults.

Figure 12. 
(a) Variation of the fan-mechanism efficiency ψ = τf/τfan versus confining pressure σ3 for rocks of different 
hardness (UCS). (b) Variation of the optimal efficiency of the fan mechanism ψopt versus UCS.
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intact rock. Shaded areas on stress-strain curves in Figure 11b and c represent the 
specific rupture energy Wr for different σ3. The brittleness index K = 1/Wr can be 
used to characterise the brittleness variation versus σ3. The shaded line in Figure 11d 
illustrates symbolically the conventional understanding of rock brittleness variation 
in accordance with which the rising confining pressures σ3 make rock less brittle. 
Because the fan mechanism decreases dramatically the specific rupture energy 
within the pressure range σ3fan(min) < σ3 < σ3fan(max), the brittleness at these stress 
conditions should be significantly higher than the conventional understanding. The 
blue curve in Figure 11d indicates the character of rock embrittlement caused by the 
fan mechanism. Estimations made in [17, 22] show that at high σ3 rock brittleness can 
be a hundred of times higher than at low σ3. At σ3 = σ3fan(opt) rock conditions can be 
super brittle.

The fan-mechanism efficiency ψ = τf/τfan depends also on the rock hardness 
characterised by UCS. Figure 12a shows three curves indicating variations of 
ψ = τf/τfan versus σ3 for three rocks of different hardness. Here the harder the rock, 
the greater the optimal fan-mechanism efficiency ψopt and the larger the range 
of σ3 where the fan mechanism is active. The red curve in Figure 12b illustrates 
symbolically the dependence of the optimal efficiency of the fan mechanism ψopt 
on the hardness (UCS) of different rocks. The fan mechanism operates with the 
largest efficiency in rocks with UCS > 250 MPa. Within the range of UCS 150–250 
(roughly), the efficiency is significantly lower. In soft rocks the fan mechanism is 
not active.

4. Fan mechanism as a source of dynamic events in the earth’s crust

4.1 Features of the fan-structure formation in complex natural faults

This section discusses the role of the fan mechanism in generation of shallow 
earthquakes and shear rupture rockbursts in deep mines. In the previous sections, 
we introduced different unique features of the fan mechanism and ‘abnormal’ 
properties of hard rocks. All analysis was conducted for primary shear ruptures 
which are thin and continuous. Unlike primary ruptures natural faults typically 
have very complicated segmented and multi-hierarchical structure [7, 33, 34]. Main 
principles of the complex fault evolution in association with the fan mechanism 
were discussed in [20, 23, 35]. Here we will outline briefly most important features 
of the fan-mechanism generation in complex faults.

It was observed that in ultra-deep South African mines, very severe dynamic 
events (shear rupture rockbursts) are caused by new shear ruptures generated in 
pristine rock [36, 37]. These mine tremors are seismically indistinguishable from 
natural earthquakes and share the apparent paradox of failure under low shear 
stress [37]. Photographs of such faults are shown in Figure 5b. The structure of all 
these faults is identical consisting of a row of domino blocks. However, the domino 
structure is more complex than in primary ruptures.

Figure 13 explains features of this structure formation. Series of photographs in 
Figure 13a (modified from [38]) shows principles of segmented fault propagation 
observed experimentally. The fault propagates due to advanced triggering of new seg-
ments. The photographs show four stages (I–IV) of the fault evolution. Segments are 
represented here by white lines. The fault propagates from left to right. The segments 
are generated one by one due to the stress transfer and propagate bilaterally. At the 
meeting of each two neighbouring segments, they are connected by a compressive jog. 
It was found out in [29, 38] that jogs of the compression type are very common at high 
confining pressures to fault zones regardless of their sizes. Overlap zones of the jogs 
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Figure 13. 
a) Shear rupture propagation by advanced triggering of new segments (modified photograph from [29]). b) 
and c) Principle of formation of the domino and fan structure in segmented faults.

Figure 12. 
(a) Variation of the fan-mechanism efficiency ψ = τf/τfan versus confining pressure σ3 for rocks of different 
hardness (UCS). (b) Variation of the optimal efficiency of the fan mechanism ψopt versus UCS.
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intact rock. Shaded areas on stress-strain curves in Figure 11b and c represent the 
specific rupture energy Wr for different σ3. The brittleness index K = 1/Wr can be 
used to characterise the brittleness variation versus σ3. The shaded line in Figure 11d 
illustrates symbolically the conventional understanding of rock brittleness variation 
in accordance with which the rising confining pressures σ3 make rock less brittle. 
Because the fan mechanism decreases dramatically the specific rupture energy 
within the pressure range σ3fan(min) < σ3 < σ3fan(max), the brittleness at these stress 
conditions should be significantly higher than the conventional understanding. The 
blue curve in Figure 11d indicates the character of rock embrittlement caused by the 
fan mechanism. Estimations made in [17, 22] show that at high σ3 rock brittleness can 
be a hundred of times higher than at low σ3. At σ3 = σ3fan(opt) rock conditions can be 
super brittle.

The fan-mechanism efficiency ψ = τf/τfan depends also on the rock hardness 
characterised by UCS. Figure 12a shows three curves indicating variations of 
ψ = τf/τfan versus σ3 for three rocks of different hardness. Here the harder the rock, 
the greater the optimal fan-mechanism efficiency ψopt and the larger the range 
of σ3 where the fan mechanism is active. The red curve in Figure 12b illustrates 
symbolically the dependence of the optimal efficiency of the fan mechanism ψopt 
on the hardness (UCS) of different rocks. The fan mechanism operates with the 
largest efficiency in rocks with UCS > 250 MPa. Within the range of UCS 150–250 
(roughly), the efficiency is significantly lower. In soft rocks the fan mechanism is 
not active.

4. Fan mechanism as a source of dynamic events in the earth’s crust

4.1 Features of the fan-structure formation in complex natural faults

This section discusses the role of the fan mechanism in generation of shallow 
earthquakes and shear rupture rockbursts in deep mines. In the previous sections, 
we introduced different unique features of the fan mechanism and ‘abnormal’ 
properties of hard rocks. All analysis was conducted for primary shear ruptures 
which are thin and continuous. Unlike primary ruptures natural faults typically 
have very complicated segmented and multi-hierarchical structure [7, 33, 34]. Main 
principles of the complex fault evolution in association with the fan mechanism 
were discussed in [20, 23, 35]. Here we will outline briefly most important features 
of the fan-mechanism generation in complex faults.

It was observed that in ultra-deep South African mines, very severe dynamic 
events (shear rupture rockbursts) are caused by new shear ruptures generated in 
pristine rock [36, 37]. These mine tremors are seismically indistinguishable from 
natural earthquakes and share the apparent paradox of failure under low shear 
stress [37]. Photographs of such faults are shown in Figure 5b. The structure of all 
these faults is identical consisting of a row of domino blocks. However, the domino 
structure is more complex than in primary ruptures.

Figure 13 explains features of this structure formation. Series of photographs in 
Figure 13a (modified from [38]) shows principles of segmented fault propagation 
observed experimentally. The fault propagates due to advanced triggering of new seg-
ments. The photographs show four stages (I–IV) of the fault evolution. Segments are 
represented here by white lines. The fault propagates from left to right. The segments 
are generated one by one due to the stress transfer and propagate bilaterally. At the 
meeting of each two neighbouring segments, they are connected by a compressive jog. 
It was found out in [29, 38] that jogs of the compression type are very common at high 
confining pressures to fault zones regardless of their sizes. Overlap zones of the jogs 
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are subjected to significant irreversible deformation. Figure 13b and c demonstrates 
that in brittle rocks the irreversible deformation in jogs is associated with formation 
of a row of domino blocks (modified photograph from [29]). The general fault here 
consists of a number of segments represented by primary ruptures. The propagation of 
primary ruptures in hard rocks at high σ3 is governed by the fan mechanism.

The domino structure of the next hierarchical ranks can also be involved in the fan-
structure formation. This feature is illustrated in Figure 14. It was observed in [38]  
that segmentation as a mechanism of fault propagation acts on all hierarchical 
ranks of complex faults. Once a number of segments of a given hierarchical rank 
coalesce, they behave as a whole as a new and longer segment of one higher rank. 
Segment of higher rank can trigger a new segment (shear fracture) at greater 
distance. A photograph in Figure 14a (modified from [29]) shows a fault fragment 
involving segments of three hierarchical ranks. The structure of this fault is shown 
symbolically on the left. It incorporates primary ruptures and higher rank seg-
ments formed on the basis of compressive jogs represented by the domino struc-
ture (rank II and rank III). Domino blocks involved in segments of higher rank can 
form the fan structure similar to primary ruptures due to rotation of them caused 
by shear displacement of the rupture faces. However, the complete fan structure 
can be formed if shear displacement between the fault faces dfault is sufficient for 
the completed block rotation.

Figure 14b shows the initial and final positions of domino blocks for two 
shear ruptures of thicknesses h1 and h2. The thick rupture requires significantly 

Figure 14. 
The fan mechanism is predominantly activated in fault segments of lower hierarchical ranks (schematic 
illustration) providing extreme dynamics along thin localised zones.
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greater displacement dfault = Δ to complete the block rotation. Due to this, the 
complete fan structure (red zones in Figure 14a) is predominantly created in 
segments of lower ranks. The fan mechanism generated here creates high dynam-
ics of the failure process. Relatively thin localised zones of very intense destruc-
tion can be observed in each dynamic fault. The initial domino structure of these 
segments is completely destroyed by extensive and violent shear and represented 
by pulverised gouge. In high-rank segments, domino blocks rotate by low angles 
without formation of the fan structure and assist the accommodation of dis-
placement along the whole fault. The domino-like structure is typical for faults 
of very different scales including laboratory specimens, shear rupture rockbursts 
in mines and earthquakes. Two photographs in Figure 14a and c show identical 
domino structure of two dynamic faults which generated severe shear rupture 
rockburst (a South African ultra-deep mine) and earthquake (the San Andreas 
fault exposed on land) [39].

4.2  Generation of new faults in intact rock at low shear stresses nearby a pre-
existing fault caused by the fan mechanism

This section proposes an alternative explanation to the fact that earthquakes 
are commonly attributed to pre-existing faults. Pre-existing discontinuities play 
the role of local stress concentrators, creating the starting conditions for the fan-
structure formation. After completion of the initial fan structure, it can create a 
new dynamic fault in the form of earthquake by propagation through intact rock 
mass loaded by low shear stresses. Figure 15 illustrates one of the many models 
for generation of high local stress on the basis of pre-existing fault. It shows a rock 
fragment involving a pre-existing fault (black line) with a compressive jog. This 

Figure 15. 
Features of generation of a new extreme rupture in pristine hard rock in the vicinity of a pre-existing fault at 
low field shear stresses caused by the fan mechanism.
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Figure 14. 
The fan mechanism is predominantly activated in fault segments of lower hierarchical ranks (schematic 
illustration) providing extreme dynamics along thin localised zones.
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greater displacement dfault = Δ to complete the block rotation. Due to this, the 
complete fan structure (red zones in Figure 14a) is predominantly created in 
segments of lower ranks. The fan mechanism generated here creates high dynam-
ics of the failure process. Relatively thin localised zones of very intense destruc-
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segments is completely destroyed by extensive and violent shear and represented 
by pulverised gouge. In high-rank segments, domino blocks rotate by low angles 
without formation of the fan structure and assist the accommodation of dis-
placement along the whole fault. The domino-like structure is typical for faults 
of very different scales including laboratory specimens, shear rupture rockbursts 
in mines and earthquakes. Two photographs in Figure 14a and c show identical 
domino structure of two dynamic faults which generated severe shear rupture 
rockburst (a South African ultra-deep mine) and earthquake (the San Andreas 
fault exposed on land) [39].

4.2  Generation of new faults in intact rock at low shear stresses nearby a pre-
existing fault caused by the fan mechanism

This section proposes an alternative explanation to the fact that earthquakes 
are commonly attributed to pre-existing faults. Pre-existing discontinuities play 
the role of local stress concentrators, creating the starting conditions for the fan-
structure formation. After completion of the initial fan structure, it can create a 
new dynamic fault in the form of earthquake by propagation through intact rock 
mass loaded by low shear stresses. Figure 15 illustrates one of the many models 
for generation of high local stress on the basis of pre-existing fault. It shows a rock 
fragment involving a pre-existing fault (black line) with a compressive jog. This 

Figure 15. 
Features of generation of a new extreme rupture in pristine hard rock in the vicinity of a pre-existing fault at 
low field shear stresses caused by the fan mechanism.
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fragment is located at great depth where the minor stress σ3 is high enough for 
the fan-mechanism activation in intact rock. Horizontal lines on the graph below 
indicate symbolically levels of the following parameters: τs is the strength of intact 
rock, τf is the frictional strength of pre-existing fault, τfan is the transient strength 
of intact rock determined by the fan mechanism, τ0 is the field shear stress applied 
to the rock fragment, τ1 is the field stress after the rupture propagation and ∆τ is the 
stress drop. Orientation of the field shear stress is shown by open arrows.

Because the level of field stress τ0 is significantly less than the frictional strength 
τf, the situation on the pre-existing fault is very stable. However, due to deforma-
tions along the fault caused by shear stresses τ0, a high local stress can be created 
in the jog zone delineated by a red circle. If the local stress in intact rock of this 
zone reaches the level of rupture strength τs, the fan structure can be formed. After 
formation of the fan structure, it can propagate spontaneously through intact rock 
mass at low shear stresses τ0 in accordance with Class III behaviour discussed in 
Figure 3 and generate an earthquake. The new fault is shown by a white line, and 
the propagating fan head is represented by red ellipsis. Due to very high brittleness 
of this rock associated with extremely low rupture energy provided by the fan 
mechanism, the failure process can be accompanied by abnormal energy release 
and violence. It should be emphasised that despite the fact that the new fault is 
formed in intact rock, the magnitude of stress drop ∆τ can be very low because this 
process takes place at low shear stress applied. The stress drop can be even less than 
at the stick-slip process in the case of activation of the pre-existing fault.

Thus, the fan mechanism favours the generation of new faults in hard intact 
rock mass adjoining a pre-existing fault in preference to frictional stick-slip insta-
bility along the pre-existing fault. Each earthquake generated by the fan mechanism 
is associated with formation of a new fault at a new location in the vicinity of a pre-
existing fault. Furthermore, each new fault can serve as a stress concentrator for 
generation of the next new fault. The proximity of the pre-existing fault to the zone 
of dynamic new fracture development in intact rock creates the illusion of frictional 
stick-slip instability of the pre-existing fault, thus concealing the real situation.

At the same time, there are many evidences that earthquakes are associated with 
the formation of new faults in the proximity of pre-existing faults. For example, 
Figure 16 shows maps of earthquakes in a New Zealand region of relative motions 
between the Australian and Pacific plates which are not accommodated on one 
general fault, but on many faults across a wide zone. Figure 16a (from [40]) shows 

Figure 16. 
Maps of spatial distribution of earthquake hypocentres and faults on the earth’s surface for a New Zealand 
region [40, 41].
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spatial distribution of hypocentres at depths <40 km. Some earthquake faults 
generated at great depths can reach the earth’s surface as shown in Figure 16b (from 
[41]). The formation of each fault from reaching the earth’s surface is associated 
with an earthquake. The fan mechanism which makes intact hard rocks weaker 
in respect of dynamic shear rupturing than pre-existing faults is responsible for 
the spatial distribution of earthquake hypocentres and for the fact that the earth’s 
crust is riddled with faults. A series of aftershocks, which usually accompany the 
main act of an earthquake, can also be explained by the formation of a series of new 
faults, where each new fault creates the conditions for activating the fan mechanism 
in the adjacent zone of intact rock.

4.3  Depth distribution of rock strength, brittleness and earthquake activity 
caused by the fan mechanism

Figure 17d shows a typical histogram of depth distribution of earthquake 
frequency (from [7]). It demonstrates that earthquake activity varies with depth 
and has a maximum at a certain depth. Today there are two fundamentally differ-
ent explanations for this earthquake feature. Both of them consider earthquakes 
as stick-slip instability on pre-existing faults. The first one is based on the fact that 
the frictional strength (determining the lithospheric strength) in the upper crust 
increases with depth in accordance with Byerlee’s friction law [10], while in the lower 
crust it decreases accordingly to a high-temperature steady-state flow law [2, 7]. The 
second one is based on the velocity-weakening and velocity-strengthening concept 
[7, 9]. We introduce here a new concept which is based on the new understanding 
about (unknown before) properties of hard rocks at seismic depth’s caused by the 
fan mechanism [20, 23, 42].

Figure 17a–c shows symbolically depth distribution of the fan-mechanism 
efficiency, rock strength profiles and rock brittleness. These graphs are analogous 
to the dependencies discussed in Figures 11 and 12. The fan mechanism can operate 
at depths where temperature (rising with depths) does not prevent the fan-hinged 
shear. The new strength profile for hard rocks in Figure 17b shows that at low 
depths corresponding to σ3 < σ3fan(min), the lithospheric strength is determined 
solely by frictional strength τf. At greater depths corresponding to the range of the 
fan-mechanism activity, the situation is specific. In the absence of conditions for 

Figure 17. 
Relation between depth distribution of the fan-mechanism efficiency, rock strength, rock brittleness and 
earthquake frequency.
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activation of the fan mechanism, the lithospheric strength is determined by fric-
tion. However, if the fan mechanism is activated somewhere causing the new rup-
ture development in intact rock, the transient lithospheric strength in that region 
decreases to the level τfan. After completion of the failure process, the lithospheric 
strength returns to the frictional strength.

It should be noted that the improved concept of the lithospheric strength incor-
porates all three types of rock strength determining the instability in the seismic 
layer: fracture strength τs, frictional strength τf and fan strength τfan. The fracture 
strength determines the level of local stress at which the initial fan structure can 
be generated. The shaded area between the frictional τf and the fan-transient τfan 
profiles determines levels of field stress under which an initiated fan structure can 
propagate creating an earthquake. Importantly, the fan mechanism can cause earth-
quakes at any level of field stress τ within the shaded zone. Due to this the highest 
probability of events is at a depth characterised by the maximum range between τfan 
and τf. This depth corresponds approximately to the depth of optimal efficiency of 
the fan mechanism, where the rock mass is characterised by the minimum transient 
strength and maximum brittleness. At lower and greater depths, the probability 
decreases. This feature determines the typical depth-frequency distribution of 
earthquake hypocentres. The upper and lower cut-offs represent boundaries of the 
zone of the fan-mechanism activity. The explanation for the depth distribution of 
earthquake frequency on the basis of the fan mechanism differs fundamentally 
from the conventional explanations.

On the basis of the fan mechanism, it is possible also to explain the existence 
of a few zones of earthquake activity with depth. As discussed in Figure 12, the 
efficiency of the fan mechanism depends on the rock hardness (UCS): the harder the 
rock, the greater the fan-mechanism efficiency and the wider the confining pressure 
range over which the fan mechanism is active. Figure 18a illustrates schematically 
depth distributions of the fan-mechanism activity for four rocks characterised 
by different hardness, with strength increasing from rock 1 to rock 4. Figure 18b 
shows a situation when the earth’s crust is represented by two layers of rocks of 
different hardness (rock 1 and rock 3). In this case, two zones of earthquake activ-
ity may be observed. Rock 1 will exhibit the typical (complete) form of earthquake 

Figure 18. 
Illustration of depth distribution for rock transient strength, brittleness and earthquake frequency in the Earth’s 
crust represented by two layers of rocks of different hardness.
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Chapter 6

A Review of Chinese Ice Caves
Shao-Hua Yang and Yao-Lin Shi

Abstract

Ice caves are a rare geological phenomenon. Ningwu ice cave, Zibaishan ice cave, 
and Wudalianchi ice cave are the most famous ice caves in China. We described 
each one in detail and carried out thermal-elastic modeling and heat conduction 
modeling to investigate the stability of the cave and the formation of ice deposit. 
In order to quantitatively study the mechanism of formation and preservation of 
the ice cave, we applied the FEM to model the heat exchange in the ice cave. The 
modeling results revealed that there is the seasonal asymmetric energy exchange. 
Heat energy is conducted inefficiently into the ice cave from outside and wall rock 
in spring, summer, and autumn. While in winter, heat energy is transferred very 
efficiently due to the air natural convection, thus cooling it down. We proposed 
that Ningwu ice cave and Zibaishan ice cave may be a self-regulating system, 
respectively. At Wudalianchi ice cave, airtight doors have been installed at these ice 
caves’ entrances. This actually prevents cooling in winter. We expect that no airtight 
door will be fixed at each ice cave’s entrance, and few people enter the ice cave 
before comprehensive and detailed studies, avoiding further affecting its natural 
conditions.

Keywords: ice cave, air convection, energy exchange, water-ice phase change, 
numerical modeling

1. Introduction

Many caves developed in karstic regions and basaltic regions. But ice caves, 
permanent ice deposit preserved within caves, are a rare geological phenomenon. 
An ice cave is a type of natural cave that contains significant amounts of peren-
nial ice. The most famous of ice caves are Eisriesenwelt ice cave, Austria [1–3]; 
Dobšinská ice cave, Slovakia [4, 5]; Scarisoara ice cave, Romania [6, 7]; and Monlesi 
ice cave, Switzerland [8, 9]. The Eisriesenwelt ice cave is the largest ice cave in the 
world. More than 10 ice caves have been found in China, and Ningwu, Zibaishan, 
and Wudalianchi ice caves are the most famous ice caves.

As long ago as 1861, studies of ice caves began [10]. In the background of global 
climate change, seven international conferences on ice caves have been held in 
recent decades [11]. Several articles have documented seasonal air temperature 
fluctuations of several degrees from cave systems [12–14]. Consequently, in order 
to approximate the impact of climatic conditions on cave environments, a better 
interpretation of subsurface heat transfers is necessary [9]. In addition to this, ice 
caves are tourism resources. A better interpretation of subsurface heat transfers 
may assist in managing ice caves more scientifically.

Empirical calibrations have been carried out previously to evaluate the spatio-
temporal distribution of cave temperature as a mathematical relation of the outside 
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fluctuations of several degrees from cave systems [12–14]. Consequently, in order 
to approximate the impact of climatic conditions on cave environments, a better 
interpretation of subsurface heat transfers is necessary [9]. In addition to this, ice 
caves are tourism resources. A better interpretation of subsurface heat transfers 
may assist in managing ice caves more scientifically.

Empirical calibrations have been carried out previously to evaluate the spatio-
temporal distribution of cave temperature as a mathematical relation of the outside 
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atmospheric conditions [15, 16]. In temperate karstic natural conditions, interpreta-
tion of the existence of subsurface ice deposits represents probably the most severe 
test for models of the magnitude and direction of heat and mass transfers induced 
by cave air circulation [9]. In theory and application (mathematics and engineer-
ing), the finite element method (FEM) and the finite difference method (FDM) are 
classical methods for finding approximate solutions of partial differential equa-
tions, which governed physical processes (including heat transfer). The details of 
FEM and FDM can be found in many textbooks [17, 18]. These methods would be 
useful for ice cave studies.

Since Ningwu ice cave was found, ice cave studies began in 1998 in China. 
Ningwu ice cave in Shanxi Province has been broadly reported during the past 
decade [19, 20], but little was known about the physical processes controlling the 
formation and preservation of permanent subsurface ice deposits under temperate 
climate conditions [21]. In addition to, basaltic cave stability is significant for ice 
preservation. FEM was applied to investigate the energy exchange of Ningwu ice 
cave and then quantitatively interpret the formation and preservation mechanism 
of the ice deposit. Thermal-elastic modeling was conducted to study lava tube 
stability during its cooling process.

2. Geological setting and characteristics of three ice caves in China

2.1 Ningwu ice cave

Ningwu ice cave (38°57′N, 112°10′E; 2121 m above sea level (asl)) is called 
“ten thousand years ice cave” by local people. It is located in the shaded slope of 
Guancen Mountain, Ningwu County, and Shanxi Province. The host rock consists 
of Ordovician Majiagou limestone, dolomitic limestone, argillaceous dolomite, and 
thin brecciated limestone and is densely fractured [22].

As a part of Ningwu National Geological Park, Ningwu ice cave is an important 
tourist attraction. Above 1500 visitors enter the cave per day from May to October. 
It has only a single entrance. People can walk into the inside of the cave by wooden 
spiral stairs. Ice covers the host rock almost completely. Ice stalactites and ice 
stalagmites can be found in all parts of the cave (Figure 1a).

In order to investigate the fine geometry of Ningwu ice cave, a classic geo-
physical exploration (using magnetotelluric measurement) was carried out and 
produced a high-resolution two-dimensional vertical cross-section of the ice cave 
[22] (Figure 1b). Figure 1b illustrates a bowling pin-shaped room, and the cave 
space is about 85 m depth. The widest part is in the middle of the cave with a width 
of 20 m.

The outside of Ningwu ice cave keeps a temperate climate. From June to 
September, the mean air temperature is about 14.6°C, and the average annual air 
temperature is 2.3°C [20]. The nearest meteorological station to Ningwu ice cave 
is Wuzhai station (about 320 m lower than Ningwu ice cave), at which the daily 
temperature was measured continuously from 1957 to 2008. We averaged the 
observational air temperature at Wuzhai meteorological station to get the annual 
temperature and then derived the mean annual temperature at Wuzhai station. The 
difference between the average annual air temperature at Ningwu ice cave and that 
at Wuzhai station can be calculated. Finally, we obtained the annual temperature 
variation outside Ningwu ice cave through reducing the annual temperature at 
Wuzhai station by the difference.
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2.2 Zibaishan ice cave

Zibaishan ice cave (33.7°N, 106.68°E; 2450 m asl) was found in August 2015, and 
it is located in the shaded slope of Zibai Mountain, Liuba County, Shanxi Province. 
Fieldwork was conducted in May 2016, and then the geometry and temperature 
profile of the ice cave was measured. The measurements are shown in Figure 2a. 
The cave space has a depth of about 90 m. The widest part is at the bottom with a 
width above 25 m.

Zibaishan ice cave, located in Zibaishan National Forest Park, is also a major 
tourist attraction. Most of the tourists only visited the opening of the ice cave, and 
a few experienced adventurers with professional climbing equipment could reach 
the interior of the ice cave. Consequently, Zibaishan ice cave maintained better 
natural environments (because of little artificial effects) than Ningwu ice cave. Ice 
deposits of the ice cave mainly included two parts: (1) ice cone which has a diam-
eter of 25 m and a height of 16 m (Figure 2b) and (2) ice stalactites (Figure 2c). 
Ice deposits covered wall rocks of the ice cave partially. The host rock consists of 
limestone.

The outside of Zibaishan ice cave belongs to the warm temperate zone and 
humid monsoon section. The external annual mean air temperature is 11.5°C, and 
the frost-free period is 214 days per year [23]. Generally, ice deposits could not be 
preserved under such a temperate environment. Therefore, there must be some 
special cooling mechanisms of Zibaishan ice cave.

2.3 Wudalianchi ice cave

There are two ice caves at Wudalianchi National Geological Park (48.647°, 
126.25°, 400 m asl), Heilongjiang Province: one is Bailong (means white dragon; 
also named Dixiabinghe) ice cave, and another is Shuijinggong (means crystal 
palace) ice cave.

We conducted simple field work on Bailong ice cave in August 2012. The host 
rock is basalt. Dense fractures developed near the entrance. Basaltic pillars can 
be seen within the cave. The farthest distance we can reach is about 270 m from 

Figure 1. 
2D geometry of Ningwu ice cave based on geophysical exploration [22] (a) and its interior (b).
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Figure 3. 
Top view (a) and geological radar profile (b) of Bailong ice cave at Wudalianchi National Geological Park 
(modified from [24]).

Figure 2. 
The space and interior of Zibaishan ice cave (modified from [23]). (a) The geometry and temperature profile, 
(b) ice cone and ice stalactites, (c) ice stalactites.
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the entrance of the ice cave. Wang and Zhu measured the geometry and basaltic 
fracture of Bailong ice cave by applying geological radar (the antenna frequency 
is 40 MHz) [24] (Figure 3). From the radar profile (Figure 3b), we can see that 
seven large fractures with the same dip direction were developed above the ice 
cave.

Bailong ice cave was not a pure natural ice cave, but ice blocks were moved 
into the cave to decorate it, and thus its natural conditions were destroyed. The 
temperature in the ice cave was about −2°C in August 2012. Shuijinggong ice cave is 
much smaller than Bailong ice cave but with more man-made ice block which was 
used to decorate it. Therefore, it is difficult to obtain any natural information from 
Shuijinggong ice cave.

3. Formation of cave

Caves must be developed before the formation of their internal ice. Cave geom-
etry mainly depended on the lithology of their wall rocks. Two types of lithology 
were involved in these three ice caves: limestone and basalt.

3.1 Limestone as the host rock

The host rock of Ningwu ice cave and Zibaishan ice cave mainly consists of 
limestone. Limestone is composed of calcium carbonate which is an unsteady mate-
rial and could be readily dissolved. Limestone areas could become karst landform 
under wet and warm climate in the geological period. The limestone cave developed 
predominantly in the perpendicular direction, for example, Ningwu ice cave and 
Zibaishan ice cave. Generally, the karst region is not suitable for ice preservation. 
Ice preservation in karst cave may indicate the climate change from warm to cold 
globally or the presence of incomprehensible cooling mechanisms locally.

3.2 Basalt as the host rock

Basaltic caves (often as tubes) were formed in the process of the viscous lava 
flow, for example, Wudalianchi ice cave. Mechanical stability of lava tubes depends 
on their size (diameter), buried depth, and geometry in the cooling period. We 
conducted a series of two-dimensional thermo-elastic finite element calculations to 
estimate the effects of these three controlling factors [25].

Figure 4 shows the principle stress distributions around a lava tube of diameter 
10 m at the last computing time step. It can be seen from Figure 4a that the largest 
maximum principal stress is at the top and bottom sides of the lava tube, and it is 
tensile stress. The left and right sides are also tensile stresses, but the magnitude is 
much smaller. Figure 4b is the minimum principal stress distribution. Obviously, 
the minimum principal stress of the upper and lower sides of the lava tube is tensile 
stress, while that of the left and right sides is compressive stress, and the magnitude 
of the stress around the lava tube is equal. These modeling results reveal that the 
most vulnerable place of the lava tube is on the top and bottom, and the rupture 
type is tension rupture.

We investigated three controlling factors (diameter, depth, and geometry) of 
lava tubes in the cooling period by FEM method, and the modeling results were 
illustrated in Figure 5. At the last time step, maximum principal stress of Figure 5a 
(normal lava tube) is smaller than that of Figure 5b (bigger lava tube), implying 
bigger lava tubes were easier ruptured. Similarly, lave tubes with larger buried 



Earth Crust

88

Figure 3. 
Top view (a) and geological radar profile (b) of Bailong ice cave at Wudalianchi National Geological Park 
(modified from [24]).

Figure 2. 
The space and interior of Zibaishan ice cave (modified from [23]). (a) The geometry and temperature profile, 
(b) ice cone and ice stalactites, (c) ice stalactites.
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estimate the effects of these three controlling factors [25].
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10 m at the last computing time step. It can be seen from Figure 4a that the largest 
maximum principal stress is at the top and bottom sides of the lava tube, and it is 
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much smaller. Figure 4b is the minimum principal stress distribution. Obviously, 
the minimum principal stress of the upper and lower sides of the lava tube is tensile 
stress, while that of the left and right sides is compressive stress, and the magnitude 
of the stress around the lava tube is equal. These modeling results reveal that the 
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type is tension rupture.

We investigated three controlling factors (diameter, depth, and geometry) of 
lava tubes in the cooling period by FEM method, and the modeling results were 
illustrated in Figure 5. At the last time step, maximum principal stress of Figure 5a 
(normal lava tube) is smaller than that of Figure 5b (bigger lava tube), implying 
bigger lava tubes were easier ruptured. Similarly, lave tubes with larger buried 
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depth would be easier ruptured than normal ones (Figure 5c). Elliptical lava tubes 
would be more stable than normal lava tubes (Figure 5d).

4. Formation of ice deposit

After caves were formed, ice may be generated gradually in a suitable climate. 
For basaltic cave (or lava tube), there may be a clear time boundary between cave 
formation and ice formation, because lava tubes are steady in water circulation. For 
limestone cave, there is no such clear time boundary due to limestone instability in 
wet environments during the geological period.

4.1 Qualitative analysis of cave cooling by air convection

There are variable hypotheses about the preservation mechanism of ice body in 
Ningwu ice cave. Chen [21] proposed that there is a “cold source” below Ningwu ice 
cave, which generates the negative geothermal anomaly and then preserves the ice 

Figure 4. 
Principle stress distributions around the lava tube. (a) Maximum principal stress and (b) minimum principal 
stress (modified from [25]).

Figure 5. 
Maximum principal stresses at the top (dashed line) and bottom (solid line) side of a normal (a), a bigger (b), 
a deeper (c), and an elliptical (d) lava tube, respectively. The normal lava tube with 10 m diameter and 5 m 
buried depth. The bigger lava tube with 16 m diameter and 5 m buried depth. The deeper lava tube with 10 m 
diameter and 8 m buried depth. The elliptical lave tube with 12 m long axis, 8 m short axis, and 5 m buried 
depth (modified from [25]).
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body. Meng et al. [20] ascribed the existence of ice deposit to the combined effect 
of multiple factors, i.e., geographical location, the “icehouse effect,” the “chimney 
effect,” and the “thermal effect” produced by the ice deposit and the “millennial 
volcano.” Unfortunately, they did not supply more details on these factors. Gao et al. 
[19] considered two aspects, terrain and climate, and proposed that far more cold 
air than warm air entered the region, and thus the ice cave stayed cold over a year. 
The subsurface temperature usually rises with depth at a geothermal gradient of 
1.0–3.0°C (100 m)−1 [26], which cannot support a permanent “cold source” under-
ground. Furtherly, even if a cold region had somehow formed, it would be warmed 
up by the geothermal flux through the geological period, because the host rock suc-
cessively transfer heat energy to the “cold source.” At another point, it is a temperate 
climate outside of the cave. It is difficult to maintain ice deposit in a warm climate 
without an efficient cooling mechanism. Therefore, we proposed that there must 
be a sustainable and efficient mechanism to remove the heat from underneath and 
ensure the existence of the ice deposit.

There is an annual cyclic variation on the air temperature outside Ningwu ice 
cave: it is warmer than the inside temperature in spring, summer, and autumn, but 
colder in winter. Because Ningwu ice cave has only a single opening at the top of 
the cave, cold air of the ice cave could be relatively heavy in spring, summer, and 
autumn and sinks into the bottom of the cave. Thus, it will not generate air natural 
thermal convection. In these three seasons, heat energy is transferred by conduction 
from outside down to the ice cave and from wall rock because of the terrestrial heat 
flux. Thermal conductivities are low for either wall rock (limestone) or air, and thus 
the conductive heat transfer efficiency is low. Consequently, the energy conducted 
to the inside of ice cave in these three seasons is quite limited. However, in winter, 
it is colder than the inside of the cave, and thus the air outside of ice cave could 
be heavier than the inside. Gravitational instability is generated, and air thermal 
convection could occur. The outside cold air promptly flows into the cave to cool it 
down, and it removes the heat energy out of the cave, which is conducted into the 
cave from the host rock and through the opening in spring, summer, and autumn. 
Convective heat transfer is much more efficient than conduction; therefore, the heat 
energy convected out of the cave in winter is enough to balance the heat conducted 
into the cave year-round. The annual heat budget of income and output is balanced, 
so the cave would be in a cyclic state with very small temperature fluctuations, and 
the average temperature is always lower than 0°C; thus ice deposits in the ice cave 
can be kept.

Studies in Zibaishan and Wudalianchi ice caves were still at a relatively low level 
by far. We proposed that similar air convection cooling could occur in these two ice 
caves.

4.2 Quantitative calculation of ice forming and melting

Accurately, ice forming and melting in caves include at least three physical 
processes: water flow in porous media (limestone), natural convection of low 
viscous material (air), and water-ice phase change. The numerical simulation of 
each process involves complex mathematical method, especially the second physical 
process. Based on some assumptions, an equivalent method was used to deal with 
air natural convection [27].

4.2.1 Basic ideas of simulation

Two heat transfer processes must be considered to interpret the existence of ice 
deposits in Ningwu ice cave, i.e., thermal conduction and convection. The water-ice 
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depth would be easier ruptured than normal ones (Figure 5c). Elliptical lava tubes 
would be more stable than normal lava tubes (Figure 5d).

4. Formation of ice deposit

After caves were formed, ice may be generated gradually in a suitable climate. 
For basaltic cave (or lava tube), there may be a clear time boundary between cave 
formation and ice formation, because lava tubes are steady in water circulation. For 
limestone cave, there is no such clear time boundary due to limestone instability in 
wet environments during the geological period.

4.1 Qualitative analysis of cave cooling by air convection

There are variable hypotheses about the preservation mechanism of ice body in 
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diameter and 8 m buried depth. The elliptical lave tube with 12 m long axis, 8 m short axis, and 5 m buried 
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body. Meng et al. [20] ascribed the existence of ice deposit to the combined effect 
of multiple factors, i.e., geographical location, the “icehouse effect,” the “chimney 
effect,” and the “thermal effect” produced by the ice deposit and the “millennial 
volcano.” Unfortunately, they did not supply more details on these factors. Gao et al. 
[19] considered two aspects, terrain and climate, and proposed that far more cold 
air than warm air entered the region, and thus the ice cave stayed cold over a year. 
The subsurface temperature usually rises with depth at a geothermal gradient of 
1.0–3.0°C (100 m)−1 [26], which cannot support a permanent “cold source” under-
ground. Furtherly, even if a cold region had somehow formed, it would be warmed 
up by the geothermal flux through the geological period, because the host rock suc-
cessively transfer heat energy to the “cold source.” At another point, it is a temperate 
climate outside of the cave. It is difficult to maintain ice deposit in a warm climate 
without an efficient cooling mechanism. Therefore, we proposed that there must 
be a sustainable and efficient mechanism to remove the heat from underneath and 
ensure the existence of the ice deposit.

There is an annual cyclic variation on the air temperature outside Ningwu ice 
cave: it is warmer than the inside temperature in spring, summer, and autumn, but 
colder in winter. Because Ningwu ice cave has only a single opening at the top of 
the cave, cold air of the ice cave could be relatively heavy in spring, summer, and 
autumn and sinks into the bottom of the cave. Thus, it will not generate air natural 
thermal convection. In these three seasons, heat energy is transferred by conduction 
from outside down to the ice cave and from wall rock because of the terrestrial heat 
flux. Thermal conductivities are low for either wall rock (limestone) or air, and thus 
the conductive heat transfer efficiency is low. Consequently, the energy conducted 
to the inside of ice cave in these three seasons is quite limited. However, in winter, 
it is colder than the inside of the cave, and thus the air outside of ice cave could 
be heavier than the inside. Gravitational instability is generated, and air thermal 
convection could occur. The outside cold air promptly flows into the cave to cool it 
down, and it removes the heat energy out of the cave, which is conducted into the 
cave from the host rock and through the opening in spring, summer, and autumn. 
Convective heat transfer is much more efficient than conduction; therefore, the heat 
energy convected out of the cave in winter is enough to balance the heat conducted 
into the cave year-round. The annual heat budget of income and output is balanced, 
so the cave would be in a cyclic state with very small temperature fluctuations, and 
the average temperature is always lower than 0°C; thus ice deposits in the ice cave 
can be kept.

Studies in Zibaishan and Wudalianchi ice caves were still at a relatively low level 
by far. We proposed that similar air convection cooling could occur in these two ice 
caves.

4.2 Quantitative calculation of ice forming and melting

Accurately, ice forming and melting in caves include at least three physical 
processes: water flow in porous media (limestone), natural convection of low 
viscous material (air), and water-ice phase change. The numerical simulation of 
each process involves complex mathematical method, especially the second physical 
process. Based on some assumptions, an equivalent method was used to deal with 
air natural convection [27].

4.2.1 Basic ideas of simulation

Two heat transfer processes must be considered to interpret the existence of ice 
deposits in Ningwu ice cave, i.e., thermal conduction and convection. The water-ice 
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phase change can reduce the rate of temperature change. So the phase change 
should be taken into account. The conducting process is governed by conduction 
equation, which is relatively easy to be computed, while for the convection process, 
the convection pattern of air and its thermal consequences are hard to determine 
exactly, because of the complicated geometry of the ice cave and complex varying 
boundary conditions. In consideration of this, a broadly used, simplified approach 
is applied in this study: evaluation of Nusselt number (Nu) and solving the conduc-
tive equation by introducing an equivalent thermal conductivity of the convecting 
air. For an upright circular tube, the physical relation between the temperature 
difference of the top and the bottom and Nu can be evaluated by adopting the 
experimental relation of natural convection. The enthalpy method can be adapted 
to compute the ice-water phase change.

In every computing time step of our modeling process, it is judged whether air con-
vection occurs according to the temperature difference between the top and the bottom 
of the cave. If there is no convection, the simple conduction problem will be solved, 
while if convection occurs, an effective conductivity is used in the conduction equation.

4.2.2 Equivalent thermal conductivity

The heat conduction equation and enthalpy method for dealing with water-ice 
phase change were detailed in our previous work [27]. Equivalent thermal conduc-
tivity method was a key point of computing and was shown as follows:

Nu is defined as the ratio of convection heat transfer to pure conduction heat 
transfer under the same conditions. The efficiency of energy transfer is Nu times 
greater than the conductive efficiency under the same conditions. Therefore, an 
equivalent thermal conductivity can be introduced, which is Nu times greater than 
the air thermal conductivity [28]. Nu is related to physical properties (e.g., viscos-
ity and conductivity of air), to the temperature difference of air at the top and the 
bottom of the cave, and also to the 

geometry of the cave.
Ningwu ice cave can be evaluated by an upright circular tube. For an upright 

circular tube, Nu can be calculated based on experimental fluid thermodynamics 
studies. Once Eq. (1) is satisfied [29, 30] (the case for Ningwu ice cave), the natural 
convection heat transfer relation [29, 31] can be expressed as Eq. (2):

  d / h   ≥   35 /  Gr   1/4   (1)

   Nu  m     =   C   (Gr ⋅ Pr)   m  n    (2)

where d and h in Eqs. (1) and (2) are the diameter and the height of a circular 
tube respectively; Num is the Nusselt number; Pr is the Prandtl number and is 
dependent only on the material, e.g., Pr is 0.7 of air; and C and n are constants, the 
values of which are shown in Table 1.

Gr is the Grashof number:

  Gr = gβΔT  l   3  /  υ   2   (3)

where g is the acceleration of gravity, β is the coefficient of cubical expansion, 
ΔT is a temperature difference, l is a characteristic length, and υ is the coefficient 
of kinematic viscosity. The values are g = 9.8 m s−2, β = 3.67 × 10−3 k−1, l = 80 m, and 
υ = 13.30 × 10−6 m2 s−1 and are substituted into Eq. (3) to obtain
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  Gr   =   1.041 ×  10   14  ΔT  (4)

According to Eq. (4), once the temperature difference is only 10−3°C, Gr can 
reach 1.041 × 1011. Based on Table 1, we infer that natural convection could occur 
and the fluid state of air is a turbulent flow. The relation between Nu to the tem-
perature difference can be obtained when relevant parameters are substituted into 
Eq. (2):

  Nu   =   11000   (0.0740ΔT)    1/3   (5)

In other cases, Eq. (1) may be not satisfied; corresponding experimental physical 
relations can also be found in this literature [30, 32–33].

Although we took Ningwu ice cave as an example to show the equivalent thermal 
conductivity method, the method could be used directly to Zibaishan ice cave. 
Because Zibaishan ice cave is a typical upright circular tube.

4.2.3 Simulated results of ice deposit forming and melting

There is an annually periodic change on the air temperature outside of Ningwu 
ice cave. Therefore, the air temperature inside the ice cave would show a periodic 
fluctuation corresponding to the heat conduction and convective processes. The 
evolution of the air temperature at the bottom of the ice cave is shown in Figure 6.

Figure 6a represents the air temperature evolution in Ningwu ice cave during 
its initial 16 years of the formation process of ice deposit. It can be seen that the air 
temperature in the cave rises in three seasons (spring, summer, and autumn) and 
drops in winter only, showing annually periodic variation. The air temperature of 
Ningwu ice cave drops promptly in winter while rises slowly in other three seasons 
(spring, summer, and autumn), because the efficiency of heat transfer in these 
three seasons is much lower than that in winter. If the water-ice phase change 
process was considered (black line), the dropped rate of air temperature in sum-
mer is smaller than that without the water-ice phase change (red line), because 
the latent heat of the water-ice phase change is required to melt ice near the cave 
entrance, thus delaying the conduction of heat energy to the bottom of the cave, 
while the convective cooling in winter is so efficient that the temperature difference 
is minimized. The temperature decreases below 0°C all year-round after winter 
cooling for about 5 years. That means the permanent cave ice deposit can be formed 
and then maintained after winter cooling for about 5 years.

Figure 6b represents the annual cave air temperature periodic fluctuations for 
the case where the heat transfer process has lasted two centuries, long enough to 
have evolved to a quasi-stable cyclic state. The amplitude of the cave air tempera-
ture fluctuation is about 1.0°C (from −3.9 to −2.9°C). Ningwu ice cave has been 

Table 1. 
Gr number and constant for different flow types [28].
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phase change can reduce the rate of temperature change. So the phase change 
should be taken into account. The conducting process is governed by conduction 
equation, which is relatively easy to be computed, while for the convection process, 
the convection pattern of air and its thermal consequences are hard to determine 
exactly, because of the complicated geometry of the ice cave and complex varying 
boundary conditions. In consideration of this, a broadly used, simplified approach 
is applied in this study: evaluation of Nusselt number (Nu) and solving the conduc-
tive equation by introducing an equivalent thermal conductivity of the convecting 
air. For an upright circular tube, the physical relation between the temperature 
difference of the top and the bottom and Nu can be evaluated by adopting the 
experimental relation of natural convection. The enthalpy method can be adapted 
to compute the ice-water phase change.

In every computing time step of our modeling process, it is judged whether air con-
vection occurs according to the temperature difference between the top and the bottom 
of the cave. If there is no convection, the simple conduction problem will be solved, 
while if convection occurs, an effective conductivity is used in the conduction equation.

4.2.2 Equivalent thermal conductivity

The heat conduction equation and enthalpy method for dealing with water-ice 
phase change were detailed in our previous work [27]. Equivalent thermal conduc-
tivity method was a key point of computing and was shown as follows:

Nu is defined as the ratio of convection heat transfer to pure conduction heat 
transfer under the same conditions. The efficiency of energy transfer is Nu times 
greater than the conductive efficiency under the same conditions. Therefore, an 
equivalent thermal conductivity can be introduced, which is Nu times greater than 
the air thermal conductivity [28]. Nu is related to physical properties (e.g., viscos-
ity and conductivity of air), to the temperature difference of air at the top and the 
bottom of the cave, and also to the 

geometry of the cave.
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circular tube, Nu can be calculated based on experimental fluid thermodynamics 
studies. Once Eq. (1) is satisfied [29, 30] (the case for Ningwu ice cave), the natural 
convection heat transfer relation [29, 31] can be expressed as Eq. (2):

  d / h   ≥   35 /  Gr   1/4   (1)

   Nu  m     =   C   (Gr ⋅ Pr)   m  n    (2)

where d and h in Eqs. (1) and (2) are the diameter and the height of a circular 
tube respectively; Num is the Nusselt number; Pr is the Prandtl number and is 
dependent only on the material, e.g., Pr is 0.7 of air; and C and n are constants, the 
values of which are shown in Table 1.

Gr is the Grashof number:

  Gr = gβΔT  l   3  /  υ   2   (3)

where g is the acceleration of gravity, β is the coefficient of cubical expansion, 
ΔT is a temperature difference, l is a characteristic length, and υ is the coefficient 
of kinematic viscosity. The values are g = 9.8 m s−2, β = 3.67 × 10−3 k−1, l = 80 m, and 
υ = 13.30 × 10−6 m2 s−1 and are substituted into Eq. (3) to obtain
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  Gr   =   1.041 ×  10   14  ΔT  (4)

According to Eq. (4), once the temperature difference is only 10−3°C, Gr can 
reach 1.041 × 1011. Based on Table 1, we infer that natural convection could occur 
and the fluid state of air is a turbulent flow. The relation between Nu to the tem-
perature difference can be obtained when relevant parameters are substituted into 
Eq. (2):

  Nu   =   11000   (0.0740ΔT)    1/3   (5)

In other cases, Eq. (1) may be not satisfied; corresponding experimental physical 
relations can also be found in this literature [30, 32–33].

Although we took Ningwu ice cave as an example to show the equivalent thermal 
conductivity method, the method could be used directly to Zibaishan ice cave. 
Because Zibaishan ice cave is a typical upright circular tube.

4.2.3 Simulated results of ice deposit forming and melting

There is an annually periodic change on the air temperature outside of Ningwu 
ice cave. Therefore, the air temperature inside the ice cave would show a periodic 
fluctuation corresponding to the heat conduction and convective processes. The 
evolution of the air temperature at the bottom of the ice cave is shown in Figure 6.

Figure 6a represents the air temperature evolution in Ningwu ice cave during 
its initial 16 years of the formation process of ice deposit. It can be seen that the air 
temperature in the cave rises in three seasons (spring, summer, and autumn) and 
drops in winter only, showing annually periodic variation. The air temperature of 
Ningwu ice cave drops promptly in winter while rises slowly in other three seasons 
(spring, summer, and autumn), because the efficiency of heat transfer in these 
three seasons is much lower than that in winter. If the water-ice phase change 
process was considered (black line), the dropped rate of air temperature in sum-
mer is smaller than that without the water-ice phase change (red line), because 
the latent heat of the water-ice phase change is required to melt ice near the cave 
entrance, thus delaying the conduction of heat energy to the bottom of the cave, 
while the convective cooling in winter is so efficient that the temperature difference 
is minimized. The temperature decreases below 0°C all year-round after winter 
cooling for about 5 years. That means the permanent cave ice deposit can be formed 
and then maintained after winter cooling for about 5 years.

Figure 6b represents the annual cave air temperature periodic fluctuations for 
the case where the heat transfer process has lasted two centuries, long enough to 
have evolved to a quasi-stable cyclic state. The amplitude of the cave air tempera-
ture fluctuation is about 1.0°C (from −3.9 to −2.9°C). Ningwu ice cave has been 

Table 1. 
Gr number and constant for different flow types [28].
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opened to tourists, and about 1500 tourists visited the cave per day from May to 
October. Consequently, the cave air temperature has been disturbed. The lowest air 
temperature inside the cave was −1.5°C by our in situ measurement on 5 June 2012. 
Through the record in the literature, the actual measured inside air of the ice cave 
ranges between −1.0 [20], −4.0, and −6.0°C [19]. The inconsistent measurements 
may be contributed to variable measuring methods, measuring time and measur-
ing positions. Similar to what is illustrated in Figure 6a, the cave air temperature 
shows annually periodic fluctuation. The overall rising rate of cave air temperature 
is lower than its dropping rate, resulting from variable heat transfer efficiency of 
conduction and convection. The variation on cave air temperature of the model 
with the water-ice phase change considered (black line) is almost the same as 
that without the water-ice phase change considered (red line). The reason is that, 
although the water-ice phase change was considered at the computation, the ice 
deposit temperature could be always maintained below 0°C when it reaches a quasi-
stable cyclic state, and thus no water-ice phase change actually occurred.

The ice deposit in Ningwu ice cave would be melted if there is no air heat 
convection in winter. Taken the temperature distribution at 220 years (Figure 6b) 
as initial temperature, the evolution of temperature distribution can be computed 
with or without considering the water-ice phase change effects. The relatively 
modeling results are presented in Figure 7 as a black line and a red line, respectively. 
They are the same when the air temperature is below the water-ice phase change 
temperature. However, the ice deposit body takes much longer to be thawed when 
the water-ice latent heat of melting is taken into account than when it is not con-
sidered. It takes 37 years to melt all of ice deposit with the water-ice phase change, 
while Ningwu ice deposit may be melted completely within 23 years without the 
water-ice phase change.

4.3 Dynamic balance of water-ice and energy

Water and ice of Ningwu ice cave may be in a dynamic equilibrium state. Ice 
stalactites and ice stalagmites (Figure 1a) can be found everywhere inside of 
Ningwu ice cave. The observation indicates that water infiltrates into Ningwu 
ice cave through fractures of limestone throughout the year and then forms ice 
deposit. Meanwhile, ice deposit at the bottom of Ningwu ice cave could be melted 
under geothermal flow, and then the produced water infiltrates into places beneath 
Ningwu ice cave. There are no direct observations to support this inference. This 
hypothesis may be correct, because of the conservation of water.

The Rayleigh number (Ra, a dimensionless number) is related to the buoy-
ancy-driven flow. When Ra is below a critical value of that fluid, heat energy is 

Figure 6. 
Ice deposit forming process of Ningwu ice cave. (a) Initial stage of the formation process and (b) quasi-stable 
stage.
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predominantly transferred by conduction; if Ra exceeds the critical value, heat 
energy is mainly transferred by the air natural convection. We proposed that the evo-
lution of ice deposit in Ningwu ice cave is a typical self-regulating process. When too 
much ice deposit accumulates in the cave, then the cavity will become small gradually. 
Thus, Ra and Nu will be reduced, meaning the freezing efficiency decreases, result-
ing in some of the cave ice deposit melting. Ice deposit melting will lead the cavity 
to become large, and thus the corresponding Ra and Nu will be risen. This implies 
that the freezing efficiency will increase and ice deposit in Ningwu ice cave will grow 
again.

We proposed that Zibaishan ice cave may be also a self-regulating system, 
controlled by air natural convection between inside and outside of the ice cave.

5. Discussion

In spring, summer, and autumn, heat energy was transferred into Ningwu 
ice cave through air and wall rock by thermal conduction, resulting in increasing 
the air temperature of the ice cave limitedly, because the efficiency of conduc-
tion is relatively low. But in winter, the air temperature of the ice cave decreases 
promptly, caused by air natural thermal convection. The water-ice phase change 
buffers the energy exchange. Considering these physical mechanisms, the modeling 
results present that (1) starting from a normal ground temperature distribution, a 
year-round ice deposit will be produced in the cave within a decade, about 5 years 
(Figure 6a), and the air temperature of the cave will drop gradually for more than 
a century, and also that (2) the air temperature of the ice cave will finally reach a 
quasi-stable cyclic state and will vary within a certain range (less than 1.0°C, from 
−3.9 to −2.9°C). At this stage, the annual total heat energy conducted into the cave 
and the heat energy removed from the cave by air natural convection are balanced.

Installing an airtight door at a cave entrance is what the Wudalianchi National 
Geological Park has done to “prevent” the ice deposit from melting every night 
during the tourist season and the entire winter. When the cave airtight door is 
closed, in fact, the air convection in winter is blocked. Consequently, cold air can-
not enter the cave and cannot remove heat energy from the cave. Accumulation of 
heat energy conducted by air and rock will eventually cause the ice deposit to melt 
in Wudalianchi cave. Our modeling results present that it takes less than 40 years 
to completely melt the whole ice deposit in the cave. This means that Ningwu ice 
cave is probably not undergoing melting of the ice deposit at present. This study 

Figure 7. 
Illustration of internal temperature evolution of ice cave while ice deposit is melting.
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opened to tourists, and about 1500 tourists visited the cave per day from May to 
October. Consequently, the cave air temperature has been disturbed. The lowest air 
temperature inside the cave was −1.5°C by our in situ measurement on 5 June 2012. 
Through the record in the literature, the actual measured inside air of the ice cave 
ranges between −1.0 [20], −4.0, and −6.0°C [19]. The inconsistent measurements 
may be contributed to variable measuring methods, measuring time and measur-
ing positions. Similar to what is illustrated in Figure 6a, the cave air temperature 
shows annually periodic fluctuation. The overall rising rate of cave air temperature 
is lower than its dropping rate, resulting from variable heat transfer efficiency of 
conduction and convection. The variation on cave air temperature of the model 
with the water-ice phase change considered (black line) is almost the same as 
that without the water-ice phase change considered (red line). The reason is that, 
although the water-ice phase change was considered at the computation, the ice 
deposit temperature could be always maintained below 0°C when it reaches a quasi-
stable cyclic state, and thus no water-ice phase change actually occurred.

The ice deposit in Ningwu ice cave would be melted if there is no air heat 
convection in winter. Taken the temperature distribution at 220 years (Figure 6b) 
as initial temperature, the evolution of temperature distribution can be computed 
with or without considering the water-ice phase change effects. The relatively 
modeling results are presented in Figure 7 as a black line and a red line, respectively. 
They are the same when the air temperature is below the water-ice phase change 
temperature. However, the ice deposit body takes much longer to be thawed when 
the water-ice latent heat of melting is taken into account than when it is not con-
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4.3 Dynamic balance of water-ice and energy
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deposit. Meanwhile, ice deposit at the bottom of Ningwu ice cave could be melted 
under geothermal flow, and then the produced water infiltrates into places beneath 
Ningwu ice cave. There are no direct observations to support this inference. This 
hypothesis may be correct, because of the conservation of water.

The Rayleigh number (Ra, a dimensionless number) is related to the buoy-
ancy-driven flow. When Ra is below a critical value of that fluid, heat energy is 

Figure 6. 
Ice deposit forming process of Ningwu ice cave. (a) Initial stage of the formation process and (b) quasi-stable 
stage.

95

A Review of Chinese Ice Caves
DOI: http://dx.doi.org/10.5772/intechopen.89178

predominantly transferred by conduction; if Ra exceeds the critical value, heat 
energy is mainly transferred by the air natural convection. We proposed that the evo-
lution of ice deposit in Ningwu ice cave is a typical self-regulating process. When too 
much ice deposit accumulates in the cave, then the cavity will become small gradually. 
Thus, Ra and Nu will be reduced, meaning the freezing efficiency decreases, result-
ing in some of the cave ice deposit melting. Ice deposit melting will lead the cavity 
to become large, and thus the corresponding Ra and Nu will be risen. This implies 
that the freezing efficiency will increase and ice deposit in Ningwu ice cave will grow 
again.

We proposed that Zibaishan ice cave may be also a self-regulating system, 
controlled by air natural convection between inside and outside of the ice cave.

5. Discussion

In spring, summer, and autumn, heat energy was transferred into Ningwu 
ice cave through air and wall rock by thermal conduction, resulting in increasing 
the air temperature of the ice cave limitedly, because the efficiency of conduc-
tion is relatively low. But in winter, the air temperature of the ice cave decreases 
promptly, caused by air natural thermal convection. The water-ice phase change 
buffers the energy exchange. Considering these physical mechanisms, the modeling 
results present that (1) starting from a normal ground temperature distribution, a 
year-round ice deposit will be produced in the cave within a decade, about 5 years 
(Figure 6a), and the air temperature of the cave will drop gradually for more than 
a century, and also that (2) the air temperature of the ice cave will finally reach a 
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Installing an airtight door at a cave entrance is what the Wudalianchi National 
Geological Park has done to “prevent” the ice deposit from melting every night 
during the tourist season and the entire winter. When the cave airtight door is 
closed, in fact, the air convection in winter is blocked. Consequently, cold air can-
not enter the cave and cannot remove heat energy from the cave. Accumulation of 
heat energy conducted by air and rock will eventually cause the ice deposit to melt 
in Wudalianchi cave. Our modeling results present that it takes less than 40 years 
to completely melt the whole ice deposit in the cave. This means that Ningwu ice 
cave is probably not undergoing melting of the ice deposit at present. This study 
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also suggests that scientific management is significant for sustainable application of 
natural resources. Otherwise, well-meaning acts such as installing a door to com-
pletely seal the entrance will actually destroy the ice cave in a few decades.

We expect that no airtight door will be fixed at Zibaishan ice cave entrance and 
few people enter the ice cave before comprehensive and detailed studies, avoiding 
affecting its natural conditions.

6. Conclusion

This chapter has described three famous ice caves in China, i.e., Ningwu ice cave, 
Zibaishan ice cave, and Wudalianchi ice cave. We reviewed quantitative analysis of 
the formation and preservation mechanism of an ice deposit in Ningwu ice cave, a 
quasi-static ice cave. The systematic FEM computing leads to the conclusion below: 
the air natural convection in winter is the crucial controlling factor for forming 
and sustaining the ice deposit in the cave and can cool the ice cave efficiently. Heat 
transfer by conduction in spring, summer, and autumn is very limited to warm 
up the cave. Water-ice phase change plays an important role in summer and can 
prevent melting of ice. We proposed that Ningwu ice cave and Zibaishan ice cave 
may be a self-regulating system, respectively, controlled by air natural convection 
between inside and outside of the ice caves. We expect that no airtight door will be 
fixed at each ice cave entrance and few people enter the ice cave before comprehen-
sive and detailed studies, avoiding further affecting its natural conditions.
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