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## Preface

Lunar science is in the middle of a small revolution, with now many new countries sending orbiters, landers, and even sample return missions to the moon. Additionally, both governments and private companies are now more and more considering the moon as a base for solar system exploration. With such an increase in attention, lunar science is now encompassing several unified dimensions.

The first is reflected in the section "Early and Inner Moon," which is the science of the moon itself, its initial evolution, its mass center deviation, and methodologies for assessing deformation processes in its deeper layers.

The second is discussed in the section "Lunar Surface and Humans," which looks at how humans can live on the moon, a certainly different perspective to common lunar science. This is a more practical direction that fits a single goal: facilitating or simply enabling the survival of human beings on the surface of the moon for a time period superior to the short-term visits of the Apollo era. To reach that goal, scientific fields of study covering biology and in general the logistics of surviving there are counted, including in-situ resource utilization and the more traditional field of surface mapping.

Yann H. Chemin
JRC, Italy

Section 1

## Introduction

# Introductory Chapter: A Tipping Point for a Return to the Moon 

Yann H. Chemin

## 1. A new economic influx towards a cheaper access to the Moon

We are living at the onset of another return to the Moon, this time during another phase of our planetary development, a more peaceful one. With the rise of private access to space (Table 1), the cost of sending cargo/crew to Low Earth Orbit (LEO) is plummeting, and to add to it, with a rocket relaunch timetable of 15 days. It is a simple corollary to think that the short-term assembly of a large spacecraft in LEO can be done. As a consequence, humanity could reach to the Moon cheaper with logistical support for much longer missions than what was done 50 years ago, during the golden age of Luna and Apollo scientific missions.

Waiting for the wake of the giants and the first manned missions to the Moon (again, at least in this twenty-first century) and through to Mars (Figure 1), the Moon resources have had a new rekindled interest by researchers within the last 20 years with the Clementine and Chandrayaan missions, among others. The Moon, over these two last decades, has become the exploratory ground to missions from different countries, some of them new to space probe building: Israel (Beresheet), India (Chandrayaan-1/Chandrayaan-2), China (Chang'e-1-Chang'e-4), Japan (Kaguya) and European Union (SMART-1). Some of the missions have a lander component (Beresheet, Chandrayaan-2, Chang'e-3/Chang'e-4), and even some have a mobile robotic explorer (Chang'e-3). Surface/elevation mapping, exosphere, radiation and volatile composition are the main subjects of interest for mission controls around the world, besides the engineering proof of work for orbital control, landing automation and sample return. Already China is launching a sample on the far side of the Moon this year (Chang'e-5), India being both an orbiter and a lander (Chandrayaan-2). In 2020, Russia is planning a lander (Luna-25). Finally, in 2021, Japan will also land with its SLIM mission. The number of missions including landing components is steady in these coming years; however, the only known manned mission towards the Moon is EM-2 orbital mission of the USA, planned

| Company | Cargo to LEO | Crew to LEO |
| :--- | :--- | :--- |
| Blue Origin |  | Development |
| Boeing | Operational |  |
| Northrop Grumman Innovation Systems | Retired |  |
| Orbital | Development | Development |
| Sierra Nevada Corporation | Operational | Operational |
| SpaceX |  |  |

Table 1.
Private transport to LEO (operational/development).


Figure 1.
The Global Exploration Roadmap [1].

| Company | Company |
| :--- | :--- |
| Asteroid Mining Corporation Ltd., UK | NEO Resource Atlas |
| Aten Engineering | OffWorld |
| Deep Space Industries | Planetary Resources |
| Kleos Space | Planetoid Mines Company |
| Moon Express | TransAstra |

Table 2.
Asteroid mining companies.
in 2023. This leaves humans on the Moon to another decade probably, unless some country/company wants to make a statement by bringing the element of surprise and precipitating this prospect.

The Moon has several interesting conditions that humanity can use. It has an enhanced slingshot effect to the Earth, coupled with a much lower gravity. Launching into the solar system from the Moon has significant advantages. One of them could develop with the asteroid mining/capture private endeavours (Table 2). Its lack of atmosphere also brings advantages to astronomical observation, more so with a large distributed array [2].

## 2. Humanity near-future: studying the Moon on-site

The prospect of such various interests (and others) having the Moon in the midst of their plans brings also the possibility of surface dwellers. This translates into a new interest in cheaper field survey from surface dwellers [3] giving a vastly deeper geological understanding of the lunar surface elements/processes. This also opens the way for installing seismologic and heat transfer monitoring stations for a more automated monitoring of the Moon interior. Similarly, human health studies will certainly make major strides from the first longer periods on the Moon surface [4, 5].

From water to ${ }^{3}$ Helium [6], various types of useful resources can be extracted and activated if appropriate machinery can be transported on-site or various
processes developed to extract actively/passively useful elements from the regolith. Within that perspective, this already drove the choice of landing the China rover on thorium-rich regolith. It turns out that In Situ Resource Utilisation (ISRU) becomes paramount to improve the residence conditions of humans living (medium or long term) on the Moon.

It may take another 20 years to see some practical set-up of humans actually being on the Moon, taking two generations to reach back to the lunar surface and picking up field research where we prematurely stopped it in the 1970s, with a 70 -year recess. In the meantime, it becomes rather obvious that the Moon is renewed in its aura of the Earth's first harbour to the solar system and the first non-Earth scientific playground.

## Author details

Yann H. Chemin
JRC, Italy
*Address all correspondence to: dr.yann.chemin@gmail.com

## IntechOpen

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/ by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. (c) BY

## References

[1] ISECG. The Global Exploration Roadmap, January 2018. The
International Space Exploration Coordination Group; 2018. https:// www.globalspaceexploration.org/
[2] Crawford IA, Anand M, Cockell CS, Falcke H, Green DA, Jaumann R, et al. Back to the Moon: The scientific rationale for resuming lunar surface exploration. Planetary and Space Science. 2012;74(1):3-14. https://arxiv. org/abs/1206.0749
[3] Crawford IA. Science enabled by a Moon Village. Earth and Planetary Astrophysics. 2017. arXiv:1706.06698. https://arxiv.org/abs/1706.06698
[4] Khan-Mayberry N. The Lunar Environment: Determining the Health Effects of Exposure to Moon Dusts. PhD Dissertation. Houston, TX: NASA; 2007. https://ntrs.nasa.gov/archive/nasa/casi. ntrs.nasa.gov/20070006527.pdf
[5] Linnarsson D, Carpenter J, Fubini B, Gerde P, Karlsson LL, Loftus DJ, et al. Toxicity of lunar dust. Planetary and Space Science. 2012;74(1):57-71. https:// arxiv.org/abs/1206.6328
[6] Crawford IA. Lunar Resources: A Review. Progress in Physical Geography. 2015;39(2):137-167. https://arxiv.org/ abs/1410.6865

Section 2

## Early and Inner Moon

# Initial Evolution of the Moon 

Khachay Yuriy


#### Abstract

The problem of the origin of the Moon is of fundamental importance to understanding the mechanism of the planetary solar system's formation. It is important to know the mechanism of differentiation of substances in a growing planet. When planets are formed from a cold protoplanetary cloud, the matter of the inner regions of the Earth and the Moon remains at temperatures lower than the melting point of iron. The main volume of the matter of the protoplanet remains in its unmelted state, and its differentiation occurs in the formed planet. In this work, attention is paid to the most important internal sources of energy: the decay energy of shortlived isotopes, the dissipation of tidal friction energy, and thermal energy from accidental deposition of bodies and particles on a growing surface. Accounting for these sources provides a solution to the problem.


Keywords: moon matter, composition, age, growth dynamics, numerical models

## 1. Introduction

The study of the evolution of the moon is of exceptional interest for the knowledge of the processes which had occurred and occurred now on the Moon and the Earth, the formation of the internal regions of these bodies. Of undoubted interest is the study of the material composition of the surface of the planetary body nearest to the Earth, which makes it possible to clarify information about the processes in the protoplanetary cloud and the early stages of the accumulation of planets.

Before to the work of descent vehicles on the surface of Mars, the only direct information about the composition of the substance of external bodies was the results of a study of lunar soil, delivered to Earth by Soviet stations Luna-16 and Luna-20 and American astronauts. The geophysical measurements of the gravitational potential and the speed of propagation of seismic waves made it possible to build indirect models of the distribution of the density and velocity sections of the Moon [1]. For the no uniqueness of the geophysical interpretation, estimates of the density distribution and velocity of seismic waves for 1D models of the Moon that are very important for the knowledge of the current state are obtained. The lunar crust is fixed from the surface to a depth of about 55 km . The velocity of longitudinal seismic waves $V_{P}$ increases here to a value of $V_{P}=5.8 \mathrm{~km} / \mathrm{s}$ at a depth of 25 km , then sharply increases at this depth to a value of $6.8 \mathrm{~km} / \mathrm{s}$. Then the velocity increases slowly down to $7 \mathrm{~km} / \mathrm{s}$ up to the 55 km border. This section is called the crust-mantle transition boundary. The surface is marked by a sharp increase in the velocity of $\mathrm{V}_{\mathrm{P}}$ to the value of $\mathrm{V}_{\mathrm{P}}=8.1 \mathrm{~km} / \mathrm{s}$. Then there is a decrease in the velocities $V_{P}$ and Vs to values of $7.8 \mathrm{~km} / \mathrm{s}$ and $4.7 \mathrm{~km} / \mathrm{s}$, respectively, at a depth of 300 m . The layer in the depth interval (55-300) in km is called the upper mantle. In the range of
$300-800 \mathrm{~km}$, called the average mantle, the velocity is reduced to $\mathrm{V}_{\mathrm{P}}=7.5 \mathrm{~km} / \mathrm{s}$ and $\mathrm{V}_{\mathrm{S}}=(3.6-4.0) \mathrm{km} / \mathrm{s}$.

In the lower part of the mantle, transverse waves are not recorded. At a depth of about 1500 km , the mantle-core transition region is fixed, and in the second one, there is a sharp decrease in the propagation velocity of the volume seismic waves to $\mathrm{V}_{\mathrm{P}}=(4-5) \mathrm{km} / \mathrm{s}[2-5]$. In spite of the no uniqueness of the geophysical interpretation, very important results of the density distribution and velocity of seismic waves for 1D models of the Moon had been obtained. The scheme of the seismic velocity model is presented in [1]. The nature of the propagation of seismic waves is very different from that observed in the Earth: the amplitude of oscillations increases sharply, and the decline is observed for (1-4) hours. The lunar crust differs significantly from the earth's crust in its elastic and viscous characteristics. The quality factor (the inverse of the attenuation coefficient) is estimated at 5000, while for the Earth, this estimate is in the range of 100-1000. The seismic activity of the moon is much smaller, about 1015 erg/year, whereas on Earth about 1024 erg/year.

Based on the mineralogical study of the delivered collection of lunar samples, it was established that, unlike the Earth, an early and extensive differentiation of matter took place on the Moon. At the same time, at the early stage of the formation of the Moon, the fractional crystallization of the substance, which formed, possibly, the entire Moon, followed by partial melting of the upper envelope, with a capacity of at least 250 km , occurred. Lunar magma was formed during the entire time of its cooling [6]. The question of the origin and composition of the substance of the moon is of fundamental importance for understanding the processes of formation of the planets of the solar system. Before the occurring of the mega-impact hypothesis, three main mechanisms for the formation of the Moon had been discussed in the literature: (1) the hypothesis of separation of the moon from the earth, (2) the capture hypothesis, and (3) hypothesis of the co-formation or co-accretion of the Earth and the Moon. The disadvantages of these hypotheses are considered in [7]. The idea of separating the substance of the Moon from the Earth was proposed by Darwin in 1880 [8]. Its inconsistency with the laws of celestial mechanics is considered in [9]. As the authors of [9] note, in the event of a rotational instability, which causes the separation of a part of a substance from a rotating body, a smooth separation of a satellite from the main body is impossible. The substance ejected as a result of rotational instability either flies away or returns back [9].

Later Ringwood [10] attempted to modify Darwin's hypothesis by assuming that the material from the Earth's mantle was ejected into the Moon's orbit by strikes of large meteorites. The hypothesis of a joint formation of the Earth and the Moon is considered in [11]. Schmidt [11] assumed that the Moon had accumulated in the vicinity of the growing Earth from a near-Earth swarm of bodies, which was continuously increased from a protoplanetary cloud. As the authors of [12] note, "the hypothesis of O. Yu. Schmidt is based on processes that necessary must take place during the accumulation of the Earth and from the mechanical point of view it seems to be the most promising [12]." However, within the framework of this model, it was not possible to explain the difference in the chemical composition of the Earth and the Moon. The main problem that arose in connection with the thermal state of the Moon is the need to substantiate the source of the early differentiation of matter at the stage of their accumulation. To overcome the difficulties of the three main hypotheses of lunar formation, the mega-impact hypothesis $[13,14]$ was proposed.

In our work, the task was set to construct a numerical model of the Moon accumulation process, in which we would be able to reconcile the experimental obtained data. Taylor [15] believes that if the Earth-Moon system is unique, it is possible that its genesis is unusual and this unusual variant is the hypothesis of the
formation of the Moon as a result of the mega impact, the Earth's collision with a space body of planetary size (with mass of Mars or more). A number of geochemical contradictions that are incompatible with the mega-impact hypothesis are considered by Galimov in [7].

We were faced with the task: using the model of accumulation of the terrestrial planets proposed in papers [16-18], to conduct numerical simulations of the temperature distribution in the interior of the planet for successively increasing with time values of the body radius in the 3D environment and in contrast to the results [18], explore the features of the evolution of primary heterogeneities depending on the rate of accumulation of the second largest body in the "feeding" zone of a growing Earth in a 3D process model. In works [16-18], the proposed model of the heterogeneous accumulation of the Earth, based on a two-stage mechanism for the formation of the pre-planetary of the planet, is presented. It assumes that in the first stage, primary pre-planets are formed, the central part of which consists of the most high-temperature condensates close in composition to the CAI- $\mathrm{Ca}-\mathrm{Al}$ inclusions found in the Allende meteorite. The middle envelope of these pre-planets is represented by an iron-nickel material, which condenses from the gaseous phase following high-aluminum condensates. In the process of growth of primary preplanets, they were heated, as a result of the decay of short-lived radioactive isotopes, the main of which is ${ }^{26} \mathrm{Al}$ with a half decay of $\tau=7.38 \times 10^{5}$ years [19]. The ratio of ${ }^{26} \mathrm{Al} /{ }^{27} \mathrm{Al}$ in protoplanetary matter is estimated to be $5 \times 10^{-5}$ [20]. With this content of ${ }^{26} \mathrm{Al}$, as the mass of the pre-planetary grows, the temperature of their central regions increases, and in the center of the pre-planetary with a radius of more than 200 km , it can reach 2200 K [17]. This is quite enough to melt the $\mathrm{Ca}-\mathrm{Al}$ material in the central part of the core, the melting point of which is 1830 K [1], and the iron-nickel mixture in its middle envelope. The outer envelope of the preplanetary, which transfers heat to the space, will remain solid. Further development of the process of formation of the planets is as follows. In accordance with the accumulation model of Safronov [21], the number of cores formed at the initial stage of the agglomeration process of condensation products is large, and they will often collide with each other. The collision of two pre-planetary with similar sizes, molten aluminosilicate core and middle envelope, folded with iron and a solid silicate outer envelope will lead to their destruction. Medium, molten envelopes in a collision will merge, forming a new pre-planet, the core of which consists of an iron-nickel alloy. The substance of the aluminosilicate core of the primary core will be extruded from their centers and thrown into the feeding zone for new core formed as a result of the collision. The outer hard envelope, the lower part of which could consist of a substance close to the composition of pallasites or ordinary chondrites, will be destroyed, and part of the fragments will also be thrown out of the feeding area of the growing planet. In this way, the metallic core of the Earth and the Moon is formed, and the separation of their chemical reservoirs of the core and the mantle takes place.

## 2. Mathematical modeling of the temperature distribution in the moon at the stage of its accumulation

The model [21] on the formation of planets and their satellites from a protoplanetary cloud is used as the initial one. The results of numerical modeling obtained by us $[16,17]$ showed that already at an early stage of the Earth's accumulation process, heat release during decay by short-lived naturally radioactive elements and above all ${ }^{26} \mathrm{Al}$ is enough to exceed in the protoplanetary dimensions ( $50-100 \mathrm{~km}$ ); a molten central region and a relatively thin, solid, predominantly
silicate upper envelope could be formed. This creates the conditions for the mechanism of differentiation of a substance into a chemical reservoir of the future predominantly iron core and a silicate reservoir of the Earth's mantle to be realized at small relative velocities of collisions of small bodies-pre-planets. The molten parts were combined, and the solid, mostly silicate, could not yet be held by the weak gravitational field of the planet and returned to the "feed zone." It is this material component that provided the chemical reservoir, from which the second largest body of the Earth-Moon system was formed. Fractionation went on in small bodies and was mostly completed in less than 10 million years, while the formation of the structure of the core and the mantle of the Earth continued for about 100 million years. The union of the liquid internal parts of the colliding bodies occurred as a result of inelastic collision; therefore, most of the potential gravitational energy was converted into heat through the kinetic energy of the collision. The process continued until the core reached a large part of the modern mass. At the final stage of the growth of the pre-planet, the mass of the Earth's pre-planet is already sufficient to hold an ever-increasing proportion of the silicate envelope of the falling out bodies. And the composition of the growing area is increasingly enriched with an admixture of silicates. The process of a completely inelastic collision of accumulated bodies with a high degree of potential energy conversion by gravitational interaction into heat, gradually turned into a mechanism of almost solid-state collisions, in which only a small part of the kinetic energy is converted into heat absorbed by the planet's pre-planet.

The carried out mathematical modeling of the thermal evolution of a growing planet implements the described process scheme. For the growth rate of the preplanet of the planet, the Safronov model is used in the variant [21]:

$$
\begin{equation*}
\frac{\partial m}{\partial t}=2(1+2 \theta) r^{2} \omega\left(1-\frac{m}{M}\right) \sigma \tag{1}
\end{equation*}
$$

where $\omega$ is the angular velocity of the orbital motion, $\sigma$ is the surface density of the substance in the "feeding" zone of the planet, M is the modern mass of the planet, $r$ is the radius of the growing pre-planet, and $\theta$ is a statistical parameter taking into account the distribution of particles by mass and velocity in the "feeding" zone. Usually, the study of changes in PT conditions in growing satellites of the planets is not paid attention. In this work, on the contrary, we aim to study how strongly these conditions can depend on the rate of increase in body weight. Let us use the estimate for the mass of the largest-growing body m and the next largest body $\mathrm{m}_{1}$ obtained in the paper [12, 22] for the parameters of bodies in the Earth's group:

$$
\begin{equation*}
\frac{m_{1}}{m} \approx \frac{1}{3}\left(1-0.6\left(\frac{m}{M}\right)^{0.3}\right) \tag{2}
\end{equation*}
$$

The mathematical description of mass-energy transport in a growing selfgravitating body of variable radius consists in setting boundary value problems for a system of equations for the balance of momentum, energy, conservation of mass of matter, and the Stefan problem at the boundaries of regions with melt zones [16-18]:

$$
\begin{equation*}
\rho\left[\frac{\partial \vec{V}}{\partial t}+(\vec{V} \nabla) \vec{V}\right]=-\nabla P+\eta \Delta \vec{V}+\left(\frac{\eta}{3}+\xi\right) \nabla(\nabla \vec{V})-\rho \nabla W \tag{3}
\end{equation*}
$$

$$
\begin{gather*}
\rho T\left[\frac{\partial S}{\partial t}+(\vec{V} \nabla) S\right]=\lambda \Delta T+Q  \tag{4}\\
\Delta W_{1}=-4 \pi \gamma \rho \quad W=W_{1}+W_{2}  \tag{5}\\
\frac{\partial \rho}{\partial t}+\nabla(\rho \vec{V})=0  \tag{6}\\
L \frac{\partial \vec{\psi}}{\partial t}=\left.\vec{q}\right|_{\xi+0}-\left.\vec{q}\right|_{\xi-0} \tag{7}
\end{gather*}
$$

where $\vec{V}$ is fluid velocity, P is pressure, S is entropy, $\mathrm{W}_{1}$ is gravity potential, $\mathrm{W}_{2}$ is centrifugal potential, $\rho$ is density, $\eta$ and $\xi$ are coefficients of the first and second viscosity, $\lambda$ is thermal conductivity coefficient, $\gamma$ is gravitational constant, Q is total the power of internal energy sources per unit volume, L is the heat of phase transition, $\frac{\partial \vec{\psi}}{\partial t}$ is the velocity of displacement of the interface, $\left.\vec{q}\right|_{\xi+0}$ and $\left.\vec{q}\right|_{\xi-0}$ the heat flux density, respectively, before and after the phase boundary, and $\nabla$ and $\Delta$ are the operators Nabla and Laplace.

The main difficulties are connected with the solution of the boundary value problem for the Navier-Stokes equation (Eq. 2). Even in the approximation with constant viscosity coefficients, as used in [16], finding a numerical solution in a 3D spherical layer is a significant problem. In addition, within the framework of equation (Eq. 2), it is difficult to describe the forced convective mixing of a substance near the surface of a growing body when individual bodies fall. The temperature distribution in the body of increasing radius is found from the numerical solution of the boundary value problem for the heat equation, taking into account the possibility of a melt appearing without explicitly highlighting the position of the crystallization front and parametric accounting for convective heat transfer in the melt [23]:

$$
\begin{equation*}
c_{e f} \rho \frac{\partial T}{\partial t}=\nabla\left(\lambda_{e f} \nabla T\right)+Q \tag{8}
\end{equation*}
$$

where $c_{e f}, \lambda_{e f}$ is the effective values of heat capacity and thermal conductivities, which take into account the heat of melting in Stefan's [24] problem and the presence of convective heat transfer, T is the sought temperature at a point at time t , and Q is the volume power of internal heat sources. The problem was solved by the finite difference method using an implicit, monotonic, conservative scheme. In Eqs. (1)-(8), the steps on the temporal and spatial grids are the same. The time grid step is variable and, with the density distribution chosen, as a function of depth, is calculated from Eqs. (1)-(2). Using these equations, at each time step, the mass of the growing planet and the distribution of lithostatic pressure in internal regions are calculated. For each value of the achieved size of a growing planet, the melting temperature distribution is calculated. In the core, the dependence of the melting point of mainly iron composition is calculated according to [25]. In the region of the predominantly forming silicate mantle, the dependence of the melting point on pressure is used [26]. The zone of complete and partial melting was determined for each time layer by comparing the calculated temperature distribution with the distribution of the melting temperature at a given depth.

Conditions are set on the surface of the pre-planet to ensure the balance of the incoming part of the potential energy of the gravitational interaction of bodies, the expenses of heat for heating the incoming substance and the heat flow re-emitted into the space taking into account the transparency of the external environment:


Figure 1.
The distribution of the temperature in the model of pre-planetary body. Its radius is (1) 400 km , (2) 300 km , and (3) 250 km [16].

$$
\begin{equation*}
k \rho \frac{\gamma M}{r} \frac{d r}{d t}=\varepsilon \sigma\left[T^{4}-T_{1}^{4}\right]+\rho c_{P}\left[T-T_{1}\right] \frac{d r}{d t} \tag{9}
\end{equation*}
$$

where $\rho$ is the density of matter, $\gamma$ is the gravitational constant, $M$ is the mass of the growing planet, and r is its radius. T and $\mathrm{T}_{1}$ are, respectively, the body temperature at the boundary, the external environment $\varepsilon$ is the coefficient of transparency of the medium, $c_{p}$ is the specific heat, $k$ is the fraction of the potential energy converted to heat, and $\sigma$ is the Stefan-Boltzmann constant. In Eq. (9), just as in Eqs. (1)-(8), the steps on the temporal and spatial grids are used the same.

The qualitative difference between the obtained variants of the results of numerical simulation in a 3D model is that it was possible to trace the occurrence of thermal and density heterogeneities. The occurrence of these heterogeneities is due to the random distribution of bodies and particles by mass and velocity, which is described by parameter $\theta$ in Eq. (1) and is taken into account in Eq. (9) using a random number generator that determines $M$ when calculating the left side of this equation inside the layer, on which is an increase in the radius of the body over time. On Figure 1 we show the results of calculating the temperature for a onedimensional spatial model of a growing body.

## 3. Results and discussion

The results of the numerical solution of the problem for the 3D model of the environment $[16,17]$ are obtained, which allow us to trace the formation and further dynamics of three-dimensional anomalous in temperature and composition areas resulting from the fall of bodies and particles on the surface of a growing planet when they are randomly distributed over masses. Quantitative estimates of the parameters that determine the solution of the problem are extremely difficult.

One can only hope that further mineralogical and geophysical research results will reduce this uncertainty. One of the results obtained for the temperature distribution over the cross section of the globular sector of the growing Moon model is shown in Figure 2a. As can be seen from the above results, with the rapid growth of the Moon, the concentration of short-lived radioactive elements in the center of the growing body is significant, and their contribution to the energy balance can provide temperatures of $2500-3000 \mathrm{~K}$ in the region of $\mathrm{R}<300 \mathrm{~km}$. For large values of the lunar radius, numerous melt inclusions are recorded, which, with further evolution of the body, tend to unite. Thus, it becomes possible to trace the formation of the "ocean of magma" [27], the presence of which, according to modern concepts, is necessary for the formation of a powerful lunar crust of an anorthosite composition. Figure $\mathbf{2 b}$ presents the numerical results of the possible temperature distribution for a hypothetical body, the rate of increase in mass which is set significantly less compared to the rate of increase in the mass of the moon when it accumulates at (Eq. 1). This simulates the accumulation of the next mass in the Earth-Moon system. For this option, a slow increase in the volume of the nucleus leads to the fact that most of the decay energy of short-lived radioactive elements has time to dissipate into space and the temperature of the central region barely exceeds the melting point of pure iron. For large values of the radius in the variation of the rate of growth of body weight for the conditions of Figure 2b, the distribution of the current temperature values is lower than the melting temperature at a given lithostatic pressure. This eliminates the possibility of endogenous formation of a powerful anorthosite lunar crust and thereby imposes restrictions on the models of the formation of the moon. Common to the physical conditions considered in the variants of Figure 2a and $\mathbf{b}$ is that, due to the small magnitude of the gravitational acceleration, convective heat and mass transfer at the considered depths remains weak and for the analyzed period of time, the randomly distributed thermal heterogeneities caused by the falling of bodies still locally persist. Their presence predetermines the further dynamics of the bowels of the growing Moon.

It is interesting to compare the resulting numerical modeling of the structure of the lunar crust, mantle, and core with the crust, mantle, and core at the stage of the Earth's accumulation. The distributions of hydrostatically varying pressures, as well as melting points in these structures, lead to their qualitative change. Thus, the relative


Figure 2.
The dependence of temperature distribution in the three-dimensional sector of the growing moon on the growth rate of its mass by the time the radius reaches $R=1000 \mathrm{~km}$. (a) a model with the physical parameters of the moon; (b) slow growth rate by the ratio (Eq. 2).
proportion of the lunar mantle, as can be seen from Figure 2a and $\mathbf{b}$, is much larger than the fraction of the Earth's mantle (Figures 3 and 4) [18]. The emerging boundaries in the process of accumulation of the crust-mantle of the Moon and the crustmantle of the Earth are much more irregular, which is apparently due to significantly different pressure values at their boundaries. The same can be noted for the boundaries of the core-mantle of the Moon and the Earth. For the Earth, there is a vast solid core and an external molten core, whereas for the Moon, the inner core is either completely absent or does not appear significantly. In the future, already at the geological stage of development, this may lead to a significant difference in the mineral composition of the moon's crust from the crust of the earth. The lunar crust can be predominantly or even exclusively basalt composition.


Figure 3.
The temperature distribution of the Earth's interior to the end of accumulation along the section of the $3 D$ sector (without taking into account the heat dissipation energy of tidal friction) [18].


Figure 4.
An example of the temperature distribution and initial thermal heterogeneities in the protoplanet up to the end of its accumulation, without taking into account the heat of tidal friction [18].

## 4. Conclusions

A numerical solution of the problem is obtained for successively varying temperature and mass distributions over the cross sections of the three-dimensional spherical sector of the Moon model at the stage of its accumulation. It is shown that solutions can be obtained for temperature distribution, based on modern estimates of the physical parameters of the Moon, which provide the endogenous origin of a powerful anorthosite lunar crust. The random distribution of heterogeneities in the inner parts and on the surface of the Moon, caused by the fall of bodies on the growing surface during the accumulation process, controls the initial conditions of the planet's dynamics.

The initial conditions for the Moon and the Earth are taken for a body with a radius of 10 km , the average composition of which corresponds to the matter of carbonaceous chondrites [17] from the common feeding zone of the Earth and the Moon. With their further growth in numerical simulation on the 3D surface of the sphere and at each step of the time grid, which means the radius value, the changing boundary conditions are calculated in accordance with Eq. (5) [18]. These conditions reflect the random distribution of the accumulated bodies in size, composition, and velocity of impact with both the growing Moon and the Earth, which leads to different composition and structure of their internal regions (Figures 2 and 3).

In the results presented in Figure 2a and b, in the initial conditions, the concentration of $\mathrm{Al}_{2} \mathrm{O}_{3}$ is different: Figure 2a reflects the increased content of $\mathrm{Al}_{2} \mathrm{O}_{3}$, and Figure 2b shows the reduced content of $\mathrm{Al}_{2} \mathrm{O}_{3}$ [17]. To determine the preferred numerical simulation variant, additional geochemical and geophysical space-time data are required.
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# On the Deviation of the Lunar Center of Mass to the East: Two Possible Mechanisms Based on Evolution of the Orbit and Rounding Off the Shape of the Moon 

Boris P. Kondratyev


#### Abstract

It is known that the Moon's center of mass (COM) does not coincide with the geometric center of figure (COF) and the line "COF/COM" is not directed to the center of the Earth, but deviates from it to the South-East. Here, we discuss two mechanisms to explain the deviation of the lunar COM to the East from the mean direction to Earth. The first mechanism considers the secular evolution of the Moon's orbit, using the effect of the preferred orientation of the satellite with synchronous rotation to the second (empty) orbital focus. It is established that only the scenario with an increase in the orbital eccentricity $e$ leads to the required displacement of the lunar COM to the East. It is important that high-precision calculations confirm an increase $e$ in our era. In order to fully explain the shift of the lunar COM to the East, a second mechanism was developed that takes into account the influence of tidal changes in the shape of the Moon at its gradual removal from the Earth. The second mechanism predicts that the elongation of the lunar figure in the early era was significant. As a result, it was found that the Moon could have been formed in the annular zone at a distance of 3-4 radii of the modern Earth.


Keywords: Moon, displacement of center of mass, formation and evolution, gravitation

## 1. Introduction

At the dawn of modern astronomy, Hevelius and Galileo established that the optical libration of the Moon in longitude leads to a small $\left(5^{0}-8^{0}\right)$ seeming (for terrestrial observer) oscillations of the figure of our satellite in the East-West direction with a period in the anomalistic month. These oscillations disappear when the Moon is at perigee and apogee. Oscillations of a different kind-optical oscillations in latitude-occur with amplitude $6^{\circ} 40^{\prime}$ and a period of one draconic month with the disappearance of the deviation, when the Moon is at the nodes of the orbit.

If the Moon was absolutely spherically symmetric, these optical librations would not have resulted in additional rotational oscillations of its body. But since due to the interaction with the Earth, the lunar body has tidal bulges, this leads to the appearance of moments of force from external celestial bodies. Newton [1] predicted that deviations of an elongated body of the Moon from the direction to the Earth must lead to real small rotational librations of the satellite relative to the inertial reference system. These small oscillations are called the physical libration of the Moon.

It is necessary to understand that when moving along the orbit of the Moon, its main axis is not directed at the center of mass of the Earth-Moon system and, on the average, at the second (empty) focus of the lunar orbit [2,3]. The latter will play an important role in our theory.

Due to the proximity of the Moon in our time, the movement of our satellite is studied with such high accuracy that even a small asymmetry of its internal structure must be taken into account. This asymmetry is manifested in that the center of the Moon's mass COM is offset relative to the geometric center of the lunar figure COF.

This effect of shift is briefly mentioned in [4, 5]. Using astrometric data, an approximate numerical evaluation of the offset was given in [6] and in a more accurate version in [7]. A new approach based on the analysis of data obtained from the Lunar Laser Ranging experiment allowed in [8] clarifies the parameters of the shift of the Moon's center of mass.

Note that the definition of COF depends on the adopted model (sphere, ellipsoid, etc.), so that results of different researchers may be slightly different. However, according to many sources, it is reasonably safe to suggest that two points of the centers on the Moon really do not coincide.

To consider the internal asymmetry of the mass distribution in the lunar body, we introduce a coordinate system with the origin at the center of mass of the Moon, where the $X$-axis is directed (approximately) to the Earth, the $Y$-axis to the left (if viewed from the Earth), and the $Z$-axis-downward. Then, according to the United Lunar Control Network (ULCN), which takes into account the findings of many studies, including information from spacecraft [9], the displacement of the center of the figure relative to the center of mass "COM/COF" is equal to [10]

$$
\begin{equation*}
\Delta x \approx-1.71 \mathrm{~km}, \quad \Delta y \approx-0.73 \mathrm{~km}, \quad \Delta z \approx-0.26 \mathrm{~km} . \tag{1}
\end{equation*}
$$

Based on the results of a study of the topography of the lunar surface using laser altimetry from a satellite, the displacement of the "COM/COF" was determined more accurately [11]:

$$
\begin{equation*}
\Delta x \approx-1.7752 \mathrm{~km}, \quad \Delta y \approx-0.7311 \mathrm{~km}, \quad \Delta z \approx-0.2399 \mathrm{~km} . \tag{2}
\end{equation*}
$$

As follows from the analysis of observational data (1) or (2), the effect of displacement of the center of the figure relative to the Moon's center of mass includes not only the shift of the center of mass toward the Earth $0.001 \cdot R$ ( $R=1737.10 \mathrm{~km}$ - the average radius of the Moon) but also the spatial deviation of the line "COM/COF" to the North-West. Note that in the literature it often also speaks of the displacement of the center of mass of the Moon relative to the center of its figure; for the observer from the Earth, this shift of the center of mass occurs down (to the South) and to the left (to the East). Then, all the signs in (1) and (2) are reversed. According to (2), the total displacement of the lunar COM is equal to $\Delta \approx 1.935 \mathrm{~km}$.

Besides, the shifts (1) and (2) of the center of the Moon's mass are global in nature, and, ultimately, they already include many different factors (see, e.g., [12]). Therefore, in particular, it is impossible to interpret the displacement of the center of mass only as a displacement of the lunar core alone.

Despite the seemingly geometric simplicity of the problem, the offset of the center of the Moon's mass remains an unexplored problem in the lunar science. The importance of this problem is that the Moon is close enough to the Earth and the accuracy of observations of its spin-orbital motion by the method LLR is now so much high that for correct interpretation of these movements it is necessary to take into account many celestial mechanical disturbances, including the indicated internal asymmetry of the Moon's body.

Here, we study the problem of the shift of the Moon's center of mass to the East. To do this, we consider two geometric mechanisms that allow us to explain this important feature of the internal structure of the Moon and shed light on some of the currently controversial features of its evolution and origin (see also [13-15]).

## 2. Optical libration of the Moon for the observer from the second focus

Instead of the term "the direction of the Moon's surface" often used in references, it is more accurate to speak of the direction of the main lunar axis of inertia, which only in two cases-at the position of the Moon at apogee and perigee-is directed to the center of mass of the Earth-Moon system. To do this, we first consider the optical libration of the Moon in longitude and place the observer in the point of the second (empty) focus of the orbit [2].

Recall that in the first approximation the Moon moves on ellipse (now the eccentricity of the orbit is $e=0.0549$ ), and this motion is synchronous, since there is the resonance 1:1 of periods of axial rotation and revolution of the Moon around the Earth. According to the Kepler's first law, the motion is described by the formula

$$
\begin{equation*}
r=\frac{p}{1+e \cos v}, \quad p=a_{1}\left(1-e^{2}\right) . \tag{3}
\end{equation*}
$$

Here, $a_{1}$ is the main semiaxis, and $e$ is the eccentricity of an ellipse. The angle of the true anomaly $v$ is associated with the angle of the eccentric anomaly $E$

$$
\begin{equation*}
\cos v=\frac{\cos E-e}{1-e \cos E} . \tag{4}
\end{equation*}
$$

The time that has elapsed since the Moon was at perigee ( $E=0, v=0$ ), until the moment when the angles are equal $(E, v)$, is equal to

$$
\begin{equation*}
t=\frac{(E-e \sin E)}{2 \pi} T, \tag{5}
\end{equation*}
$$

where $T$ is the period of revolution on the ellipse. Since the lunar axial angular velocity $\Omega$ must be equal the mean motion $n=\frac{2 \pi}{T}$, the rotation angle $\delta$ of the major axis of inertia of the Moon (see Figure 1) in the time $t$ will be

$$
\begin{equation*}
\delta=t \cdot \Omega=t \cdot n=\frac{T n}{2 \pi}(E-e \sin E)=E-e \sin E . \tag{6}
\end{equation*}
$$

From the triangle $f_{1} M C$ (Figure 1) follows that


Figure 1.
The large ellipse is the orbit of the Moon M (for clarity, the ellipticity is exaggerated), and $P$ and $A$ are the points of perigee and apogee. The point of active focus $f_{1}$ is the center of mass of the Earth-Moon system, and $f_{2}$ is the point of the second (passive) focus.

$$
\begin{equation*}
\frac{d_{C f_{1}}}{\sin \chi}=\frac{r}{\sin (v-\chi)}, \quad \delta+\chi=v \tag{7}
\end{equation*}
$$

So

$$
d_{C f_{1}}=r \cdot \frac{\sin \chi}{\sin (v-\chi)}=r \frac{\sin \chi}{\sin \delta} .
$$

Then, the distance $\Delta=d_{C f_{2}}=2 a_{1} e-d_{C f_{1}}$ is

$$
\begin{equation*}
\frac{\Delta}{a_{1}}=2 e-\frac{1-e^{2}}{1+e \cos v} \frac{\sin \chi}{\sin \delta}=2 e-\frac{1-e^{2}}{1+e \cos v}\{\sin v \operatorname{ctg} \delta-\cos v\} . \tag{8}
\end{equation*}
$$

Here, $\operatorname{ctg} \delta$ is the function of the angle $E$ (or true anomaly $v$ )

$$
\begin{equation*}
\operatorname{ctg} \delta=\operatorname{ctg}(E-e \sin E)=\frac{1+\frac{\sqrt{1-e^{2}} \sin v}{e+\cos v} \cdot \operatorname{tg}\left[\frac{e \sqrt{1-e^{2}} \sin v}{1+e \cos v}\right]}{\frac{\sqrt{1-e^{2}} \sin v}{e+\cos v}-\operatorname{tg}\left[\frac{e \sqrt{1-e^{2}} \sin v}{1+e \cos \nu}\right]} . \tag{9}
\end{equation*}
$$

Therefore, the required distance $\frac{\Delta}{a_{1}}$ from the point $f_{2}$, which is a continuation of the lunar major inertia axis that crosses the apsidal line, is not, generally speaking, zero and equal to

$$
\begin{equation*}
\frac{\Delta}{a_{1}}=e+\cos E-\operatorname{ctg} \delta \sqrt{1-e^{2}} \sin E \tag{10}
\end{equation*}
$$

Expanding in powers of a small eccentricity gives

$$
\begin{align*}
& \frac{\Delta}{a_{1}}=-\frac{\cos v}{2} e^{2}-\frac{1}{3}\left(1+\frac{\cos ^{2} v}{2}\right) e^{3}-\frac{\cos v}{8}\left(7-4 \cos ^{2} v\right) e^{4}+\ldots ; \Delta \leq 0 ; \\
& \frac{\Delta}{a_{1}}=-\frac{\cos E}{2} e^{2}+\frac{1}{3}\left(\frac{1}{2}-2 \cos ^{2} E\right) e^{3}-\frac{\cos E}{24}\left(1+8 \cos ^{2} E\right) e^{4}+\ldots ; \quad \Delta \geq 0 . \tag{11}
\end{align*}
$$

The results of calculations using formula (10) are shown in Figure 2.


Figure 2.
Graph of deviation $\frac{\Delta}{a_{1}}$ as a function of the true anomaly $v$.
It is important to emphasize that, according to formula (11), the effect of the deviation $\frac{\Delta}{a_{1}}$ is already in the first approximation proportional to the square of the eccentricity of the Moon's orbit.

Thus, when the Moon is moving on the ellipse around the Earth, the end of the major axis of inertia will be approximately directed to the point of the second focus. Strictly speaking, this end of the axis will perform (without taking into account the very small physical libration of the Moon in longitude) oscillatory motions in the vicinity $f_{2}$ in the interval

$$
\begin{equation*}
-1.5933 \cdot 10^{-3} \leq \frac{\Delta}{a_{1}} \leq 1.4275 \cdot 10^{-3} . \tag{12}
\end{equation*}
$$

In our era, in a linear measure, this is approximately

$$
\begin{equation*}
-612 k m \leq \Delta \leq 548 \mathrm{~km} . \tag{13}
\end{equation*}
$$

The results of calculations (12) and (13) show a small asymmetry oscillations ( $\sim 11 \%$ ) relative to the right and left sides of the point $f_{2}$. Emphasize that the physical libration of the Moon in longitude has a very small amplitude and with a large reserve of fits in the interval (13).

## 3. Resolution alternatives to choose between two options for the lunar orbit evolution

Since Darwin [16], many efforts were made to examine the secular evolution of the Moon's orbit,
but so far it has not been established whether the orbit of the Moon in the past more or less oblate than now. In the literature, this issue is still under discussion. In this regard, the study of the shift of the Moon's center of mass to the East may shed some light on this important issue.

Many researchers agree that gravitational differentiation of the Moon occurred in the early era (see, e.g., [17]), with the result that the Moon's center of mass is slightly $(\sim 0.001 \cdot R)$ shifted toward the Earth. We shall not discuss here the question of the gravitational differentiation of the Moon and just to note that one of the reasons for the displacement of the Moon's center of mass to the Earth can be some asymmetry of tidal forces from the Earth into two hemispheres of the Moon


Figure 3.
(a) Orientation of the displaced center of mass S of the young Moon after the differentiation of the substance of its body. A large circle is the orbit of the Moon in the early epoch, and a small ellipse is the cross section of the Moon. Since the orbit is circular, the focuses $\mathrm{f}_{1}$ and $\mathrm{f}_{2}$ coincide with the center O . Relative sizes are not respected. The line O'S is directed straight to the Earth; therefore, the Earth's observer would see both points coinciding with each other from Section 2, the motion on the ellipse the line passing through the center of the Moon's figure and its center of mass be directed to the second (empty) focus of the orbit. Therefore, in our era, when the eccentricity of the lunar orbit has increased to its current value $e=0.0549$, we will observe the picture as in $b$. (b) The orientation of the lunar center of mass S in our era in the first version of the evolution of the Moon's orbit. The large ellipse is the orbit of the Moon, and the small ellipse is the cross section of the Moon. The Earth is in the first focus $\mathrm{f}_{1}$ of the lunar orbit. The angle E characterizes the orientation of the Moon COM S relative to the direction to Earth.
(Sect. 4.1). One of the manifestations of the offset center of mass can be a different thickness of crust in the near side and the far side of the Moon [18].

Thus, the core of the Moon was formed during the gravitational differentiation, and then under the influence of a small asymmetry of tidal forces, the process of displacement of the lunar center of mass toward the Earth began to occur. This offset COM for the Earth observer can be characterized by the orientation angle $E$ between the line "COF/COM" and the direction to the center of the Earth (Figure 3b).

### 3.1 On the difference on tidal forces from the Earth in near and far lunar hemispheres

Assuming that the differentiation of the Moon occurred (according to cosmogonic times) rather quickly, it is necessary to require that the shift of the lunar center of mass toward the Earth occurred even before the Moon hardened.

The real cause of the displacement of the Moon's center of mass to the Earth could be some asymmetry of tidal forces. Let us perform the required calculations. After the capture of the Moon in resonance 1:1, it was possible to talk about near and far of its hemispheres. It is clear that the forces in the nearest and farthest points are, respectively, equal to

$$
\begin{align*}
& F_{1} \approx \frac{2 G M_{\oplus}}{R_{0}^{2}} x\left(1+\frac{3}{2} x\right), \\
& F_{2} \approx \frac{2 G M_{\oplus}}{R_{0}^{2}} x\left(1-\frac{3}{2} x\right), \quad x=\frac{R}{R_{0}}, \tag{14}
\end{align*}
$$

where $R_{0}$ is the distance between the centers of the Earth-Moon and $R$ is the distance from the center of the Moon to the near (far) points of its surface. The difference of these forces will be

$$
\begin{equation*}
\Delta F_{\oplus}=F_{1}-F_{2} \approx \frac{6 G M_{\oplus}}{R_{0}^{2}} x^{2} \tag{15}
\end{equation*}
$$

In the era of its formation, the Moon could be much closer to Earth than in our era (see, e.g., $[16,18,19]$ ). Due to the proximity to the Earth of the young Moon, the difference in tidal forces (15) in both lunar hemispheres was much more in the early era than it is now. In the era of the differentiation of the Moon, it was this difference in tidal forces (15) that caused the displacement of the center of mass of the Moon toward the Earth. Based on these provisions, we note that the very solution to the question of the displacement of the Moon's COM to the East is closely related to the further secular evolution of its form and orbit. In particular, to find out how the lunar COM would be located relative to the Earth's observer in the modern era, when its orbit evolved and eccentricity acquired modern significance, consider two possible options with the initial eccentricity of the young Moon orbit.

### 3.2 The first version: the evolution of the lunar orbit with increase in its eccentricity

First, suppose that in the early epoch the orbit of the Moon was more circular than in our epoch. Consequently, during the secular evolution, the Moon's orbit became more and more eccentric, up to its modern value of eccentricity $e=0.0549$.

Recall now that the Moon's COM, already shifted toward the Earth, after the solidification of the lunar body will be fixed relative to its main axes of inertia. Since in the early epoch the orbit of the Moon was almost circular, the line connecting the geometrical center of the figure of the Moon and its center of mass was directed exactly to the Earth (Figure 3a).

However, since in this version of the secular evolution the orbit of the Moon becomes more eccentric, two foci appear (Figure 3b). In accordance with the laws of celestial mechanics, as we know

From Figure 3b, it can be seen that, for the observer from the Earth (point $f_{1}$ ), the center of mass $S$ will now be located on the left (to the East) from the direction to the center of the Moon (see also Figure 5). Thus, in the first variant of the evolution of the Moon's orbit, the modern Earth's observer, in accordance with Figure 3b, will see the Moon's center of mass displaced to the left (to the East) from the direction to the center of the figure. It is this location of the center of mass of the Moon relative to the center of its figure that we observe in our era.

The contribution of this mechanism to the displacement of the Moon's center of mass to the East will be made in Section 4.

### 3.3 The second version of the evolution: from more flattened to less flattened lunar orbit

If we assume that the orbit of the young Moon was more eccentric in the early era than it is now, that is, during the secular evolution, the Moon's orbit was rounded; then in our era, when the orbital eccentricity decreased to the current value $e=0.0549$, instead of Figure 3b, we will see the location of the center of mass of the Moon, as shown in Figure 4.

Thus, Figure 4 shows that in the second version of the evolution of the orbit a modern observer from the Earth would see that the center of mass of the Moon is


Figure 4.
The final configuration of the location of the lunar COMS in the second version of the evolution of its orbit. The line $O f_{1}$ sets the direction (for the Earth observer) to the center of mass of the Moon in the early era, and the line $O f_{1}^{\prime}$ sets the direction to the center of the figure of the Moon for the observer from the Earth in our time. In this version, the observer would see that the center of mass of the Moon S is shifted to the right (to the West, as indicated by the arrow) from the average direction to the center $O^{\prime}$ of the figure of the Moon.


Figure 5.
Elongated figure of the Moon in the early era (its cross section of the plane $x_{2}=0$ is shown by the ellipse with the semiaxes $a_{1}>a_{3}$ ). The arrows represent the directions from the center $O^{\prime}$ of the Moon to both foci $f_{1}$ and $f_{2}$ of its orbit around the Earth (the Earth in focus $\mathrm{f}_{1}$ ), as well as to the center of the mass S of the Moon. The angle $\alpha$ between the line on S and the line to $\mathrm{f}_{1}$ measures orientation of the Moon's center of mass, and the angle $E$ between the directions to the first focus $f_{1}$ and second focus $f_{2}$ measures the deflection of an ellipse from a circle.
shifted to the right (to the West) from the direction to the center of the figure. However, this is contrary to observations, so the second version of the evolution must be discarded.

## 4. Correction factor to mechanism of orbit evolution

Let us consider again (Figure 1) the motion of a satellite in an elliptical orbit around a body of greater mass. The equation of an ellipse is given by formula (3). From the triangle $O^{\prime} f_{1} f_{2}$ by the sine theorem, we find the relation

$$
\begin{equation*}
\sin E=\frac{2 e \sin v(1+e \cos v)}{1+e^{2}+2 e \cos v} \tag{16}
\end{equation*}
$$

Then, the average angle $E$ is given by the integral

$$
\begin{equation*}
\langle E\rangle=\frac{1}{\pi} \int_{0}^{\pi} \arcsin \left[\frac{2 e \sin v(1+e \cos v)}{1+e^{2}+2 e \cos v}\right] . \tag{17}
\end{equation*}
$$

In particular, for the Moon's orbit, the current value of eccentricity is equal $e \approx 0.0549$, and formula (17) gives

$$
\begin{equation*}
\langle E\rangle \approx 0.0700 \tag{18}
\end{equation*}
$$

Taking into account (18), in the framework of the first variant of the evolution mechanism of the lunar orbit from the circle to the ellipse with the modern value of eccentricity, we find that the ratio of the average angle $\langle E\rangle$ to the angle $\operatorname{arctg} \frac{\Delta y}{\Delta x}$ will be

$$
\begin{equation*}
\kappa=\frac{\langle E\rangle}{\operatorname{arctg}(0.7311 / 1.7752)} \approx 0.18 . \tag{19}
\end{equation*}
$$

Therefore, the first orbital evolution mechanism helps to explain approximately $18 \%$ of the observed current Moon's offset COM to the East. In the linear measure, it is

$$
\begin{equation*}
|\Delta y| \approx 0.132 \mathrm{~km} . \tag{20}
\end{equation*}
$$

We emphasize that the conclusion of the theory that evolution of the orbit of the Moon occurred with increasing eccentricity is consistent with the fact that at the present time the eccentricity of the orbit of the Moon is really growing and, therefore, in the past it was less than today [20, 21] (see also [22-25]).

Besides, the following should be noted. As is well known, due to perturbations, all elements of the lunar orbit are subject to periodic perturbations [20, 26]. Thus, for several thousand years, the eccentricity of the Moon's orbit changes due to solar perturbations in the range from 0.0255 to 0.0775 . However, here we do not consider the periodic perturbations: throughout in this chapter, we are talking about tidal secular change in the average eccentricity of the Moon's orbit, which is now equal $e \approx 0.0549$.

## 5. Second mechanism of displacement of the Moon's center of mass to the East

Because of proximity of the Moon to Earth during an early era, which is offered by many researchers, the main factor of formation for the Moon is a tidal force from our planet. In the tidal field of the Earth, the figure of the early Moon stretched out, which was also facilitated by its capture in spin-orbit resonance 1:1. Therefore, for our approximate calculations, we can simulate the figure of the Moon using the elongated (toward the Earth) spheroid with the semiaxes $a_{1}>a_{2}=a_{3}$. The equation of the surface of this spheroid in Cartesian coordinates $O x_{1} x_{2} x_{3}$ is

$$
\begin{equation*}
\frac{x_{1}^{2}}{a_{1}^{2}}+\frac{x_{2}^{2}+x_{3}^{2}}{a_{3}^{2}}=1 \tag{21}
\end{equation*}
$$

The main symmetry semiaxis $a_{1}$ of this spheroid was initially directed exactly to the Earth.

Let us consider Figure 5. Due to the small orbit eccentricity, the angle $E$ between the main axis of the Moon's figure and the direction to $f_{1}$ was also initially small. However, in the evolution of the Moon's orbit from the less eccentric to the more eccentric, as was shown in the first mechanism, the angle $E$ will increase monotonically. This factor changes the orientation of the figure of the Moon relative to the observer on the Earth, and the angle $\alpha$ will also increase. From a geometrical point of view, during the evolution of the lunar orbit, the angle $E$ can change only in the interval of values $0 \leq E \leq 2 e \approx 0.11$. Moreover, taking into account the averaging performed above (see form. (18)), the right part of the interval will be adjusted

$$
\begin{equation*}
0 \leq E \leq 0.070 \tag{22}
\end{equation*}
$$

In addition, although the angle $\alpha$ can vary from zero (in the early era of lunar evolution) up to the current value $\alpha_{0}=\arctan \left(\frac{0.7311}{1.7752}\right) \approx 0.39$, but also taking into account the action of the first mechanism, the interval will be changed:

$$
\begin{equation*}
0 \leq \alpha \leq \alpha_{0}, \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{0}=\arctan \left(\frac{0.7311-0.1243}{1.7752}\right) \approx 0.329 \tag{24}
\end{equation*}
$$

We emphasize that because of inequalities (22) and (23), the center of mass of the Moon will have that arrangement which is shown in Figures $\mathbf{3 b}$ and 5.

The problem consists in studying dependence between the angle $\alpha$ and the changing form of the Moon during the secular evolution in the gravitational tidal field of the Earth.

## 6. Differential equation for evolution of the angle $\alpha$

As you know (see, e.g., [27]), a change in the shape of an ellipsoidal body can be described by a linear velocity field. In particular, the evolution of the prolate spheroid (21) in the moving frame of reference, whose axes coincide with the main axes of this body at any time, can be represented by the velocity field:

$$
\begin{equation*}
u_{1}=\frac{\dot{a}_{1}}{a_{1}} x_{1}, \quad u_{2}=\frac{\dot{a}_{2}}{a_{2}} x_{2}, \quad u_{3}=\frac{\dot{a}_{3}}{a_{3}} x_{3} . \tag{25}
\end{equation*}
$$

Here, the point above denotes the time derivative $\frac{d}{d t}$. Since for incompressible figures the condition of volume preservation should be fulfilled (in this case-for the volume of the prolate spheroid (21)), we have the additional ratio

$$
\begin{equation*}
\operatorname{div} \mathbf{u}=\frac{\dot{a}_{1}}{a_{1}}+2 \frac{\dot{a}_{3}}{a_{3}}=0 \tag{26}
\end{equation*}
$$

In the velocity field (25), the Moon's shape will always remain a second-order surface, and the streamlines will be represented by pieces of hyperboles (Figure 6).

Owing to symmetry, the elongation of the spheroid (21) is described by the only polar oblateness $\varepsilon=1-\frac{a_{3}}{a_{1}}$. Consider changing $\varepsilon$ for the Moon's shape. In this case
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Figure 6.
Streamlines at deformation of the Moon's shape (the section is shown by ellipse). Arrows depict the direction of deformation at the stage of rounding the figure in the early era of evolution.
two components (first and third) of the velocity field in (25) taking into account a condition of incompressibility (26) will take the form

$$
\begin{equation*}
u_{1}=\gamma x_{1}, \quad u_{3}=-\frac{1}{2} \gamma x_{3} ; \quad \gamma=\frac{1}{a_{1}} \frac{d a_{1}}{d t} \tag{27}
\end{equation*}
$$

In the plane $O x_{1} x_{3}$, the condition $x_{2}=0$ is satisfied, and expressions for angles $E$ and $\alpha$, (see Figure 5) will be equal:

$$
\begin{equation*}
E=-\operatorname{arctg} \frac{x_{3}}{x_{1}}, \quad E-\alpha=-\operatorname{arctg} \frac{x_{3}^{\prime}}{x_{1}^{\prime}} . \tag{28}
\end{equation*}
$$

Here, $\left(x_{1}, x_{3}\right)$ and $\left(x_{1}^{\prime}, x_{3}^{\prime}\right)$ are the coordinates of the points of intersection of the Moon's surface by the rays $O^{\prime} f_{1}$ and $O^{\prime} S$, respectively. Therefore,

$$
\begin{equation*}
\alpha=\operatorname{arctg} \frac{x_{3}^{\prime}}{x_{1}^{\prime}}-\operatorname{arctg} \frac{x_{3}}{x_{1}} . \tag{29}
\end{equation*}
$$

Differentiating expression (29) with respect to time $t$, we find

$$
\begin{equation*}
\dot{\alpha}=\frac{x_{1}^{\prime} \dot{x}_{3}^{\prime}-x_{3}^{\prime} \dot{x}_{1}^{\prime}}{x_{1}^{\prime 2}+x_{3}^{\prime 2}}-\frac{x_{1} \dot{x}_{3}-x_{3} \dot{x}_{1}}{x_{1}^{2}+x_{3}^{2}} \tag{30}
\end{equation*}
$$

By substituting in (30) the components of the velocity field (27), we obtain

$$
\begin{equation*}
\dot{E}=-\frac{3}{4} \gamma \sin 2 E ; \quad \dot{E}-\dot{\alpha}=-\frac{3}{4} \gamma \sin 2(E-\alpha) . \tag{31}
\end{equation*}
$$

Thus, the derivative of the angle $\alpha$ will be equal to

$$
\begin{equation*}
\dot{\alpha}=-\frac{3}{4} \gamma[\sin 2 E-\sin 2(E-\alpha)] . \tag{32}
\end{equation*}
$$

More convenient than (32), below will be the next form of differential equation:

$$
\begin{equation*}
\frac{d \alpha}{d t}=-\frac{3}{2} \gamma \sin \alpha \cdot \cos (2 E-\alpha) . \tag{33}
\end{equation*}
$$

## 7. Solution of Eq. (33)

Let us turn to the analysis of the differential equation (33) and transform the derivative $\frac{d \alpha}{d t}$ :

$$
\begin{equation*}
\frac{d \alpha}{d t}=\frac{d \alpha}{d \varepsilon} \frac{d \varepsilon}{d t} \tag{34}
\end{equation*}
$$

As

$$
\begin{equation*}
\frac{d \varepsilon}{d t}=\frac{d}{d t}\left(1-\frac{a_{3}}{a_{1}}\right)=\frac{a_{3} \dot{a}_{1}-a_{1} \dot{a}_{3}}{a_{1}^{2}}, \tag{35}
\end{equation*}
$$

therefore, in agreement with (34),

$$
\begin{equation*}
\frac{d \varepsilon}{d t}=\frac{3}{2} \gamma(1-\varepsilon) . \tag{36}
\end{equation*}
$$

Substituting (36) in (34) and then the result in (33), we have

$$
\begin{equation*}
\dot{\alpha}=\frac{3}{2} \gamma(1-\varepsilon) \frac{d \alpha}{d \varepsilon}=-\frac{3}{2} \gamma \sin \alpha \cos (2 E-\alpha) . \tag{37}
\end{equation*}
$$

As a result, the differential equation for the angle $\alpha$ takes the form

$$
\begin{equation*}
\frac{d \alpha}{d \varepsilon}=-\frac{\sin \alpha \cos (2 E-\alpha)}{1-\varepsilon} . \tag{38}
\end{equation*}
$$

Separating the variables in (38) and integrating and taking into account the auxiliary formula

$$
\begin{equation*}
\int \frac{d \alpha}{\sin \alpha \cos (2 E-\alpha)}=\frac{1}{\cos 2 E} \ln \frac{\sin \alpha}{\cos (2 E-\alpha)} \tag{39}
\end{equation*}
$$

we obtain a solution for equation (38) in the form

$$
\begin{equation*}
\frac{1}{\cos 2 E} \ln \frac{\sin \alpha}{\cos (2 E-\alpha)}=C+\ln (1-\varepsilon), \tag{40}
\end{equation*}
$$

where $C$ is the integration constant. Potentiating expression (40), we find the solution in the form

$$
\begin{equation*}
\varepsilon(\alpha, E)=1-C \cdot \exp \left\{\left[\frac{\sin \alpha}{\cos (2 E-\alpha)}\right]^{\frac{1}{\cos 2 E}}\right\} \tag{41}
\end{equation*}
$$

## 8. Analysis of the solution (41) and estimation of the elongation of the lunar figure in early era

In formula (41), the constant integration $C$ is defined by the known observational data. As in the modern epoch of tidal evolution of the Moon the supplemented relations
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$$
\begin{equation*}
\varepsilon \approx 0.0125, \quad E=0.07, \quad \alpha=\arctan \frac{0.7311-0.1243}{1.7752} \approx 0.32937 \tag{42}
\end{equation*}
$$

then the formula (41) gives

$$
\begin{equation*}
C \approx 0.713 \tag{43}
\end{equation*}
$$

Thus, the solution of equation (41) will get in the form

$$
\begin{equation*}
\varepsilon(\alpha, E)=1-0.713 \cdot \exp \left(\left[\frac{\sin \alpha}{\cos (2 E-\alpha)}\right]^{\frac{1}{\cos 2 E}}\right) \tag{44}
\end{equation*}
$$

Formula (44) represents the solution of the problem: it describes the change in the Moon's oblateness $\varepsilon$ during the tidal evolution and establishes the dependence between $\varepsilon$ and the angle $\alpha$. Recall that $\alpha$ is the angle between the directions (from the center of the Moon) to the first focus of the orbit and the Moon's COM. As we already know, in the course of evolution, the angle $\alpha$ varied (in radians) within the limits given in (23).

The graphic image of the function of two variables from (44) is shown in Figure 7.

Graphs for the two extreme values of the angle $E$ are shown in Figure 8. As seen in Figure 8, the oblateness $\varepsilon$ of the figure is very little depending on the angle $E$. Moreover, in the initial era, $\varepsilon$ for all $E$ has the same value and could not exceed the value

$$
\begin{equation*}
\varepsilon=1-\frac{a_{3}}{a_{1}} \approx 0.285 \tag{45}
\end{equation*}
$$



Figure 7.
$3 D$ image of the function $\varepsilon(\alpha, E)$. The angle $\alpha$ is set in radians. The oblateness of shape of the Moon $\varepsilon(\alpha, E)$ in the early era very little depends on the value of the parameter $E$, and its value does not exceed $\varepsilon \approx 0.285$.


Figure 8.
The dependence of the oblateness $\varepsilon$ of the Moon shape from the angle $\alpha$ between the line "COM/COF" of the Moon and the mean direction to the Earth. The graph shows the change $\varepsilon$ during the tidal evolution. Two extreme angle values $E=0.0$ (upper curve) and $E=0.07$ are taken for comparison. The beginning and the end of the evolutionary process correspond to the values $\alpha \approx 0$ and $\alpha \approx 0.329$.

Thus, the second mechanism explains both the displacements of the center of mass of the Moon to the East and predicts that the oblateness of the Moon in the early era could not exceed the value $\varepsilon \approx 0.285$.

## 9. Some consequences: how close to the earth could the Moon be formed

Above we established that on the known shift of the Moon's center of mass to the East, we can find the oblateness (45), which the Moon could have in the epoch of its formation. The corresponding spheroid eccentricity will be equal to

$$
\begin{equation*}
e \approx 0.70 \tag{46}
\end{equation*}
$$

Proceeding from (46) and using the theory of tidal equilibrium figures, it is possible to estimate how close to each other might be the Earth and the Moon in the early era. For this purpose, without loss of generality, we assume that the satellite is uniform (at the Moon, as we know, and now concentration of substance very small), and its mass in comparison with the mass of the Earth can be neglected. Then, in the tidal approach for the potential of the Earth, the equation of hydrostatic equilibrium of the satellite with synchronous rotation has the first integral [28]:

$$
\begin{equation*}
\frac{p}{\rho}+\text { const }=\varphi+\frac{1}{2} \Omega^{2}\left(3 x_{1}^{2}-x_{3}^{2}\right) ; \quad \Omega^{2}=\frac{G M_{\oplus}}{R_{\oplus}^{3}} . \tag{47}
\end{equation*}
$$

Here, $p$ is the pressure, $\rho$ is the density, $\varphi$ is the quadratic internal gravitational potential of the satellite, $\Omega$ is the angular velocity rotation of the satellite, and $R_{\oplus}$ is the distance between the centers of the Earth and the Moon. For satellite with the form of the prolate spheroid (21), we have [27]

$$
\begin{align*}
\varphi & =\pi G \rho\left[I-A_{1} x_{1}^{2}-A_{3}\left(x_{2}^{2}+x_{3}^{2}\right)\right] ; \\
A_{1} & =\frac{1-e^{2}}{e^{3}} \ln \frac{1+e}{1-e}-2 \frac{1-e^{2}}{e^{2}} ;  \tag{48}\\
A_{3} & =\frac{1}{e^{2}}-\frac{1-e^{2}}{2 e^{3}} \ln \frac{1+e}{1-e} .
\end{align*}
$$

The internal pressure of the equilibrium figure should also be a quadratic function from the coordinates

$$
\begin{equation*}
p=p_{0}\left(1-\frac{x_{1}^{2}}{a_{1}^{2}}-\frac{x_{2}^{2}+x_{3}^{2}}{a_{3}^{2}}\right) \tag{49}
\end{equation*}
$$

From the first integral (47) is possible to find a square of angular velocity rotation of satellite

$$
\begin{equation*}
\frac{\Omega^{2}}{\pi G \rho}=2 \frac{A_{1}-\left(1-e^{2}\right) A_{3}}{4-e^{2}} \tag{50}
\end{equation*}
$$

Since

$$
\begin{equation*}
\frac{\Omega^{2}}{2 \pi G \rho}=\frac{M_{\oplus}}{2 \pi \rho R_{\oplus}^{3}}=\frac{\kappa}{x^{3}}, \tag{51}
\end{equation*}
$$

where we have identified the following characters

$$
\begin{equation*}
x=\frac{R_{\oplus}}{R_{\oplus}} ; \quad \kappa=\frac{2}{3} \frac{\rho_{\oplus}}{\rho} \approx 1.09875, \tag{52}
\end{equation*}
$$

the ratio (51) can be represented as

$$
\begin{equation*}
\frac{\kappa}{x^{3}}=\frac{A_{1}-\left(1-e^{2}\right) A_{3}}{4-e^{2}} . \tag{53}
\end{equation*}
$$

Substituting the value $e$ from (46) into the right-hand side (53), we obtain the cubic equation

$$
\begin{equation*}
\frac{\kappa}{x^{3}}=0.0324, \tag{54}
\end{equation*}
$$

from which we find the required distance

$$
\begin{equation*}
x \approx 3.24 \tag{55}
\end{equation*}
$$

Thus, the Moon with oblateness (45) could form at a very close distance from the Earth: at a distance of only three and a quarter of the mean radii of the modern Earth. This result slightly corrects the one we received earlier [15].

Note that the prolate spheroid with meridional eccentricity (45) is a stable figure of equilibrium. In fact, the instability of this type of figure occurs only when $e \geq 0.883$ (see, e.g., [28]).

## 10. Discussion and conclusions

Here, it is necessary to add the following. As is well known, in the problem of secular perturbations, the perturbation function is replaced by its secular part. The influence of the Sun leads only to periodic perturbations of the eccentricity of the lunar orbit, which we do not take into account here. In this chapter, we ignore periodic oscillations and consider only tidal secular changes in the average eccentricity of the lunar orbit.

As for the tidal influence of the Sun on the figure of the Moon, it turns out to be insignificant compared to the influence of the Earth. Indeed, the ratio of force $\Delta F_{\odot}$ to force $\Delta F_{\oplus}$ from (15) is equal to

$$
\frac{\Delta F_{\odot}}{\Delta F_{\oplus}}=\frac{M_{\odot}}{M_{\oplus}}\left(\frac{R_{\oplus}}{R_{\odot}}\right)^{4} \approx 10^{-5}
$$

Therefore, to solve the posed problem within the framework of our model, the influence of the Sun can be neglected.

In the theory of the tidal evolution of the Moon's orbit and its form, we encounter problems that are difficult to give exact answers. Above, we examined some of the conclusions from those observational facts that the center of mass of the Moon is slightly shifted to the East. Two geometrical mechanisms have been developed to explain this shift.

The first mechanism considers the secular evolution of the Moon's orbit, using the effect of the preferred orientation of the satellite with synchronous rotation to the second orbital focus. According to this mechanism, only the scenario of secular evolution of the orbit with the increase of eccentricity leads to the desired offset of the center of the Moon's mass to the East. It is important to note that this conclusion that the evolution of the Moon's orbit occurred with an increase $e$ is consistent with the fact that at present the eccentricity of the lunar orbit is indeed increasingly, and therefore in the past, it was less than today [20, 21] (see also [22-25]).

To fully explain the displacement of the center of the Moon's mass to the East, a second mechanism was developed, which takes into account the influence of tidal changes in the shape of the Moon as it gradually moves away from the Earth. The essence of the second mechanism is fully consistent with the fact that the distance between Earth and Moon is now really increasing and the Earth's spin is slowing in reaction.

In addition, the second mechanism predicts that the Moon's figure flattening in the early era was very significant and reached the value of $\varepsilon \approx 0.285$. In turn, based on the theory of tidal equilibrium figures, it allowed us to estimate how close to Earth could the Moon be formed as an astronomical body. According to formula (55), the Moon was formed in the ring zone at a distance of 3-4 medium radii of the present Earth. This result seems to be consistent with the modern view that the Moon was formed as a result of a gigantic impact in the immediate vicinity of the proto-Earth.

Since the formation of the Moon as a celestial body and so far the Earth-Moon system has been and remains a binary planet, the physical laws of its development have always been the same. In the early era, however, the tidal forces between the Earth and the Moon were much more important. Indeed, now the tidal force has very little effect on the Moon, because of which it is removed from the Earth for only 3.8 cm per year. However, studying the evolution of the moon still requires a great effort of researchers.

In summary, we can say that the method presented here really allows to take into account additional observational facts in the structure of the Moon. We have

On the Deviation of the Lunar Center of Mass to the East: Two Possible Mechanisms Based on... DOI: http://dx.doi.org/10.5772/intechopen. 84465
shown that from the hidden fact that in our era there is a slightly shift of the center of the Moon's mass to the East, and not to the West, you can get valuable information about the evolution of the orbit of the Moon and its shape. This finding supports the scenario [29] that the Moon could be formed about 4.5 billion in the surrounding "donut" from the hot gas that appeared after the collision of Theia with proto-Earth.
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# New Principles of Monitoring Seismological and Deformation Processes Occurring in the Moon Rock Massive 

Olga Hachay and Oleg Khachay


#### Abstract

Currently, the interest in studying the processes occurring in other planets surrounding the Earth is becoming increasingly important. The Moon-satellite planet is the closest to the planet Earth, and therefore, it makes sense to organize a system for studying it first and foremost, incorporating the most advanced ideas about the physics of processes in rock massive, which are also used in terrestrial conditions. In this paper, new ideas on the organization of seismological and deformation monitoring are set out, based on the results obtained for the rock massive of the Earth and the theoretical ideas presented in the works of I. Prigogine and S. Hawking.


Keywords: Moon rock massive, seismological and deformation processes, new principles of monitoring

## 1. Introduction

In recent decades, a new science was born-the physics of non-equilibrium processes associated with such concepts as irreversibility, self-organization, and dissipative structures [1]. It is known that irreversibility leads to many new phenomena, such as the formation of vortices, vibration chemical reactions, or laser radiation. Irreversibility plays a significant constructive role. It is impossible to imagine life in a world devoid of interrelations created by irreversible processes. The prototype of the universal law of nature is Newton's law, which can be briefly formulated as follows: acceleration is proportional to force. This law has two fundamental features. It is deterministic: since the initial conditions are known, we can predict movement. And, it is reversible in time: there is no difference between predicting the future and restoring the past; movement to a future state and reverse movement from the current state to the initial state are equivalent. Newton's law is the basis of classical mechanics, the science of the motion of matter, of trajectories. Since the beginning of the twentieth century, the boundaries of physics have expanded significantly. Now, we have quantum mechanics and the theory of relativity. But, as we shall see from the sequel, the basic characteristics of Newton's law-determinism and reversibility in time-are preserved. Is it possible to modify the very concept of physical laws so as to include in our fundamental description of the nature of irreversibility, events and the arrow of time? The adoption of such a program entails a thorough
revision of our formulation of the laws of nature, and it became possible due to the remarkable successes associated with the ideas of instability and chaos [1, 2].

Returning to the results obtained for unstable mountain terrestrial massive, we can note that monitoring studies should be conducted in an active mode, i.e., there should be a source of excitation (seismic or of other nature), and the response of the rock massive is recorded for a not very long time; then, the effect should be repeated, and for this process, as a result, phase diagrams of the rock massive can be constructed.

## 2. The structure, composition, state, and some methods of their research and their comparison of the Earth and the Moon

This brief review is based on the book [3]. The Moon, devoid of atmosphere and hydrosphere, is a unique repository of traces of the cosmic history of the planets, the key by which people hoped to penetrate into geological secrets. Long-term ground studies of the Moon using astronomical and astrophysical methods have allowed us to obtain numerous data on the laws of its movement and physical conditions on the lunar surface, but this was not enough. Only the development of space technology made it possible to connect the traditional Earth sciences-geology, geochemistry, geophysics, and geodynamics-with powerful methods of observation and data analysis to the studies of the Moon. Successful flights to the Moon and its photographing at close range allowed, first of all, strengthening the geological exploration of the Moon by analyzing its photographs. The delivery of samples of lunar matter opened up unprecedented possibilities for studying the age and composition of the rocks of the Moon using geochemistry methods and allowed to establish the sequence of events in the evolution of the Moon. The first soft landing on the Moon, carried out in 1966 by the Soviet automatic station Luna-9, opened a period of active research directly on the surface of the Moon. The Soviet automatic stations were the first to perform a soft landing in the sea and continental areas of the Moon, photographing the surface, measuring the density and strength of lunar soil, drilling the surface layer, and measuring the physical properties of the soil along long profiles.

Measurements of mechanical as well as some other physical characteristics of the soil at various points on the lunar surface were carried out by American automatic stations "Surveyor." A large complex of observations on the surface, the selection and delivery of lunar samples, and the measurement of the physical fields on the Moon were made by the American Apollo space missions. The book [3] summarizes the history, methods, and results of complex physical studies of the lunar soil, the crust, and the deep depths of the moon, carried out in the past 40 years. An analysis of all the accumulated data made it possible to assess the state of the substance of the Earth's interior, its composition, and evolution features and compare the properties of the Earth and the Moon. The mining of deeply hidden underground minerals, the prediction of earthquakes and volcanic eruptions, and the preservation of the ecological balance in nature are currently important tasks facing humanity. For this, it was necessary to understand the Earth and to reveal the secrets of its history and device. Geophysics helps to penetrate into its supercompressed and red hot depths. However, not all problems can be solved while on Earth.

We practically do not analyze here data concerning the composition and age of the rocks of the Moon; this important and extensive topic requires special consideration. Conversely, the entire sections were allocated to describe lunar soil studies, which were carried out according to a special technique, in large volumes, and are of great scientific interest both in terms of improving space technology and for extrapolating open patterns to great depths [5-10].

The most important information about the structure and state of the lunar interior was obtained thanks to the lunar seismic experiment. It was carried out as part of the Apollo program and consisted of continuous recording of natural moonquakes and meteorite falls using seismometers installed by American astronauts on the lunar surface and also from active research using artificial sources of seismic waves: explosions and impacts when the spacecraft was falling on the surface of the Moon [3, 4]. The first lunar seismometer was installed on July 20, 1969, in the Sea of Tranquility on the visible side of the Moon during the Apollo 11 expedition. It was powered by solar panels and kept a seismic record only during the day at the period from November 1969 to December 1972. The visible side of the Moon created a network of four automatic seismic stations of the same type, which were powered by isotope power plants designed for 10 years of continuous operation. Each of these stations was equipped with two types of seismometers and an electronic unit. Three long-period seismometers are arranged vertically and horizontally and allow to record seismic waves from distant sources and determine the direction to the epicenter. For a more accurate separation of waves at short distances, a vertical short-period seismometer was used. These seismometers felt negligible displacement of the surface, corresponding in the size of the atom ( $10-8 \mathrm{~cm}$ ). On Earth, it is almost impossible to observe with such sensitivity of equipment: microseisms, ocean waves, wind, and industrial mechanism noise. The Moon, due to the absence of the atmosphere, hydrosphere, biosphere, and active internal processes, is an ideal testing ground for ultraprecise seismic surveys.

Lunar seismograms are completely different from those on Earth: the amplitude of recorded seismic oscillations increases gradually and decreases even more slowly (the "seismic sound" on the Moon lasts for hours). Records on the vertical and horizontal seismometers are not similar to each other, and there are no clear wave arrivals in the subsequent part of the recording-to isolate them; one has to resort to various methods: use narrowband frequency, polarization filters, etc. For these initially fascinate features of the lunar seismograms, an explanation has been received. The fact is that the upper layer of the Moon is very heterogeneous and broken by cracks due to meteorite falling. Seismic signals, scattered on these heterogeneities, stretch "in time" and are destroyed. At the same time, due to the absence of air and water on the Moon, the heat loss of elastic energy is not large, and, conversely, the so-called seismic quality factor is large-therefore, the oscillations do not damp out for a very long time. The features of seismic wave propagation in such a heterogeneous medium are fairly accurately described by the diffusion theory equations. Using these equations, the following estimates of the properties of the lunar scattering layer were obtained: its effective thickness is $15-25 \mathrm{~km}$, and the size of heterogeneities is $2-5 \mathrm{~km}$ (and the degree of heterogeneity decreases with depth). Among the natural seismic events on the Moon emit tidal, thermal, and tectonic moonquakes, as well as the fall of meteorites. Seismologists have developed criteria for recognizing the nature of an event by the type of its record, similar to those used on Earth to identify earthquakes and nuclear explosions.

The absolute majority of all seismic phenomena on the Moon (about 90\%) are relatively rare, regular, very weak tidal moonquakes with very deep focuses. At present, seismic data obtained using lunar seismometers for the period from November 1969 to July 1972 have been analyzed. During this time, about 5400 seismograms of tidal moonquakes were recorded. On average, about 600 such moonquakes are recorded annually in the Ocean of Storms at the Apollo 12 station, 650 in the Apennines (Apollo 15), 1500 in the region of Fra Mauro ("Apollo 14"), and about 3000 in the area of the Descartes crater ("Apollo 16"). The difference in the number of similar seismic phenomena recorded by the stations is explained by the ground conditions: there are more moonquakes where the upper layer of the
soil and the underlying elastic rocks-breccias-are more powerful. All stations recorded an average of about 700 tidal moonquakes per year. All tidal moonquakes are very weak. The energy released in their focuses is $10^{7}-10^{9} \mathrm{erg}$. The conditional magnitude of the event, adopted in seismology-the magnitude-for tidal moonquakes is $0.5-1.3$, whereas for the strongest earthquakes, it reached 8.5 . On Earth, earthquakes, as weak as tidal moonquakes, cannot be distinguished against the background of more intense microseisms. If we sum up the energy of all known tidal moonquake sources and assume that the seismicity on the reverse side is not higher than in the Descartes region, then we get the total seismic energy consumption of tidal moonquakes per year equal to $10^{10}-10^{12} \mathrm{erg}$. This is more than trillions of times less than earthquake energy. The curves of the number of moonquakes and the amplitude of ground oscillations in a seismic wave, equivalent to the "frequency patterns" of earthquakes, show the strength of the greatest tremors, as well as the number of the weakest shocks. The slope for moonquakes curve is $1.5-3.7$ times steeper than for tectonic earthquakes. This means that the Moon is designed in such a way that many weak seismic shocks occur in it and strong ones are impossible. Similar dependences on Earth are obtained for small-scale volcanic earthquakes, as well as for underwater earthquakes in the regions of the middle oceanic ridges. Due to the fact that the seismic stations on the Moon are located at the vertices of a triangle with sides of about 1000 km , it is possible to determine both the position of the epicenter and the depth of the moonquake source. However, due to the small number of stations, the accuracy of such determinations is small ( $50-100 \mathrm{~km}$ ). For all focuses, the form of recording remains constant throughout the observation period. According to this property, 41 focal zones were allocated, coordinates of epicenters were determined for 27 of them, and focal depths for 18 of them. The epicenters are grouped into two narrow extended seismic belts. The first is located approximately along the meridian ( $20-30^{\circ} \mathrm{W}$ longitude) ; it starts at $30^{\circ}$ south latitude and stretches 2000 km to $40^{\circ} \mathrm{S}$. latitude (expanding from 100 km in the north to $200-300 \mathrm{~km}$ in the south). The second belt, which is more than 300 km wide, stretches for 1800 km from the center of the visible side of the Moon to the east-northeast. Near its continuation there is a single epicenter fixed on the far side of the Moon. Some connection between the position of the epicenters and the features of the lunar relief is planned. The epicenters of the first seismic belt, comprising half of the focus and $63 \%$ of the total number of moonquakes, run along the western edge of the Seas of Rains, Cognized, and Clouds (and even slightly deviate to the east along the contour of the Sea of Clouds). At the same time, $50 \%$ of the number of moonquakes occurs on a $700-\mathrm{km}$ stretch in the area of the junction of the Ocean of Storms with the Seas Cognized and the Clouds. More than half of the epicenters of the second seismic belt also fall to the margins of the lunar seas: two are in the south of the Sea of Clarity, two are in the north and east of the Sea of Crises, and three are in the mountain regions separating the Seas of Clarity and Tranquility. All tidal moonquakes occur deep in the depths of the Moon. This is evidenced by clear phases of transverse waves, large amplitude of the first arrivals, a shorter rise time of amplitudes than seismic phenomena of impact origin, and a relatively simple waveform in the interval between the arrivals of longitudinal and transverse waves. Focuses are located at depths of $400-900 \mathrm{~km}$; however, $>85 \%$ of them fall within a narrower interval-600-800 km. The stability of the form of records of moonquakes from one source (for one station) means that the size of the source zone is no more than $10-20 \mathrm{~km}$. The zone of the epicenter of tidal moonquakes has a complex relief. The rise of focuses in the northern, southern, and central parts of the first seismic zone is planned. In the second zone, the deepest foci are located, and the western half has great depths. In general, the maximum depths of the focuses fall on the equatorial region (including the source on the far
side of the Moon), while the minimum depths correspond to the central part of the southwest quarter of the visible side of the Moon [8].

A strict order is observed in the sequence of tidal lunar storms-an increase in the number of moonquakes after 13, 27, and 206 Earth days. An even longer (6-year) variability in the number of tidal moonquakes, which managed to manifest itself only in the longest series of observations at the Apollo 12 station, is also assumed. The maximum number of moonquakes occurred in the first half of 1970, then a smooth decrease in activity was observed, and in 1972, the Moon was the most passive. The next rise in seismicity was expected in 1976. The observed periodicity of moonquakes can be decoded based on the laws of rotation and motion of the Moon in the gravitational fields of the Earth and the Sun [9]. The orbit of the Moon is hardly one of the most complex planetary orbits. The Moon rotates around the Earth in an ellipse with an average distance of 384 thousand km and with an average eccentricity of the orbit of 0.05 . The period of its circulation is 27 and 32 Earth days, during the same time the full rotation of the Moon from west to east around the axis takes place. The lunar equator has a slight slope to the ecliptic and lunar orbit. In the system, Earth-Moon tidal forces act. Viscosity of the planets effects on the dissipation of tidal energy. In addition, the gravity of the Sun causes periodic variations in the lunar orbit, manifested in changes in the eccentricity and distance of the Earth-Moon in the perigee. As a result of all this, a characteristic feature arises-the physical libration of the Moon, which complicates its movement and rotation [11]. It has a latitudinal component with a period of 6 years and a longitude of 206 days.

Initially, when studying tidal moonquakes, it seemed that their tremors were timed to the moments of the apogee and perigee of the Moon in the orbit around the Earth. As data accumulated, it turned out that the picture is more complicated: the peaks of seismic activity are shifted in accordance with the periods of the Moon's libration. At the same time, the seven-month maximum of seismic activity is tied to the greatest eccentricity of the lunar orbit.

Based on the above, none of the researchers of the seismicity of the Moon now doubts the external, cosmic nature of tidal moonquakes-the role of the "trigger mechanism" in them is played by the forces of gravity of the Earth and the Sun. The problem of forecasting planetary shocks, so complex and important on Earth, on the Moon is solved simply-the "schedule" of tidal moonquakes can be made on the basis of the laws of celestial mechanics. For example, the dependence of the moment of seismic shock in the corresponding epicenter on the position on the Moon's surface of a point lying on the straight line connecting the centers of mass of the Earth and the Moon is noted. So, tidal moonquakes can be predicted, but is it so important? After all, they are extremely weak and harmless, and, in particular, future designers of lunar cities and rocket tracks will not need to introduce corrections for the seismic resistance of structures into their calculations.

Tectonic moonquakes. The seismic experiment on the Moon was mainly focused on the detection of tectonic moonquakes; therefore, the stations were established in the contact areas of large-scale surface structures. However, for the entire time of observations, only 11 shocks were recorded, possibly of a tectonic nature. But despite their small amount, they raise the total seismic energy of moonquakes by several orders of magnitude (up to $10^{15} \mathrm{erg}$ ). The first characteristic feature of such events is the high frequency of their records (according to this feature, they differ sharply from both tidal moonquakes and meteorite strikes). The arrivals of the longitudinal and transverse waves are very clear, which indicates a small scattering of waves near the source. The slope of the "repeatability curves" is much smaller than that of tidal and thermal moonquakes and closer to earthquakes. The energy of tectonic moonquakes is several orders of magnitude higher than that of tidal moonquakes; their magnitude reaches 4 . All detected tectonic moonquakes were
out of the network of lunar seismic stations at distances greater than 600 km : 10 out of 11 were recorded by all stations, and for 4 out of 11 , only the azimuth and distance were determined, for 7 events (with an accuracy of $5^{\circ}$ ). All the epicenters are located on the periphery of the border of the visible and reverse sides of the moon: 9—on the visible and 2-on the back (without an explicit connection with the surface structures). Tidal tectonic moonquakes are not found in the southeast quarter of the visible side of the moon. They are not regular; their form of recording is not repeated. The depth of the foci is not determined precisely; according to the nature of the recording of one of the strong tectonic moonquakes, the lower estimate of the depth of its source- 300 km -was obtained, while the foci are deeper than the scattering layer of the crust with a thickness of 25 km .

During the Apollo expeditions, seismic studies of the structure of the subsoil of various scales were carried out: seismic exploration of the upper part of the section, sounding of the crust, and seismic scanning of the mantle. The first detailed study of the velocity of longitudinal waves in the lunar soil was carried out in the Fra Mauro area during the Apollo 14 expedition. Three seismometers recorded astronauts tapping on the ground at a distance of 100 m . More distant points were obtained during the takeoff of the lunar cabin and with the help of special grenades that were blown up after the astronauts departed on command from Earth. A similar experiment was conducted by Apollo 16 astronauts in the continental region of the Descartes crater. Depths of up to 200 m were studied. Finally, during the Apollo 17 expedition in the area of Taurus-Littrow, it was possible to "light up" the structure of the upper layers to a depth of 1.5 km . According to the records at the seismological stations of the fall of the spacecraft, the propagation speeds of transverse seismic waves were determined. As a result of all studies, it was established that the upper part of the Moon consists of separate layers in which the speed of seismic waves increases abruptly with depth. The upper two layers have properties similar in different regions, distant from each other and folded in different breeds. This is due to their identical origin: the scatter of debris during the impact of large meteorites and their subsequent crushing by small ones. Characteristics of lunar soil (regolith): power ( $2-12 \mathrm{~m}$ ), velocity of longitudinal waves ( $90-115 \mathrm{~m} / \mathrm{s}$ ), velocity of transverse waves ( $35-37 \mathrm{~m} / \mathrm{s}$ ), ratio of velocities of longitudinal and transverse waves (2.7-2.9), Poisson's ratio [2] (0.42-0.43), density ( $1.5-1.6 \mathrm{~g} / \mathrm{cm}^{3}$ ), and porosity (more than $50 \%$ ). In the layer of detrital material (breccias), the power is $18-38 \mathrm{~m}$, the velocity of the longitudinal waves is $300 \pm 50 \mathrm{~m} / \mathrm{s}$, the ratio of the velocities is $2.2-2.4$, the Poisson's ratio is $0.37-0.40$, and the density is $1.7-1.8 \mathrm{~g} / \mathrm{cm}^{3}$. Compared with the Earth's soil, the Moon has very low velocities and a high ratio of velocities (a large Poisson's ratio).

### 2.1 Probing of the crust

The lunar crust was studied in the southeastern part of the Ocean of Storms, where the Apollo 12 and 14 seismic stations were located 180 km away. In this case, a rather unusual (for the Earth) method of exciting elastic waves was useddropping the spent compartments of spaceships. The Apollo expeditions produced two seismic shocks on the surface of the moon. The first shock was, when the third stage of the Saturn-5 rocket weighing more than 14 tons was sent on command from the Earth to a given point on the surface of the Moon. With an almost vertical fall at a velocity of $2.5 \mathrm{~km} / \mathrm{s}$ at the surface, seismic waves of such force were excited as in the explosion of 10 tons of TNT. The second shock was caused when the takeoff stage, after the crew returned to the main compartment, was dropped near the corresponding seismic station. With a mass of 2.4 tons, the velocity at the surface of $1.7 \mathrm{~km} / \mathrm{s}$, and the "gentle" approach trajectory to the surface, the impact of the
lunar cabin was equivalent to an explosion of 800 kg of TNT. The network of lunar seismic stations recorded nine such "artificial" impacts, as well as one natural attack from a meteorite weighing more than 1 ton, which "successfully" fell (May 13, 1972) 140 km north of the seismic station Apollo 14. A total of 14 seismograms were received, 9 of them at a source-receiver distance of $67-358 \mathrm{~km}$ and 5 at a distance of $850-1100 \mathrm{~km}$. Seismic records were analyzed in accordance with the methods adopted in the practice of terrestrial deep seismic sounding of the crust. Due to the insufficient accuracy of observations and errors in determining the arrival time of the waves on the seismograms, the velocity structure of the lunar crust was determined with some approximation. In the upper third of the crust, the velocity of longitudinal seismic waves rapidly increased from values of $100 \mathrm{~m} / \mathrm{s}$ in regolith to $4.5-5.0 \mathrm{~km} / \mathrm{s}$ at a depth of 10 km and $5.5-5.8 \mathrm{~km} / \mathrm{s}$ at a depth of 20 km . In the lower part of the crust, the velocity of seismic waves remains almost stable- $7.0 \mathrm{~km} / \mathrm{s}$. However, only apparent stability is possible, because the lower layers of the crust are "illuminated" so inaccurately even on more detailed observations on Earth that it is sometimes difficult to distinguish a slight increase in the velocity of seismic waves from its gradual decrease. In the mantle of the Moon, the velocity of seismic waves increases abruptly to values of $8 \mathrm{~km} / \mathrm{s}$ and more. The boundary of the crust-mantle, analogous to the boundary of Mohorovich on Earth, has not yet received on the Moon. The nature of the transition from the crust to the mantle remained unclear, until analysis of their amplitudes and spectra was added to the analysis of the travel times of the waves. The bursts of waves in the subsequent part of the record, identified as reflections from the crust-mantle boundary, showed that this is, in fact, not a boundary, but a transition layer with a thickness from 3-4 to 10-12 km. In some interpretations, a sharp increase in the velocity inside the crust from 5.8 to $6.8 \mathrm{~km} / \mathrm{s}$ at a depth of 25 km is assumed. In the future, we will be interested in the state of the upper part of the lunar crust, so in the review we omit the results obtained by the structure of the mantle and the core of the Moon. Seismic observations make it possible to determine not only the propagation velocity of longitudinal and transverse waves but also a measure of the proximity of real matter to the model of ideal elasticity-the degree of energy absorption due to irreversible heat losses along the path of the seismic waves. The seismic quality of lunar rocks was estimated in several ways: laboratory (measurements on samples placed in a vacuum), theoretical (comparison of seismograms with calculations), and experimental (measurement of the law of decreasing amplitudes on seismograms). In the latter method, attenuation of the amplitudes of seismic recording was considered depending on time, distance, and frequency. Different definitions gave consistent results. According to the new data, the layered structure of the Moon is distinguished by the seismic quality factor. In the upper layer (regolith), the quality factor for longitudinal waves is $100-300$, and in the scattering layer of the crust-3000-5000, in the entire $500-\mathrm{km}$ thickness of the lithosphere-5000 (according to some definitions-7000-10,000), deeper the quality factor drops to 3500 (at a depth of 600 km ), 1400 ( 950 km ), and 1100 ( 1200 km ). In the asthenosphere of the moon, the Q on longitudinal waves does not exceed 500 . According to the amplitudes of the transverse waves, the seismic $Q$ of the upper 300 km sequence is estimated at 4000 ; in the $500-800 \mathrm{~km}$ layer, it decreases to 1500, and in the asthenosphere, it drops another 10-15 times.

### 2.2 Lunar mascons

A detailed study of the field of gravity of the Moon became possible after the launch of space satellites into the orbit of artificial satellites of the moon. Observations of satellite orbits were carried out with the help of three ground stations. The first constructions of the picture of the gravitational field of the Moon
were carried out by Soviet researchers on the results of the flight of the Luna-10 spacecraft, and further data were updated on observations of the orbits of artificial satellites of the Lunar Orbiter series, as well as on those sections of the Apollo spacecraft routes, their orbits around the Moon were determined only by its field of gravity. The gravitational field of the Moon turned out to be more complicated and heterogeneous than the Earth, the surface of equal potential of gravity is more uneven, and the sources of anomalies are located closer to the surface of the moon. A significant feature of the lunar field of gravity was the large positive anomalies associated with round seas, which were called mascons (from the English-"mass concentration"). When approaching the mascon, the satellite velocity increases; after passage, the satellite slows down slightly, with the orbit altitude changing by $60-100 \mathrm{~m}$. At first, mascons were discovered in the seas of the visible side: Rains, Clarity, Crises, Nectar, and Humidity; their sizes reached 50-200 km (they fit into the contours of the seas), and the anomaly values were $100-200 \mathrm{mgal}$ [12]. The anomaly of the Sea of Rains corresponded to an excess mass of about (1.5-4.5) $\times 10^{-5}$ the masses of the entire Moon. Subsequently, more massive mascons were discovered on the border of the visible and reverse sides in the Eastern and Regional Seas, as well as a huge mascon in the equatorial zone of the center of the far side of the Moon. There is no sea in this place; therefore, the mascon is called "Hidden." Its diameter is more than 1000 km ; the mass is five times the excess mass of the Sea of Rains. Hidden mascon is able to deflect a satellite flying at an altitude of $100 \times 1 \mathrm{~km}$. The total excess mass corresponding to the positive anomalies of gravity exceeds $10^{-4}$ the mass of the moon. A number of negative anomalies were associated with the lunar mountains: the Jura, the Caucasus, the Taurus, and the Altai. Anomalies of gravity reflect the distribution of mass of matter in the depths of the Moon. If, for example, we assume that mascons are created by point masses, then their depths should be about 200 km in the Sea of Rains, 280 km in the Sea of Clarity, 160 km of Crises, 180 km of Calmness, 100 km of Plenty, 80 km of Sea of knowledge, and 60 km of Ocean of Storms. Thus, gravity measurements found a nonuniform density distribution in the upper mantle.

### 2.3 Electrical conductivity

None of the lunar expeditions did directly measure the electric field of the moon. It was calculated from the variations of the magnetic field recorded by magnetometers at the Apollo 12, Apollo 15, Apollo 16, and Lunokhod-2 stations. The Moon is devoided of the magnetosphere, but during the magnetosphere, with its rotation around the Earth periodically turns out to be in full Moon in the unperturbed Earth magnetosphere, in the new Moon in the solar wind, and twice for 2 days in the transitional one-shock layer. Fluctuations of an external interplanetary magnetic field penetrate the Moon and induce an eddy current field in it. The rise time of the induced field depends on the distribution of electrical conductivity in the lunar interior. Simultaneous measurements of the external alternating field over the Moon and the secondary field on the surface allow us to calculate the lunar conductivity.

The Moon is arranged "conveniently" for magnetic-telluric sounding. The interplanetary magnetic field, extended from the Sun, is uniform; its front can be considered flat, and therefore for research, as on Earth, a network of laboratories is not necessary. Due to the fact that the Moon has a higher electrical resistance than the Earth, two hourly observations are enough for its sensing, whereas annual Earth winds are needed on Earth. The solar wind flowing around the Moon, having high conductivity, seems to envelop the Moon without letting it out to the surface fields. Therefore, on the solar side of the Moon, only the horizontal component of the alternating magnetic field can be used, whereas on the night side, where the
vertical component works, the situation is more similar to that of the Earth. The Apollo magnetometers recorded the Moon's response in the solar wind on the night and day sides, and also in the geomagnetic plume, where the plasma effects of the solar wind are minimized. In the crater of Lemonier on the solar side of the Moon, on the Lunokhod-2, the solar fluctuation magnetic field was registered. In this case, the horizontal component of the magnetic field reflects the depth electrical conductivity of the Moon, and the magnitude of the vertical component for a long time characterized the intensity of the external field of the Moon. An experimental graph of apparent resistivity was interpreted by comparing with theoretical curves. Soviet (Vanyan et al. [13]) and foreign researchers constructed various models of the electrical conductivity of the Moon. Differing in some details, they give generally similar distributions of the electrical properties of lunar material with depth: in the upper 200 km , there is a poorly conducting layer with a specific resistance of more than $10^{6}$ ohm m; a layer of reduced resistance ( $10^{3} \mathrm{ohm} \mathrm{m}$ ) with a thickness of $150-200 \mathrm{~km}$ is deposited deeper, and the resistance increases by an order of magnitude to 600 km and then decreases again to $10^{3} \mathrm{ohm} \mathrm{m}$ at a depth of 800 km .

The electrical sensing of the Moon carried out so far reveals the following main features: The Moon as a whole has a higher resistance than the Earth. On top of it is a powerful insulating layer; with depth the electrical conductivity grows. The radial separation of the Moon was found, and a heterogeneity in the horizontal direction was noted with respect to electrical resistance. The temperature inside the Moon was estimated for different compositions of the mantle using the electrical conductivity profiles and the dependence of conductivity on temperature. In all cases, to a depth of 600-700 km, the temperature lies below the melting point of basalt and at great depths reaches or exceeds it.

### 2.4 Moon's crust

Like on Earth, the Moon has a crust separated from the mantle by a sharp boundary. The thickness of the lunar crust in the southeastern part of the Ocean of Storms ( $60-65 \mathrm{~km}$ ) is the same as in the Pamir or Himalayas and more than just oceanic ( $7-10 \mathrm{~km}$ ) but also continental crust ( 40 km ). The lunar crust is one-thirtieth of the size of the moon, and thus, in relation to the radius of the planet, it is five times thicker than the average crust. Seismic measurements, which give the most accurate estimates of crustal thickness, have so far been carried out only in the Ocean of Storms. According to other, especially gravimetric, data, we can conclude that the thickness of the crust in different areas is different: in the eastern hemisphere, as well as on the reverse side of the moon, the crust is several times more powerful than in the western. It is possible that, in the region of the Mascon Sea of Crises and Clarity, the denser subcrustal matter lies closer to the surface, here the thickness of the crust decreases to $70-80 \mathrm{~km}$. The difference in the physical properties of the crustal rocks in different areas is noted not only in terms of seismic wave velocities and rock densities-they are differently magnetized and have different electrical conductivities.

Horizontal heterogeneity of densities leads to stresses that cause tectonic moonquakes at depths of $25-300 \mathrm{~km}$. These stresses ( $100-200 \mathrm{~kg} / \mathrm{cm}^{2}$ ) are tens of times smaller than the horizontal forces that determine the tectonic activity of the Earth's lithosphere; therefore, tectonic moonquakes are so weak compared to earthquakes. In the light of new knowledge about the deep structure of the Moon, the picture of the preparation of moonquakes looks like this. Under the action of the forces of gravity of the Earth and the Sun, large tidal voltage drops occur in the moon. They concentrate on the contact of the hard outer and heated inner zones of the moon. This contributes to a complex, contrasting relief of the transition zone. Perhaps, the position of the epicenters of moonquakes reflects the direction of convective flows of matter in the
asthenosphere. At the moments of increasing the attraction of the Moon by the Earth and the Sun, hot fluids and gases are injected into the transitional zone by pulses. They form a kind of "lubricant," which further facilitates the movement of blocks along the gap at the time of the moonquake. The dimensions of the foci, the intervals between the tremors, and their energy agree quite well within the framework of a theory describing the process of an earthquake as a rapid "ripping up" of cracks in weakened zones. On the Moon, breaks occur within homogeneous blocks of poorly cemented material. Therefore, from push to push, the shape of oscillations in the waves from each source is so well preserved. Because of the small size of the blocks, the shaking is not great. And their "schedule" is fully regulated by the gravitational "pointer" of the Earth and the Sun. There is not enough time for stresses to accumulate, as the next stress impulse and "lubrication" from the asthenosphere arrive-a weak moonquake occurs. Tidal forces of the Earth make the Moon shake often and weakly, not allowing it to accumulate forces for a powerful push.

In the article [14], in order to explain the reason for the manifestation of earthquakes of an "explosive" nature, a model of redistribution of lithostatic pressure during the formation of arch (anticlinal) structures of the Earth's crust was proposed. It is shown that in the castle part of the formed arch structure, the lithostatic pressure increases significantly, and this leads to a sharp decrease in the volume of the rock ("collapse"). The under locked part of the lithostatic pressure is removed, which leads to mechanical destruction of the rock ("explosion"). It was concluded that the processes of "collapse" and "explosive" destruction of rocks occur during the formation of arch structures and are a possible cause of the manifestation of earthquakes of "explosive" nature. When conducting electromagnetic monitoring in shock-hazardous rock massifs, which were as a result of mining under intense explosive effects in local instability zones, in the section, disintegration zones were found, united by morphology like a vault structure. This may indicate a dynamic hierarchical similarity of the response of the geological environment to the preparation of dynamic manifestations in the form of earthquakes or rock bursts.

## 3. Informative signs of the preparation of high-energy dynamic phenomena according to the mine seismological monitoring

In order to create a dynamic model adequate to the processes of preparing highenergy processes in the rock massive that are under a strong technogenic impact, it was necessary to use monitoring data in natural occurrence. For this, an analysis of the detailed seismic catalog of the Tashtagol underground mine for 2 years of observations from January 2006 to January 2008 was carried out. The data used are the space-time coordinates of all dynamic phenomena and massive responses that occurred within the mine field during this period, and explosions produced for mining the massive, as well as the values of the explosion energy and massive responses recorded by the seismic station [15]. The whole mine field was divided into two halves: the northwestern section and the west and new capital shaft areas, and the holes from 0 to 13 were designated by us as the northern section. The holes from 14 to 31, the southern ventilation and field drifts, the shaft of the south mine, and the development of the southeastern section are designated as the southern section. All events-responses with horizons with marks $-140 \mathrm{~m},-210 \mathrm{~m},-280 \mathrm{~m}$, and -350 m (maximum depth 800 m ) were analyzed. Impacts in the form of explosions were carried out in the southern, southeastern, northwestern, and northern areas. The seismological catalog was also divided into two parts: the northern and southern, according to the events, responses, and explosions that occurred in the northern and southern parts of the mine field.

Phase portraits of the state of the massive of the northern and southern sections are constructed in coordinates $\mathrm{E} 0(\mathrm{t})$ and $\mathrm{d}(\mathrm{E} 0(\mathrm{t})) / \mathrm{dt}$, t -time, expressed in fractions of 24 h and E0-massive seismic energy in J. In the paper [15], morphology of the phase trajectories of the seismic response to explosive effects at various successive intervals of the southern section of the mine is analyzed. During this period, according to the data on the technological and mass explosions produced, most of the energy was pumped into the southern section of the mine. In addition, at the end of the year 2007, it occurred in the southern section, the one of the strongest rock bursts in the entire history of the mine. As a result of the analysis, the characteristic morphology of the phase trajectories of the massive response that is locally in time in a stable state is highlighted. On the phase plane, there is a local area in the form of a coil of interlaced trajectories and small emissions from this coil, not exceeding in energy the values of $10^{5} \mathrm{~J}$. At some intervals, this release exceeds $10^{5} \mathrm{~J}$, reaching $10^{6} \mathrm{~J}$ and even $10^{9} \mathrm{~J}[15,16]$. Obviously, there are two interdependent processes: the process of energy accumulation, which is reflected in the region attracting phase trajectories, and the process of resonant discharge of accumulated energy. It is interesting to note that after this reset, the system returns again to the same region attracting phase trajectories. This is confirmed by the detailed analysis of the phase trajectories of the seismic response of the massive before and after the strongest rock burst. However, the process of changing the state of the massive is strongly influenced by the process of a fairly regular external influence in the form of explosions of different powers. During the time between the explosions, the massive does not have time to allocate the energy received by it, which leads to a response delay and nonlinearity of its manifestation, which makes it difficult to predict the time of a highly energetic destructive event [17].

Based on the ideas presented in [18], the analyzed database was supplemented with data of spatial coordinates of explosions. On this basis, a new algorithm for processing seismological information of a detailed mine catalog was developed taking into account the kinematic and dynamic characteristics of deformation waves propagating at different velocities in the rock massif under intense external influence in the form of mass or technological explosions [19]. It was found that waves propagating at velocities from 10 to $1 \mathrm{~m} / \mathrm{h}$ are the primary carrier of energy in the array and contribute to its release. Events occurring in the array with these speeds and having energy emissions less than $10^{4} \mathrm{~J}$ contribute to the creep reorganization of the hierarchical inclusions of block parts of the array, which leads to the organization of a new section of dynamic instability. Events occurring in the array with these speeds and having an energy release greater than $10^{5} \mathrm{~J}$ can be used as precursors which should be taken into account when adjusting the product of explosions in one or another part of the array. The complete absence of these events indicates an increase in the stress state in the massif of the mine as a whole.

### 3.1 Algorithm for processing seismological information to determine the informative features of the preparation of high-energy dynamic phenomena

In the present work, quantitative estimates have been made of the lag parameter of the high-energy response of the array to a number of anthropogenic impact, during which a significant part of the time was the absence of response of the array. Shock (Sh.36) with an energy of $8.14 \mathrm{E}+08 \mathrm{~J}$ happened at 25.11 .2007 with coordinates $\mathrm{x}=11,928 \mathrm{~m}, \mathrm{y}=11,627 \mathrm{~m}$, and $\mathrm{z}=-264 \mathrm{~m}(+(-450 \mathrm{~m}))$. It is marked, like all the rest of our studied responses, which occurred in the southern part of the mine with the letters Sh . and number 36 . Explosions are designated as (i), where $i$ is the number of the explosion for the period 2006-2008. We have obtained additional
estimates of the distances from the explosion point to the response point of the massif. The coordinates of the explosions and massif responses are taken from the seismic mine catalog of the Tashtagol mine.

### 3.2 Discussions

As follows from the analysis of the data in Tables 1-4 and Figures 1-4, the response of the massif Sh .36 in the form of a high-energy response only appears, starting with the distances between the point of impact and the response from 100 m to 200 m . At the same time, the lag time of the massif response to the impact occurred in the form of a rock shock is tens and even hundreds of days. Therefore, despite the fact that the Sh. 36 response from the impact (78) (Table 4) occurred almost instantly,

| Imp.-Sh. | $\mathbf{d x}$ | $\mathbf{d y}$ | $\mathbf{d z}$ | $\mathbf{r}$ | $\mathbf{d t}$ | Eimp | E0 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (1)-Sh. 1 | 0 | -23 | 10 | 25 | 77 | $5.40 \mathrm{E}+04$ | $2.7 \mathrm{E}+06$ |
| (1)-Sh.2 | -18 | -1 | 3 | 18 | 111 | $5.40 \mathrm{E}+04$ | $1.48 \mathrm{E}+04$ |
| (23)-Sh.7 | -24 | -16 | 3 | 29 | 0.3 | $2.15 \mathrm{E}+07$ | $1.56 \mathrm{E}+04$ |
| Sh.10-Sh. 17 | -20 | 17 | -18 | 32 | 40 | $1.17 \mathrm{E}+04$ | $1.56 \mathrm{E}+04$ |
| Sh.10-Sh. 18 | -21 | -31 | -13 | 40 | 48 | $1.17 \mathrm{E}+04$ | $1.56 \mathrm{E}+04$ |
| (38)-Sh.17 | -30 | -24 | -1 | 38 | 28 | $7.97 \mathrm{E}+03$ | $1.56 \mathrm{E}+04$ |
| (46)-Sh.21 | -25 | 11 | 3 | 27 | 2 | $9.52 \mathrm{E}+07$ | $7.48 \mathrm{E}+04$ |
| Sh.31-Sh.32 | 1 | -2 | -3 | 4 | 0.3 | $1.10 \mathrm{E}+04$ | $1.04 \mathrm{E}+04$ |

Imp, impact; Sh, response; $d x, d y, d z$, difference of Cartesian coordinates of the points of impact and response in $m$; $r=\sqrt{d x^{2}+d y^{2}+d z^{2}}$, the distance $(m)$ between the point of impact and the point of response; $d t$, time difference of impact and response points in 24 ; Eimp, impact energy (J); E0, energy response (J).

Table 1.
The impact and the response of the mine southern part massif within the distance from o m to 50 m from the points of explosions.

| Imp.-Sh. | dx | dy | dz | $\mathbf{r}$ | dt | Eimp | E0 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (23)-Sh.5 | -56 | -34 | 28 | 71 | 0.03 | $2.15 \mathrm{E}+07$ | $1.24 \mathrm{E}+04$ |
| (30)-Sh.9 | 55 | 13 | -13 | 58 | 18 | $6.35 \mathrm{E}+06$ | $1.65 \mathrm{E}+04$ |
| (34)-Sh.10 | 43 | -49 | -58 | 87 | 2 | $2.44 \mathrm{E}+04$ | $1.17 \mathrm{E}+04$ |
| (38)-Sh.11 | 4 | -41 | 41 | 58 | 15 | $7.97 \mathrm{E}+03$ | $1.04 \mathrm{E}+04$ |
| (38)-Sh.18 | -31 | -72 | 4 | 78 | 36 | $7.97 \mathrm{E}+03$ | $1.17 \mathrm{E}+04$ |
| Sh.11-Sh.16 | 26 | 62 | 6 | 67 | 11 | $1.04 \mathrm{E}+04$ | $1.10 \mathrm{E}+04$ |
| (42)-Sh.13 | 24 | -24 | -59 | 68 | 0.02 | $1.19 \mathrm{E}+09$ | $4.04 \mathrm{E}+04$ |
| Sh.15-Sh.19 | 75 | 60 | 18 | 98 | 22 | $2.92 \mathrm{E}+04$ | $2.44 \mathrm{E}+04$ |
| Sh.23-Sh.28 | -7 | -62 | -39 | 74 | 138 | $2.92 \mathrm{E}+04$ | $1.16 \mathrm{E}+04$ |
| Sh.25-Sh.27 | 42 | 42 | -40 | 72 | 38 | $3.74 \mathrm{E}+04$ | $4.04 \mathrm{E}+04$ |
| (72)-Sh.34 | 72 | 54 | 22 | 93 | 42 | $1.80 \mathrm{E}+06$ | $8.68 \mathrm{E}+04$ |
| (78)-Sh.35 | 97 | 18 | 7 | 99 | 0.1 | $8.68 \mathrm{E}+04$ | $2.67 \mathrm{E}+04$ |

Imp, impact; Sh, response; $d x, d y, d z$, difference of Cartesian coordinates of the points of impact and response in $m$;
$r=\sqrt{d x^{2}+d y^{2}+d z^{2}}$, the distance $(m)$ between the point of impact and the point of response; $d t$, time difference of impact and response points in 24 h; Eimp, impact energy ( $J$ ); E0, energy response ( $J$ ).

Table 2.
The impact and the response of the mine southern part massif within the distance from 50 m to 100 m from the points of the impacts.
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| Imp.-Sh. | dx | dy | dz | r | dt | Eimp | E0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (16')-Sh. 36 | 111 | 97 | -22 | 149 | 575 | $1.24 \mathrm{E}+04$ | $8.14 \mathrm{E}+08$ |
| (21)-Sh. 36 | 117 | 53 | -34 | 133 | 539 | $1.65 \mathrm{E}+04$ | $8.14 \mathrm{E}+08$ |
| (23)-Sh. 4 | 69 | -82 | 19 | 109 | 0.01 | $2.15 \mathrm{E}+07$ | $1.92 \mathrm{E}+04$ |
| (23)-Sh. 8 | -28 | -121 | -2 | 124 | 0.06 | $2.15 \mathrm{E}+07$ | $3.74 \mathrm{E}+04$ |
| (35)-Sh. 36 | 118 | 61 | 34 | 137 | 400 | $1.92 \mathrm{E}+04$ | $8.14 \mathrm{E}+08$ |
| (38)-Sh. 36 | 77 | 86 | -18 | 117 | 393 | $7.97 \mathrm{E}+03$ | $8.14 \mathrm{E}+08$ |
| (39)-Sh. 36 | 100 | 45 | 33 | 114 | 392 | $2.07 \mathrm{E}+06$ | $8.14 \mathrm{E}+08$ |
| (41)-Sh. 36 | 102 | 74 | 41 | 132 | 378 | $3.95 \mathrm{E}+06$ | $8.14 \mathrm{E}+08$ |
| Sh.4-Sh. 5 | -125 | 48 | 9 | 134 | 0.03 | $1.92 \mathrm{E}+04$ | $1.24 \mathrm{E}+04$ |
| Sh.5-Sh. 6 | -35 | -118 | -13 | 124 | 0.96 | $1.24 \mathrm{E}+04$ | $3.35 \mathrm{E}+05$ |
| Sh.7-Sh. 8 | 4 | -105 | 5 | 105 | 0.09 | $1.04 \mathrm{E}+04$ | $3.74 \mathrm{E}+04$ |
| Sh.20-Sh. 21 | -95 | -28 | -81 | 128 | 1 | $6.60 \mathrm{E}+04$ | $7.48 \mathrm{E}+04$ |
| (43)-Sh. 18 | 13 | -88 | -46 | 100 | 7 | $1.55 \mathrm{E}+06$ | $1.17 \mathrm{E}+04$ |
| (43)-Sh. 36 | 121 | 70 | 24 | 142 | 364 | $1.55 \mathrm{E}+06$ | $8.14 \mathrm{E}+08$ |
| (44)-Sh. 18 | 32 | -108 | 17 | 114 | 0.08 | $3.98 \mathrm{E}+06$ | $1.17 \mathrm{E}+04$ |
| (68)-Sh. 33 | 31 | -137 | -20 | 142 | 70 | $2.70 \mathrm{E}+06$ | $3.48 \mathrm{E}+05$ |
| (68)-Sh. 36 | 89 | 70 | 34 | 118 | 70 | $2.70 \mathrm{E}+06$ | $8.14 \mathrm{E}+08$ |
| (70)-Sh. 34 | 106 | 33 | 17 | 112 | 56 | $2.06 \mathrm{E}+06$ | $8.68 \mathrm{E}+04$ |
| (71)-Sh. 36 | 63 | 75 | 48 | 109 | 49 | $1.65 \mathrm{E}+05$ | $8.14 \mathrm{E}+08$ |
| (72)-Sh. 36 | 55 | 91 | 39 | 113 | 42 | $1.80 \mathrm{E}+06$ | $8.14 \mathrm{E}+08$ |
| (78)-Sh. 36 | 80 | 55 | 44 | 107 | 0.06 | $8.68 \mathrm{E}+04$ | $8.14 \mathrm{E}+08$ |

Imp, impact; Sh, response; $d x, d y, d z$, difference of Cartesian coordinates of the points of impact and response in $m$;
$r=\sqrt{d x^{2}+d y^{2}+d z^{2}}$, the distance $(m)$ between the point of impact and the point of response; $d t$, time difference of impact and response points in 24 ; Eimp, impact energy (J); E0, energy response (J).

Table 3.
The impact and the response of the mine southern part massif within the distance from 100 m to 150 m from the points of the impacts.
it was preceded by a long process of preparing a resonant energy release [22]. Based on the ideas presented in [18], the analyzed database was supplemented with data of spatial coordinates of impacts. On this basis, a new algorithm for processing seismological information of a detailed mine catalog was developed taking into account the kinematic and dynamic characteristics of deformation waves propagating at different velocities in the rock massif under intense external influence in the form of mass or technological explosions [19]. It was found that waves propagating at speeds from 10 to $1 \mathrm{~m} / \mathrm{h}$ are the primary carrier of energy in the massif and contribute to its release. Events occurring in the massif with these velocities and having energy emissions less than $10^{4} \mathrm{~J}$ contribute to the creep reorganization of the hierarchical inclusions of the block parts of the massif, which lead to the organization of a new section of dynamic instability. Events occurring in the array with these speeds and having an energy release greater than $10^{5} \mathrm{~J}$ can be used as precursors which should be taken into account when adjusting the product of explosions in one or another part of the array. The complete absence of these events indicates an increase in the stress state in the massif of the mine as a whole. In [20], an algorithm for processing seismological information of a detailed mine catalog was developed to determine the informative features of the preparation of high-energy dynamic phenomena. For this purpose, quantitative

| Imp.-Sh. | dx | dy | dz | r | dt | Eimp | E0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (23)-Sh. 6 | -91 | -152 | 15 | 178 | 1 | $2.154 \mathrm{E}+07$ | 3.35E+05 |
| (29)-Sh. 36 | 170 | 91 | -23 | 194 | 434 | $2.07 \mathrm{E}+06$ | $8.14 \mathrm{E}+08$ |
| (30)-Sh. 36 | 174 | 76 | 2 | 190 | 427 | $6.35 \mathrm{E}+06$ | $8.14 \mathrm{E}+08$ |
| (34)-Sh. 36 | 130 | 78 | 23 | 153 | 407 | $2.44 \mathrm{E}+04$ | 8.14E+08 |
| (40)-Sh. 36 | 140 | 63 | 17 | 154 | 385 | $2.70 \mathrm{E}+06$ | $8.14 \mathrm{E}+08$ |
| Sh.4-Sh. 6 | -160 | -70 | 4 | 175 | 0.99 | $1.92 \mathrm{E}+04$ | $3.35 \mathrm{E}+05$ |
| Sh.20-Sh. 37 | 38 | -146 | 14 | 152 | 336 | $3.35 \mathrm{E}+05$ | $6.39 \mathrm{E}+04$ |
| (42)-Sh. 14 | -78 | -180 | 26 | 198 | 0.06 | $1.19 \mathrm{E}+09$ | $1.92 \mathrm{E}+04$ |
| (42)-Sh. 15 | 163 | -38 | -31 | 170 | 2 | $1.19 \mathrm{E}+09$ | $2.92 \mathrm{E}+04$ |
| Sh.13-Sh. 15 | 187 | -14 | -28 | 190 | 2 | $1.48 \mathrm{E}+04$ | $2.92 \mathrm{E}+04$ |
| (44)-Sh. 36 | 140 | 50 | 50 | 157 | 357 | $3.98 \mathrm{E}+06$ | $8.14 \mathrm{E}+08$ |
| (46)-Sh. 36 | 140 | 64 | -17 | 155 | 336 | $9.52 \mathrm{E}+07$ | $8.14 \mathrm{E}+08$ |
| (59)-Sh. 36 | 115 | 117 | 1 | 164 | 197 | $1.10 \mathrm{E}+04$ | $8.14 \mathrm{E}+08$ |
| (74)-Sh. 36 | 98 | 111 | -54 | 158 | 35 | $2.93 \mathrm{E}+06$ | $8.14 \mathrm{E}+08$ |
| (78)-Sh. 33 | 1 | -168 | 58 | 178 | 0.01 | $8.68 \mathrm{E}+04$ | $3.48 \mathrm{E}+05$ |

Imp, impact; Sh, response; $d x, d y, d z$, difference of Cartesian coordinates of the points of impact and response in $m$; $r=\sqrt{d x^{2}+d y^{2}+d z^{2}}$, the distance $(m)$ between the point of impact and the point of response; $d t$, time difference of impact and response points in 24 h; Eimp, impact energy ( $J$ ); E0, energy response ( $J$ ).

Table 4.
The impact and the response of the mine southern part massif within the distance from 150 m to 200 m from the points of the impacts.


Figure 1.
Phase diagrams of the dynamical state of the massif southern mine part during the period 2006-2008 years, $r=0 m-50$ m. Horizontal axe: $E=$ Eo; vertical axe: $A=a L g f, f=\left|\frac{\partial E_{V}}{\partial t}\right|, a=\operatorname{sign} \partial E_{V} E_{V}=E_{i m p}-E o$.
estimates have been made of the lag parameter of the high-energy response of the array to a number of anthropogenic impacts, during which a significant part of the time was the absence of the response of the array. Response $8.14 \mathrm{E}+08 \mathrm{~J}$ happened 25.11.2007 year with coordinates $x=11,928 \mathrm{~m}, \mathrm{y}=11,627 \mathrm{~m}$, and $\mathrm{z}=-264 \mathrm{~m}$ $(+(-450 \mathrm{~m}))$. We have obtained additional estimates of the distances from the impact
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Figure 2.
Phase diagrams of the dynamical state of the massif southern mine part during the period 2006-2008 years, $r=50 m-100 \mathrm{~m}$. Horizontal axe: $E=$ Eo; vertical axe: $A=a L g f, f=\left|\frac{\partial E_{V}}{\partial t}\right|, a=\operatorname{sign} \partial E_{V} E_{V}=E_{\text {imp }}-E 0$.


Figure 3.
Phase diagrams of the dynamical state of the massif southern mine part during the period 2006-2008 years, $r=100 m-150 \mathrm{~m}$. Horizontal axe: $E=$ Eo; vertical axe: $A=a L g f, f=\left|\frac{\partial E_{V}}{\partial t}\right|, a=\operatorname{sign} \partial E_{V} E_{V}=E_{i m p}-E o$.
point to the response point of the massif. The coordinates of the impacts and massif responses are taken from the seismic mine catalog of the Tashtagol mine. As follows from the analysis performed, we can repeat that the massif response in the form of a high-energy response is manifested only from the distances between the point of impact and the response from 100 m to 200 m . At the same time, the lag time of the array response to the impact occurred in the form of an explosion is tens and even hundreds of days. Therefore, despite the fact that the response from the last impact occurred almost instantly [20], it was preceded by a long process of preparing resonant energy release [21], which must be accompanied by electromagnetic monitoring of the occurrence and accumulation of disintegration zones in the massif volume: $\mathrm{dx}=100-180 \mathrm{~m}, \mathrm{dy}=33-180 \mathrm{~m}$, and $\mathrm{z}=(-210-(-300))+(-450) \mathrm{m}$. It is important


Figure 4.
Phase diagrams of the dynamical state of the massif southern mine part during the period 2006-2008 years, $r=150 m-200$ m. Horizontal axe: $E=$ Eo, vertical axe: $A=a L g f, f=\left|\frac{\partial E_{V}}{\partial t}\right|, a=\operatorname{sign} \partial E_{V} E_{V}=E_{\text {imp }}-E o$.
to take into account not only the direct impact of explosions on this process but also the responses that appear after a while as shocks that contribute to the resonant release of energy. The developed algorithm for processing seismological information of the detailed mine catalog allows extracting additional important information for predicting hazardous phenomena in ore mines and for developing the theory of dynamic phenomena in natural geological, geophysical, and lunar environments.

As a result of the analysis performed in [23], the use of the theory of catastrophe recommendations [24] on the prediction of dynamic phenomena can be drawn from the following conclusions. The processes occurring in mountain massive are dynamic processes that can be controlled following the recommendations provided by the theory of catastrophes. In these processes, the energy values during explosions and the location of these explosions relative to the region of the massif under study or being processed are the control parameters. The internal parameters are the kinematic and dynamic parameters of deformation waves [21, 25-27], as well as the structural features of the massif through which these waves pass [22]. The use of analysis methods for short-term and medium-term forecasting of the state of a mountain massif only by using control parameters is not enough because the massif has sharp heterogeneities. However, the joint use of qualitative recommendations of the theory of catastrophes and the spatial-temporal data of changes in the internal parameters of the massif will allow preventing catastrophes in mountain terrestrial and lunar massive.

## 4. Conclusions

In the case of studying the state of the lunar mountain massive, it is necessary to organize active seismic and deformation monitoring to the similarity organized on the Earth within unstable mountain massive. Since the Moon is at a considerable distance from the Earth, the active effect as an excitation source can be of electromagnetic or laser type. The basic principle of monitoring should be active and regularly repeated, and then the processing algorithm described above can be used, bypassing the time paradox, to predict the state of the lunar mountain
massive. At present, theoretical results on modeling the electromagnetic and seismic field in a layered medium with inclusions of a hierarchical structure are in demand. Simulation algorithms are constructed in the electromagnetic case for 3D heterogeneities, in the seismic case for 2D heterogeneities [28-30]. It is shown that with an increase in the degree of hierarchy of the environment, the degree of spatial nonlinearity of the distribution of the components of the seismic and electromagnetic fields increases, which corresponds to the detailed monitoring experiments conducted in the shock-hazardous mines of the Tashtagol mine and SUBR. The theory developed demonstrated how complex the process of integrating methods using an electromagnetic and seismic field to study the response of a medium with a hierarchical structure. This problem is inextricably linked with the formulation and solution of the inverse problem for the propagation of electromagnetic and seismic fields in such complex environments. In [31, 32], the problem of constructing an algorithm for solving an inverse problem using the equation of a theoretical inverse problem for the 2D Helmholtz equation was considered. Explicit equations of the theoretical inverse problem are written for the cases of electromagnetic field scattering ( E and H polarization) and scattering of a linearly polarized elastic wave in a layered conducting and elastic medium with a hierarchical conducting or elastic inclusion, which are the basis for determining the contours of misaligned inclusions of the lth rank of the hierarchical structure. It is obvious that when solving the inverse problem, it is necessary to use observation systems setup to study the hierarchical structure of the environment as the initial monitoring data. On the other hand, the more complex the environment, each wave field introduces its information about its internal structure; therefore, the interpretation of the seismic and electromagnetic fields must be conducted separately, without mixing these databases. These results should be used when studying the structure and condition of lunar massive of rocks by deep drilling.
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#### Abstract

A detailed explanation of the reduction method used to determine the angular diameters of the stars occulted by the dark limb of the Moon is presented.
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## 1. Introduction

The disappearance of a star behind the dark limb of the Moon yields very useful information about the star and the lunar surface near that point. This phenomenon is known as lunar occultation. It is in fact part of a very well-known astronomical event-occultation-the disappearance of a nearby celestial object behind another one. The disappearance of the sun behind the Moon, total solar eclipse, the disappearance of planets behind the Moon, or the disappearance of stars behind planets or asteroids are a few examples of this scientifically important phenomenon.

Many scientists have been studying occultation for more than a century (e.g., [1-5]). During the occultation the intensity of the occulted star drops to zero in a very short time. Scientists noticed that the time of the disappearance of the occulted star could be used to determine the diameter of the star. For example, an occulted star with an angular diameter of 0.001 arcsec disappears in $1 / 50 \mathrm{~s}$, which could easily be measured with photographic recording methods available at that time. Occultation investigations then followed consequently, and a remarkable observation was reported by [6] who used a spinning photographic plate to detect an occultation of Regulus. Diffraction fringes were observed, from which he deduced a diameter of 0.0018 arcsec for the star. This value was in substantial agreement with a later value of 0.0013 arcsec measured by utilizing the intensity interferometer at Narrabri [7]. Scientists in South Africa [8-10] used photographical techniques to make sequence of occultation observations of the red supergiant star Antares, from which they determined the angular diameter of the star. The diameter of $\mu$ Geminorum was also determined [11]. The values of the angular diameters of these two stars, which were not affected by the diffraction effects, were found to be 0.040 and 0.023 arcsec , respectively. Ref. [12] also discussed the effect of lunar surface irregularities in the case of stars with large angular diameters. Modern powerful computers and state-of-the-art CCD cameras, along with readily available fast-speed direct digital data recorders, made it very easy for occultation observations to be carried out and for precise models to be constructed.

Lunar occultation observation is the most powerful technique used, to date, for high angular resolution measurements of stars, which made it so important and increases its growth of interest [13-17], adding to the wide range results that can be obtained from analyzing the data. Starting up a lunar occultation observation program is cost-effective (inexpensive) and can be achieved with small- as well as
large-sized telescopes. Therefore, such program should be considered by mediumsized observatories, even amateur individual observers, making it possible to achieve millisecond resolutions with 1-2 class telescopes fitted with fast photometers [18].

The measurement of stellar diameters is not the only application of this technique and, indeed, may not even be the most fruitful one. Occultation timings are used by the Nautical Almanac offices for the determination of ephemeris time and to improve the theory of the Moon, while the incidental discovery of double stars has been frequent but almost totally unexploited. The event creates a good ground base for an amateur astronomer to do something meaningful in their lives.

## 2. Theory of occultation and the reduction method

The increased efforts made to time occultation observations, very accurately, resulted in obtaining a detailed information about the limb profile of the Moon. Thus, several observatories established and run observing and analyzing programs. The observed light curves are used to determine the stellar angular diameters, as well as discover double and multiple star systems and map the lunar limb irregularities (see [19] and references therein).

As the Moon precedes between a point on the Earth's surface and the above background stars, it casts down a shadow that moves at a high speed (Figure 1).

If the star is observed by a telescope during the shadow passage, the intensity of the starlight would be seen to fluctuate as a result of the movement of the shadow across the aperture of the telescope and ultimately disappears when the lunar shadow becomes total.

The record of these fluctuations constitutes an occultation observation. The intensity pattern $\mathrm{F}(\mathrm{w})$ of a monochromatic point source obscured by a straight sharp edge can very well be described in terms of Fresnel integrals ([11]) as

$$
\begin{equation*}
F(w)=I_{0} \frac{1}{2}\left[\left(\frac{1}{2}+C(w)\right)^{2}+\left(\frac{1}{2}+S(w)\right)^{2}\right] \tag{1}
\end{equation*}
$$

where $C(w)$ and $S(w)$ are the Fresnel integrals and they are written as


Figure 1.
Diffraction fringes from the lunar limb cross the telescope objective.

$$
\begin{align*}
& C(w)=\int_{0}^{w} \cos \left(\frac{\pi}{2} t^{2}\right) d t  \tag{2}\\
& S(w)=\int_{0}^{w} \sin \left(\frac{\pi}{2} t^{2}\right) d t \tag{3}
\end{align*}
$$

where

$$
w=x\left(\frac{2}{\lambda D}\right)
$$

Hence the observed light curve is

$$
\begin{equation*}
f(x, \lambda)=F(w) \tag{4}
\end{equation*}
$$

where x is the distance in meters from the telescope to the edge of the lunar shadow, $\lambda$ is a single wavelength, and $D$ is the distance of the Moon from the observer. Figure 2 shows a monochrome ( 500 nm ) Fresnel diffraction light curve, while Figure 3 shows the effect of a finite band pass ( $380-420 \mathrm{~nm}$ ) on the light curve.

Practically, the diffraction pattern, defined by Eq. (4), is altered by various factors related to the wavelength dependence (detector response, filter band pass, and source dependencies), telescope objective, source size, and the like, as shown in Eq. (5):

$$
\begin{equation*}
F_{j}=E_{\circ}+I_{\circ} \iint S(\lambda) f(x, \lambda, \phi) D(x) \phi(R) d \lambda d x \tag{5}
\end{equation*}
$$

$S(\lambda)$ comprises the sensitivity function of the detector and the filter, as well as the spectral distribution of the star. It is very important to notice that large telescopes can cause blurring of the fringe patterns, which results in loss of some information, but this is recompensed by the improvement of the $\mathrm{S} / \mathrm{N}$ ration. Since both finite band width and telescope aperture result in blurring the finer fringes of the light curve, both of them limit the effective spatial resolution in a similar, though not identical, manner. For example, a 2-meter telescope limits resolution to about 0.001 arcsec, while a bandwidth of about 200A (centered at 4000 A) has about the same effect.

The finite disk of the star (Figure 4) has the same effect as the telescope aperture, as shown in Figure 5. An observer at the center of the Earth sees the Moon moves across stellar background at a rate of about $0.5 \operatorname{arcsec}$ per second, i.e., a fringe passing rate of $0.9 \mathrm{~m} / \mathrm{s}$ for a star occulted at the leading side of the Moon.


Figure 2.
Monochrome (500 nm) Fresnel diffraction light curve.

The effect of a finite bandpass


Distance from Lunar edge in meters
Figure 3.
The effect of a finite bandpass (380-420 nm) on the fine fringes of light curve.


Figure 4.
Stellar disk considered as series of strips aligned with the direction of the limb line.


Figure 5.
The effect of uniform circular disk on fringe patterns.

The time scale of the event has been shown to be altered by the angle between the contact point of the occulted star and the motion vector of the Moon ([20]); therefore, scientists proposed that the most appropriate occultation events would be


Figure 6.
Occultation time scale is extended by the factor of $\sec \phi$.
those grazing the edge of the Moon. The effective fringe passage time, as seen from the Earth, is changed by a factor $\sec (\phi)$, where $\phi$ is the angle between the direction of lunar motion and lunar limb at contact point (see Figure 6).

The abovementioned effect can improve the quality of an occultation trace. An additional effect on the time scale should also be accounted for. For example, since the Earth rotates in the same direction of the lunar motion, the rate of the lunar motion is decreased due to change in parallax. An equatorial observer, observing when the Moon is on the meridian, near the zenith, will see $50 \%$ reduction in the lunar rate. This effect varies as latitude is increased and as the Moon approaches the horizon.

The time scale of fringe passage is also affected by the slope of the lunar surface; therefore, the difference between the obtained parameter of the velocity and the computed velocity is supposed to be caused by the slope of the lunar surface, and one can, in this case, determine its value.

## 3. Data fitting

The most popular method of analyzing occultation data is the least square method, first introduced by [21]. The Levenberg-Marquardt method of nonlinear fitting subroutine ([22]) fits the model light curve to the observed data of the occulted star. Most of the computed time is taken by Fresnel integrals $C(w)$ and $\mathrm{S}(\mathrm{w})$. Therefore, one must use the fastest approximations. Tchebycheff approximations [23] found in [24] is used [25]. It takes the form

$$
\begin{align*}
& C(w)=\left(\frac{1}{2}+a(w) \sin \left(\frac{\pi}{2} w^{2}\right)-b(w) \cos \left(\frac{\pi}{2} w^{2}\right)\right) \operatorname{sign}(w)  \tag{6}\\
& S(w)=\left(\frac{1}{2}-a(w) \operatorname{con}\left(\frac{\pi}{2} w^{2}\right)-b(w) \sin \left(\frac{\pi}{2} w^{2}\right)\right) \operatorname{sign}(w) \tag{7}
\end{align*}
$$

with

$$
\begin{equation*}
a(w)=\frac{1+0.926|w|}{2+1.792|w|+3.104 w^{2}} \tag{8}
\end{equation*}
$$

$$
\begin{equation*}
b(w)=\frac{1}{2+40124|w|+3.492 w^{2}+6.670|w|} \tag{9}
\end{equation*}
$$

The program, simultaneously, adjusts five free parameters (the velocity of the shadow A1, the occultation occurrence time A2, the angular diameter of the star A3, the amplitude of the observed light curve at continuum A4, and background level of observed light curve A5) until best fit is obtained. An initial estimate of these parameters must be fed to the computer, adding to the values of another three fixed parameters, representing the observed wavelength, filter bandwidth A6, the Earth-Moon distance A7, and the contact point of the occulted star at the lunar limb A8. The adjustment is carried out by the least square method, mentioned above. The relation between the independent parameters and the values of the Fj is nonlinear; therefore, the program linearizes the equation and iterates until a convincing solution (small $\chi^{2}$ value) is obtained. The fitting parameters must be provided with expressions for the derivatives of the adjusted parameters with respect to the model function as follows:

$$
\begin{equation*}
\frac{d F_{j}}{d A_{1}}, \frac{d F_{j}}{d A_{2}}, \frac{d F_{j}}{d A_{3}}, \frac{d F_{j}}{d A_{4}}, \frac{d F_{j}}{d A_{5}} \tag{10}
\end{equation*}
$$

When the best fit is found (with minimum value), the program displays the final values of the adjusted parameters, which are supposed to represent the physical states of the occulted star.

## 4. Estimating the error of the angular diameter measurement caused by scintillation

In order to check our procedure, and to estimate the effects of noise on the calculated parameters, we produce several artificial light curves that represent stars with uniform disks and then modify each curve by adding scintillation noise to it.

The simulated occultation light curves were generated by arbitrarily choosing a portion of each scintillation measurement of 120 data points' length, normalizing it to one, and then adding it to the same length and time resolution of the artificial Fresnel patterns, to give a light curve exactly the same as the light curve resulting from a real occultation. See [25] for more details.

## 5. Results

Timing and observing lunar occultation events have very important scientific results. For example, grazing occultation observation can be used to gain valuable information about the limb profile of the Moon as well as the occulted star. By combining modern observing equipment and precise time-keeping devices, one can obtain very precise measurements. Figure 7 illustrates the event of a single grazing occultation, where eight events were observed. The first disappearance is shown on the left and the last reappearance on the right. The carvery line is the lunar terrain.

Figure 8 (taken from [26]) shows a nearly grazing disappearance occultation observation of the 3.1 mag, A5 spectral-type star $9 \beta$ Capricorn, SAO 163481, also known as Dabih. This is the main star in a multiple star system. The observation was carried out on 22 Oct. 1993, with a fast photometer, at a sampling rate of 1 mas per data point. Fine details of the fringe pattern of the light curve are perturbed and deformed by scintillation noise, which is the main source of noise,


Figure 7.
Illustration of the event of a single grazing lunar occultation.


Figure 8.
Light curve of a near grazing lunar occultation of the star $9 \beta$ Capricorn, image taken from Malawi et al., 1994.
especially for observations that are carried out at large zenith distance. Other effects, such as irregularities of the lunar limb, and the time delay of the fringe passage caused by nearly grazing occultation can also be seen in the resulting light curve. The best way to minimize the scintillation effects as well as effect of irregularities in the lunar limb is to have multiple observations of the same event whenever possible. If a team of many observers, together, observed the same event, from different locations, perpendicular to the occultation path, they can construct a very accurate profile of the lunar terrain, in the northern and southern pole areas of the Moon.

An example that shows ability of the model-generated curve to fit the observed data is shown in Figure 9, where the dots represent the observed data points, whereas the solid line shows the best fit model. The occulted star is 6.69 mag, A7 spectrum (SAO 97647) that was observed on 6 May 1995. The calculated angular diameter is $2.056 \pm 0.69$ mas. Table 1 shows the calculated values of the five variable parameters. The estimated angular diagram of the star is 0.0002 , "five folds less than the limited angular resolution of the system which is set to be 0.001."

Scintillation effects on the light curve and the smearing of the fine fringe pattern are clearly seen in Figure 9. An additional cause of such distortion is the finite band width of the filter used in the observation.


Figure 9.
Observed light curve of the star SAO 97647 (dots) shown along with fitted model (solid line).

| Parameter | Estimated | Standard error | Confidence interval |
| :--- | :---: | :---: | :---: |
| A1 | 3.58359 | 0.134282 | $\{3.31876,3.84841\}$ |
| A2 | 0.392329 | 0.409685 | $\{-0.415628,1.20029\}$ |
| A3 | 2.05561 | 0.692487 | $\{0.689925,3.42129\}$ |
| A4 | 114.438 | 1.93875 | $\{110.615,118.262\}$ |
| A5 | 276.119 | 1.59709 | $\{272.969,279.268\}$ |

Table 1.
The calculated values of the variable parameters.

## 6. Conclusions

Lunar occultation event offers us a very good chance to study the nature of one or both objects and pave the way for continuing research. For example, grazing occultation observation can be used to gain valuable information about the limb profile of the Moon as well as the occulted star. Observing lunar occultations from different locations is very important, to benefit from the different entering angles of the occulted stars, which helps improve the timing as well as the information about the lunar surface. Although the Japanese Kaguya mission launched in 2007 and the NASA Lunar Reconnaissance Orbiter mission (LRO) in 2009 mapped the lunar surface with an accuracy of 200 down to 5 m , grazing occultations still play an important role in the precision improvement of the lunar terrain features.

Occultation observations, usually, do not require large telescopes. Even telescopes as small as 6 cm refractor or an 11 cm reflector are enough to be used for most occultation events. Since graze paths not often pass over established observatories, amateur astronomers use portable observing equipment and travel to sites along the shadow path limits. The Universal Time Coordinated (UTC) of each event is recorded as accurately as possible, and the observed data is reported to the International Occultation Timing Association (IOTA). By doing so, amateur astronomers can contribute to science. Amateur astronomers can, also, play an important role by discovering unknown double and multiple star systems and/or
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can investigate them closely through their occultations by the Moon. If timing is made with high resolution, outcome is of high professional interest, to learn more about these systems and to measure stellar diameters. Reductions of grazing occultations also help discover errors in the stellar proper motions as published in the Hipparcos catalog, as well as reveal the rotational error of the Hipparcos reference frame. More details about timing, video or photometric recording, or analyzing lunar occultation observations can be obtained by visiting the web site of the IOTA.
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## Chapter 6

# Solar System Exploration Augmented by In Situ Resource Utilization: Lunar Base Issues 
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#### Abstract

Creating a presence and an industrial capability on the Moon is essential for the development of humankind. There are many historical study results that have identified and quantified the lunar resources and analyzed the methods of obtaining and employing those resources. The idea of finding, obtaining, and using these materials is called in situ resource utilization (ISRU). The ISRU research and development efforts have led to new ideas in rocket propulsion. Applications in chemical propulsion, nuclear electric propulsion, and many other propulsion systems will be critical in making the initial lunar base and future lunar industries more sustainable and will lead to brilliant futures for humanity.


Keywords: in situ resource utilization, ISRU, lunar base, rocket propulsion, systems analysis, specific impulse, nuclear propulsion

## 1. Introduction

Human and robotic missions have helped humankind see and understand the many resources of the solar system. The resources have been analyzed, and numerous lunar benefits and industries have been suggested [1-10]. The lunar regolith contains many oxides from which oxygen can be extracted. Water ice in permanently shadowed regions (PSRs) and craters may provide the critical resources for a successful lunar base and lunar cities. The new abilities developed on the Moon can be applied to future human and robotic missions to inner planets, the asteroids, and the outer planets. Mission design studies have shown the great benefits of ISRU in increasing the sample return capability of future planetary missions and vastly extending the reach of exploration. For future large-scale human missions, the possibilities of ISRU for of human exploration and finally settlement offer the best opportunities for sustainability and success.

## 2. Human exploration options

Since the 1950s, numerous mission studies have identified many effective methods of planetary exploration [1-15]. Robotic exploration has employed the methods of orbital mechanics, systems engineering, and propulsion. Human exploration of the Moon has been conducted, but humans have not yet ventured to Mercury,

Mars, and the outer planets. While future human lunar and Mars missions are in the planning stages, the costs of these missions have prevented their implementation. Extensive mission analyses have identified new strategies for human planetary exploration [16-20]. Cost reductions using advanced propulsion are very critical. In almost every propulsion scenario, ISRU will allow more effective robotic missions and human visits to these planetary targets.

## 3. The Moon, ISRU, and advanced mission planning

The Moon is the first stepping stone to the rest of the solar system. Since the 1950s, lunar mission planning has yielded many scenarios for exploration, base development, resource mining and use, and industrialization. Many visions of human lunar exploration have been developed, and they all address different possibilities for using in situ resources. A few of the past mission scenarios are summarized here for technology comparisons and insights into new technology infusions.

Many recent studies of the Moon and the use of its resources have been completed [21-25]. While lunar oxygen has been the focus of many of the study teams, water ice in permanently shadowed regions (PSRs) has been analyzed in great detail [26,27]. Both the oxygen and water ice are critical resources for a more self-sustaining lunar base and a lunar economy. In addition, metals from the oxides in the lunar regolith can provide for construction materials, and lunar regolith can be used for effective radiation shielding from galactic cosmic rays and solar flares.

### 3.1 Lunar mission scenarios

Large-scale and aggressive lunar base construction was studied by Koelle and his teams [18]. With the advent of the Apollo program, it was deemed reasonable to plan for large lunar operations. His teams at NASA created lunar base construction scenarios using Saturn V class rockets. (Figures 1 and 2) illustrates the potential cost per person and the number of base personnel [18]. Since the time of its publication, many of the model cost assumptions are no longer valid. However, the example is illustrative of the elements that must be included in future cost estimates. While chemical propulsion was used for the flights from low lunar orbit (LLO) to the surface (called the shuttles), nuclear thermal propulsion (NTP) ferries were used for the round

Cost/Man-Year= $\frac{\text { Cost/Terry Misition }}{10-\text { Man Years/Misaion }}$
where:
Cost/Perry Mission = (Wt in orbit) (Del. Cost) + (Mo. Passengers)
(Del. Cost) $+\frac{\text { Ferry Cost }}{\text { Renses }}+\frac{\text { Shuttle Cost }}{\text { Reuses }}$
Cost assumptions are as follows:

1. Payload Cost to Earth 9reft $=25,50,75$ dollars/pound
2. Passenger Cost to Earth Orbit $=100,200$ thousand dollars/man
3. Nuclear Ferry Unit Cost $=25,50=111 i o n$ dollars
4. Nuclear Ferry Reuses $=10$
5. Lunar Shuttle Unit Cost $=10,15$ million dollars
6. Lunar Shuttle Reuses $=10$

Figure 1.
Lunar base cost assumption [18].


Figure 2.
Lunar base cost and personnel [18].
Lunar base estimates, Koelle, 1996


Figure 3.
Lunar base mass, personnel, and propellant produced (derived from [19]).
trips from Earth to LLO. Also, the assumption of ten flights for either the NTP ferry or the chemical propulsion shuttle was included. The NTP ferries carried 20 people with 36.3 metric tons (MT) ( 80,000 pounds mass ( lbm )) of cargo for 6 months of base operations [18].

Later studies by Koelle [19] made more detailed estimates of the lunar base mass and ISRU lunar oxygen production capabilities (Figure 3). Over a 10-year
period, the lunar base was to be constructed and required approximately 794 MT on the lunar surface. After 10 years, the base would accommodate 52 people and be producing 370 MT of lunar propellants in the tenth year.

### 3.1.1 Eagle engineering

In 1984, a study was conducted of lunar base construction and the additional accommodation that might be needed at the planned Earth-orbiting space station [20]. Large masses for the lunar base buildup were transported by oxygen/hydrogen orbital transfer vehicle (OTVs) and landers. The OTVs were two-stage vehicles, while the landers were both one-way cargo landers and two-stage human return landers. In this study, 1645 metric tons (MT) of payload was delivered to LLO low lunar orbit. The base would be constructed over a 19-year period. All of the launch vehicles from Earth were space shuttle or space shuttle-derived vehicles.

### 3.1.2 Spudis

A more modest lunar base scenario has been proposed [26, 27]. In their studies, a more sustainable lunar base was planned. Also, public-private partnerships (PPP) were essential for the success of the lunar base and its ISRU activities. Lunar water ice mining in permanently shadowed regions (PSRs) has been suggested [22]. Mining in the permanently shadowed craters (PSCs) will be challenging. [27] (Commercial Lunar Propellant study, 2018) suggests several solutions to these challenges, which include heliostats to provide lighting in the dark shadowed craters.

### 3.2 Lunar transportation options

Many techniques have been suggested for reducing the cost of space transportation [28-31]. A recent development is the propulsive landing and reuse of launch vehicle booster stages [28,29]. While reuse of these launch vehicle stages is a relatively new development, future designs are planned for larger-scale lunar flights [28]. Additional options for lunar exploration and exploitation include a lunar orbital platform or gateway [30,31]. A gateway may become a central point for propellant storage and distribution to several markets in the Earth-Moon system. These markets included LEO, GEO, LLO, and Earth-Moon libration points [27]. Many study results have identified the potential benefits of these markets, in which the commercial revenue may be many billions of dollars [27].

### 3.3 Advanced propulsion options

Several advanced propulsion options for lunar base construction and industrialization were investigated. They include nuclear electric propulsion options, lunar base design options, propellant industrialization, and outer planet mining with associated outer planet moon bases. Chemical propulsion and nuclear electric propulsion (NEP) for Earth-Moon orbital transfer vehicles (OTVs) were assessed. Design parameters, vehicle mass scaling equations, and summaries of these analyses are presented.

### 3.3.1 Chemical propulsion OTV sizing

In sizing the chemical propulsion OTVs, a vehicle mass scaling equation is used [16, 32]:
$M_{\text {dry,stage }}(\mathrm{kg})=M_{\text {dry,coefficient }} \bullet M_{p}(\mathrm{~kg})$.
where.
$\mathrm{M}_{\text {dry,stage }}=$ the stage dry mass, including residual propellant (kg).
$\mathrm{M}_{\text {dry,coefficient }}=$ the B mass coefficient ( kg of tank mass $/ \mathrm{kg}$ of usable propellant mass).
$\mathrm{M}_{\mathrm{p}}=$ usable propellant mass (kg).
The chemical propulsion OTVs had a B coefficient of 0.2. The Earth-Moon OTVs were two-stage vehicles (Table 1).

### 3.3.2 NEP OTV sizing

The NEP OTV mass and trip time were estimated based on the power system and the propulsion system design [32]. The following dry mass scaling equation was used [32]:

Mdry,stage $(\mathrm{kg})=$ reactor specific mass $(\mathrm{kg} / \mathrm{kW}) \cdot \mathrm{P}(\mathrm{kWe})+0.05 \bullet \mathrm{Mp}(\mathrm{kg})+$ fixed mass (kg).

The OTV sizing was conducted for a wide range of power levels: 0.5 MWe to 30 MWe. Three nuclear reactor specific masses were used: 10,20 , and $40 \mathrm{~kg} / \mathrm{kWe}$ (kilograms per kilowatt, electric). The OTV propulsion fixed mass, apart from and in addition to the reactor mass, was 20 MT , and the propellant tankage mass was $5 \%$ of the mass of the required propellant.

The Isp and efficiency of the electric propulsion systems were 5000 seconds with thruster efficiencies of $50 \%$ for each design. These design points are typical of advanced designs of either magnetoplasmadynamic (MPD) or pulse inductive thrusters (PIT). While hydrogen is suggested for both propulsion system thrusters, the possibilities of the higher Isp option using inert gases (xenon, krypton, etc.) are also viable. The low thrust OTV delta-V value was $16 \mathrm{~km} / \mathrm{s}$ for the round trip Earth-Moon missions.

Figure 4 shows the propellant masses needed a lunar base scenario; four different propulsion technologies are compared. There is the all-chemical propulsion option and three NEP options with 1, 2, and 5 MWe (megawatts, electric) power levels.

The all-chemical option includes 47 flights of a 35 MT round trip payloads. Each of these OTVs has an initial mass of 155.44 MT . The initial mass of the smaller 6 MT cargo OTV is 26.7 MT. The total propellant loading for the two-stage vehicle is 17.2 MT. To accommodate the 47 human crew flights in each of the NEP options, an 808 MT O2/H2 propellant mass is included.

| NEP OTV parameters | Values |
| :--- | :---: |
| Specific impulse (s) | $\mathbf{5 , 0 0 0}$ |
| Engine efficiency (\%) | $\mathbf{5 0}$ |
| Mission payload (MT) | $\mathbf{2 9}$ |
| Mission delta-V, total (m/s) | $\mathbf{1 6 , 0 0 0}$ |
|  |  |
| Chemical OTV parameters | Values |
| Specific impulse (s) | $\mathbf{4 7 0}$ |
| Mission payload (MT) | $\mathbf{6}$ |
| Mission delta-V, total (m/s) | $\mathbf{5 , 2 5 0}$ |
|  |  |
| delta-V breakout (m/s): | $\mathbf{3 , 2 0 0}$ |
| Earth departure | 900 |
| Lunar arrival, LLO | 900 |
| Lunar departure, LLO | $\mathbf{2 5 0}$ |
| Earth aerobraking |  |

Table 1.
NEP and chemical OTV design parameters.

NEP alpha $=20 \mathrm{~kg} / \mathrm{kWe}$, NEP cargo $=29 \mathrm{MT}$, human capsule $=6 \mathrm{MT}$, NEP includes 808 MT of $02 / \mathrm{H} 2$ propellant


Figure 4.
Chemical propulsion and NEP option comparison (for 1645 MT delivered to LLO).

In all of the NEP options, there are 47 flights of 29 MT payloads. The payloads are carried on the full round trip missions. Once a 29 MT payload is delivered to lunar orbit, it is reasonable to say that a 29 MT payload will be returned to Earth orbit. This payload may be lunar ISRU propellants; lunar landers that may require recycling, updates, or repair; and other finished materials from the Moon.

With advanced nuclear electric propulsion systems, the effectiveness of the lunar base development is enhanced. Using NEP at a reactor alpha of $20 \mathrm{~kg} / \mathrm{kWe}$ and a 1 MWe power level, over a 19 -year assembly period, the propellant mass needed for base transportation can be reduced from 4700 MT to less than 2100 MT. Using NEP at a reactor alpha of $20 \mathrm{~kg} / \mathrm{kWe}$ and a 1 MWe power level, over a 19 -year assembly period, the propellant mass needed for base transportation can be reduced from 4700 MT to less than 2100 MT. Lunar ISRU may allow even further propellant mass reductions. While the NEP trip times are longer for the lower power levels, the overall mass savings is quite significant (Figure 4).

### 3.3.3 Lunar NEP parametric mass analyses

Figures 5-8 provide the initial mass, the propellant mass, and the trip times of the lunar OTVs. The payload mass was 29 MT for the round trip. The range of power levels that were investigated were $0.5-30 \mathrm{MWe}$. To obtain a balance of trip time and mass savings, a $1-2$ MWe OTV is "best" operating point. The broad range power levels and reactor mass scaling parameters in the analyses are presented for additional mission planning purposes.

### 3.3.4 Lunar lander scenarios

The lander's mission is to deliver lunar propellants or crew or both to the lunar OTV and return to the Moon with cargo from Earth. The round trip delta-V values are provided in Table 2. The lander was designed with an oxygen /hydrogen main propulsion system. Lunar lander sizing was conducted for a variety of payload delivery
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Figure 5.
NEP OTV initial mass versus power level: $0.5-30 \mathrm{MWe}$.


Figure 6.
NEP OTV propellant mass versus power level: 0.5-30 MWe.
missions, rocket engine-specific impulses (Isp), and mission delta-V values. The payload masses were 10,20 , and 50 MT . The rocket engine Isp values ranged from 450 to 480 seconds. Three overall mission delta-V values were selected: 2,4 , and $6 \mathrm{~km} / \mathrm{s}$. The $2 \mathrm{~km} / \mathrm{s}$ delta- V represents a one-way mission from the LLO to the lunar surface. The $6 \mathrm{~km} / \mathrm{s}$ delta- $V$ represents a lander that can attain near escape velocity conditions about the Moon. Thus, nearly any mission in a wide range of lunar orbits is possible.

Figures 9-11 depict the suggested lunar lander scenarios. For lunar base support, both one-way and two-way lander trips are envisioned. At the outset of the base's construction, there will likely be no significant ISRU propellant production capability; thus a two-way lander is used to assure round trip access from lunar orbit to the base and back to orbit. Figures $\mathbf{9}$ and $\mathbf{1 0}$ depict the flight profiles for the two-way lander flights. Initial lander flights would begin from orbit and arrive at the surface.

## Lunar Science



Figure 7.
NEP OTV trip time versus power level: 0.5-30 MWe.


Figure 8.
NEP OTV trip time versus power level: 0.5-5 MWe.
Once a significant ISRU propellant capability is available, a combination of twoway and one-way landers can be used. The one-way lander would have only the propellant capacity to perform a one-way trip, either from orbit to the surface or from the surface to orbit. Figure 11 illustrates the one-way lander flights. Additionally, a two-way lander can be used to depart from the surface, deliver a payload to orbit, and then return to the surface. A new ISRU-produced propellant load would be available for a subsequent two-way flight.

### 3.3.5 Lunar lander vehicle masses

The lunar landers are sized with the same mass scaling equations used for the chemical propulsion OTVs. All of the landers were single-stage vehicles. For the lunar

LLO or L1-L2 to Lunar surface: 2 way flights
Low Lunar Orbit
Or
L1, L2

3) Lander, empty of propellants: At end of the 2 way fight.

3a) Payload facility in orbit;
Supports lander operations.


Lunar Surface

Figure 9.
Two-way lander flight profile with no ISRU.

## Lunar surface to LLO or L1-L2: 2 way flights



Figure 10.
Two-way lander flight profile with ISRU on the surface.
landers with 2 and $4 \mathrm{~km} / \mathrm{s}$ delta- $V$ values, the $B$ coefficient was 0.4 ; in the high delta- $V$ cases for $6 \mathrm{~km} / \mathrm{s}$, the B coefficient was 0.2 . A 0.2 B coefficient was used as the lander design will not close with a 0.4 B coefficient. As the propellant load is quite high with the $6 \mathrm{~km} / \mathrm{s}$ lander, and based on historical designs, the 0.2 B coefficient is justified.

Figures 12-14 provide the lunar lander masses for the three delta-V cases: 2, 4, and $6 \mathrm{~km} / \mathrm{s}$, respectively. The lander initial mass with a $2 \mathrm{~km} / \mathrm{s}$ delta-V, a $470-\mathrm{s}$ Isp, and a 10 MT round trip payload mass was 19.7 MT. While such landers will be used

## Lunar surface to LLO or L1-L2: 1 way flights



Figure 11.
One-way lander flight profile with ISRU-produced propellants stored on orbit.


Figure 12.
Lunar lander masses versus specific impulse: $2 \mathrm{~km} / \mathrm{s}$ delta-V capability.
early in the lunar base construction, these $2 \mathrm{~km} / \mathrm{s}$ lander cases may also be attractive once lunar oxygen and hydrogen are made available. These smallest delta-V of the landers can be refueled on the Moon to return to lunar orbit. Once there, they can additionally be refueled from on-orbit propellant depots.

The $4 \mathrm{~km} / \mathrm{s}$ delta-V lander is sized for a round trip with its full payload mass of $10-50 \mathrm{MT}$. The $4 \mathrm{~km} / \mathrm{s}$ lander, with a $470-\mathrm{s}$ Isp, and a 10 MT payload, has a mass of 53.2 MT. This delta-V capability offers a propellant load for an abort scenario. If the lander were descending to the Moon, and it were to experience issues during the
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| Lander parameters | Values |
| :--- | :---: |
| Specific impulse (s) | $\mathbf{4 5 0}, \mathbf{4 6 0 , 4 7 0 , 4 8 0}$ |
| Mission payload (MT) | $\mathbf{1 0 , 2 0 , 5 0}$ |
| Mission delta-V (m/s) | $\mathbf{2 , 0 0 0}, \mathbf{4 0 0 0}, \mathbf{6 , 0 0 0}$ |
|  |  |
| delta-V, LS to LLO, one-way | 2,000 |
| delta-V, LS to LLO, two-way | $\mathbf{4 , 0 0 0}$ |
| delta-V, LS to libration point, two-way | $\mathbf{6 , o o o}$ |

Table 2.
Lunar lander mission parameters.


Figure 13.
Lunar lander masses versus specific impulse: $4 \mathrm{~km} / \mathrm{s}$ delta-V capability.


Figure 14.
Lunar lander masses versus specific impulse: $6 \mathrm{~km} / \mathrm{s}$ delta-V capability.
descent, it would have the full delta-V capability to descend to the surface and then immediately return to orbit without refueling (Table 2).

### 3.3.6 NTP options, with ISRU

Using nuclear thermal propulsion for lunar missions was proposed in the 1960s. Investments and programs to prove the technical feasibility were successful, but these propulsion systems were never flown in space. Since the 1990s, many extensive analyses and experiments have been conducted for nuclear thermal propulsion for lunar and interplanetary missions and demonstrated important payload and trip time benefits [33-35].

A lunar NTP architecture can be refueled with lunar hydrogen, and a specialized design using a liquid oxygen afterburner can increase the thrust level of the lunar NTP shuttle, allowing a shortened 24 hour lunar flight [33].

### 3.3.7 Lunar base locations

The lunar surface has a wide range of elements available for extraction and use. Lunar water would be most important in sustaining the base. While the Moon has many potential resources available in the regolith, the potential for mining water ice at the lunar poles is strong but challenging. Mining the water will require vehicles that can operate at cryogenic temperatures in the craters. Not only will the robots or other vehicle have to operate in the craters, the light levels will be very low, perhaps requiring operation with light sources fixed at the crater's rim. Onboard power for the robots may have to be provided with nuclear reactors or remotely from a central power recharging station.

Base locations or sites for gathering the water ice must be addressed. The bases in the PSC will be located near the edge of the ice deposit. Locating the base or mining sites at the top (near the crater lip but in the shadow) or the left and right sides of the water ice deposit (and not at the bottom of the crater) were suggested [27]. These sites would provide access to the water ice and remain in the permanently shadowed part of the crater. Potential methods for extracting the water ice are discussed in Refs. [21, 22]. A tent for capturing the water would have a heat source to melt the frozen water ice. A layout for a lunar base is presented in Figure 15 [36]. The photovoltaic array would be placed outside of the shadowed area, allowing for solar power to support the base and ISRU operations.


Figure 15.
Lunar base site for mining water ice from a PSC [36].

## 4. Future lunar base options

### 4.1 Nuclear underground explosions

Based on recent measurements and simulations of the lunar radiation environment, long-term occupancy of the lunar surface may be detrimental to human beings. In addition to the long-term exposure to natural radiation sources (galactic cosmic rays, solar flares, etc.), there is additional scattered radiation on the lunar surface [28]. Therefore, living and working underground on the Moon may be necessary. Using small of large nuclear devices on the Moon may provide an option for creating large habitable underground spaces. Project Plowshare [37-45] addressed issues with using nuclear devices to complete large-scale civil engineering projects.

Past Earth-based nuclear testing was done underground due to the Nuclear Test Ban Treaty of 1963. The tests often left sizable craters on the surface. When a nuclear device is sufficiently deeply buried, the explosive force can be completely contained underground [39-42]. The blast vaporizes some of the surrounding rocky material which then expands and creates an underground cavity [39-42]. The rocky debris in the cavity undergoes compaction after the explosion, but the initial amount of void space created by the blast just after detonation is distributed in broken rocky debris. Small robotic mining systems would be used for debris removal. Based on historical data, such a space can also be spherical if the blast size is sufficiently small. After the radiation has fallen to acceptable levels, people could potentially create comfortable living spaces.

In Ref. [7], this technique was proposed for not only living spaces but for large-scale ISRU. Ref. [7] illustrates four different ISRU processes using nuclear detonations. There are two chambers: one for the nuclear explosion and one for the reaction product capturing. This processing would essentially chemically reacting oxygen, hydrogen, or other species. The processes range from creating oxygen and metal oxides to producing water and metal carbides.

### 4.2 Lunar slide lander

In an attempt to reduce the propellant mass needed for lunar landing, the lunar slide lander was conceived. The lander uses friction between a descending tubular spacecraft and a prepared runway of lunar regolith. The operations of the slide lander are in eight phases Ref. [8]:

1. Elliptical orbital descent
2. Perilune pre-landing retro-maneuver
3. Approach to touchdown (begin (vertical) thrust at the end of Phase 3)
4. Touchdown of tail brake
5. Touchdown of side brakes
6. Main drag slide phase with support thrust
7. Main drag slide phase without support thrust
8. Final braking with brief retro-thrust

The slide lander was an attempt to reduce the total propellant load required for lunar landings. While the approach velocity of the lander is over $1.5 \mathrm{~km} / \mathrm{s}$, the long slide process may reduce the total delta- $V$ required to $0.2-0.45 \mathrm{~km} / \mathrm{s}$; this is a significant delta- $V$ reduction over the $2.0 \mathrm{~km} / \mathrm{s}$ used for a traditional lunar landing [46]. Using this technique has several drawbacks. The length of the landing strip area is approximately 80 km . Also, the dust from the initial phase of the slide landing may attain an attitude of 1300 of km [8]. Thus, while the landing methods may save landing propellant, the implications of the dust on other orbital operations may be unwieldy.

### 4.3 Nuclear pulse propulsion

Using nuclear devices for propulsion is another option provided by engineering and physics community [47-50]. The nuclear pulse propulsion (NPP) systems were considered for fast transportation throughout the solar system. Small nuclear devices (physics packages, or PPacks) would be detonated behind a large piloted spacecraft, and the detonation would provide the primary vehicle propulsion. Thousands of nuclear pulses were required for Mars and outer planet missions. The predicted specific impulse for these vehicles is between 1800 and 6000 seconds [47]. The NPP vehicles were considered a logical precursor to the pulsed fusion propulsion systems, noted in many of the atmospheric mining in the outer solar system (AMOSS, $[51,52]$ studies.

## 5. Atmospheric mining in the outer solar system

Atmospheric mining of the outer solar system (AMOSS) is one of the options for creating nuclear fusion fuels, such as 3 He and deuterium [32,51,52]. Uranus' and Neptune's atmospheres would be the primary mining sites. While preliminary estimates of the masses of the mining vehicles have been created [32,51,52], supporting OTV and lander vehicles are needed to complete the mining scenarios. Storing the mined gases at automated bases on cryogenic outer planet moons is needed, and lunar base designs for operation in cryogenic environments will be critically important for these outer planet moon base designs.

### 5.1 Resource capturing studies

Aerospacecraft cruisers have been identified as a "best" solution for atmospheric mining $[32,51,52]$. The main cruiser propellant is atmospheric hydrogen gas, which would be liquefied and used as rocket propellant for the cruise phase and the ascent to orbit. A nuclear gas core rocket is a likely candidate. Deuterium and helium 3 (3He) would be separated from the atmospheric hydrogen, and helium ( 4 He ) captured, liquefied, and stored is the primary payload that would be returned to orbit. On each cruiser round trip, a 500 kg payload of deuterium or 3 He is captured during the mining time. Table 3 provides the amount of 3 He in the outer planet atmospheres.

|  |  | Uranus |
| :--- | ---: | ---: |
| Neptune |  |  |
| Amount of 3He in 4He | $1.00 \mathrm{E}-04$ | $1.00 \mathrm{E}-04$ |
| Amount of 4 He in atmosphere | 0.152 | 0.19 |
| Amount of 3He in atmosphere | $1.52 \mathrm{E}-05$ | $1.90 \mathrm{E}-05$ |

Table 3.
Fraction of helium 3 in outer planet atmospheres.

### 5.2 Vehicle, mission, and propulsion studies

### 5.2.1 Moon base transportation and mission planning

Several steps are needed to store the nuclear fuels. An aerospacecraft (ASC) must mine the gases from the planet's atmosphere. After mining, the ASC ascends to low orbit and then rendezvous with an orbital transfer vehicle. The OTV and ASC rendezvous at an altitude of at 800 km . After the rendezvous, the OTV accepts the mined cryogenic gases from the ASC, and, the OTV begins a low thrust spiral trajectory to the storage point, an outer planet moon. However, an alternative storage point is an in-space base with artificial gravity; the in-space base would be in orbit about the target Moon. At the Moon, the OTV and outer planet moon lander will rendezvous in high orbit about the outer planet moon. The OTV will deliver the mined fluids to the lander. The lander will refuel the OTV from hydrogen mined on the Moon. The OTV will return to low orbit about Uranus or Neptune to await the next ASC delivery. The lander will return to the Moon with the mined fluids. On the Moon, the lander propulsion system will be refueled with oxygen and hydrogen from the water ice from the Moon. Refs. [23, 42, 43] provide many options for nuclear power and nuclear propulsion to support these mining operations.

## 6. Observations

Krafft Ehricke envisioned a poly-global civilization, with branches of humanity in many far-flung places in our solar system [1]. His vision was uniquely expressed in Ref. [48]. Here is a short excerpt from that work:

> Our helionauts, as these men who fly our large interplanetary vehicles call themselves in this era of continuing specialization, have covered the solar system from the sun scorched shores of Mercury to the icy cliffs of the Saturn moon, Titan. They have crossed, and some have died doing so, the vast asteroid belt between Mars and Jupiter and have passed through the heads of comets. Owing to the pioneer spirit, the courage and the knowledge of our helionauts and of those engineers, scientists, and technicians behind them, astrophysicists today work in a solar physics station on Mercury; biologists experiment on Mars, backed by a well-supplied research and supply station on the Mars moon, Phobos; planetologists have landed on Venus; and teams of scientists right now study what have turned out to be the two most fascinating of our solar system, Jupiter and Saturn, from research stations on Callisto and Titan.

These helionaut flights would be the precursors of human outposts and then colonies all through the solar system. Multiple systems employing planetary ISRU could enable all of these ideas and concepts. The poly-global civilization was considered a natural expansion of the human experience, pioneering new frontiers and using technology in the best interests of all humanity.

## 7. Concluding remarks

The Moon represents a critical location for the expansion of humanity into the solar system. In an optimistic future, lunar exploration will lead to a base and perhaps extensive lunar industries. The industries include raw material processing, oxygen and other propellant production, nuclear and solar power, and the creation of completely new space vehicles. For protection against radiation, lunar bases may
include underground habitats. Using explosive forming of underground cavities may lead to an attractive lunar base or colony. In addition, large-scale mining of lunar raw materials and gas production and capture from underground nuclear processing have been suggested.

With advanced propulsion systems, the effectiveness of the lunar base development is enhanced. Using NEP at a reactor alpha of $20 \mathrm{~kg} / \mathrm{kWe}$ and a 1 MWe power level, over a 17-year assembly period, the propellant mass needed for base transportation can be reduced from 4700 MT to less than 2100 MT. Lunar ISRU can allow even further propellant mass reductions. With NTP, the payload mass delivered to lunar orbit can be doubled over oxygen/hydrogen chemical propulsion. Further benefits of water mining ISRU can allow refueling of the NTP from lunar hydrogen. Using the option of the liquid oxygen afterburner, the NTP system can allow a 24 hour lunar flight. The added liquid oxygen reduces the NTP Isp but allows a higher thrust level and therefore a shorter flight time. Both the NTP hydrogen and oxygen can be derived from lunar water ice.

Atmospheric mining in the outer solar system can produce nuclear fusion fuels such as 3 He which are rare on Earth. In addition, while extracting the small fraction of 3 He in the gas giant atmospheres, each day enormous amounts of hydrogen and helium are produced. These amounts can far outstrip the need for propellants to return the mining aerospacecraft (ASC) to orbit. These added propellants may be captured and used for other chemical or nuclear propulsion applications.

Solar system exploration using in situ resource utilization can allow larger and more effective research and sample return missions. Faster missions are possible by using the local planetary resources to return to Earth. Truly impressive interplanetary missions can be within our reach with focused lunar base investments.

## Nomenclature

| 3He | Helium 3 |
| :--- | :--- |
| 4He | Helium (or helium 4) |
| AMOSS | atmospheric mining in the outer solar system |
| ASC | aerospacecraft |
| CC | closed cycle |
| delta-V | change in velocity (km/s) |
| EML1, 2 | Earth-Moon libration point 1, 2 |
| GCR | gas core rocket |
| GTOW | gross takeoff weight |
| H2 | Hydrogen |
| He | Helium 4 |
| ISRU | in situ resource utilization |
| Isp | Specific impulse (s) |
| K | Kelvin |
| kWe | Kilowatts of electric power |
| LEO | low earth orbit |
| LLO | low lunar orbit |
| LS | lunar surface |
| MT | metric tons |
| MWe | Megawatt electric (power level) |
| NEP | nuclear electric propulsion |
| NPP | nuclear pulse propulsion |
| NTP | nuclear thermal propulsion |
| NTR | nuclear thermal rocket |


| OC | open cycle |
| :--- | :--- |
| O2 | Oxygen |
| PPB | parts per billion |
| PSC | permanently shadowed craters |
| PSR | permanently shadowed regions |
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## Chapter 7

# Human Health in the Lunar Environment 

Robert J. Reynolds


#### Abstract

The lunar environment contains many hazards to human health, some common to extraterrestrial locations, some unique to the Moon. Exposures of particular concern are hypobaric environments, hypogravity, space radiation, and lunar dust. This chapter provides a brief overview of these exposures, as they represent the gravest threats to human health in the lunar environment (i.e., they may affect mortality rates) and then reviews the published studies of mortality of the original twenty-four lunar astronauts who visited the Moon between 1969 and 1972. The chapter closes with a reexamination of lunar astronaut mortality using updated data, including detailed discussion of the interpretation of the results.
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## 1. Introduction

Though seemingly serene, the lunar environment presents a number of hazards for human health, both acute and chronic. Many of these hazards are common to low Earth orbit (LEO) or deep space, while others are unique to the Moon. As several national space agencies have declared their intentions for further manned lunar exploration and eventual colonization, it is more important than ever to understand the health risks involved.

This chapter provides an overview of the major hazards associated with space exploration in general and examines how those hazards may differ in the lunar environment. The number of health risks inherent in space exploration is staggering, necessitating that this overview be limited in breadth, covering only those risks that are the most serious: hypobaric syndromes, cardiovascular disease, respiratory disease, and cancers. A thorough discussion of any one of these could easily fill a chapter. For this reason, the review is also limited in depth, aiming to provide adequate context for more detailed studies of astronaut mortality related to these risks.

Next, the chapter reviews the research to date on the mortality outcomes of the original twenty-four lunar astronauts and presents the results of an updated investigation of mortality among lunar astronauts, expanding upon the findings from earlier studies.

## 2. Environmental hazards and health outcomes in the lunar environment

### 2.1 Hypobaric environments

Lunar atmospheric pressure has been estimated as $3 \times 10^{-15} \operatorname{bar}\left(3 \times 10^{-12} \mathrm{kPa}\right)$ at night [1]. This presents hypobaric health risks, requiring astronauts to wear
space suits or be within the confines of pressurized habitats at all times. The lack of atmosphere on the Moon means that lunar astronauts face the constant threat of decompression sickness when moving between environments of differing pressure, and of ebullism if exposed to the lunar surface without a spacesuit $[2,3]$.

The danger of decompression sickness is highest for astronauts leaving a lunar habitation or spacecraft to perform an extra-vehicular activity (EVA) on the lunar surface. Spacecraft are typically pressurized to sea-level on Earth, about 101 kPa , whereas US spacesuits are pressurized to only approximately 30 kPa . Astronauts suiting up and exiting the spacecraft or habitation to the lunar surface could develop nitrogen bubbles in the bloodstream or in tissues as dissolved nitrogen condenses under the reduced pressure [2].

Ebullism occurs when bodily fluids vaporize under extremely low atmospheric pressure (or in vacuum). During this process the body will swell as water vapor forms in soft tissues and venous blood. Ebullism is but one effect of exposure to very low pressure; others include cessation of circulation, loss of consciousness, paralysis, and eventual death [3].

### 2.2 Hypogravity

Life on Earth exists in an environment of constant gravitational acceleration. This ubiquitous force has shaped the evolution of plants and animals on the planet, humans included. The human skeletal structure, cardiovascular system, vestibular system and other physiological characteristics have evolved to function best with a constant downward pull of $9.81 \mathrm{~m} / \mathrm{s}^{2}$ (1 Earth-gravity or 1 G ). Astronauts traveling to the Moon will instead encounter lunar gravity, which is approximately $1 / 6 \mathrm{G}$. They will also spend time both in LEO and translunar space, which are 0 G or microgravity environments. Environments with less than 1 G of gravity may collectively be referred to as hypogravity environments.

Hypogravity is directly or indirectly responsible for a number of physiological changes during spaceflight. One of the most important is cardiovascular deconditioning. Cardiovascular deconditioning is the constellation of symptoms that result from weakening of the heart as a result of prolonged periods of decreased cardiac workload. Included among these symptoms are temporary and less serious symptoms such as orthostatic intolerance and reduced aerobic capacity, as well as the potentially more serious outcome of cardiac arrhythmia [4, 5].

Cardiovascular deconditioning during space travel is a result of the redistribution of bodily fluids that occurs under microgravity. Of particular concern is the redistribution of blood throughout the circulatory system. On Earth, the pull of gravity pools blood in the legs and feet, whereas in microgravity the cardiovascular system is easily able to create a more uniform distribution of blood between the upper and lower parts of the body. Once this distribution has been achieved (within hours of entering 0 G ), the body perceives the increased volume of blood in the upper half of the body as hypervolemia, and reduces the total volume of water in the body to compensate. The net effect of this is a reduced workload on the heart, which can eventually lead to cardiac atrophy [4,5].

Short-duration arrhythmias have been recorded on several occasions during spaceflight, but it is unclear if they are the result of underlying, preexisting conditions or are the result of changes induced by spaceflight $[6,7]$. One potential explanation for these arrhythmias is the loss of potassium with the reduction of water in the body when adjusting to 0 G [8]. At the time of press, NASA still considers this an open question [7].

Since fluid shifts under reduced gravity are responsible for the cardiovascular changes observed in astronauts after extended stays in LEO, it is logical to assume
that the Moon's reduced gravity would lead to a similar, but perhaps lesser, deconditioning. A recent review examined the evidence regarding cardiopulmonary and other outcomes in simulated hypogravity, including simulated lunar gravity. The review found that several physiological measures of cardio-pulmonary efficiency are improved with decreasing gravity levels, and that cardiac stoke volume increases with decreasing gravity, similar to 0 G conditions [9]. However, it is still unknown the extent to which long-term exposure to lunar gravity would attenuate the cardiac deconditioning seen with stays in microgravity.

### 2.3 Space radiation

Just as life on Earth has been shaped by the Earth's gravitational pull, it has also been influenced by the Earth's radiation environment. The types of and amounts of radiation typically found on Earth differ from those in space. In general, the amount of background radiation on Earth is lower than that in space, particularly for cosmic radiation. As a consequence, life on Earth has evolved in an environment comparatively devoid of ionizing radiation, and thus is not generally resistant to it.

Ionizing radiation in outer space is primarily particulate: protons, electrons, and heavy atomic nuclei. Fast-moving ions may come from deep space (galactic cosmic rays, or GCR) or may be ejected from the Sun during a solar particle event (SPE). Protons are also encountered as particles ejected from the Sun as part of an SPE [10, 11]. Since the Moon has very little atmosphere and a weak magnetic field, the lunar surface is unprotected from cosmic radiation and thus under constant bombardment from it [12].

Exposure to ionizing radiation can have effects that occur either relatively soon after the dose (within 24 hours to several weeks) or relatively late after the dose (months or even years later). The short-term effects are called acute effects, while those that occur later are termed late effects. For astronauts living and working on the Moon, there is considerable risk for both acute and late effects.

### 2.3.1 Acute radiation syndrome

Acute Radiation Syndrome (ARS) is the collection of health effects that occur after a rapid, whole-body dose of ionizing radiation. Typical effects of ARS include retching and vomiting, which has been observed in animal models of SPE irradiation at doses as low as 0.5 Gy . Hematological changes and immune system suppression have been observed in various irradiated animals, as has damage to lung tissues, impaired cardiac function, and skin damage. Finally, fatigue has been observed as a common outcome of acute radiation exposure, both in cancer patients receiving radiotherapy and in animal models of SPE radiation effects [10].

Just as for astronauts in LEO or deep space, the risk of ARS for astronauts in the lunar environment is greatest for astronauts who may be on EVA during an SPE, as they will not have the benefit of spacecraft or lunar habitat shielding [12]. Though the most likely risks attached to SPEs are acute effects, a SPE of sufficient size could prove lethal to lunar astronauts, and such events have been observed in the recent past [12]. Even when SPEs are not of sufficient size to be outright lethal, doses absorbed during an SPE could still result in an ARS episode, and would contribute to the risk of late effects, as detailed below.

### 2.3.2 Carcinogenesis and heart disease

The primary late-effect health concern from space radiation is radiation-induced carcinogenesis. Leukemias, breast, lung, and gastrointestinal tumors have all been observed after exposure to ionizing radiation on Earth, and thus it is speculated that
space radiation could yield similar problems, perhaps at higher rates [11, 13]. While there have been no reports of increased incidence of cancer among astronauts to date, this is likely due to insufficient radiation doses stemming from successful radiation control strategies as practiced by NASA, and relatively brief journeys in LEO or to the Moon [14, 15].

Though epidemiologists continue to surveil the astronaut population for cancer mortality, a growing concern is the degenerative tissue effects that space radiation may have on the cardiovascular system, as accumulated damage to the vasculature may induce heart disease $[10,16]$. Recent research has failed to find any increased incidence of heart disease among astronauts, even when controlling for known cardiovascular risk factors. Instead, astronauts were found to have a much lower incidence of cardiovascular disease in comparison to both the US general population and a specially matched control population [17]. Furthermore, there was no difference in risk between astronauts who had spaceflight experience in comparison to those who did not.

### 2.4 Lunar dust

The surface of the Moon is covered in a meters-thick layer of loose rock and fine dust known as lunar regolith. This substance is the result of meteorite collisions with the Moon breaking down exposed lunar bedrock over the course of billions of years [18]. The mean size of regolith dust particles from the Apollo and Luna samples are between 60 and $80 \mu \mathrm{~m}$, though ultra-fine particles (those with sizes measured in nanometers) have been documented as well $[18,19]$. It is estimated that approximately $10 \%$ of the very fine particulate component ( $<10 \mu \mathrm{~m}$ ) is in the respirable range [20].

Respirable particles of lunar regolith have unique properties which make them potentially more toxic than dusts found on Earth. Much of the fine particle regolith material is created by localized vaporization and fracturing when micrometeorites impact the lunar surface and the existing regolith material. This creates particles that are jagged and sharp, as well as highly chemically reactive. Without substantial atmosphere and weather to grind down and react with the particles, they remain jagged and chemically reactive [20-22]. Finally, regolith particles of respirable size are near-ubiquitous with nanophase iron (np-Fe ${ }^{0}$ ) spheres (super-fine iron dust with particles measured on a nanometer scale) [21]. These physical and chemical properties of lunar regolith make it potentially harmful for human skin, eyes, and, most importantly, airways.

Lunar regolith poses a respiratory health risk in much the same way that respirable dust on Earth does. The inhalation of respirable particles ( $<10 \mu \mathrm{~m}$ ) into the airway can irritate the airway linings and bronchi, and dust may lodge in the lungs themselves, promoting fibrous growths. This effect may be exacerbated by hypogravity, as simulation studies using animals have shown differential patterns of particle deposition under reduced gravity conditions [23-25]. Because of its jagged shape, lunar dust adheres to spacesuits, and, during the Apollo lunar missions, became airborne inside the lunar and command modules after lunar surface excursions.

Exposure to silica on Earth is known to be associated with pneumoconiosis, increased risk of lung infection, chronic obstructive pulmonary disease, cancers of the airway, certain autoimmune disorders, and chronic renal disease [26]. While it is not known for sure, it is reasonable to assume that lunar dust would also be associated with these conditions, since, as mentioned above, its physical and chemical properties make it more toxic than silica dust on Earth.

Safe human levels of exposure to lunar regolith have been estimated through animal studies [27, 28]. These studies have estimated the same exposure level to
be in the range of $0.5-1.0 \mathrm{mg} / \mathrm{m}^{3}$ for a 6 -month lunar surface deployment. Still another study estimated a human no adverse effect level (NOAEL) for intermittent exposure on a $6-\mathrm{month}$ mission as $0.4 \mathrm{mg} / \mathrm{m}^{3}$ [29]. For comparison, the US Occupational Safety and Health Administration (OSHA) sets a time-weighted average permissible exposure limit (PEL) for respirable fused silica dust of $5 \mathrm{mg} / \mathrm{m}^{3}$ in an 8 -hour shift of work. Respirable fused silica dust currently has no threshold limit value, but OSHA recommends that airborne concentrations of respirable particles be kept below $3 \mathrm{mg} / \mathrm{m}^{3}$ for insoluble particles of low toxicity [30].

### 2.5 Other risks

As part of its Human Research Program (HRP), NASA maintains a list of thirtyfour health risks associated with deep space exploration [31]. Although they are not organized by cause, at least half of these risks are related to the environmental conditions reviewed here: vacuum, hypogravity, cosmic radiation, and celestial dust (including lunar dust). Many of the rest of the risks are comprised by categories of occupational hazards such as inadequate design and engineering, psychological and performance issues, inadequate training, and the physical hazards associated with EVA. Interested readers are encouraged to investigate the list published by NASA and learn more about these risks.

## 3. Mortality risk for lunar astronauts

Though humans have spent relatively little time on the lunar surface, health risks associated with the lunar environment are myriad. It is therefore possible that lunar astronauts have faced premature mortality risk because of their time in orbit around the Moon or on its surface. This section first reviews the existing literature on lunar astronaut mortality, and then updates those findings with a new original analysis of the data.

### 3.1 Prior studies of lunar astronaut mortality

Studies of lunar astronaut mortality have focused on searching for evidence of increased mortality due to either cancer or cardiovascular disease, either of which the literature suggests may be elevated with sufficient exposure to ionizing radiation in outer space.

The first study to isolate lunar astronauts in a mortality analysis attempted to examine if a larger proportion of lunar astronauts had died of cardiovascular disease than might be expected given a general population comparison cohort or in comparison to non-lunar astronauts (including members of pre-NASA experimental flight programs administered by the US Air Force) [32]. To do this however, the authors used a cross-sectional statistical method inappropriate to the data [33, 34]. This approach led the researchers to conclude, erroneously, that lunar astronauts had indeed experienced an excess proportion of deaths due to cardiovascular disease in comparison to the general population, as well as in comparison to astronauts who never went to space and astronauts who only flew on missions to low Earth orbit. A reanalysis of the data (using methods appropriate to longitudinal cohort studies) told a different story: lunar astronauts were at reduced risk of mortality from cardiovascular disease in comparison to the general population, and showed no differences in risk in comparison to other groups of astronauts [34]. This
conclusion was further supported by a study of cardiovascular disease incidence which, as described above, found no increase in the incidence of cardiovascular disease for any astronauts [17].

A recent study of cosmic radiation exposure and mortality risk analyzed data from all 73 astronauts selected before 1970 [15]. The study used recorded radiation doses as the exposure measurement, and looked at several cancer and CVD outcomes. Results indicated significant reductions in mortality risk from all cardiovascular disease, ischemic heart disease, all cancers, and all-cause mortality, even though they found a greater than five-fold increase in risk of death by external causes. Though this study was not exclusively of lunar astronauts, lunar astronauts did make up one-third of the study group. These results agree with prior studies, and are further suggestive of a lack of excess mortality risk in the lunar cohort from cancer, CVD or any other natural cause.

### 3.2 Updated analysis of lunar astronaut mortality

This analysis compares the mortality rate of lunar astronauts to that of all other NASA astronauts for several cause-of-death categories, and with follow-up through 31 October 2018.

### 3.2.1 Data

Data for this analysis were those of all male NASA astronauts selected between 1959 and 2013. As there have been no female lunar astronauts, I limited the dataset to males. I counted follow-up time for non-lunar astronauts as the date of selection until either death or 31 October 2018, whichever came first. To avoid immortal time bias, follow-up time for lunar astronauts was from the date of the first lunar mission until either death or 31 October 2018 [35]. A total of 314 non-lunar astronauts contributed 7534 person-years of observation time and 50 deaths, while the 24 lunar astronauts contributed 1002 person-years of observation and 12 deaths.

### 3.2.2 Causal model

Figure 1 displays a causal diagram for astronaut mortality in the form of a directed acyclic graph (DAG). The diagram shows the theorized causal relationship between several measured factors, unmeasured factors, and the outcome, mortality. In this DAG, Year has a direct effect on other potential explanatory variables as well as a direct effect on mortality rate. This makes Year a confounder of the relationship between the exposure of interest - being a lunar astronaut - and mortality rate. This in turn means that the paths leading from Year to Mortality Rate are biasing paths as well. Controlling for Year removes this confounding, so I included Year in all models. Similarly, Age at Selection confounds the relationship between being a lunar astronaut and mortality through its causal effect on being a lunar astronaut and on current age. I therefore adjusted for current age in all models as well.

The circle for "other factors" represents any of an unlimited set of potential confounding variables that were not measured in the data. This set of unnamed factors are also assumed to be influenced by year of selection, and themselves have a causal effect on becoming a lunar astronaut as well as mortality rate. This makes these other factors confounders as well. However, as they are unmeasured, there is no way to control for any residual confounding that these factors may introduce.


Figure 1.
Causal diagram for lunar astronaut mortality.

### 3.2.3 Statistical methods

To estimate if lunar astronauts have experienced higher age-specific mortality risk since their lunar missions, I modeled their mortality due to various causes of death. To do this I fit a series of Poisson regression models to discreet time-interval data. These data break the total follow-up period for each individual into smaller intervals with both fixed and time-varying covariates, including a variable containing the length of the interval and an indicator of death or survival on the interval. By using the log of the time on each interval as an offset, the model estimates the $\log$ of the mortality rate (rather than the count of deaths) as a linear function of the covariates. The resulting model provides mortality rate ratios (MRR) for the estimated parameters, which can be interpreted as relative risks of death.

I fit two sets of models for each of 4 outcomes, for 8 models in total. The outcomes I examined were: death by any natural cause, death by cancer, death by CVD, and death from all other (non-cancer/non-CVD) natural causes. The first set of models used a single term to differentiate lunar astronauts from all other astronauts. The other set of models used two binary terms to differentiate three groups of astronauts: those who orbited the Moon, those who walked on the Moon, and all non-lunar astronauts.

I assessed statistical significance and estimated confidence intervals around parameter estimates using standard errors generated from the robust sandwich variance estimator. This technique guards against violations of the assumption of the Poisson distribution that the mean is equal to the variance [36]. Significance testing on parameters was conducted at the $\alpha<0.05$ level.

To assess how much bias may be present in the data, I checked covariate balance on 4 baseline covariates between lunar and non-lunar astronauts, using standardized mean differences (SMDs). Covariates with SMDs of less than 0.1 are considered to be in balance between two groups [37]. To test the statistical significance of the differences, I used t-tests for differences in continuous variables and chi-square tests with continuity correction for categorical variables. Imbalance and significant differences in baseline covariates may be an indicator of uncontrolled confounding in both measured and unmeasured variables [37].

### 3.2.4 Results

Table 1 displays demographic and actuarial characteristics of the lunar cohort of astronauts.

All of the lunar astronauts were selected to NASA between 1959 and 1966, all were male, and all were of White race/ethnicity. Of the 24 cohort members, 23 of them (96\%) had a military background. Twelve (50\%) of the astronauts had a Bachelor's degree, 10 (42\%) had Master's degrees, and 2 (8\%) had Doctoral degrees. The average age at first lunar mission was 39.0 years, and, as of 31 October 2018, the astronauts have been followed for an average of 41.8 years. Figure 2 shows the breakdown of lunar astronaut deaths by lunar mission role and causal category.

Half of the lunar astronauts have died (12/24). Eight of these deaths were in the lunar surface group, and 4 in the lunar orbit group. Of the 12 total deaths, 3 of them were due to cancer, 3 were due to cardiovascular disease, and the remaining 5 were due to other natural causes. The single death due to external causes was experienced by a lunar surface astronaut.

Figure 3 provides a plot of the SMDs between the full lunar cohort and the rest of the astronaut corps for 4 baseline covariates. The figure shows that age, year of selection, education, and history of military service are all unbalanced between lunar and non-lunar astronauts, as each of their SMD values are greater than 0.1 (i.e., to the right of the red, vertical, dashed line). Statistical tests confirmed that the differences in these covariates are statistically significant, with $p$-values all less than 0.01 (values not pictured in Figure 2).

| Characteristic | All lunar <br> astronauts $(\mathrm{N}=24)$ |  | Landed on the Moon$(\mathrm{N}=12)$ |  | Orbited the Moon only$(\mathrm{N}=12)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | n | (\%) | n | (\%) | n | (\%) |
| White | 24 | 100.0 | 12 | 100.0 | 12 | 100 |
| Males | 24 | 100.0 | 12 | 100.0 | 12 | 100 |
| Military experience | 23 | 95.8 | 11 | 91.7 | 12 | 100 |
| Education |  |  |  |  |  |  |
| Bachelor | 12 | 50.0 | 5 | 41.7 | 7 | 58.3 |
| Master | 10 | 41.7 | 5 | 41.7 | 5 | 41.7 |
| PhD | 2 | 8.3 | 2 | 8.3 | 0 | 0.0 |
|  | Mean | (sd) | Mean | (sd) | Mean | (sd) |
| Age, years |  |  |  |  |  |  |
| Selection | 32.8 | 1.9 | 32.6 | 2.2 | 33.0 | 1.6 |
| First lunar mission | 39.0 | 2.6 | 39.4 | 3.9 | 38.6 | 2.0 |
| Death | 73.2 | 13.5 | 78.7 | 9.4 | 64.3 | 16.4 |
| End of study (survivors) | 86.6 | 2.8 | 85.5 | 2.7 | 87.2 | 2.8 |
| Follow-up time | 41.3 | 11.9 | 41.6 | 10.0 | 41.0 | 14.1 |
| Year of selection | 1964 | 2.0 | 1963 | 2.1 | 1964 | 1.9 |
| Year of lunar mission | 1970 | 1.4 | 1970 | 1.4 | 1970 | 1.4 |

Table 1.
Lunar cohort characteristics.


Figure 2.
Distribution of deaths by cause among lunar astronauts as of 31 October 2018.


Figure 3.
Standardized mean differences (SMDs) for baseline covariates between lunar and non-lunar astronauts.

Figure 4 displays the MRR point estimates (blue squares) and 95\% confidence intervals (blue lines), for the age, year terms, and the lunar covariate in each of the first four models. Looking at the point estimates for all covariates in all models, we see that none of them are statistically significant predictors of mortality rate. The estimates attached to age were all between a $5 \%$ and $22 \%$ increase in mortality rate per additional year past selection. Estimates for year of selection, calendar year, and being a lunar astronaut were all close to 1.0 with confidence intervals that included 1.0.

Figure 5 shows the MRRs for the second set of models, in which the lunar astronauts are further divided into orbital and surface subgroups. Once again age shows a consistent (though still statistically insignificant) increase in the mortality rate for all cause-of-death groups, with MRRs nearly identical to those in Figure 4.
The point estimates for having orbited the Moon were less than 1.0 in all outcome models except cancer, although none of them were statistically significant. The largest estimated reduction in risk for astronauts who orbited the Moon was an MRR of 0.35 ( $95 \% \mathrm{CI}=0.03-3.52$ ), for CVD.


Figure 4.
Mortality rate ratios from Poisson models of mortality rates for all lunar astronauts.


Figure 5.
Mortality rate ratios from Poisson models of mortality rates for orbital and surface lunar astronauts.

None of the MRRs for lunar surface astronauts were statistically significant. However, point estimates suggest approximately double the mortality risk from CVD (MRR $=2.02 ; 95 \% \mathrm{CI}=0.55-7.36$ ), but about two-thirds the mortality risk from cancer ( $\mathrm{MRR}=0.67 ; 95 \% \mathrm{CI}=0.08-5.90$ ). The net effect of these mixed results was an MRR for all natural causes of 1.45 ( $95 \% \mathrm{CI}=0.56-3.70$ ).

### 3.2.5 Discussion

The models presented here fail to demonstrate any statistically significant increase in mortality risk for lunar astronauts in comparison to non-lunar astronauts. There are three potential reasons for this: (a) the models lack the statistical precision to discriminate excess risk from random variation; (b) the MRRs for lunar astronauts are confounded and thus misleading; or (c) lunar astronauts bear no excess mortality risk in comparison to other astronauts.

In regards to statistical precision of the models, small numbers of astronauts suggest, and prior studies have demonstrated poor statistical power in analyses of astronaut health $[14,15]$. One study showed that adequate power was achieved for cancer mortality outcomes only when relative risks exceeded 4.0 for astronauts with radiation doses above the median [14]. Yet another study of 73 astronauts (including all 24 lunar astronauts) reported that, under reasonable assumptions about excess risk, statistical power was less than $6 \%$ [15]. Furthermore, power did not markedly improve even when assuming 10 times the number of observed deaths or 10 times the dose-dependent excess relative risk [15]. As statistical power is a function of sample size, the power of an even smaller subgroup analysis (such as lunar astronauts) would be lower still. Thus, it is entirely possible that the MRRs observed
here are genuine differences, but that low statistical power alone means we cannot reliably distinguish them from random variation.

Another consequence of small sample size is the limited ability to adjust for other potential confounding variables in the models of Figures 4 and 5, even when such variables are available. Because of this, the MRR estimates presented here may be confounded by other unmeasured factors that are not accounted for in the causal or statistical models. If so, this confounding could mask significant differences in mortality risk between lunar and non-lunar astronauts. Figure 3 provides evidence of differences between lunar and non-lunar astronauts on at least 4 measured covariates, which may be evidence of confounding. Furthermore, the causal diagram of Figure 1 suggests more unobserved confounding is possible. Of particular concern are unmeasured lifestyle factors such as tobacco use, alcohol use, diet, and exercise.

Though it is possible that low statistical precision or confounding is obscuring increased risk for lunar astronauts, it nevertheless seems implausible given the small exposure the lunar astronauts had to the major hazards of the lunar environment hypogravity, cosmic radiation, and lunar dust. Specifically:
a.The total time of exposure to hypogravity for lunar astronauts pales in comparison to astronauts who have completed multiple shuttle missions or longduration stays on the ISS. The mean time in space for lunar astronauts was 18.7 days, whereas the mean time in space for non-lunar astronauts (among those who have been to space) is 76.8 days. The average mission time for lunar astronauts was 8.7 days accrued on an average of 2 missions, while the average mission time for non-lunar astronauts was 26.1 days accrued on an average of 3 missions each. So, if exposure to hypogravity creates excess mortality risk - either in relation to total exposure time or unique number of exposures - non-lunar astronauts should be at greater risk than lunar astronauts. This is especially true if 0 G is more deleterious than lunar gravity, since the entirety of hypogravity exposure for non-lunar LEO astronauts has been in 0 G .
b.The doses of ionizing space radiation received by lunar astronauts are not extreme among astronauts or in comparison to Earth-based radiation workers. For example, as of 1993 , lifetime cosmic radiation doses received by all astronauts, lunar included, were noted to be smaller than those received from medical diagnostic doses, [38] while a more recent report notes that only a third of the astronauts selected before 1970 received total space radiation doses greater than 11 mGy [33]. It should be noted that with the doses of space radiation received by all astronauts to date - even among those at the highest end of absorbed dose - that no acute effects have been observed, and only mildly increased risk of minor late effects has been observed [39, 40].

Furthermore, the doses received by lunar astronauts would have to exceed those of non-lunar astronauts in order for lunar astronauts to be observed as at greater radiation-induced risk of mortality. Radiation dose is highly correlated with time in space, so just as non-lunar astronauts have logged considerably more time in space, they also have larger doses of cosmic radiation. Were cosmic radiation doses in the astronaut cohort as a whole at harmful levels we might therefore expect to see lunar astronauts at reduced mortality risk in comparison to non-lunar astronauts.
c. Though lunar dust is known to be more toxic than most dust found in industrial settings on earth, the astronauts' exposure to it was limited in both intensity and
duration. Exposure to lunar dust was isolated, with direct contact limited to the time at rest in the lunar module and the trip back to earth in the command and service modules. All told this would equate to mere days of exposure at most. Workers on Earth who develop pneumoconiosis and other respiratory diseases typically only do so after repeated, sustained exposure to dust [26]. Based on what is known about dust exposure for workers on Earth, such brief exposure to lunar dust would therefore be unlikely to cause any lasting health problems, and thus unlikely to be a source of increased mortality for lunar astronauts.

In short, the exposures faced by lunar astronauts, though almost certainly harmful in sufficient quantity, were likely of inadequate intensity and duration to cause long-term excess mortality risk on historic missions.

## 4. Conclusions

The lunar environment poses a number of health risks for human explorers, some exotic and some familiar. Chief among them are hypobaric environments, hypogravity, cosmic radiation, and lunar dust. All of these, in sufficient doses, have the potential to cause a number of deleterious health effects.

The risk of hypobaric injury and death from the lack of atmosphere is omnipresent for astronauts living and working on the Moon. Deconditioning of the cardiovascular system in microgravity is a well-known hazard which is likely only partially abated by the Moon's low-gravity environment. Without appropriate protection, the radiation environment on the Moon is capable of producing an array of both acute and chronic health problems. Finally, lunar dust, as a highly fragmented and highly reactive substance, has the potential to cause respiratory illness, which may be exacerbated by differential patterns of particle deposition in the lungs under hypogravity conditions.

There have been only 24 individuals who have thus far visited the Moon, and to date they have shown no evidence of increased mortality rates for having done so. Yet, because of the small size of the cohort, it is possible that moderate increases in mortality risk from some causes may be in play. It is also possible that mortality estimates are confounded by uncontrolled factors. However, it seems unlikely that lunar astronauts are subject to excess mortality risk in comparison to non-lunar astronauts as a result of lunar missions. The duration of exposure to hypogravity and dose of cosmic radiation were low in comparison to non-lunar astronauts. Lunar astronauts' exposure to lunar dust was episodic and likely below the exposure threshold needed to trigger respiratory disease and thus increased mortality risk.

Though humanity currently has little direct experience with the lunar environment, our knowledge will continue to grow as humans return to the Moon in the decades to come. What we learn about how to successfully colonize the Moon will teach us valuable lessons that will allow us to colonize Mars and beyond. It thus becomes critical to continue to study human health in extraterrestrial environments, learning what we can as we can. The small steps of such ongoing efforts will thus enable the giant leaps that follow.
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# Edited by Yann H. Chemin 

Lunar science is in the middle of a small revolution, with now many new countries sending orbiters, landers, and even sample return missions to the moon. Additionally, both governments and private companies are now more and more considering the moon as a base for solar system exploration. With such an increase in attention, lunar science is now encompassing several unified dimensions. The first is the science of the moon itself, its origin, evolution, and inner composition. The second is how humans can live on the moon, covering biology and in general the logistics of surviving there, including surface mapping and in-situ resource utilization.
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