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Chapter 1

Legal Aspects of International 
Information Security
Valentina Petrovna Talimonchik

Abstract

The objective of the research is considering the international information secu-
rity concept that has developed at the global and regional levels and analysis of legal 
instruments for its implementation and resolving problems of the regulation of 
relations in the global information society. A complex of general scientific and phil-
osophical methods including the formal-logical, comparative-legal, formal-legal, 
systemic-structural, and problematic-theoretical methods, as well as methods of 
analysis and synthesis, generalization and description, and comparison, was used in 
the research. As a result of the research, it has been found that a unified concept of 
provision of the international information security has developed at the global and 
regional levels, which needs legal instruments for its implementation at the global 
level. In the drafting and acceptance of international treaties at the global level, the 
experience of the Council of Europe in prosecution of cybercrime and protection 
of privacy should be used. The findings can be used in the activities of international 
organizations in execution of their functions of unification and harmonization of 
the international information security law and by the national telecommunication 
operators in the process of entering international and foreign markets.

Keywords: international law, global level, regional level, information security, 
cyberterrorism, computer crimes, privacy

1. Introduction

The technological progress has led to radical changes in the contemporary world. 
The system of international relations changed. The development of information 
and communication technologies (ICT) has affected all the areas of public life 
including the economy, politics, social issues, and culture, bringing them together 
in the framework of establishment of an information society.

By the present time, the information society concept has been represented 
in a number of international documents among which are the Declaration of 
Principles entitled “Building the Information Society: a Global Challenge in the 
New Millennium” (hereinafter referred to as the 2003 Declaration) and the Plan of 
Action of the World Summit on the Information Society of December 12, 2003.

Information society is a more general category as compared to the global infor-
mation society. It can be established within a single state or at the regional or global 
levels. At the global level, it will be referred to as the global information society.

The global information society can be defined as a system of international rela-
tions that are established in the sphere of operation of information systems, which 
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are based on information and communication technologies, in which international 
information relations affect political, economic, social, and cultural relations. At 
the same time, the states participate in relations in the global information society as 
equal subjects of international information relations.

The development of ICT is related to the effect on established branches and 
institutes of international law as well as to the regulation of new relations that arise 
as a result of ICT development.

The most complicated problem is the effect of ICT on established branches and 
institutes of international law. The mechanism for the development of international 
law provisions is such that legal regulations tend to “fall behind” the level of ICT 
development.

Currently, the spreading and use of ICT affect the interests of the entire interna-
tional community; these technologies can potentially be used for purposes that are 
incompatible with the objectives of international stability and security and can have 
an adverse effect on the integrity of the infrastructure of the states, disturbing their 
security in the civil and military areas.

The efforts of individual states are insufficient for ensuring international infor-
mation security. First of all, the prohibition on the use of information weapons by 
states must be established in international law. Separate regulation is required for 
matters of information security of individuals (protection from defamation and 
privacy).

The forming special principles of international information law include the 
principle of confidentiality and security in using ICT. Strengthening the trust 
framework, including information security and network security, authentication, 
privacy, and consumer protection, is a prerequisite for the development of the 
information society and for building confidence among users of ICTs. A global cul-
ture of cyber security needs to be promoted, developed, and implemented in coop-
eration with all stakeholders and international expert bodies. These efforts should 
be supported by increased international cooperation. Within this global culture of 
cyber security, it is important to enhance security and to ensure the protection of 
data and privacy while enhancing access and trade. In the 2003 Declaration, the 
term “cyber security” has a wider meaning that only protection from cybercrimes. 
In particular, the Declaration notes that the summit participants support activities 
of the United Nations to prevent the potential use of ICTs for purposes that are 
inconsistent with the objectives of maintaining international stability and security 
and may adversely affect the integrity of the infrastructure within states, to the 
detriment of their security.

These regulations ensure the relation of the developing principle of interna-
tional information law with the existing principles, namely, the principle that the 
exercise of freedom of opinion, expression, and information is an essential factor in 
strengthening peace and international security; the principle that the media should 
contribute to the strengthening of peace and international understanding and to 
the struggle against racism, apartheid, and incitement to war; and the principle of 
the need to publicize the denunciation of information, the spreading of which has 
caused damage to efforts of strengthening of peace and international understand-
ing, the development of human rights, and the struggle against racism, apartheid, 
and incitement to war.

The problems of information security of individuals and legal entities have been 
examined in fundamental research on the comparative law of information technolo-
gies by Bainbridge [1], Campbell [2], Rowland and Macdonald [3], Smedinghoff 
[4], and Black [5].

The issue of privacy protection, primarily using national legal instruments, 
has been covered in particular chapters in the fundamental research on the law of 
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information technologies by Bell and Ray [6], Reed [7], and Angel [8] and special 
research by Solove [9] and Nouwt, Berend, and Prins [10].

Technical and organizational aspects of ensuring information security have 
been covered in the works of Egan and Mather [11], Hunter [12], and Volonino and 
Robinson [13].

The matter of implementation of the concept of ensuring international informa-
tion security has already been considered in research, although the concept itself 
has not been stipulated. Lloyd [14] considered the acts of the UN, the Council of 
Europe, OECD, and the Asia-Pacific Community when addressing the issues of pri-
vacy, primarily considering “soft law” acts. In a review of cybercrime problems, this 
author gives a brief overview of the Council of Europe Convention on Cybercrime, 
the OECD Guidelines for the Security of Information Systems, and the EU acts.

The contents and significance of the Convention on Cybercrime of November 
23, 2001, have been discussed in the studies by Lloyd [14], Murray [15], and Koops, 
Lips, Prins, and Schellekens [16]. But these studies did not cover the problems of 
using the experience of the Council of Europe at the global level.

With regard to the 2001 Convention, Hopkins [17] has noted its excessive broad-
ness and lack of clarity in its basic terms. For example, this Convention defines a 
computer system as any device or a group of interconnected or related devices, one 
or more of which, pursuant to a program, performs automatic processing of data. 
In such case, the term device will include children’s toys, Palm Pilots, and cable 
television devices. Therefore, the scope of the 2001 Convention extends from real 
computer crimes to interference in any devices where software is used.

The concept of personal data in international acts has been criticized in the legal 
doctrine. In particular, Berčič and George [18] state that this definition is too broad 
because any information about a person can be regarded as personal data (e.g., 
information that an individual is wearing a red shirt). On the other hand, there arise 
practical complicacies with attributing certain data as personal data (e.g., social 
security identification numbers).

Polcak [19] has pointed out that in various European countries, there are com-
plicacies with attributing IP addresses, personal telephone numbers, data entered 
anonymously when receiving services via the Internet, and data of deceased 
persons as personal data.

The absence of unified list of personal data in the national legal systems is the 
reason of the imperfection of the international legal regulation. The efforts made 
in the area of harmonization have not been successful enough. This is confirmed 
by the attempts that are being made at the national level to create an own definition 
of personal data. In particular, a number of authors have named the Durant v. FSA 
case in British courts as an example. In this case, the Court of Appeals has defined 
personal data as information that affects the privacy of the data subject including 
their personal and family life and business or professional abilities [20].

It should be noted that currently, proposals to make global international trea-
ties primarily come from non-state actors. In August 2000, a group of researchers 
from Stanford University presented the Draft International Convention to Enhance 
Protection from Cyber Crime and Terrorism (the Stanford Project). Brown drafted 
a convention regulating the use of information systems in armed conflicts. On 
November 6, 2009, the International Conference of Data Protection and Privacy 
Commissioners adopted a resolution entitled “Standards of Privacy and Personal 
Data,” for which it established a work group to develop a draft global treaty and 
listed the criteria for the drafting of it. It is planned to submit the developed 
sections of the treaty to the UN. Thus, researchers and international forums are 
proposing specific projects, but no systemic work is carried out in the framework of 
the UN, International Telecommunication Union (ITU), or UNESCO.
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of personal data. In particular, a number of authors have named the Durant v. FSA 
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It should be noted that currently, proposals to make global international trea-
ties primarily come from non-state actors. In August 2000, a group of researchers 
from Stanford University presented the Draft International Convention to Enhance 
Protection from Cyber Crime and Terrorism (the Stanford Project). Brown drafted 
a convention regulating the use of information systems in armed conflicts. On 
November 6, 2009, the International Conference of Data Protection and Privacy 
Commissioners adopted a resolution entitled “Standards of Privacy and Personal 
Data,” for which it established a work group to develop a draft global treaty and 
listed the criteria for the drafting of it. It is planned to submit the developed 
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proposing specific projects, but no systemic work is carried out in the framework of 
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At the same time, there are no monographic researches of the general concept of 
international information security that would cover the regional and global levels 
and the problems of development of its legal basis.

The present study, based on the analysis of international acts, reveals the content 
of the general concept of international information security that would cover the 
regional and global levels. “Soft law” acts are appropriate for the formulation of the 
general concept of international information security, but not for its implementa-
tion. Therefore, the author proposes a draft convention with the purpose of creating 
of global network of information security.

2. Analysis of international acts

The objective of the research is consideration of the international information 
security concept that has developed at the global and regional levels and formula-
tion proposal for elaboration of legal instruments for its implementation in con-
nection with the concept of the global information society. For this, the analysis 
of existing international information security system at the global and regional 
levels shall be made, a description and a generalization of the analysis results. For 
the analysis of existing international information security system, formal-logical, 
systemic-structural, and problematic-theoretical methods have been used. At the 
same time, comparative-legal method is used to analyze the provisions of informa-
tion security at the global and regional levels.

In order to solve the problems of international security that have arisen with the 
development of ICT, the UN General Assembly has adopted resolutions entitled 
“Developments in the field of information and communications in the context of 
international security” at each of its sessions since 1998. The main idea of these 
resolutions is that the significant progress, which has been achieved in the develop-
ment and implementation of the latest information technologies and telecommu-
nications, has caused negative consequences as well as positive ones. At the same 
time, the positive consequences, namely, new opportunities for the entire mankind, 
are obvious.

However, the UN General Assembly has expressed concern that new technolo-
gies and facilities that these technologies and means can potentially be used for 
purposes that are inconsistent with the objectives of maintaining international 
stability and security and may adversely affect the integrity of the infrastructure of 
states to the detriment of their security in both civil and military fields.

The resolutions invite states to inform the UN Secretary-General on the fol-
lowing issues, namely, (1) general assessment of the problems of information 
security, (2) development of concepts relating to information security, and (3) 
development of international principles aimed at ensuring information security of 
global information and telecommunications systems and combating information 
terrorism and crime.

It should be noted that there exist resolutions which confirm a certain prog-
ress in ensuring information security. They contain specific proposals for the 
development of an information security system that can be used for the draft of 
relevant international treaties. For example, the UN General Assembly adopted the 
Resolution No. 58/199 of December 23, 2003, on the creation of a global culture of 
cybersecurity and the protection of critical information structures, which defines 
elements for protection of critical information infrastructures, namely, (1) having 
emergency warning networks regarding cyber-vulnerabilities, threats, and inci-
dents; (2) raising awareness to facilitate stakeholders’ understanding of the nature 
and extent of their critical information infrastructures and the role each must play 
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in protecting them; (3) examining infrastructures and identifying interdependen-
cies among them, thereby enhancing the protection of such infrastructures; and 
(4) promoting partnerships among stakeholders, both public and private, to share 
and analyze critical infrastructure information in order to prevent, investigate, and 
respond to damage to or attacks on such infrastructures, etc.

The nature of the elements for protection of the most important information 
structures is such that they can be included in an international treaty if they are 
specified.

Currently, an institutional mechanism for ensuring international information 
security has been established in the framework of the UN. States submit their 
assessments of the condition of information security on a regular basis, which are 
included in the reports of the Secretary-General and have contributed to a better 
understanding of the essence of problems of international information security and 
related concepts.

The work of the Group of Governmental Experts on Developments in the Field 
of Information and Telecommunications in the Context of International Security 
and the resulting report (2015) have been quite effective. The Group concluded that 
international law and, in particular, the Charter of the United Nations are relevant 
and important for the maintenance of peace and stability and the development 
of an open, safe, stable, accessible, and peaceful information environment; that 
voluntary and non-binding standards, rules, and principles of responsible behavior 
of states in the use of information and communication technologies can mitigate 
the risk of violation of international peace, security, and stability; and that, subject 
to the unique features of the information and communication technologies, more 
standards can be developed over time.

In addition, the EU, OAS, and Caribbean Community (CARICOM) have 
achieved certain results in the development of regional concepts of the improve-
ment of information security. For example, on February 7, 2013, the Joint 
Communication to the European Parliament, the Council, the European Economic 
and Social Committee, and the Committee of the Regions entitled “Cybersecurity 
Strategy of the European Union: An Open, Safe and Secure Cyberspace” was 
adopted. The strategy contains principles for cyber security, strategic priorities, 
and actions. The principles of cybersecurity include the principle that the EU’s core 
values apply as much in the digital as in the physical world; protecting fundamen-
tal rights, freedom of expression, personal data and privacy; access for all; demo-
cratic and efficient multi-stakeholder governance; and a shared responsibility to 
ensure security.

In order to support member states in their fight against cybercrime, OAS, 
through the Inter-American Committee Against Terrorism (CICTE) and the Cyber 
Security Program, is committed to developing and furthering the cyber security 
agenda in the Americas. Cooperating with a wide range of national and regional 
entities from the public and private sectors on both policy and technical issues, the 
OAS seeks to build and strengthen cyber security capacity in the member states 
through technical assistance and training, policy roundtables, crisis management 
exercises, and exchange of best practices related to information and communication 
technologies.

CARICOM Ministers with responsibility for information and communication 
technologies met on May 19, 2017, as efforts continue to move on the establishment 
of the CARICOM Single ICT Space. Several preparatory meetings of officials were 
held to advance work on the Integrated Work Plan for the Single ICT Space and the 
draft Terms of Reference for the CARICOM-US Joint Task Force. The Integrated 
Work Plan will set out the activities that need to be completed for the development 
of the Single ICT Space. The activities of the work plan will focus on areas such as 
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The work of the Group of Governmental Experts on Developments in the Field 
of Information and Telecommunications in the Context of International Security 
and the resulting report (2015) have been quite effective. The Group concluded that 
international law and, in particular, the Charter of the United Nations are relevant 
and important for the maintenance of peace and stability and the development 
of an open, safe, stable, accessible, and peaceful information environment; that 
voluntary and non-binding standards, rules, and principles of responsible behavior 
of states in the use of information and communication technologies can mitigate 
the risk of violation of international peace, security, and stability; and that, subject 
to the unique features of the information and communication technologies, more 
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achieved certain results in the development of regional concepts of the improve-
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Strategy of the European Union: An Open, Safe and Secure Cyberspace” was 
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values apply as much in the digital as in the physical world; protecting fundamen-
tal rights, freedom of expression, personal data and privacy; access for all; demo-
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In order to support member states in their fight against cybercrime, OAS, 
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Security Program, is committed to developing and furthering the cyber security 
agenda in the Americas. Cooperating with a wide range of national and regional 
entities from the public and private sectors on both policy and technical issues, the 
OAS seeks to build and strengthen cyber security capacity in the member states 
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technologies met on May 19, 2017, as efforts continue to move on the establishment 
of the CARICOM Single ICT Space. Several preparatory meetings of officials were 
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Work Plan will set out the activities that need to be completed for the development 
of the Single ICT Space. The activities of the work plan will focus on areas such as 
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conducting gap analyses, public awareness, specific telecommunications issues, 
legal and regulatory reform for cyber security, bringing technology to the people, 
resource mobilization, as well as forecasting for the CARICOM Digital Agenda 
2025. The Single ICT space and the Region’s Digital Agenda 2025 will be constructed 
on the foundation of the Regional Digital Development Strategy (RDDS) which was 
approved in 2013 and will also have inputs from the Commission on the Economy 
and the Post-2015 Agenda.

The concept of international information security is developing in the frame-
work of soft law. International treaties in this field are quite scarce.

The privacy problem has been represented in the international law. Currently, 
the privacy provision is contained in many international documents. Of particular 
importance is Article 12 of the 1948 Universal Declaration of Human Rights, which 
stipulates that no one shall be subjected to arbitrary interference with his privacy, 
family, home, or correspondence nor to attacks upon his honor and reputation. 
Everyone has the right to the protection of the law against such interference or 
attacks. States recognize noninterference in personal and family life as a funda-
mental human right. It should be noted that the 1948 Universal Declaration is a 
recommendatory act, but a number of its provisions represent the established 
international customs. At the same time, the right to protection of private life may 
be restricted, which makes it impossible to regard it as a right that is recognized 
unconditionally.

Currently, the protection of privacy has a treaty origin. Provisions for protection 
of privacy are stipulated in Article 17 of the 1966 International Covenant on Civil 
and Political Rights, Article 8 of the 1950 European Convention for the Protection 
of Human Rights and Fundamental Freedoms, and Article 11 of the 1969 American 
Convention on Human Rights.

Article 12 of the 1948 Universal Declaration of Human Rights has been incor-
porated into Article 17 of the 1966 International Covenant on Civil and Political 
Rights. Everyone has the right to the protection of the law against such interference 
or attacks. Similar provisions are stipulated by regional international treaties.

It appears quite reasonable to abolish the unification of the concept of privacy 
and personal data as a component of privacy in international law. Privacy is an 
area where individual needs of a person to be left to himself/herself are revealed. 
Every individual will delineate the limits of his/her privacy to himself/herself. 
Contemporary international law is limited to the regulation of matters of collection, 
processing, storage, and transfer of personal data, which are not the only issues of 
privacy. It appears that the privacy provision in the International Covenant on Civil 
and Political Rights is quite generalized but does not require specification in the 
information age, as it enables any individual to protect privacy in every case when 
the individual so wishes.

The problem of personal data protection in the framework of information 
security problems is perfectly reasonable to be considered. Information security is 
a category applicable to all subjects of information relations including states and 
non-state (legal entities, individuals, TNCs, nongovernmental organizations, etc.) 
ones. Information security of individuals is related to the respect of their privacy in 
the information sphere, protection from defamation, libel, insults, psychological 
pressure, information terrorism, etc. Therefore, the legal problems of privacy in the 
information sphere are a component of legal regulation of information security of 
the individual.

If one tries to define the content of privacy in the information area, it will be 
different for every individual. In the information sphere, the range of data that a 
person tries to make inaccessible to the public is always different. For example, 
one person will not hide the fact that they are infected with HIV and may say it in 
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an interview to a journalist, while another person will choose to not even tell close 
friends about it. Thus, the boundaries of privacy are always individual.

Contemporary international law provides limited privacy protection because 
it cannot adapt to the needs of each individual due to the general nature of the 
provisions. At the same time, the current international acts do not contain a list of 
personal data but give a fairly wide definition of such data.

An identical approach to the definition of personal data is characteristic of the 
OECD Guidelines governing the Protection of Privacy and Transborder Flows of 
Personal Data of September 23, 1980, and the 1981 Convention for the Protection 
of Individuals with regard to the Automatic Processing of Personal Data. In these 
documents, personal data are defined as any information relating to an identified 
or identifiable individual. Therefore, protected data include any information about 
an individual that can be identified. Such a broad range of protected information 
makes it possible to protect personal data in the situation of changing technologies 
that are used to collect and process data. In particular, protected data include PIN 
codes, logins, passwords, etc.

Despite the quite broad definition of personal data in international documents, 
the concept of personal data is somewhat narrower than privacy in the information 
area. Based on the provision of the Universal Declaration, the concept of privacy 
includes not just personal but also family secrets as well as the secret of correspon-
dence. Personal data only relate to data about identified or identifiable individual. 
Certain provisions are applied only to individual, information on whom is stored in 
a particular system. For example, the 1981 Convention stipulates that any indi-
vidual has the right to establish the existence of an automated personal data file, its 
main purposes, as well as the identity and habitual residence or principal place of 
business of the controller of the file; to obtain at reasonable intervals and without 
excessive delay or expense confirmation of whether personal data relating to him 
are stored in the automated data file as well as communication to him of such data 
in an intelligible form; to obtain, as the case may be, rectification or erasure of such 
data if these have been processed contrary to the provisions of domestic law giving 
effect to the basic principles set out in Articles 5 and 6 of this Convention; etc.

Therefore, the right to access, correct, and destroy personal data is recognized 
only for the person whose data have been collected. However, family secret is a 
different term. For example, one may conceal data about a disease of one’s child or 
husband or addictions of deceased relatives. In essence, while personal data relate to 
one person, family secret is kept in a certain family and affects its collective private 
interests. Disclosure of family secret can harm both individual and the family as a 
whole including family breakdown and ruined relationships.

The existing special international acts that protect personal data in the course 
of their automated processing contribute to protection of not just personal but also 
family secrets. However, they offer no direct protection of family secrets.

As for the confidentiality of correspondence, certain provisions for telecommu-
nications are contained in the Convention of the International Telecommunication 
Union. Article 40 of the ITU Convention provides for the secrecy of telecom-
munication messages. Government telegrams and service telegrams may be 
expressed in secret language in all relations. Private telegrams in secret language 
may be admitted between all Member States with the exception of those which have 
previously notified, through the Secretary-General, that they do not admit this 
language for that category of correspondence. Member States which do not admit 
private telegrams in secret language originating in or destined for their own terri-
tory must let them pass in transit, except the Constitution. ITU does not have the 
power to regulate information on the Internet including measures for ensuring its 
confidentiality. At the regional level, a provision on the confidentiality of electronic 



Security and Privacy From a Legal, Ethical, and Technical Perspective

8

conducting gap analyses, public awareness, specific telecommunications issues, 
legal and regulatory reform for cyber security, bringing technology to the people, 
resource mobilization, as well as forecasting for the CARICOM Digital Agenda 
2025. The Single ICT space and the Region’s Digital Agenda 2025 will be constructed 
on the foundation of the Regional Digital Development Strategy (RDDS) which was 
approved in 2013 and will also have inputs from the Commission on the Economy 
and the Post-2015 Agenda.

The concept of international information security is developing in the frame-
work of soft law. International treaties in this field are quite scarce.

The privacy problem has been represented in the international law. Currently, 
the privacy provision is contained in many international documents. Of particular 
importance is Article 12 of the 1948 Universal Declaration of Human Rights, which 
stipulates that no one shall be subjected to arbitrary interference with his privacy, 
family, home, or correspondence nor to attacks upon his honor and reputation. 
Everyone has the right to the protection of the law against such interference or 
attacks. States recognize noninterference in personal and family life as a funda-
mental human right. It should be noted that the 1948 Universal Declaration is a 
recommendatory act, but a number of its provisions represent the established 
international customs. At the same time, the right to protection of private life may 
be restricted, which makes it impossible to regard it as a right that is recognized 
unconditionally.

Currently, the protection of privacy has a treaty origin. Provisions for protection 
of privacy are stipulated in Article 17 of the 1966 International Covenant on Civil 
and Political Rights, Article 8 of the 1950 European Convention for the Protection 
of Human Rights and Fundamental Freedoms, and Article 11 of the 1969 American 
Convention on Human Rights.

Article 12 of the 1948 Universal Declaration of Human Rights has been incor-
porated into Article 17 of the 1966 International Covenant on Civil and Political 
Rights. Everyone has the right to the protection of the law against such interference 
or attacks. Similar provisions are stipulated by regional international treaties.

It appears quite reasonable to abolish the unification of the concept of privacy 
and personal data as a component of privacy in international law. Privacy is an 
area where individual needs of a person to be left to himself/herself are revealed. 
Every individual will delineate the limits of his/her privacy to himself/herself. 
Contemporary international law is limited to the regulation of matters of collection, 
processing, storage, and transfer of personal data, which are not the only issues of 
privacy. It appears that the privacy provision in the International Covenant on Civil 
and Political Rights is quite generalized but does not require specification in the 
information age, as it enables any individual to protect privacy in every case when 
the individual so wishes.

The problem of personal data protection in the framework of information 
security problems is perfectly reasonable to be considered. Information security is 
a category applicable to all subjects of information relations including states and 
non-state (legal entities, individuals, TNCs, nongovernmental organizations, etc.) 
ones. Information security of individuals is related to the respect of their privacy in 
the information sphere, protection from defamation, libel, insults, psychological 
pressure, information terrorism, etc. Therefore, the legal problems of privacy in the 
information sphere are a component of legal regulation of information security of 
the individual.

If one tries to define the content of privacy in the information area, it will be 
different for every individual. In the information sphere, the range of data that a 
person tries to make inaccessible to the public is always different. For example, 
one person will not hide the fact that they are infected with HIV and may say it in 

9

Legal Aspects of International Information Security
DOI: http://dx.doi.org/10.5772/intechopen.86119

an interview to a journalist, while another person will choose to not even tell close 
friends about it. Thus, the boundaries of privacy are always individual.

Contemporary international law provides limited privacy protection because 
it cannot adapt to the needs of each individual due to the general nature of the 
provisions. At the same time, the current international acts do not contain a list of 
personal data but give a fairly wide definition of such data.

An identical approach to the definition of personal data is characteristic of the 
OECD Guidelines governing the Protection of Privacy and Transborder Flows of 
Personal Data of September 23, 1980, and the 1981 Convention for the Protection 
of Individuals with regard to the Automatic Processing of Personal Data. In these 
documents, personal data are defined as any information relating to an identified 
or identifiable individual. Therefore, protected data include any information about 
an individual that can be identified. Such a broad range of protected information 
makes it possible to protect personal data in the situation of changing technologies 
that are used to collect and process data. In particular, protected data include PIN 
codes, logins, passwords, etc.

Despite the quite broad definition of personal data in international documents, 
the concept of personal data is somewhat narrower than privacy in the information 
area. Based on the provision of the Universal Declaration, the concept of privacy 
includes not just personal but also family secrets as well as the secret of correspon-
dence. Personal data only relate to data about identified or identifiable individual. 
Certain provisions are applied only to individual, information on whom is stored in 
a particular system. For example, the 1981 Convention stipulates that any indi-
vidual has the right to establish the existence of an automated personal data file, its 
main purposes, as well as the identity and habitual residence or principal place of 
business of the controller of the file; to obtain at reasonable intervals and without 
excessive delay or expense confirmation of whether personal data relating to him 
are stored in the automated data file as well as communication to him of such data 
in an intelligible form; to obtain, as the case may be, rectification or erasure of such 
data if these have been processed contrary to the provisions of domestic law giving 
effect to the basic principles set out in Articles 5 and 6 of this Convention; etc.

Therefore, the right to access, correct, and destroy personal data is recognized 
only for the person whose data have been collected. However, family secret is a 
different term. For example, one may conceal data about a disease of one’s child or 
husband or addictions of deceased relatives. In essence, while personal data relate to 
one person, family secret is kept in a certain family and affects its collective private 
interests. Disclosure of family secret can harm both individual and the family as a 
whole including family breakdown and ruined relationships.

The existing special international acts that protect personal data in the course 
of their automated processing contribute to protection of not just personal but also 
family secrets. However, they offer no direct protection of family secrets.

As for the confidentiality of correspondence, certain provisions for telecommu-
nications are contained in the Convention of the International Telecommunication 
Union. Article 40 of the ITU Convention provides for the secrecy of telecom-
munication messages. Government telegrams and service telegrams may be 
expressed in secret language in all relations. Private telegrams in secret language 
may be admitted between all Member States with the exception of those which have 
previously notified, through the Secretary-General, that they do not admit this 
language for that category of correspondence. Member States which do not admit 
private telegrams in secret language originating in or destined for their own terri-
tory must let them pass in transit, except the Constitution. ITU does not have the 
power to regulate information on the Internet including measures for ensuring its 
confidentiality. At the regional level, a provision on the confidentiality of electronic 



Security and Privacy From a Legal, Ethical, and Technical Perspective

10

communications is stipulated at the EU. The relevant provision is contained in the 
Directive 2002/58/EC of the European Parliament and of the Council of July 12, 
2002, concerning the processing of personal data and the protection of privacy in 
the electronic communications sector.

The most progressive in privacy protection is the EU experience. This integration 
organization has adopted the Regulation No. 2016/679 of the European Parliament 
and of the Council on the protection of natural persons with regard to the process-
ing of personal data and on the free movement of such data, and repealing the 
Directive 95/46/EC (the General Data Protection Regulation) of April 27, 2016. 
This act is of direct effect and application in the EU Member States. A feature of 
the General Regulation is that any processing of personal data in the context of 
the activity of establishing a controller or data processing entity in the Union must 
be performed in accordance with the Regulation regardless of whether the data 
processing is affected within the Union. In order to ensure that individuals are not 
deprived of the protection provided by the Regulation, processing of personal 
data of data subjects located in the Union by a controller or data processing entity 
that have not been established in the Union must be governed by this Regulation if 
the data processing relates to the supply of goods or services to such data subjects 
regardless of payment. The Regulation establishes a certain legal regime for personal 
data processing including the conditions for their processing and requirements to 
their storage and transfer. The processing of personal data by public authorities, 
computer emergency response teams (CERTs), computer security incident response 
teams (CSIRTs), providers of electronic communication networks and services, and 
providers of security technologies and services is a legitimate interest of the relevant 
data controller to the extent that it is necessary and adequate as compared to the 
objectives of providing network and information security, i.e., the ability of the 
network or information system to resist (with a given level of confidence) accidental 
events and illegal or intentional acts that compromise the availability, authenticity, 
integrity, and confidentiality of stored or transferred personal data as well as the 
safety of the relevant services transferred via such networks and systems. Protection 
of privacy within the EU is also supported by the EU Court. In the Maximillian 
Schrems v. Data Protection Commissioner case (complaint No. C362/14), the trans-
fer of personal data by Facebook in the USA was appealed against in the framework 
of the Principles of Privacy program. The EU Court concluded that the Commission 
had not stated in its Resolution that the USA had actually provided an adequate level 
of protection by virtue of their laws or international obligations. Therefore, without 
having to examine the content of the Principles of Privacy, Resolution 2000/520 did 
not comply with the EU acts in the field of privacy and is therefore invalid.

However, the EU experience takes account of the patterns of functioning of inte-
gration organizations and requires significant adaptation for use at the global level.

At the regional level, two conventions have been adopted where computer 
crimes are regarded as crimes of international nature. These are the Convention on 
Cybercrime of November 23, 2001 (hereinafter referred to as the 2001 Convention) 
and the Commonwealth of Independent States Agreement on Cooperation in 
Combating Offenses related to Computer Information of June 1, 2001 (hereinafter 
referred to as the CIS Agreement).

The basic ideas of these conventions are the definition of unified elements of 
computer crimes, which the states should include in their national law, and develop-
ment of measures for combating such crimes.

The CIS agreement has no definition of a computer system whatsoever, which 
results in an uncertainty with regard to the object of infringement.

Both the 2001 Convention and the CIS Agreement contain definitions of com-
puter data. However, the definition in the Agreement is more concise; namely, it is 
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information stored in computer memory, on machine or other device, in a form that 
is accessible to perception or transfer via communication channels. This definition 
is incomplete.

The 2001 Convention offers a broader concept; namely, computer data includes 
any representation of facts, information, or concepts in a form suitable for process-
ing in a computer system, including a program suitable to cause a computer system 
to perform a function. As a result, the CIS Agreement does not cover any software 
that is inaccessible to human perception but causes computer systems to operate. 
Interference in such software is dangerous for the public. In this case, the broader 
approach in the 2001 Convention should be considered justified.

The CIS Agreement contains an attempt to define computer crime, which cannot 
be regarded as successful. A crime in the field of computer information is described 
as a criminal offense, the object of infringement in which is computer information. 
This definition is different from the definition that has been accepted in the doc-
trine. It is not mentioned that computer information can be both the object and the 
means of an offense.

The 2001 Convention contains a number of terms that are unknown to the CIS 
Agreement, namely, service provider and data flows. The need to use these terms is 
due to the fact that the 2001 Convention defines a broader range of measures for 
combating computer crime than the CIS Agreement.

As for standardized elements of computer crimes, they are different in the 2001 
Convention and the CIS Agreement. Some crimes have the same title but different 
meanings. For example, the 2001 Convention and the CIS Agreement state that 
illegal access to information is a criminal offense. However, the CIS Agreement 
is very laconic. It regards illegal access to information that is protected by law as 
a criminal offense if such act has caused destruction, blocking, modification or 
copying of information, or disruption of the operation of computers, computer 
systems, or their networks. The 2001 Convention stipulates that illegal access to a 
computer system as a whole or a part of it is a crime by itself, without stating any 
extra qualifying features. Therefore, the 2001 Convention prosecutes any illegal 
access to computer systems, while the CIS Agreement is limited to access that has 
led to certain consequences.

The 2001 Convention includes a number of crimes that are not covered by the 
CIS Agreement. These are illegal data interception, data and system interference, 
misuse of devices, computer-related forgery, computer-related fraud, and crimes 
related to child pornography. A special feature of the 2001 Convention is that it cov-
ers certain common crimes (forgery, fraud) which become much more dangerous 
because they are committed using computers.

Therefore, the CIS Agreement uses a narrower approach to the concept of com-
puter crime. These are only the crimes that infringe on the security of computer sys-
tems, i.e., the protected object is computer systems as such. The 2001 Convention 
criminalizes a broader range of acts where computer systems can be the object of or 
the means for committing the offense. The approach to the definition of computer 
crime in the 2001 Convention is more correct.

The existing contradictions in the content of international treaties on combat-
ing computer crime may result in difficulties for the states that are parties to both 
treaties. Basically, the provisions of the two treaties are mutually exclusive, which 
complicates their simultaneous application.

It should be noted that the 2001 Convention contains references to a number of 
international treaties. The issues of the relationship between the 2001 Convention 
and the CIS Agreement shall be resolved with consideration of clause 2 of Article 
39 of the 2001 Convention. If two or more parties have already concluded an 
agreement or treaty on the matters dealt within this Convention or have otherwise 
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established their relations on such matters, or should they in future do so, they 
shall also be entitled to apply that agreement or treaty or to regulate those relations 
accordingly. However, where parties establish their relations in respect of the mat-
ters dealt within the Convention other than as regulated therein, they shall do so in 
a manner that is not inconsistent with the Convention’s objectives and principles.

Therefore, in the case if a state is a party to both of the abovementioned interna-
tional treaties, the CIS Agreement will apply to the same matter.

Article 13 of the CIS Agreement stipulates that this agreement does not affect 
the rights and obligations of the parties arising out of other international treaties to 
which they are parties. Therefore, it allows the application of the 2001 Convention.

The existence of various regulations regarding their correlation in the consid-
ered international treaties suggests that their practical application may be com-
plicated. For example, the states may experience difficulties in choosing the legal 
aid procedure. Such issues should be resolved by consultations between the states 
concerned.

However, in view of the harmonization nature of international treaties and 
the fact that the content of the 2001 Convention is broader, in the case if a state is 
a party to the two treaties at the same time, such state shall implement the 2001 
Convention and, in the part where the provisions of the treaties are different, the 
CIS Agreement, as this is allowed by the 2001 Convention itself.

3. Proposal for global network of information security

The concept of developing a comprehensive system of international security is 
useful because of its systemic nature. This concept is not limited to military security 
issues but also covers economic, political, humanitarian, and information security. 
It should be noted that this concept needs to be clarified. Since it concerns the devel-
opment of a comprehensive system of international security, it should cover the 
entire system of international relations. The concept of developing a comprehensive 
system of international security also applies to non-state international relations.

A comprehensive system of international security means a status where the 
interstate system is protected from the dangers that exist in contemporary world. 
It implies stable functioning of the system of international relations. Relations 
between subjects of the interstate system also include information relations. The 
system of such relations includes interstate and non-state relations.

Information security should be considered in two aspects.
If the systemic approach is applied, information security will act as a backbone 

element. It can be regarded as a status of the international relation system, which is 
described by stability and security from information weapons and threats.

In addition, information security can be regarded as an ideal model. There are 
conceptual ideas what exactly information security should be like. It is regarded in 
the sociological (as a certain state of social relations), technical (compliance with 
standards and other technical requirements), and legal (compliance with prohibi-
tions and restrictions on the spreading of data) aspects. Based on conceptual ideas, 
information security can be defined as a model for stable functioning of the infor-
mation relation system.

The comprehensive system of international security and information security 
has a certain sphere of intersection. Information security of the international 
system is a component of the comprehensive system of international security. 
However, international relations are more than just relations between subjects of 
international public law. The requirement of information security is equally appli-
cable to international non-state and domestic relations.
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When one uses the concept of international information security, one may 
define this concept based on the more general concept of information security. If 
one distinguishes between domestic and international information security, the 
first one relates to domestic information relations and the second one, to inter-
national information relations. In each of the systems of relations, information 
security has common features; namely, it serves as a backbone element and ensures 
a stable state of the system of information relations. Therefore, international infor-
mation security is a status of the international information relation system, which is 
described by stability and security from information weapons and threats.

The development of the concept of international information security has led to 
the appearance of terms in the legal doctrine that had not previously been known  
in the practice of states. Currently, researchers use terms such as information weap-
ons, information terrorism or cyberterrorism, and information crime or cybercrime.

The state of international legal regulation is such that these new terms have not 
been stipulated in treaties (save for computer crimes). However, a number of social 
phenomena evidence that these terms should be regarded as destabilizing factors 
for the system of international relations.

As for information weapons, they can be described quite generally as any means 
of affecting the mass and individual consciousness, which can damage, distort, 
destroy, or conceal data. A special feature of information weapons is that they are not 
used in the military field alone. Information weapons can be used for committing 
computer crimes, hacker attacks causing property damage, etc. The use of informa-
tion weapons has been known in international practice since the second half of the 
twentieth century. For example, it was used widely in the Palestinian-Israeli conflict.

With the adoption of individual conventions on cybercrime, there appeared a 
trend in international law to prosecute the consequences of the use of information 
weapons rather than the weapons as such.

It should be noted that the use of information weapons has various scales. For 
example, information terrorism can be regarded as one of the most dangerous use 
of information weapons.

Information terrorism can be defined as using information weapons for under-
mining the constitutional order of other states or the international legal order and 
international relations in general.

Cyberterrorism comprises both direct terrorist activities with the use of com-
puters, networks and data in networks, and various supplementary operations 
including coordination, preparation, and organization of terrorist activities using 
networks and data in networks and spreading knowledge about terrorism and 
terrorists’ skills.

Individual examples of cyberterrorism have been known from the second half 
of the twentieth century. In 1985, a radical leftist group in Japan attacked the united 
railway management network using computer systems. Fortunately, the computers 
of the railway had good protection, which could not be hacked.

The 2001 Convention takes no account of the special features of cyberterrorism. 
It only takes account of “ordinary” crimes.

In this paper, computer crime is understood in the broad sense as any crime 
committed by using computer networks, software, or individual computers.

However, in the international law, the term computer crime will always have a 
special meaning, which is not necessarily the same as the meaning of this term in 
the national law. Some crimes that are punishable under the laws of one state do not 
affect the interests of another state or the international community as a whole.

While international crimes are threatening for the international peace and 
security, crimes of an international nature are common crimes in combating which 
states cooperate.
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International crimes can be committed using computers. Global computer 
networks enable propaganda of war, genocide, apartheid, and racial discrimination. 
Moreover, the use of computers for military technology can lead to electronic com-
munications becoming a means of aggression.

It should be noted that the existing international treaties on computer crime 
regard computer crimes primarily as crimes of an international nature. They define 
the elements of crimes that must be criminalized in national law as well as measures 
of international cooperation in combating such crimes.

The development of legal foundations of the global information society is to 
a great extent spontaneous. In the framework of the institutional mechanism of 
cooperation between states, there is not enough systemic vision of what the legal 
regulation should be like to meet the development of the technological progress.

Therefore, the information society concept needs a corresponding integral 
concept of international legal regulation of information exchange relations in the 
information society.

Some objectives have existed for a long time and are related to a lack of regula-
tion of certain problems (matters of combating computer crime, protection of 
privacy at the global level, etc.), while others have appeared relatively recently as a 
result of technological progress.

What are the objectives that should be addressed at the global level? When 
determining the range of objectives, one should consider that information technolo-
gies have become global and reveal the interdependence of the contemporary world. 
At the same time, there is the experience of regulation of electronic data exchange 
relations in the framework of the Council of Europe, which should be recognized as 
progressive and useful for the global level.

The primary objective for the global level is solving the problems that have 
already been solved in the framework of the Council of Europe (combating com-
puter crime, protection of personal data). The models of the Council of Europe 
have already been tested in practice, and in any case they have no significant 
alternative.

For the prosecution of computer crimes and protection of privacy, the global 
network of international information security can be created under the Security 
Council of UN decision by adoption of the international treaty. The global network 
of international information security shall provide for search in computer networks 
performed in one state on request of another state, real-time collection of traf-
fic data and real-time collection and interception of content data. Therefore, the 
general mechanism of legal aid shall be applied, but its content is special.

In the global network of international information security, any state may 
request another state to order or otherwise obtain the expeditious preservation of 
data stored by means of a computer system, located within the territory of that 
other state.

The global network of international information security stipulates 24–7 access, 
i.e., each state shall designate a contacting board available on a 24-hour, 7-day-a-
week basis, in order to ensure the provision of immediate assistance for the purpose 
of investigations or proceedings concerning criminal offenses related to computer 
systems and data or for the collection of evidence in electronic form of a criminal 
offense. Basically, this procedure can take a few minutes.

The global network of international information security can also provide the 
access for non-state actors in privacy violations and defamation cases.

One state may get access to publicly available computer data, regardless of their 
geographical location, without permission of any other state. This primarily applies 
to data that are contained on the Internet. If a website has no access codes and the 
data on it can be accessible to everyone, it can be used by search, investigative, 
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and judicial authorities. It is a general practice of access to data in open computer 
networks. There exists an international custom, according to which states do not 
put special restrictions on the spreading of publicly available data in computer 
networks. Special regulations are established for data, the spreading of which is 
prohibited or restricted. If any person may have access to information, it would be 
illogical to deny such access to law enforcement authorities.

In addition, any state can access, through a computer system in its territory, 
stored computer data, if the state obtains the lawful and voluntary consent of the 
person or legal entity who has the lawful authority to disclose the data. In this case, 
the state body of one state must address the provider, which is located in another 
state, directly.

Therefore, the development of the institute of mutual legal assistance in 
criminal matters, which is affected by the struggle with computer crimes, is not 
just about introducing electronic communication technologies in traditional types 
of legal assistance and not just about specifying legal aid measures in relation to 
electronic communication technologies but also about radical change in the very 
content of this institute.

The system of international information security is establishing at the moment. 
The international information security of the interstate system is a component  
of the comprehensive system of international security. At the same time, interna-
tional information security is a stabilizing factor in the system of non-state interna-
tional relations. However, a number of threats to international information security 
affect the field of both interstate and international non-state relations. In “soft law” 
acts, a unified concept of the development of a system of international information 
security has been elaborated at the global and regional levels. However, “soft law” 
acts are not suitable for its implementation. They can contribute to development 
of international customs, but that can take a considerable time. Therefore, global 
international treaties should be drafted.

The 2001 Convention and the CIS Agreement have become the first interna-
tional treaties that stipulate a system of measures for combating a specific type of 
crime in the field of information, namely, computer crimes. Formerly, information 
crimes had been covered in particular international treaties along with other crimes 
(such as propaganda of racial discrimination). The treaties considered have a very 
important role, as they have established the foundations of the jurisdiction of states 
for criminal cases on the Internet and the rules of international cooperation that 
ensure coordinated actions of states in combating computer crimes. Despite some 
shortcomings of the treaties, as a whole they provide for systems of interrelated 
international and national measures for combating computer crimes and can be the 
basis for drafting of a global international treaty.
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Abstract

Mobility is associated with driving a vehicle. Age-related declines in the abilities 
of older persons present certain obstacles to safe driving. The negative effects of 
driving cessation on older adults’ physical, mental, cognitive, and social function-
ing are well reported. Automated driving solutions represent a potential solution to 
promoting driver persistence and the management of fitness to drive issues in older 
adults. Technology innovation influences societal values and raises ethical ques-
tions. The advancement of new driving solutions raises overarching questions in 
relation to the values of society and how we design technology (a) to promote posi-
tive values around ageing, (b) to enhance ageing experience, (c) to protect human 
rights, (d) to ensure human benefit and (e) to prioritise human well-being. To this 
end, this chapter reviews the relevant ethical considerations in relation to assisted 
driving solutions. Further, it presents a new ethically aligned system concept for 
assisted driving. It is argued that human benefit, well-being and respect for human 
identity and rights are important goals for new automated driving technologies. 
Enabling driver persistence is an issue for all of society and not just older adult.

Keywords: driverless cars, older adults, ethics, well-being, self-efficacy

1. Introduction

Mobility is defined as “the ability to move oneself (either independently or using 
assistive device or transportation) within environments that expand from one’s 
home to the neighbourhood and regions beyond” [1]. The ability to move about the 
community is essential for carrying out the instrumental activities of daily living 
(i.e. basic life-maintenance activities) and ensuring social participation [1].

Growth in ageing populations is a global trend. A recent United Nations report 
states that the number of persons aged 60 (or older) is expected to grow from 962 
million in 2017, to 2.1 billion in 2050, and 3.1 billion in [2]. According to the Global 
Status Report on Road Safety published by The World Health Organization (WHO), 
approximately 1.35 million people around the world die each year in traffic acci-
dents [3]. The NHTSA estimates that 94% of serious crashes are due to human error 
or poor choices—including distracted driving and drunk driving [4].

The driving task necessitates interacting with the vehicle and the environment 
at the same time. Many body systems need to be functional to ensure the safe and 
timely execution of the skills required for driving [5]. Specific factors that contribute 
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to maintaining a licence include vision, physical health and cognitive health [5]. 
Research indicates that cognitive abilities are important enabling factors for safe 
driving [6]. Research also indicates that adaptive strategies are essential to maintain-
ing the normal parameters of driving safety in the face of illness and disability [7].

Age-related declines in the abilities of older adults provide certain obstacles to 
safe driving. A 2001 survey by the OECD found that 15% of those 65 or older had 
stopped driving, while an overwhelming number of those who continued to drive 
were very selective about when they did so [8]. In general, driving cessation has 
been linked to increasing age, socioeconomic factors, and declining function and 
health [9]. Negative effects of driving cessation on older adults’ physical, mental, 
cognitive, and social functioning have been extensively studied [10–12].

Many automotive companies are developing and/or testing driverless cars. Largely, 
the proposed solutions follow established automation models such as the six levels of 
automation as defined by NHTSA [13]. Driver assistance technology presents a poten-
tial solution to problems pertaining to driver persistence and the management of fitness 
to drive issues in older adults. As this technology is not fully implemented and in use by 
the public, it is very difficult to both predict and assess its potential ethical implications 
and impact. Should the purpose of these systems go beyond safety? Is full automa-
tion an appropriate solution to effectively managing the apparent conflict between 
two goals—(1) promoting driver persistence and (2) ensuring road safety? That is, is 
it appropriate to enable an older driver to continue driving, even if there is a risk of a 
serious accident given their medical background? With crashes also comes the question 
of liability. Currently, lawmakers are considering who is liable when an autonomous 
car is involved in an accident. Such discussions raise many complex legal and ethical 
questions. Largely, the literature around ethics and driverless cars appears to focus on 
issues pertaining to (1) addressing conflict dilemmas on the road (machine ethics), (2) 
privacy and (3) minimising technology misuse/cybersecurity risks. These are indeed 
important ethical issues. However, the literature and public debate tends to avoid other 
serious ethical issues—specifically, issues concerning (1) the intended use and purpose 
of this technology, (5) the role of the person/driver (including older adult drivers) and 
(6) issues pertaining to the potential negative consequences of this technology.

In relation to (6), this concerns the social consequences of this technology and 
the potential impact on older adult identity and well-being. The future is indeed 
unknown. The advancement of new driving solutions raises overarching questions 
in relation to the values of society and how we design technology to: (a) promote 
positive values around ageing and enhancing ageing experience, (b) protect human 
rights, (c) ensure human benefit and (d) prioritise well-being. Specifically, it raises 
fundamental questions in relation to the value we place on promoting autonomy 
and social participation for older adults and optimising quality of life/well-being.

The public opinion on self-driving cars (including solutions for older adults) will 
determine the extent to which people will purchase and accept such systems [14]. We 
should not proceed with this technology just because it is available. Critically, designers 
must carefully consider the human dimensions of this technology and its social impli-
cations. To this end, this chapter reviews the relevant ethical considerations in rela-
tion to assisted driving solutions. Further, it presents a new ethically aligned system 
concept for driver assistance. In so doing, it addresses the philosophical principles that 
underlie the proposed driving system concept, and specifically, the role of the person.

2. Ethics, rights, digital ethics and ontological design

Ethics concerns the moral principles that govern a person’s behaviour or how an 
activity is conducted [15]. A key distinction in ethics is the distinction between that 
which is unethical and that which is undesirable.
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Primarily, moral principles apply to a person. However, moral code can also be 
ascribed to the behaviour of automated or intelligent systems (A/IS). Accordingly, 
driverless cars are termed ‘artificial moral agents’.

The Universal Declaration of human rights (1948) enshrines all persons with 
human rights [16]. This includes rights pertaining to dignity (Article 1), autonomy 
(Article 3), privacy (Article 12), and safety (Article 29) [16]. Some would argue 
that rights also apply to technology and artificial agents. These are referred to 
as ‘transhuman rights’ [17, 18]. To this end, the field of roboethics has emerged. 
Specifically, roboethics is concerned with the moral behaviour of humans as they 
design, construct, use and treat artificially intelligent beings.

More broadly, ‘digital ethics’ or ‘information ethics’ deals with the impact of 
digital Information and Communication Technologies (ICT) on our societies and 
the environment at large [19]. As defined by Capurro [19], it addresses the ethical 
implications of things which may not yet exist, or things which may have impacts 
we cannot predict.

Progress is typically defined in relation to concepts of advancement and 
improvement. As stated by the Organization for Economic Co-Operation and 
Development’s (OECD) ‘Being able to measure people’s quality of life is funda-
mental when assessing the progress of societies’ [20]. Future technology is shaping 
(and will shape) our political, social and moral existence. The application of ethics 
to questions concerning technology development is not new. In his seminal work 
‘The Question Concerning Technology’, the philosopher Heidegger suggests that in 
asking what technology is, we ask questions about who we are [21]. In so doing, we 
examine the nature of existence and human autonomy [21]. Such ideas have led to 
the concept of ‘ontological design’ which focuses on the ‘the relation between human 
beings and lifeworlds’ [22]. As argued by Winograd and Flores, new technology 
does not simply change the task, it changes what it means to be human [22]. Put 
simply, we are designed by our designing and by that which we have designed [23].

The Information Technology (IT) sector is taking some leaps in relation to 
addressing these questions. Currently, there is a large focus on issues pertaining to 
well-being, data privacy and cybersecurity. In 2016, Amazon, Google, Facebook, 
IBM, and Microsoft have established a non-profit partnership (i.e. the Partnership 
on Artificial Intelligence to Benefit People and Society) to formulate best practices 
on artificial intelligence technologies [24]. Further, the IEEE Standards Association 
has recently articulated a desire to create technology that improves the human con-
dition and prioritises well-being. Specifically, the ‘IEEE Global Initiative on Ethics 
of Autonomous and Intelligent Systems’ have defined a set of core ethical principles 
for autonomous and intelligent systems (A/IS). As stated in ‘Ethically Aligned 
Design (EAD1e), A Vision for Prioritizing Human Well-being with Autonomous 
and Intelligent Systems’ [25] ‘for extended intelligence and automation to provably 
advance a specific benefit for humanity, there needs to be clear indicators of that 
benefit’. Further, the IEEE Global Initiative argue that ‘the world’s top metric of value 
(Gross Domestic Product) must move beyond GDP, to holistically measure how 
intelligent and autonomous systems can hinder or improve human well-being’ [25].

3. Well-being, identity, quality of life and self-efficacy

The concept of identity has three pillars: the person, the role and the group [26]. 
Personal identity refers to the concept of the self which develops over time and the 
life-span. This includes the aggregate of characteristics by which a person is rec-
ognised by himself/herself and others, what matters to the person and their values 
[27]. Crucially, autonomy is central to personal identity [27].
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of Autonomous and Intelligent Systems’ have defined a set of core ethical principles 
for autonomous and intelligent systems (A/IS). As stated in ‘Ethically Aligned 
Design (EAD1e), A Vision for Prioritizing Human Well-being with Autonomous 
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According to the ‘Six-factor Model of Psychological Well-being’, six factors 
contribute to an individual’s psychological well-being, contentment, and happiness 
[28]. This includes positive relationships with others, personal mastery, autonomy, a 
feeling of purpose and meaning in life, and personal growth and development [28].

Quality of life is inextricably connected to well-being. As defined by the OECD, 
well-being can be defined/measured in relation to (1) quality of life (i.e. health 
status, personal security, social connection and participation/activity, work/life 
balance, subjective well-being, environmental quality, etc.), and (2) material condi-
tions (i.e. income and wealth, job and earnings and housing) [29].

Self-efficacy is defined as a person’s belief in his or her own ability to accom-
plishing a task or succeeding in specific situations. One’s sense of self-efficacy can 
play a major role in how one approaches goals, tasks, and challenges. The promotion 
of self-efficacy is a key element for success in interventions designed to reduce 
depressive symptoms in late life [30].

4. Successful ageing

The beginning of old age is between the age of 60 or 65 [31]. Definitions 
of old age are multi-dimensional and include a combination of chronological, 
functional and social definitions [31]. Older adults are a highly heterogeneous 
group. Often, older adults are segmented based on factors such as ageing 
phases, levels of fitness, severity of physical limitations, mobility patterns and 
social activities. According to Rowe and Kahn, successful ageing is multidi-
mensional, encompassing the avoidance of disease and disability, the mainte-
nance of high physical and cognitive function, and sustained engagement in 
social and productive activities [32].

The prevalence of mental health issues is high in older adults as compared with the 
general population [30]. Older adults are at risk for developing anxiety and depres-
sion, given increased frailty, medical illnesses and medication and the potential for 
loss, reduced social connection and trauma (arising from injuries/accidents such as 
falls). On the other hand, younger older people are generally happier with a strong 
happiness increase around the age of 60 followed by a major decline after 75 [33].

Growth in ageing populations is a global trend. In Japan, Taiwan and Singapore, 
governments are defining smart ageing strategies to ensure that the growing ageing 
population ages well. This includes the promotion of multi-generational living, 
awareness of Dementia and other age-related health conditions and smart devices 
to monitor vital signs [34].

5.  Driving task, older adult drivers and health conditions impacting on 
driving

5.1 Driving task

The driving is not a task isolated from everyday life. It occurs for a purpose (to get to 
somewhere, to see the scenery, etc.) and is often undertaken in parallel with other activi-
ties (for example, talking, listening to the radio, singing, planning-ahead and eating).

The driving task involves a complex and rapidly repeating cycle that requires a 
level of skill and the ability to interact with both the vehicle and the external environ-
ment at the same time [5]. Information about the road environment is obtained via 
the visual and auditory senses. The information is operated on by many cognitive 
and behavioural processes including short and long-term memory and judgement, 
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which leads to decisions being made about driving [5]. Decisions are put into effect 
via the musculoskeletal system, which acts on the steering, gears and brakes to alter 
the vehicle in relation to the road [5]. As reported by Fuller, the overall process is 
coordinated via a complex process involving behaviour, strategic and tactical abilities 
and personality [35]. As stated in Fuller’s task capability model (2005), loss of control 
arises when the demand of the driving task exceeds the driver’s capability [35].

5.2 Older adult drivers

It is estimated that by 2030, a quarter of all drivers will be older than 65 [36]. 
Further, by 2030, more than 90% of men over 70 will be driving [37]. Research 
indicates a general increase in both car access and licensing rates in the older 
population [38]. This increase is mainly attributable to significant increases in the 
number of older female drivers [38].

A number of studies have sought to categorise older adults in terms of their 
physical abilities [39] their economic, geographic/spatial and activity patterns [40], 
use of cars as a transportation mode [41], and lifestyles and associated requirements 
in relation to transport services [42]. The most nuanced categorisation is that of the 
GOAL project which proposes five distinctive profiles or segments of older people 
[43]. The segments take demographics, physical and mental health characteristics, 
social life, living environment, mobility-related aspects and transition points into 
account. The five profiles differ significantly according to age and level of activity/
mobility and health [43]. They include.

• A younger and more active profile (“Fit as a Fiddle”)

• A young, fit and active elderly (“Happily Connected”)

• A young, severely impaired and immobile elderly (“Hole in the Heart”).

• A very old, highly impaired and immobile segment (“Care-Full”)

• A quite mobile and still independent senior despite his/her old age (“Oldie but 
a Goldie”)

5.3 Older adult driving challenges

As we age, we face decisions as to whether we should (1) continue, (2) limit, or 
(3) stop driving. Age related declines in the abilities of older adults can be treated 
as obstacles/barriers to safe driving performance. These age-related changes yield 
specific challenges for older adults. As reported by Langford and Koppel [44], this 
includes:

• Psychomotor functions: joint flexibility, muscle strength, manual dexterity 
and coordination.

• Sensory abilities: visual acuity, contrast sensitivity, sensitivity to light, dark 
adaptation, visual field, space perception, motion perception, hearing.

• Cognitive abilities: fluid intelligence, speed of processing, working memory, 
problem solving, spatial cognition and executive functions like inhibition, 
flexibility and selective and divided attention.
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A recent study has identified the prevalent driving errors of older adults [45]. 
Following a systematic review of the literature, the authors categorised the preva-
lent driving errors into eight categories: (1) decision-making, (2) direction and 
lane control, (3) lack of regulation compliance and awareness, (4) speed perfor-
mance, (5) visual checking and physical control, (6) recognising and responding 
to signs, (7) recognising and responding to traffic lights and (8) skills involved 
in turning and parking. It was found that (2) direction and lane control, (1) 
decision-making, (7) recognising and responding to signs, and (5) visual checking 
and physical control were most frequent as prevalent issues for older drivers [45].

Certain unsafe driving behaviours increased in frequency as age, with drivers 
of 40 years or over—older people more likely to engage in driving behaviours such 
as (1) little or no sign of attempts to avoid dangerous driving situations, (2) lack of 
attention to other people and cars, (3) improper manoeuvring around curves and 
(4) improper or no turn signals [46].

5.4 Driver self-regulation

Self-regulation and/or compensatory behaviour of older adults is defined in 
relation to the tendency of older adults to minimise driving under conditions that 
are threatening and/or cause discomfort and conversely, to restrict their driving to 
conditions perceived as safe and/or comfortable [44].

Compensatory behaviour of older adults includes avoiding driving in the follow-
ing situations/conditions:

• In the dark

• In bad weather

• In heavy traffic

• In new areas

• On motorways and complex road layouts

• Avoid long journeys (fatigue/tiredness)

As stated in the Eldersafe Report (2016), older road users need to be aware, 
acknowledge and have insight into their functional impairments in order to self-
regulate [47].

5.5 Driving cessation

Health deterioration is the primary trigger/key determinant for driving cessation 
among older adults [48]. Medical conditions either (1) impact the fitness to drive 
of older drivers and/or (2) an older person’s perceived fitness to drive (i.e. attitude, 
confidence levels, etc.). Several medical conditions and associated impairments 
are more prevalent in the older adult population and are, therefore, associated with 
ageing. These medical conditions can potentially impact the crash risk of older road 
users [49]. Specifically, a systematic review of the literature by Marshall identi-
fied specific conditions including: alcohol abuse and dependence, cardiovascular 
disease, cerebrovascular disease/TBI, depression, dementia, diabetes mellitus, 
epilepsy, use of certain medications, musculoskeletal disorders, schizophrenia, 
obstructive sleep apnoea, and vision disorders [50].
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6. Self-driving cars and ethical issues

The path to automated/driverless cars began before 2000 with the introduc-
tion of cruise control and antilock brakes. Since 2000, new safety features such as 
electronic stability control, blind spot detection and collision and lane shift warn-
ings have become available in vehicles. Further, since 2016, automation has moved 
towards partial autonomy, with features that enable drivers to stay in lane, along 
with adaptive cruise control technology, and the ability to self-park.

Automated driving systems are defined as systems that control longitudinal and 
lateral motions of the vehicle at the same time [51]. Self-driving cars use a combina-
tion of sensors, cameras, radar and artificial intelligence (AI) to travel between 
destinations without a human operator. The Society of Automotive Engineers (SAE) 
has defined six levels of driving assistance technology (level 0–5) [52].

• No automation

• Driver assistance

• Partial automation

• Conditional automation

• High automation

• Full automation

In addition, BASt [53] and the National Highway Traffic Safety Administration 
(NHTSA) [13] have defined equivalent standards.

Many automotive companies are developing and/or testing driverless cars. This 
includes Audi, BMW, Ford, General Motors, Tesla, Volkswagen and Volvo. Solutions 
are also being advanced by Google and Uber. As of 2019, a number of car manufac-
turers have reached Level 3 [54]. This level involves an automated driving system 
(ADS) which can perform all driving tasks under certain circumstances, such as park-
ing the car. In these circumstances, the human driver must be ready to re-take control 
and is still required to be the main driver of the vehicle [54]. According to the Vienna 
Convention on Road Traffic (2017), as of 2017, automated driving technologies will 
be explicitly allowed in traffic, provided that these technologies are in conformity 
with the United Nations vehicle regulations or can be overridden or switched off by 
the driver [55].

As noted earlier, technology innovation influences societal values and raises 
ethical questions. As posed by BMVI, how much dependence on technologically 
complex systems will the public accept to achieve, in return for increased safety, 
mobility and convenience [56]? In relation to the advancement of assisted driving 
solutions, Gasser distinguishes four clusters of issues, (1) legal issues, (2) func-
tional safety issues, (3) societal issues (including issues of user acceptability) and 
(4) human machine interaction (HMI) issues [53]. A recent literature review on 
the ethical, legal and social implications of the development, implementation, and 
maturation of connected and autonomous vehicles (CATV) in the United States 
groups the issues into the following themes: privacy, security, licensing, insurance 
and liability, infrastructure and mixed automation environment, economic impact, 
workforce disruption, system failure/takeover, safety algorithm and programming 
ethics, and environmental impact [57].



Security and Privacy From a Legal, Ethical, and Technical Perspective

24

A recent study has identified the prevalent driving errors of older adults [45]. 
Following a systematic review of the literature, the authors categorised the preva-
lent driving errors into eight categories: (1) decision-making, (2) direction and 
lane control, (3) lack of regulation compliance and awareness, (4) speed perfor-
mance, (5) visual checking and physical control, (6) recognising and responding 
to signs, (7) recognising and responding to traffic lights and (8) skills involved 
in turning and parking. It was found that (2) direction and lane control, (1) 
decision-making, (7) recognising and responding to signs, and (5) visual checking 
and physical control were most frequent as prevalent issues for older drivers [45].

Certain unsafe driving behaviours increased in frequency as age, with drivers 
of 40 years or over—older people more likely to engage in driving behaviours such 
as (1) little or no sign of attempts to avoid dangerous driving situations, (2) lack of 
attention to other people and cars, (3) improper manoeuvring around curves and 
(4) improper or no turn signals [46].

5.4 Driver self-regulation

Self-regulation and/or compensatory behaviour of older adults is defined in 
relation to the tendency of older adults to minimise driving under conditions that 
are threatening and/or cause discomfort and conversely, to restrict their driving to 
conditions perceived as safe and/or comfortable [44].

Compensatory behaviour of older adults includes avoiding driving in the follow-
ing situations/conditions:

• In the dark

• In bad weather

• In heavy traffic

• In new areas

• On motorways and complex road layouts

• Avoid long journeys (fatigue/tiredness)

As stated in the Eldersafe Report (2016), older road users need to be aware, 
acknowledge and have insight into their functional impairments in order to self-
regulate [47].

5.5 Driving cessation

Health deterioration is the primary trigger/key determinant for driving cessation 
among older adults [48]. Medical conditions either (1) impact the fitness to drive 
of older drivers and/or (2) an older person’s perceived fitness to drive (i.e. attitude, 
confidence levels, etc.). Several medical conditions and associated impairments 
are more prevalent in the older adult population and are, therefore, associated with 
ageing. These medical conditions can potentially impact the crash risk of older road 
users [49]. Specifically, a systematic review of the literature by Marshall identi-
fied specific conditions including: alcohol abuse and dependence, cardiovascular 
disease, cerebrovascular disease/TBI, depression, dementia, diabetes mellitus, 
epilepsy, use of certain medications, musculoskeletal disorders, schizophrenia, 
obstructive sleep apnoea, and vision disorders [50].

25

Ethical Issues in the New Digital Era: The Case of Assisting Driving
DOI: http://dx.doi.org/10.5772/intechopen.88371

6. Self-driving cars and ethical issues

The path to automated/driverless cars began before 2000 with the introduc-
tion of cruise control and antilock brakes. Since 2000, new safety features such as 
electronic stability control, blind spot detection and collision and lane shift warn-
ings have become available in vehicles. Further, since 2016, automation has moved 
towards partial autonomy, with features that enable drivers to stay in lane, along 
with adaptive cruise control technology, and the ability to self-park.

Automated driving systems are defined as systems that control longitudinal and 
lateral motions of the vehicle at the same time [51]. Self-driving cars use a combina-
tion of sensors, cameras, radar and artificial intelligence (AI) to travel between 
destinations without a human operator. The Society of Automotive Engineers (SAE) 
has defined six levels of driving assistance technology (level 0–5) [52].

• No automation

• Driver assistance

• Partial automation

• Conditional automation

• High automation

• Full automation

In addition, BASt [53] and the National Highway Traffic Safety Administration 
(NHTSA) [13] have defined equivalent standards.

Many automotive companies are developing and/or testing driverless cars. This 
includes Audi, BMW, Ford, General Motors, Tesla, Volkswagen and Volvo. Solutions 
are also being advanced by Google and Uber. As of 2019, a number of car manufac-
turers have reached Level 3 [54]. This level involves an automated driving system 
(ADS) which can perform all driving tasks under certain circumstances, such as park-
ing the car. In these circumstances, the human driver must be ready to re-take control 
and is still required to be the main driver of the vehicle [54]. According to the Vienna 
Convention on Road Traffic (2017), as of 2017, automated driving technologies will 
be explicitly allowed in traffic, provided that these technologies are in conformity 
with the United Nations vehicle regulations or can be overridden or switched off by 
the driver [55].

As noted earlier, technology innovation influences societal values and raises 
ethical questions. As posed by BMVI, how much dependence on technologically 
complex systems will the public accept to achieve, in return for increased safety, 
mobility and convenience [56]? In relation to the advancement of assisted driving 
solutions, Gasser distinguishes four clusters of issues, (1) legal issues, (2) func-
tional safety issues, (3) societal issues (including issues of user acceptability) and 
(4) human machine interaction (HMI) issues [53]. A recent literature review on 
the ethical, legal and social implications of the development, implementation, and 
maturation of connected and autonomous vehicles (CATV) in the United States 
groups the issues into the following themes: privacy, security, licensing, insurance 
and liability, infrastructure and mixed automation environment, economic impact, 
workforce disruption, system failure/takeover, safety algorithm and programming 
ethics, and environmental impact [57].



Security and Privacy From a Legal, Ethical, and Technical Perspective

26

Largely, the literature around ethics and driverless cars appears to focus 
on a subset of important ethical issues. This includes issues pertaining to (1) 
addressing conflict dilemmas on the road, (2) privacy and protecting personal 
sphere, (3) minimising technology misuse and (4) the digital self and transhu-
man rights. In relation to (1) operational decisions have moral consequences. 
The issue of managing conflict dilemmas on the road poses significant chal-
lenges for autonomous vehicles. As outlined in the literature, operational 
decision making raises many serious questions in terms of how human life is 
valued. Equally, such solutions raise significant ethical questions in terms of 
data privacy and the sharing of sensitive/private information about a person’s 
health condition and potential driving risk. The possibility of technology 
hacking is also a potential threat to the implementation of this technology. 
Further, issues around defining rights in the context of the augmented self (i.e. 
the mix of human rights and rights as apply to our digital self which is enabled/
transformed by the reach of artificial technology) are real. As argued by some, 
we may have to devise a set of ethics that applies to the whole continuum 
of our digital self and identity. Potentially, the specification of a Universal 
Declaration of Transhuman Rights should underpin the development of these 
technologies. Data gathered in a recent cross-national acceptability surveys 
concerning driverless vehicles indicates that the above issues are also a signifi-
cant public concern [58, 59].

These are of course important both ethical and societal issues. However, the lit-
erature and public debate tends to avoid other significant issues. This includes issues 
pertaining to (4) the purpose and intended use of this technology, (5) issues around 
the role of the person/driver (including older adult drivers) and (6) the potential 
negative consequences of this technology, including the social consequences of this 
technology and its impact on well-being.

7. Research design/methodology

7.1 Objective

The high-level objective of this research was to specify the requirements for a 
new driving assistance system which prolongs safe driving for older adults with 
different ability levels, and in so doing, helps maintain cognitive and physical 
abilities. Importantly, the proposed system must carefully reconcile the potential 
conflict between (1) ensuring road safety and (2) promoting driver persistence 
(i.e. enabling an older driver to continue driving, even if there is a risk of a 
serious accident given the Drivers’ medical background). From a design perspec-
tive, the challenge was to high-tech solution for users who are often averse to 
technology.

7.2 High level methodology

Overall, this research has involved the application of human factors method-
ologies to the analysis and specification of a proposed driving assistance system. 
Several phases of research have been undertaken. These are detailed in Appendix 
A. To date, this research has mostly been theoretical. Overall, the proposed 
driving system concept follows a multidisciplinary analysis of relevant literature 
 pertaining to
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• Older adults and positive ageing

• Segmentation of older adult drivers

• Driving task and theories of driver cessation and explanations of 
self-regulation

• Automated driving solutions and ethical issues

• The detection/interpretation of driver states (i.e. physical, cognitive and emo-
tional states) using a combination of sensor-based technology and machine 
learning techniques

• Innovative human machine interaction (HMI) communication methods

Further, it follows the application of Human Machine Interaction (HMI) design 
methods including personae-based design [60] scenario-based design [61] and 
participatory co-design [62], to the modelling of a proposed solution. Currently, 
a new assisted driving solution has been defined. A preliminary workflow and 
multimodal communications concept has been specified in relation to several dem-
onstration scenarios. The proposed multimodal solution will be further validated 
using a combination of co-design techniques and simulator evaluation.

7.3  Advancement of personae and scenarios to specify the system concept and 
HMI design solution

In line with a human factors approach, the proposed concept was modelled 
using both personae based and scenario-based design methods. Driver profiles were 
segmented from the perspective of driver persistence, driver health situation and 
ability. Overall nine driver profiles were identified. This includes:

1. Older adults in optimal health and driving as normal

2. Older adults who regulate their driving in relation to managing specific driving 
challenges and/or stressful (difficult) driving situations

3. Older adults who are currently driving but have a medical condition that 
impacts on their ability to drive

4. Continuing drivers—older adults who have continued to drive with a progress-
ing condition—but have concerns in relation to medical fitness to drive and are 
at risk of giving up

5. Older adults who are currently driving and at risk of sudden disabling/medi-
cal event

6. Older adults who have stopped driving on a temporary basis

7. Older adults who have stopped driving (ex-drivers) before it is necessary

8. Older adults who have stopped when it is necessary
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hacking is also a potential threat to the implementation of this technology. 
Further, issues around defining rights in the context of the augmented self (i.e. 
the mix of human rights and rights as apply to our digital self which is enabled/
transformed by the reach of artificial technology) are real. As argued by some, 
we may have to devise a set of ethics that applies to the whole continuum 
of our digital self and identity. Potentially, the specification of a Universal 
Declaration of Transhuman Rights should underpin the development of these 
technologies. Data gathered in a recent cross-national acceptability surveys 
concerning driverless vehicles indicates that the above issues are also a signifi-
cant public concern [58, 59].

These are of course important both ethical and societal issues. However, the lit-
erature and public debate tends to avoid other significant issues. This includes issues 
pertaining to (4) the purpose and intended use of this technology, (5) issues around 
the role of the person/driver (including older adult drivers) and (6) the potential 
negative consequences of this technology, including the social consequences of this 
technology and its impact on well-being.

7. Research design/methodology

7.1 Objective

The high-level objective of this research was to specify the requirements for a 
new driving assistance system which prolongs safe driving for older adults with 
different ability levels, and in so doing, helps maintain cognitive and physical 
abilities. Importantly, the proposed system must carefully reconcile the potential 
conflict between (1) ensuring road safety and (2) promoting driver persistence 
(i.e. enabling an older driver to continue driving, even if there is a risk of a 
serious accident given the Drivers’ medical background). From a design perspec-
tive, the challenge was to high-tech solution for users who are often averse to 
technology.

7.2 High level methodology

Overall, this research has involved the application of human factors method-
ologies to the analysis and specification of a proposed driving assistance system. 
Several phases of research have been undertaken. These are detailed in Appendix 
A. To date, this research has mostly been theoretical. Overall, the proposed 
driving system concept follows a multidisciplinary analysis of relevant literature 
 pertaining to
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• Older adults and positive ageing

• Segmentation of older adult drivers

• Driving task and theories of driver cessation and explanations of 
self-regulation

• Automated driving solutions and ethical issues

• The detection/interpretation of driver states (i.e. physical, cognitive and emo-
tional states) using a combination of sensor-based technology and machine 
learning techniques

• Innovative human machine interaction (HMI) communication methods

Further, it follows the application of Human Machine Interaction (HMI) design 
methods including personae-based design [60] scenario-based design [61] and 
participatory co-design [62], to the modelling of a proposed solution. Currently, 
a new assisted driving solution has been defined. A preliminary workflow and 
multimodal communications concept has been specified in relation to several dem-
onstration scenarios. The proposed multimodal solution will be further validated 
using a combination of co-design techniques and simulator evaluation.

7.3  Advancement of personae and scenarios to specify the system concept and 
HMI design solution

In line with a human factors approach, the proposed concept was modelled 
using both personae based and scenario-based design methods. Driver profiles were 
segmented from the perspective of driver persistence, driver health situation and 
ability. Overall nine driver profiles were identified. This includes:

1. Older adults in optimal health and driving as normal

2. Older adults who regulate their driving in relation to managing specific driving 
challenges and/or stressful (difficult) driving situations

3. Older adults who are currently driving but have a medical condition that 
impacts on their ability to drive

4. Continuing drivers—older adults who have continued to drive with a progress-
ing condition—but have concerns in relation to medical fitness to drive and are 
at risk of giving up

5. Older adults who are currently driving and at risk of sudden disabling/medi-
cal event

6. Older adults who have stopped driving on a temporary basis

7. Older adults who have stopped driving (ex-drivers) before it is necessary

8. Older adults who have stopped when it is necessary
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9. Older adults who have never driven a car (never drivers)

10. These nine profiles reflect ‘ideal categories’ based on the explicit project goals 
(safety, driver persistence, driver experience/enjoyment and health several 
monitoring).

These profiles were then decomposed into a series of personae. Each persona 
included information about the older adult’s goals, their ability and health, medica-
tions, typical driving routines, typical driving behaviours and driver pain-points. 
For more information, please see Appendix B.

In parallel, several scenarios were defined. These scenarios followed from (1) 
the project goals (i.e. top down approach) and, (2) specific driving challenges and 
older adult driver behaviours, as identified in the literature review (i.e. bottom up 
approach). These include:

1. Driver is enjoying drive—everything going well

2. Driver is distracted by their mobile phone ringing

3. Driver feels stressed given traffic delays

4. Driver has taken pain medications and is drowsy

5. Driver is fatigued after long day minding grandchildren

6. Driver is having difficulty parking (visual judgement)

7. Sudden advent of acute medical event

8. Driver is having difficulty remembering the correct route

9. Driver has taken alcohol and is over the legal limit

As indicated in Table 1, the different scenarios were classified in terms of 
interpretation challenges.

Following this, the scenarios were associated with specific user profiles and 
personae (see Table 2).

Lastly, the specific scenarios were further decomposed in relation to (1) a 
time sequence/text narrative, (2) the sensing framework and behaviour of sensor 
technology and machine learning, and (3) multi-modal communications.

8. Key findings/results

8.1 Segmenting older adult drivers and role of new technology

Nine end user profiles have been identified—see Table 3. Specific system goals/
requirements are associated with different profiles. It is suggested that the proposed 
solution might target profiles 1–7, and potentially profile 9.

8.2 Driving scenarios and ethical issues

The different driver scenarios as defined in Table 1 raise a myriad of ethical 
questions—in addition to legal issues and issues pertaining to societal/user accept-
ability. For example,
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9. Older adults who have never driven a car (never drivers)

10. These nine profiles reflect ‘ideal categories’ based on the explicit project goals 
(safety, driver persistence, driver experience/enjoyment and health several 
monitoring).

These profiles were then decomposed into a series of personae. Each persona 
included information about the older adult’s goals, their ability and health, medica-
tions, typical driving routines, typical driving behaviours and driver pain-points. 
For more information, please see Appendix B.

In parallel, several scenarios were defined. These scenarios followed from (1) 
the project goals (i.e. top down approach) and, (2) specific driving challenges and 
older adult driver behaviours, as identified in the literature review (i.e. bottom up 
approach). These include:

1. Driver is enjoying drive—everything going well

2. Driver is distracted by their mobile phone ringing

3. Driver feels stressed given traffic delays

4. Driver has taken pain medications and is drowsy

5. Driver is fatigued after long day minding grandchildren

6. Driver is having difficulty parking (visual judgement)

7. Sudden advent of acute medical event

8. Driver is having difficulty remembering the correct route

9. Driver has taken alcohol and is over the legal limit

As indicated in Table 1, the different scenarios were classified in terms of 
interpretation challenges.

Following this, the scenarios were associated with specific user profiles and 
personae (see Table 2).

Lastly, the specific scenarios were further decomposed in relation to (1) a 
time sequence/text narrative, (2) the sensing framework and behaviour of sensor 
technology and machine learning, and (3) multi-modal communications.

8. Key findings/results

8.1 Segmenting older adult drivers and role of new technology

Nine end user profiles have been identified—see Table 3. Specific system goals/
requirements are associated with different profiles. It is suggested that the proposed 
solution might target profiles 1–7, and potentially profile 9.

8.2 Driving scenarios and ethical issues

The different driver scenarios as defined in Table 1 raise a myriad of ethical 
questions—in addition to legal issues and issues pertaining to societal/user accept-
ability. For example,
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• How is the human role and well-being being considered in relation to the 
development of these systems?

• What is the role of older adult and what level of choice do they have in relation 
to mode of operation?

• What level of impairment is acceptable for an older driver to keep driving?

Interpretation challenge Scenario Profile Personae

1 Task support/feedback Driver needs 
assistance with 
parking

2. Older adults who regulate their 
driving in relation to managing 
specific driving challenges and/
or stressful (difficult) driving 
situations (perceived safety risk or 
complexity)

Mary

2 Activation/flow Flow 4. Continuing drivers: older adults 
who have continued to drive with 
a progressing condition, but have 
concerns in relation to medical 
fitness to drive and are at risk of 
giving up

Sarah/James

Stress 5. Older adults who are currently 
driving and at risk of sudden 
disabling/medical event

Louise

Intelligent driving 2. Older adults who regulate their 
driving in relation to managing 
specific driving challenges and/
or stressful (difficult) driving 
situations (perceived safety risk or 
complexity).

Mary

3 Fatigue and drowsiness Fatigue 1. Older adults in optimal health 
and driving as normal

Elizabeth/Sam

4 Distraction and 
concurrent task 
management

Distraction 2. Older adults who regulate their 
driving in relation to managing 
specific driving challenges and/
or stressful (difficult) driving 
situations (perceived safety risk or 
complexity)

Tom

Concurrent Task 
Management

3. Older adults who are currently 
driving but have a medical 
condition that impacts on their 
ability to drive

Richard

5 Intoxication Alcohol 1. Older adults in optimal health 
and driving as normal

James

Prescription drugs 5. Older adults who are currently 
driving and at risk of sudden 
disabling/medical event

Rory

6 Heart attack/stroke Heart attack 5. Older adults who are currently 
driving and at risk of sudden 
disabling/medical event

Brian

Stroke 5. Older adults who are currently 
driving and at risk of sudden 
disabling/medical event

Louise

Table 2. 
Interpretation challenges, scenarios, user profiles and personae.
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• Should the system determine the level of automation/assistance, or the older adult?

• Should the driver be able to take control of the car at any point?

• How is information about the health status of the driver, their driving chal-
lenges, driving routines and any driving events being stored?

• Who has access to driver profiles, health information and incident information?

For a full list of issues, please see Appendix C.
Overall, there is much overlap between ethical issues and legal issues. There is also 

much commonality between ethical issues and user acceptability/societal issues. Further, 
many of the ethical and societal/user acceptability issues are also HMI/human factors 
issues (for example, handover of control and role of the older adult in the system, etc.).

In principle, ethical issues and issues concerning societal/user acceptability per-
tain to all profiles as defined previously. Critically, these ethical issues have meaning 
in the context of different degrees of automation. Some issues pertain to the specific 

# User profile Goals/role of new technology

1 Older adults in optimal health and 
driving as normal.

Driving enabling life-long mobility
Monitor driver’s task and driver’s capability
Monitor driver states that impact on driver capability and 
provide task assistance to ensure safety
Promote confidence for older driver
Promote comfortable, enjoyable and safe driver experience

2 Older adults who regulate their 
driving in relation to addressing 
specific driving challenges

As (1) and…
Technology directly addresses causes of self-regulation

3 Older adults who are currently driving 
but have a medical condition that 
impacts on their ability to drive

As (1) and…
New car directly addresses challenges associated with 
condition
Monitor driver state in relation to specific medical 
condition, and provide task assistance to ensure safety

4 Continuing drivers—older adults 
who have continued to drive with 
a progressing condition—but have 
concerns in relation to medical fitness 
to drive and are at risk of giving up

As (1) and…
New tech might monitor conditions and provide 
feedback—continue with licence/evidence, keep safe

5 Older adults who are currently driving 
and at risk of sudden disabling/
medical event

As (1) and…
New tech might monitor conditions and provide feedback
New tech might take relevant action based on detection of 
onset of medical event

6 Older adults who have stopped driving 
on a temporary basis

As (1) and…
Monitor driver state and health condition and provide task 
assistance to optimise safety

7 Older adults who have stopped driving 
(ex-drivers) before it is necessary

As (1), (2), (3), (4) and (5)

8 Older adults who have stopped when it 
is necessary

N/A

9 Older adults who have never driven a 
car (never drivers)

As (1) and…
Motivate to buy car/learn to drive, given protections 
provided by new car and associated driver experience

Table 3. 
User profiles and goals.
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• How is the human role and well-being being considered in relation to the 
development of these systems?

• What is the role of older adult and what level of choice do they have in relation 
to mode of operation?

• What level of impairment is acceptable for an older driver to keep driving?

Interpretation challenge Scenario Profile Personae

1 Task support/feedback Driver needs 
assistance with 
parking

2. Older adults who regulate their 
driving in relation to managing 
specific driving challenges and/
or stressful (difficult) driving 
situations (perceived safety risk or 
complexity)

Mary

2 Activation/flow Flow 4. Continuing drivers: older adults 
who have continued to drive with 
a progressing condition, but have 
concerns in relation to medical 
fitness to drive and are at risk of 
giving up

Sarah/James

Stress 5. Older adults who are currently 
driving and at risk of sudden 
disabling/medical event

Louise

Intelligent driving 2. Older adults who regulate their 
driving in relation to managing 
specific driving challenges and/
or stressful (difficult) driving 
situations (perceived safety risk or 
complexity).

Mary

3 Fatigue and drowsiness Fatigue 1. Older adults in optimal health 
and driving as normal

Elizabeth/Sam

4 Distraction and 
concurrent task 
management

Distraction 2. Older adults who regulate their 
driving in relation to managing 
specific driving challenges and/
or stressful (difficult) driving 
situations (perceived safety risk or 
complexity)

Tom

Concurrent Task 
Management

3. Older adults who are currently 
driving but have a medical 
condition that impacts on their 
ability to drive

Richard

5 Intoxication Alcohol 1. Older adults in optimal health 
and driving as normal

James

Prescription drugs 5. Older adults who are currently 
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disabling/medical event

Rory

6 Heart attack/stroke Heart attack 5. Older adults who are currently 
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• Should the system determine the level of automation/assistance, or the older adult?

• Should the driver be able to take control of the car at any point?

• How is information about the health status of the driver, their driving chal-
lenges, driving routines and any driving events being stored?

• Who has access to driver profiles, health information and incident information?

For a full list of issues, please see Appendix C.
Overall, there is much overlap between ethical issues and legal issues. There is also 

much commonality between ethical issues and user acceptability/societal issues. Further, 
many of the ethical and societal/user acceptability issues are also HMI/human factors 
issues (for example, handover of control and role of the older adult in the system, etc.).

In principle, ethical issues and issues concerning societal/user acceptability per-
tain to all profiles as defined previously. Critically, these ethical issues have meaning 
in the context of different degrees of automation. Some issues pertain to the specific 

# User profile Goals/role of new technology

1 Older adults in optimal health and 
driving as normal.

Driving enabling life-long mobility
Monitor driver’s task and driver’s capability
Monitor driver states that impact on driver capability and 
provide task assistance to ensure safety
Promote confidence for older driver
Promote comfortable, enjoyable and safe driver experience

2 Older adults who regulate their 
driving in relation to addressing 
specific driving challenges

As (1) and…
Technology directly addresses causes of self-regulation

3 Older adults who are currently driving 
but have a medical condition that 
impacts on their ability to drive

As (1) and…
New car directly addresses challenges associated with 
condition
Monitor driver state in relation to specific medical 
condition, and provide task assistance to ensure safety

4 Continuing drivers—older adults 
who have continued to drive with 
a progressing condition—but have 
concerns in relation to medical fitness 
to drive and are at risk of giving up

As (1) and…
New tech might monitor conditions and provide 
feedback—continue with licence/evidence, keep safe

5 Older adults who are currently driving 
and at risk of sudden disabling/
medical event

As (1) and…
New tech might monitor conditions and provide feedback
New tech might take relevant action based on detection of 
onset of medical event

6 Older adults who have stopped driving 
on a temporary basis

As (1) and…
Monitor driver state and health condition and provide task 
assistance to optimise safety

7 Older adults who have stopped driving 
(ex-drivers) before it is necessary

As (1), (2), (3), (4) and (5)

8 Older adults who have stopped when it 
is necessary

N/A

9 Older adults who have never driven a 
car (never drivers)

As (1) and…
Motivate to buy car/learn to drive, given protections 
provided by new car and associated driver experience

Table 3. 
User profiles and goals.
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level of driving automation (i.e. manual, partially automated/function specific, 
highly automated, fully automated), while others present to all.

8.3 Framing the design problem and system objectives

The design problem is framed in relation to advancing systems that can detect 
the health and psychological/emotional condition of the driver, so that the vehicle 
responds as appropriate, while also ensuring a positive/enjoyable driving experi-
ence and promoting driver self-efficacy.

To this end, three high level goals for the system have been defined. These are:

1. Safe driving for older adults

2. Driver persistence

3. Positive driver experience

Accordingly, the requirement is to advance a system which can detect the health 
and psychological/emotional condition of the driver so that the vehicle responds as 
appropriate (i.e. promoting engagement/alertness, providing task supports, taking 
over the driving task if the driver is impaired and/or calling an ambulance).

8.4  Refining system goals: human benefit and well-being (objectives  
and measures)

It is very difficult to both predict and assess the potential ethical implications 
and impact of this technology. However, we can document key performance indica-
tors (KPIs) relevant to the potential success of this technology once it is introduced 
and used by the public.

As stated previously, we have defined three high level goals for the system. These 
goals have been reformulated in terms of objectives concerning human benefit 
and well-being and associated measures/KPI’s. These are described in Table 4. As 
indicated in Table 4, there is a relationship across goals (1), (2) and (3), and the 
associated objectives and metrics.

# System goal Human benefit and well-being objectives/
targets (design outcomes)

Metric (outcome indicators)

1 Safe driving 
for older adults

Driver feels safe
Driver feels in control
The car is in a safe state

Subjective perception of safety/security
Objective measure of car safety (position 
on road/lane, speed)

2 Driver 
persistence

Car as an enabler of active ageing/positive 
ageing—and allied health benefits
Car contributing to eudaemonia (living well)
Car contributing to a sense of having a purpose
Car as an enabler of mobility
Supporting social connection and participation
Supporting citizenship, etc.

Health status
Mobility status
Positive human functioning and flourishing
Social capitol
Personal growth

3 Driver 
experience

Driver feeling happy/enjoying driving activity
Emotional state/psychological well-being 
(avoidance of stress)
Driver in control
Focus on ability (available capacity)
Promote adaptation and bricolage

Subjective enjoyment of driving
Subjective feeling of human agency/
independence
Subjective well-being

Table 4. 
System goals, well-being objectives and well-being metrics.
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9. Proposed co-pilot/adaptive automation driving solution

9.1 High level principles underlying system concept

The third phase of research involved the specification of the high-level 
system logic and associated principles associated with this concept. The high-
level principles associated with the system logic are grouped into six themes as 
follows:

1. Philosophy of the system

2. Technology and the conceptualization of the driver

3. Technology and the conceptualization of the driver task and driving 
experience

4. Driver health conditions and emotional/psychological State

5. Detecting symptoms with sensors

6. Using multi-modal technology to promote safe driving and a positive driving 
experience

As indicated in Figure 1, the principles associated with (1) are derived from 
related principles relating to (2), (3), (4), (5) and (6). In addition, the principles 
related to (5) follow from an understanding of (4) and feed into (2) and (3) and so 
forth. Subsequent sections focus on principles related to (1) and (2).

9.2 Philosophy of the system

9.2.1  Assistance/adaptive automation (balancing safety and driver persistence/
quality of life)

The proposed co-pilot system carefully reconciles the potential conflict between 
two goals—(1) ensuring road safety and (2) promoting driver persistence (i.e. 
enabling an older driver to continue driving, even if there is a risk of a serious acci-
dent given the drivers’ medical background). Overall, the technology is designed 
to provide different levels of assistance/automation to drivers so that accidents are 
avoided (i.e. safety). Three levels of assistance are proposed.

1. No response—all seems to be in order, the driver is alert and attentive, driving 
well; there is no basis for an intervention

2. Driving assistance—one or more driver factors have been identified; they are 
not an immediate threat, but the driver could do with some assistance to drive 
safely and/or manage their own emotions. Driving assistance could take a 
range of forms:

• An alert to the driver

• Adjusting car settings

• Auto-braking/speed reduction
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• Temporary co-pilot in charge

• Task assistance

• Task information

3. Safety critical intervention—the driver’s health and/or safety are at immediate 
risk; the co-pilot needs to make a strong intervention. This could include:

• Auto-park and engine stop

• External warnings to other road users

• Alerts to emergency services

To this end, we are proposing assistance (i.e. adaptive automation) and not full 
automation. Normally, the older adult driver chooses the level of task assistance 
required. However, the system also recommends different levels of assistance based 
on the driver’s profile (level of ability), and real time context (i.e. driver state and 
driver behaviour). In particular circumstance, if the system detects that (1) the driver 
is in a seriously impaired state (i.e. alcohol or medications), (2) there is a potential for 
a safety critical event, or (3) the driver is incapacitated, then authority moves to ‘auto-
mation’. Accordingly, the proposed co-pilot system is both reactive and predictive.

9.2.2 Universal design

The system is designed to be usable, accessible, and understood by people of all 
ages with different abilities and health conditions. To this end, the system/co-pilot 
system provides three levels of assistance, taking into account the diverse driving 
situations and needs of different drivers (including older adult drivers).

9.2.3 Positive ageing and self-efficacy

The proposed co-pilot system is premised on concepts of successful/positive 
ageing and self-efficacy. Although certain conditions occur in old age (and impact 
on the driving task), old age itself is not a disease. Ageing (and the associated 
changes in functional, sensory and cognitive function) is a normal part of life. To 

Figure 1. 
High level principles.
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this end, the system seeks to normalise ageing, and not treat ageing as a ‘problem’ or 
‘disease’. The driving solution (i.e. car, sensor system, co-pilot and HMI) is designed 
to optimise the abilities and participation of older adults. That is, it addresses what 
older adults can do as opposed to focusing on declining capacities.

9.2.4 Ability, adaption and assistance (not automation)

The co-pilot is conceptualised as a means/intervention to ensure that older 
adults drive safely and for longer. Critically, the technology supports continued and 
safe driving for all adults, including those adults at risk of limiting their driving 
and/or giving up. Accordingly, concepts of ability, adaption and assistance (as 
opposed to vehicle automation) underpin the system logic. To achieve this, the 
proposed technology provides different levels of assistance, tailored to the older 
adults (1) ability, (2) health and (3) the real-time physical and psychological/emo-
tional health. In general, this will deliver benefits for the wider population and not 
just older adults.

9.2.5 Interpretation of driver profile and real-time context

The ability of the driver to perform the driving task depends on the driver’s 
ability (i.e. functional, sensory and cognitive), his or her driving experience and 
the ‘real time’ state of the driver (i.e. health, level of fatigue, emotional state, etc.) 
and the operational context (i.e. cabin context, road context, weather and traf-
fic). Thus, to provide targeted task support to the driver, the system combines (1) 
an understanding of the driver’s profile (i.e. ability and driving experience) and 
(2) an interpretation of the real time context (i.e. the state of the driver and the 
 operational context).

9.2.6 Focus on interpretation challenges and not conditions/state

The critical objective for the system is not to precisely diagnose the drivers’ 
condition/state but to interpret the implications for the driving task and the driver. 
According, the driving assistance system logic addresses ‘interpretation challenges’ 
rather than the driver condition or state. This is achieved in relation to six high-level 
interpretation challenges. These include.

1. Task support/feedback

2. Activation/flow

3. Distraction and concurrent task management

4. Fatigue and drowsiness

5. Intoxication

6. Heart attack/stroke

9.2.7 A learning system will enable driver persistence and a positive driver experience

Underpinning the system logic, is a vision of the co-pilot as a learning system. 
Arguably, a human-centric design philosophy necessitates continuous learning on 
the behalf of the co-pilot (i.e. including AI/machine learning). If the co-pilot can 
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to optimise the abilities and participation of older adults. That is, it addresses what 
older adults can do as opposed to focusing on declining capacities.
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adults drive safely and for longer. Critically, the technology supports continued and 
safe driving for all adults, including those adults at risk of limiting their driving 
and/or giving up. Accordingly, concepts of ability, adaption and assistance (as 
opposed to vehicle automation) underpin the system logic. To achieve this, the 
proposed technology provides different levels of assistance, tailored to the older 
adults (1) ability, (2) health and (3) the real-time physical and psychological/emo-
tional health. In general, this will deliver benefits for the wider population and not 
just older adults.
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The critical objective for the system is not to precisely diagnose the drivers’ 
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the behalf of the co-pilot (i.e. including AI/machine learning). If the co-pilot can 
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learn about those situations and tasks that prove challenging and/or stressful for the 
older adult driver (i.e. driving in traffic, poor visibility, changing lanes, parking and 
so forth, etc.), then it can truly tailor the task support that it provides to the driver. 
This tailored task support is predictive/intelligent, ensuring that the driver persists 
in challenging driving situations, while also enjoying their drive.

9.3 Technology and the conceptualization of the driver

9.3.1 Role of driver in the system and adaptive automation

The proposed system maintains the autonomy of the individual. In principle, the 
driver is able to choose (and/or switch off) task support and advanced levels of auto-
mation, if they so choose. Overall, we are starting from the point of the engaged driver, 
who has capacity and ability. In this way, the system supports a vision of the older adult 
driver as ‘in control’. The role of the driver is to work in partnership with the ‘co-pilot’, 
to achieve a safe and enjoyable drive. Critically, the system treats the driver as ‘capable’ 
and ‘in charge’ unless it detects that the driver is incapacitated and/or there is a poten-
tial for a safety critical event (i.e. level 3 assistance/safety critical intervention). If the 
system detects that the driver is in a seriously impaired state and/or incapacitated, 
or that a safety critical event is imminent, then the principle of ‘driver autonomy’ is 
outweighed by that of safety. In such cases, authority moves to ‘automation’.

9.3.2 Driver as a person (holistic approach)

The proposed driving assistance system is premised on a conceptualisation of 
the driver/older adult as a person and not a set of symptoms/conditions (i.e. holistic 
approach). Specifically, biopsychosocial concepts of health and wellness inform the 
logic of the proposed driving assistance system. The system is concerned with all 
aspects of the driver’s wellness, including the driver’s physical, social, cognitive and 
emotional health.

9.3.3 Diversity in older adult population

Critically, the driving assistance system logic is premised on the idea that all 
older adult drivers are not the same. Older adult drivers vary in many ways includ-
ing body size and shape, strength, mobility, sensory acuity, cognition, emotions, 
driving experience, driving ability (and challenges) and confidence. In relation 
to driving situation and ability, we have segmented older adults into the following 
high-profiles or clusters—as indicated previously. These profiles have been further 
specified in relation to a series of personae. Critically, the system logic directly 
addresses the needs and requirements of these specific personae.

9.3.4 Upholding rights (autonomy, dignity and privacy)

The acceptability of the proposed system largely depends upon how it treats 
certain issues pertaining to driver rights. Overall this technology is designed to 
uphold an older adult’s rights. This is specifically salient in relation to preserving 
driver autonomy, monitoring the driver state and recording driver health informa-
tion. As outlined earlier, the technology maintains the autonomy of older adults (i.e. 
the starting point is the engaged driver). Further, we are proposing that informa-
tion captured about the person’s current health and wellness and driving challenges/
events is NOT shared with other parties. In all cases, the driver is in charge of their 
own data and decisions about how it is stored and shared with others.
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10. Discussion

10.1 Ontological design, digital ethics and coping with change

As highlighted by Fry, the introduction of new technology has the potential to 
transform what it means to be human [23]. In this way, the introduction of new 
assisted driving solutions presents a challenge to our being. Design decisions are 
normative—they reflect societal values concerning human agency and human iden-
tity/avoiding ageism. In particular, they provide an opportunity to foster quality of 
life for older adults as they age, and to promote positive ageing. Design/technology 
teams thus exercise choice in relation to what is valued and advancing technology 
that improves the human condition (and not worsens it).

The discovery and utilisation of fire by early humans was of course transforma-
tive and positive [63]. It shaped how we eat, kept warm and how we protected 
ourselves. However, less examined are the negative by-products that came with fire, 
and the ways in which humans may or may not have adapted to them [63]. In the 
same way, it is important that designers consider issues pertaining to potential tech-
nology impact in terms of the three strands of health and wellness (i.e. biological, 
psychological and social health). In particular, designers should consider protec-
tions concerning the ‘unknown’ future implications of this technology (including 
the potential negative social consequences).

In relation to the introduction of other consumer and information technologies 
(for example, mobile phones and social media), many important questions were 
posed ‘post hoc’. As stated by Heraclitus, ‘One cannot step twice in the same river’ 
[64]. These technologies have resulted in many changes to previously established 
social norms. Arguably, social norms in relation to identity and privacy and 
associated information sharing, have appeared to change—and without serious 
questioning of the implications of this. Further, in its early stage, designers need 
not properly consider the potential social consequences of this technology (for 
example, social isolation and depression).

Nonetheless, just because the horse has bolted (i.e. the automotive industry is 
currently advancing and testing driverless cars), does not mean there is nothing 
to be achieved and/or that we are powerless. As mentioned previously, the avail-
ability of this technology does not mean that we have no choice. Critically, we need 
to challenge existing design assumptions from the perspective of human benefit, 
well-being and rights. In this regard, the IEEE Global Initiative represents a positive 
step in this direction.

Salganik proposes a hope-based and principle-based approach to machine 
ethics [65]. This is contrasted with a ‘fear-based and rule-based’ approach in Social 
Science, and a more ‘ad hoc ethics culture’ as emerging in data and computer 
science [65]. Hope is not enough! As evidenced in this research, principles need to 
be both articulated and then embedded in design concepts. Importantly, human 
factors methods are useful here—in relation to considering different stakeholders 
and adjudicating between conflicting goals/principles.

10.2 System purpose and human benefit

In line with what is argued by the IEEE, A/IS technologies can be narrowly 
conceived from an ethical standpoint. Such technologies might be designed to be 
legal, profitable and safe in their usage. However, they may not positively contribute 
to human well-being [25]. Critically, new driving solutions should not have ‘negative 
consequences on people’s mental health, emotions, sense of themselves, their auton-
omy, their ability to achieve their goals, and other dimensions of  well-being’ [25].
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Arguably, as demonstrated in this research, we can define an ethically aligned 
design in relation to several key concepts. This includes (1) human role, (2) human 
benefit, (3) rights, (4) progress and (5) well-being. These concepts provide struc-
turing principles to guide the design of new driving assistance systems.

A key theme of this research has been about defining the purpose and role 
of new driving assistance technologies. As designers we decide what ethical 
guidelines AI in autonomous vehicles will follow. The analysis of relevant health 
literature and TILDA data has identified specific conditions that impact on older 
adult driving ability [66]. As such, it has provided an empirical basis for address-
ing ethical dilemmas around whether full automation is an appropriate solution 
to effectively managing the conflict between two goals—namely, (1) promoting 
driver persistence and (2) ensuring road safety. It is argued that the three levels of 
driver assistance represent an ethically aligned solution to enabling older drivers 
to continue driving, even if there is a risk of a serious accident given their medical 
background. Evidently, some medical conditions do not negatively impact on safe 
driving. However, there are other conditions that pose challenges to safe driving, 
and others still that make it unsafe to drive. The proposed solution is designed to 
directly address this fact—to promote driver persistence and enablement in these 
different circumstances, albeit while simultaneously maintaining safety.

Human benefit is an important goal of A/IS, as is respect for human rights. 
In terms of rights, this includes the rights of (1) older adult drivers and (2) other 
road users and pedestrians who may be negatively affected by older adult driving 
challenges and specifically, health events such as strokes and heart attacks. The 
specification of benefits is not straightforward. People benefit differently. Also, 
benefits are not always equal for all people, as driving system that benefits older 
adults must also benefit other road users and pedestrians. In this way, the proposed 
system must be verifiably safe and secure. We must ensure the safety of all drivers 
and pedestrians. Benefits in relation to older adult mobility must not outweigh 
safety concerns (i.e. we cannot address benefit from a narrow perspective/prioritise 
one stakeholder).

10.3 Design problem and ethical vision: enablement and positive ageing

The design problem—prolonging safe driving for older adults is framed in 
relation to a philosophy of ‘enablement’ and positive models of ageing. Crucially, 
the proposed vision of ‘technology progress’ in closely intertwined with con-
cepts of progress from a societal values perspective. The proposed co-pilot 
system is premised on concepts of successful/positive ageing and self-efficacy. 
The system seeks to normalise ageing, and not treat ageing as a ‘problem’ or ‘dis-
ease’. The driving solution (i.e. car, sensor system, co-pilot and human machine 
interface) is designed to optimise the abilities and participation of older adults. 
That is, it recognises what older adults can do as opposed to focusing on declin-
ing capacities. Further, the co-pilot is conceptualised as a means/intervention 
to ensure that older adults drive safely and for longer. The proposed technology 
supports continued and safe driving for all adults, including those adults at risk 
of limiting their driving and/or giving up when there is no medical/physical 
reason for doing so.

Arguably, existing high automation approaches do not support positive ageing. 
Crucially, ‘technology progress’ in closely intertwined with concepts of progress 
from a societal values perspective. New assisted driving solutions provide an 
opportunity to change/improve the lived experience of older adults, particularly in 
relation to autonomy and social participation. Enabling driver persistence is an issue 
for all of society, not just older adults.
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10.4 Personalisation and role of AI

Many negative driving experiences are linked to frustrations with the vehicle 
not being configured for the driver. Drivers are highly diverse in terms of size, 
strength, angle of vision and experience of different vehicles. Older drivers present 
even greater diversity when limitations of movement, hearing, eyesight, memory 
emerge. It is argued that personalisation is central to fostering a positive driver 
experience. For example, vehicle sensors can be used to detect which driver is 
driving and to adjust the vehicle parameters accordingly (i.e. angle of mirrors, steer-
ing wheel, seat, etc.). Moreover, personalisation offers an enormous opportunity 
to ensure that task support and multimodal feedback is configured according to 
knowledge of the particular driver’s ability (including sensory ability), driving 
routines and routes and typical challenges/errors.

A human-centric and ethically aligned design philosophy necessitates continu-
ous learning on the behalf of the assistance system (i.e. including AI/machine 
learning). If the assistance system can learn about those situations and tasks that 
prove challenging and/or stressful for the older adult driver (i.e. driving in traffic, 
poor visibility, changing lanes, parking and so forth, etc.), then it can tailor the task 
support that it provides to the driver. This tailored task support is predictive/intel-
ligent, ensuring that the driver persists in challenging driving situations, while also 
enjoying their drive.

10.5 Role of human factors

New technology raises complex ethical questions. Assessing the ethical implica-
tions of things which may not yet exist, or things which may have impacts we cannot 
predict, is very difficult. However, this should not be barrier to posing important 
questions and ensuring that these questions are addressed as part of the design 
process. Typically, the human factors discipline is concerned with issues around 
intended use, user interface design and technology acceptability. As demonstrated 
in this research, human factors research should extend its remit to include examina-
tion of ethical issues pertaining to new technology, and specifically, how well-being, 
rights and human value/benefit should be considered in terms of design solutions. 
In this way, HF methods can be used to provide some protections to ensure that 
ethical issues are considered. As demonstrated in this research, the application of a 
personae/scenario-based design approach allows us to consider the ethical dimen-
sion of these technologies. Further, the translation of system objectives in relation to 
well-being and human benefit objectives and associated metrics—ensures that well-
being and human benefit is both a reference point and a design outcome. We may 
not have certainty as regards potential future technology impact, but at least we are 
asking important questions so as to pave the way for an ethically aligned technology 
of which well-being and human value is a cornerstone. The design and implementa-
tion of ethically aligned technology takes leadership and education. It also requires 
adopting a multi-disciplinary perspective and ensuring diverse disciplines are 
involved in solution design (including persons trained in ethics and moral reason-
ing). Further, a crucial element of the design process to ensure an ethical product is 
rigorous experimentation in a simulator using a co-design approach.

10.6 Next steps

The initial concept requires further elaboration and specification. In line with 
a human factors approach, a series of co-design and evaluation sessions will be 
undertaken with end users. In addition, the proposed solution will be evaluated 
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in using a driving simulator. A health event cannot be induced as part of a driving 
simulation exercise. However, we can evaluate the overall concept, driver responses 
and the usability of specific driver input/output communication mechanisms.

11. Conclusions

The proposed design/automation approach reflects an ethically aligned and 
principled approach to a multi-dimensional design problem. Human benefit, 
well-being and respect for human rights and identity are important goals for new 
assisted driving technologies. Such systems must also be verifiably safe and secure. 
In this way, the solution needs to carefully balance goals around safety and human 
benefit. As indicated in this research, well-being and human benefit goals and 
associated KPI are defined to ensure that these concepts are properly considered in 
the design process, and to ensure that well-being and human benefit is a tangible 
outcome of new assisted driving solutions.

Arguably, existing high automation approaches do not support positive ageing. 
Crucially, ‘technology progress’ in closely intertwined with concepts of progress 
from a societal values perspective. New assisted driving solutions provide an 
opportunity to change/improve the lived experience of older adults, particularly in 
relation to autonomy and social participation. Enabling driver persistence is an issue 
for all of society and not just older adults.

The application of new car-based sensors underpinned by machine learning tech-
niques, and innovative multimodal HMI communication methods can support driver 
persistence, driver enablement and successful ageing. The proposed adaptive automa-
tion/co-pilot concept is predicated on an analysis of the literature and relevant ageing 
data (i.e. TILDA data). The co-pilot concept and associated innovative multimodal 
HMI will be further elaborated using human factors/stakeholder evaluation methods 
(for example, participatory co-design and evaluation in a test simulator).

It is anticipated that this new car-based technology will deliver (1) safe driving 
(2) driving persistence and (3) an enhanced driver experience. (4) Health monitor-
ing is built into (1), (2) and (3). In this way, health monitoring is not a goal of new 
driving assistance systems. Rather, it is an enabler of driver assistance systems and 
promotes safe driving, driving persistence and an enhanced driver experience.
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B. Personae

See Figure 2 and 3.

Phase Description Details Status

1 Literature review Driver task, older adult driver segmentation, older 
driver challenges, self-regulation of driving, driver 
cessation

Complete

Successful ageing

Health conditions that impact on older adult driving

Assisted driving concepts and issues pertaining to 
ethics and user acceptability

The detection/interpretation of driver states (i.e. 
physical, cognitive and emotional states) using 
a combination of sensor-based technology and 
machine learning techniques

Innovative multimodal communication approaches 
and driving solutions

2 Advancement of 
profiles, personae and 
scenarios

Segmentation of driver profiles in relation to driver 
persistence and ability

Complete

Advancement of personae and scenarios

3 Specification of 
theoretical principles 
underpinning 
advancement of new 
driving concept

Advancement of technology role, purpose and 
approach (adaptive automation)

Complete

4 Specification of high-
level multimodal HMI 
approach

Specification of scenarios
Iterative refinement of scenarios and multimodal 
concept
Iterative integration of scenarios with sensor and 
machine learning research

Complete

5 Co-design of evaluation 
of HMI concept

Specification of preliminary UI concept
Preliminary co-design/evaluation with stakeholder 
panel (desktop simulation of high-level concept

Ongoing

6 Simulator evaluation Detailed evaluation in simulator To do

Table 5. 
Research phases and status.

Figure 2. 
Personae (James).
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C. Summary of ethical, legal and societal/user acceptability issues

See Table 6.

# Question/issue Keywords

1 How much dependence on technologically complex systems (potentially 
based on artificial intelligence with machine learning capabilities) 
will the public accept to achieve, in return, more safety, mobility and 
convenience?

Ethics, user, societal 
acceptability

2 Agreeing/defining the purpose and role of these systems? Should the 
purpose go beyond safety?

Ethics, user, societal 
acceptability, safety

3 Agreeing/defining the role of the individual in the system Ethics, user, societal 
acceptability, legal

4 Dealing with conflict between two goals—promoting driver persistence 
and ensuring road safety (enabling an older driver to continue driving, 
even if there is a risk of a serious accident given medical background)

Ethics, user, societal 
acceptability, legal, safety, 
driver persistence

5 Should the system determine the level of automation/assistance, or 
the older adult? Is this something that the older adult chooses (and can 
modify in real-time), or is it prescribed given profile information?

Ethics, user, societal 
acceptability, legal, safety, 
driver persistence

6 What is the intended use?
Are these reactive and/or predictive systems?

Ethics, user, societal 
acceptability, legal, HF

7 Balancing expected benefits versus risk (system failure, hacking, etc.) Ethics, user, societal 
acceptability, legal, HF

8 What are the legal obligations of the driver, if the driver is taken out of 
the loop (i.e. full automation)?

Ethics, legal, societal/user 
acceptability

9 Who is to blame if there in accident—the driver or the co-pilot? Ethics, legal, societal/user 
acceptability

10 If the driver is in an impaired state (i.e. Alcohol, drug use, medications) 
should they be allowed driver only if automation take control?
What level of impairment is acceptable?

Ethics, legal, societal/user 
acceptability

11 Addressing conflict dilemmas on the road?
How should the car act (what aught the automated car do/decision 
logic), in cases where a choice must be made between one of two evils 
(decision between one human life and another)?

Ethics, legal, societal/user 
acceptability, safety

Figure 3. 
Personae (Sam).
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# Question/issue Keywords

12 In what circumstances, can automation take control over the car (over-
ride the decisions of the driver)?

Safety, human factors, 
legal, ethics, user/societal 
acceptability

13 Should the driver be able to take control of the car at any point?
Should the driver always be in control?
What tasks are suitable to delegate to automation?

Safety, human factors, 
legal, ethics, user/societal 
acceptability

14 Protection of the personal sphere?
User control over own information?
Information span personal profile, health profile, location tracking, 
destination tracking, safety behaviour, etc.

Legal, ethics, user/societal 
acceptability

15 Handover issues/transition of control (human to technology handover 
and tech to human, etc.)

Safety, human factors, ethics, 
user/societal acceptability

16 Software hack and misuse
Cybersecurity threats and vulnerabilities—both in relation to personal 
information and car security

Safety, human factors, ethics, 
user/societal acceptability

17 Safety issues related to equipment or system failure. System/equipment 
failure and vehicle performance in unexpected situations

Safety, human factors, ethics, 
user/societal acceptability

18 Acceptable levels of workload—monitoring automation status. Safety, human factors, user 
acceptability

19 Personality traits and assisted driving Safety, societal acceptability, 
ethics

20 Dealing with emotions and providing feedback to the driver Health monitoring, safety, 
user/societal acceptability, 
ethics, legal

21 Does the system provide the driver with feedback about their health? Health monitoring, safety, 
user/societal acceptability, 
ethics, legal

22 System and consideration of information available to potential 
passengers?

Safety, driver experience, 
ethics, legal, user/societal 
acceptability

23 Environmental implications Legal, user/societal 
acceptability

24 Training required—changes to existing driver training? Safety, legal

25 Recording of information for crash analysis purposes? Similar to cockpit 
voice recorder and flight data recorder?

Safety, ethics, legal, user/
societal acceptability

26 Should self-vehicles be able to operate in normal traffic or in separate 
lanes?

Driver experience, 
ethics, legal, user/societal 
acceptability

27 Data transmission? Sharing of information with other parties? Ethics, legal, user/societal 
acceptability

28 Whether drivers expect to find it enjoyable or not? Should it be 
enjoyable?

Driver experience

29 Should self-driving vehicles be able to move while unoccupied? Ethics, safety, driver 
experience

30 How should self-driving vehicles interact with other non-self-driving 
vehicles?

Ethics, safety, driver 
experience

Table 6. 
Ethical, legal and societal/user acceptability issues.
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societal acceptability

26 Should self-vehicles be able to operate in normal traffic or in separate 
lanes?

Driver experience, 
ethics, legal, user/societal 
acceptability

27 Data transmission? Sharing of information with other parties? Ethics, legal, user/societal 
acceptability

28 Whether drivers expect to find it enjoyable or not? Should it be 
enjoyable?

Driver experience

29 Should self-driving vehicles be able to move while unoccupied? Ethics, safety, driver 
experience

30 How should self-driving vehicles interact with other non-self-driving 
vehicles?

Ethics, safety, driver 
experience

Table 6. 
Ethical, legal and societal/user acceptability issues.
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Abstract

Today’s information/digital age offers widespread use of social media. The use of 
social media is ubiquitous and cuts across all age groups, social classes and cultures. 
However, the increased use of these media is accompanied by privacy issues and 
ethical concerns. These privacy issues can have far-reaching professional, personal 
and security implications. Ultimate privacy in the social media domain is very 
difficult because these media are designed for sharing information. Participating in 
social media requires persons to ignore some personal, privacy constraints resulting 
in some vulnerability. The weak individual privacy safeguards in this space have 
resulted in unethical and undesirable behaviors resulting in privacy and security 
breaches, especially for the most vulnerable group of users. An exploratory study 
was conducted to examine social media usage and the implications for personal 
privacy. We investigated how some of the requirements for participating in social 
media and how unethical use of social media can impact users’ privacy. Results 
indicate that if users of these networks pay attention to privacy settings and the 
type of information shared and adhere to universal, fundamental, moral values 
such as mutual respect and kindness, many privacy and unethical issues can be 
avoided.
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1. Introduction

The use of social media is growing at a rapid pace and the twenty-first century 
could be described as the “boom” period for social networking. According to 
reports provided by Smart Insights, as at February 2019 there were over 3.484 bil-
lion social media users. The Smart Insight report indicates that the number of 
social media users is growing by 9% annually and this trend is estimated to con-
tinue. Presently the number of social media users represents 45% of the global 
population [1]. The heaviest users of social media are “digital natives”; the group 
of persons who were born or who have grown up in the digital era and are intimate 
with the various technologies and systems, and the “Millennial Generation”; those 
who became adults at the turn of the twenty-first century. These groups of users 
utilize social media platforms for just about anything ranging from marketing, 
news acquisition, teaching, health care, civic engagement, and politicking to social 
engagement.

The unethical use of social media has resulted in the breach of individual 
privacy and impacts both physical and information security. Reports in 2019 [1], 
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reveal that persons between the ages 8 and 11 years spend an average 13.5 hours 
weekly online and 18% of this age group are actively engaged on social media. 
Those between ages 12 and 15 spend on average 20.5 hours online and 69% of this 
group are active social media users. While children and teenagers represent the 
largest Internet user groups, for the most part they do not know how to protect 
their personal information on the Web and are the most vulnerable to cyber-crimes 
related to breaches of information privacy [2, 3].

In today’s IT-configured society data is one of, if not the most, valuable asset for 
most businesses/organizations. Organizations and governments collect informa-
tion via several means including invisible data gathering, marketing platforms 
and search engines such as Google [4]. Information can be attained from several 
sources, which can be fused using technology to develop complete profiles of indi-
viduals. The information on social media is very accessible and can be of great value 
to individuals and organizations for reasons such as marketing, etc.; hence, data is 
retained by most companies for future use.

2. Privacy

Privacy or the right to enjoy freedom from unauthorized intrusion is the nega-
tive right of all human beings. Privacy is defined as the right to be left alone, to be 
free from secret surveillance, or unwanted disclosure of personal data or informa-
tion by government, corporation, or individual (dictionary.com). In this chapter 
we will define privacy loosely, as the right to control access to personal information. 
Supporters of privacy posit that it is a necessity for human dignity and individual-
ity and a key element in the quest for happiness. According to Baase [5] in the 
book titled “A Gift of Fire: Social, Legal and Ethical Issues for Computing and the 
Internet,” privacy is the ability to control information about one’ s self as well as 
the freedom from surveillance from being followed, tracked, watched, and being 
eavesdropped on. In this regard, ignoring privacy rights often leads to encroach-
ment on natural rights.

Privacy, or even the thought that one has this right, leads to peace of mind and 
can provide an environment of solitude. This solitude can allow people to breathe 
freely in a space that is free from interference and intrusion. According to Richards 
and Solove [6], Legal scholar William Prosser argued that privacy cases can be clas-
sified into four related “torts,” namely:

1. Intrusion—this can be viewed as encroachment (physical or otherwise) on 
ones liberties/solitude in a highly offensive way.

2. Privacy facts—making public, private information about someone that is of no 
“legitimate concern” to anyone.

3. False light—making public false and “highly offensive” information about  
others.

4. Appropriation—stealing someone’s identity (name, likeness) to gain advan-
tage without the permission of the individual.

Technology, the digital age, the Internet and social media have redefined privacy 
however as surveillance is no longer limited to a certain pre-defined space and loca-
tion. An understanding of the problems and dangers of privacy in the digital space 
is therefore the first step to privacy control. While there can be clear distinctions 
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between informational privacy and physical privacy, as pointed out earlier, intru-
sion can be both physical and otherwise.

This chapter will focus on informational privacy which is the ability to control 
access to personal information. We examine privacy issues in the social media con-
text focusing primarily on personal information and the ability to control external 
influences. We suggest that breach of informational privacy can impact: solitude 
(the right to be left alone), intimacy (the right not to be monitored), and anonym-
ity (the right to have no public personal identity and by extension physical privacy 
impacted). The right to control access to facts or personal information in our view 
is a natural, inalienable right and everyone should have control over who see their 
personal information and how it is disseminated.

In May 2019 the General Data Protection Regulation (GDPR) clearly outlined 
that it is unlawful to process personal data without the consent of the individual 
(subject). It is a legal requirement under the GDPR that privacy notices be given to 
individuals that outline how their personal data will be processed and the condi-
tions that must be met that make the consent valid. These are:

1. “Freely given—an individual must be given a genuine choice when providing 
consent and it should generally be unbundled from other terms and conditions 
(e.g., access to a service should not be conditional upon consent being given).”

2. “Specific and informed—this means that data subjects should be provided with 
information as to the identity of the controller(s), the specific purposes, types 
of processing, as well as being informed of their right to withdraw consent at 
any time.”

3. “Explicit and unambiguous—the data subject must clearly express their con-
sent (e.g., by actively ticking a box which confirms they are giving consent—
pre-ticked boxes are insufficient).”

4. “Under 13s—children under the age of 13 cannot provide consent and it is 
therefore necessary to obtain consent from their parents.”

Arguments can be made that privacy is a cultural, universal necessity for 
harmonious relationships among human beings and creates the boundaries for 
engagement and disengagement. Privacy can also be viewed as instrumental good 
because it is a requirement for the development of certain kinds of human relation-
ships, intimacy and trust [7]. However, achieving privacy is much more difficult in 
light of constant surveillance and the inability to determine the levels of interaction 
with various publics [7]. Some critics argue that privacy provides protection against 
anti-social behaviors such as trickery, disinformation and fraud, and is thought to 
be a universal right [5]. However, privacy can also be viewed as relative as privacy 
rules may differ based on several factors such as “climate, religion, technological 
advancement and political arrangements” [8, 9]. The need for privacy is an objec-
tive reality though it can be viewed as “culturally rational” where the need for 
personal privacy is viewed as relative based on culture. One example is the push by 
the government, businesses and Singaporeans to make Singapore a smart nation. 
According to GovTech 2018 reports there is a push by the government in Singapore 
to harness the data “new gold” to develop systems that can make life easier for its 
people. The [10] report points out that Singapore is using sensors robots Smart 
Water Assessment Network (SWAN) to monitor water quality in its reservoirs, 
seeking to build smart health system and to build a smart transportation system 
to name a few. In this example privacy can be describe as “culturally rational” and 
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Water Assessment Network (SWAN) to monitor water quality in its reservoirs, 
seeking to build smart health system and to build a smart transportation system 
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the rules in general could differ based on technological advancement and political 
arrangements.

In today’s networked society it is naïve and ill-conceived to think that privacy 
is over-rated and there is no need to be concerned about privacy if you have done 
nothing wrong [5]. The effects of information flow can be complex and may not 
be simply about protection for people who have something to hide. Inaccurate 
information flow can have adverse long-term implications for individuals and 
companies. Consider a scenario where someone’s computer or tablet is stolen. The 
perpetrator uses identification information stored on the device to access their 
social media page which could lead to access to their contacts, friends and friends of 
their “friends” then participate in illegal activities and engage in anti-social activi-
ties such as hacking, spreading viruses, fraud and identity theft. The victim is now 
in danger of being accused of criminal intentions, or worse. These kinds of situ-
ations are possible because of technology and networked systems. Users of social 
media need to be aware of the risks that are associated with participation.

3. Social media

The concept of social networking pre-dates the Internet and mass communica-
tion as people are said to be social creatures who when working in groups can achieve 
results in a value greater than the sun of its parts [11]. The explosive growth in the 
use of social media over the past decade has made it one of the most popular Internet 
services in the world, providing new avenues to “see and be seen” [12, 13]. The use 
of social media has changed the communication landscape resulting in changes in 
ethical norms and behavior. The unprecedented level of growth in usage has resulted 
in the reduction in the use of other media and changes in areas including civic and 
political engagement, privacy and safety [14]. Alexa, a company that keeps track of 
traffic on the Web, indicates that as of August, 2019 YouTube, Facebook and Twitter 
are among the top four (4) most visited sites with only Google, being the most 
popular search engine, surpassing these social media sites.

Social media sites can be described as online services that allow users to create 
profiles which are “public, semi-public” or both. Users may create individual pro-
files and/or become a part of a group of people with whom they may be acquainted 
offline [15]. They also provide avenues to create virtual friendships. Through these 
virtual friendships, people may access details about their contacts ranging from 
personal background information and interests to location. Social networking sites 
provide various tools to facilitate communication. These include chat rooms, blogs, 
private messages, public comments, ways of uploading content external to the site 
and sharing videos and photographs. Social media is therefore drastically changing 
the way people communicate and form relationships.

Today social media has proven to be one of the most, if not the most effective 
medium for the dissemination of information to various audiences. The power of 
this medium is phenomenal and ranges from its ability to overturn governments 
(e.g., Moldova), to mobilize protests, assist with getting support for humanitarian 
aid, organize political campaigns, organize groups to delay the passing of legislation 
(as in the case with the copyright bill in Canada) to making social media billionaires 
and millionaires [16, 17]. The enabling nature and the structure of the media that 
social networking offers provide a wide range of opportunities that were nonex-
istent before technology. Facebook and YouTube marketers and trainers provide 
two examples. Today people can interact with and learn from people millions of 
miles away. The global reach of this medium has removed all former pre-defined 
boundaries including geographical, social and any other that existed previously. 
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Technological advancements such as Web 2.0 and Web 4.0 which provide the 
framework for collaboration, have given new meaning to life from various perspec-
tives: political, institutional and social.

4. Privacy and social media

Social medial and the information/digital era have “redefined” privacy. In 
today’s Information Technology—configured societies, where there is continuous 
monitoring, privacy has taken on a new meaning. Technologies such as closed-
circuit cameras (CCTV) are prevalent in public spaces or in some private spaces 
including our work and home [7, 18]. Personal computers and devices such as our 
smart phones enabled with Global Positioning System (GPS), Geo locations and 
Geo maps connected to these devices make privacy as we know it, a thing of the 
past. Recent reports indicate that some of the largest companies such as Amazon, 
Microsoft and Facebook as well as various government agencies are collecting 
information without consent and storing it in databases for future use. It is almost 
impossible to say privacy exists in this digital world (@nowthisnews).

The open nature of the social networking sites and the avenues they provide 
for sharing information in a “public or semi-public” space create privacy concerns 
by their very construct. Information that is inappropriate for some audiences are 
many times inadvertently made visible to groups other than those intended and can 
sometimes result in future negative outcomes. One such example is a well-known 
case recorded in an article entitled “The Web Means the End of Forgetting” that 
involved a young woman who was denied her college license because of backlash 
from photographs posted on social media in her private engagement.

Technology has reduced the gap between professional and personal spaces and 
often results in information exposure to the wrong audience [19]. The reduction in 
the separation of professional and personal spaces can affect image management 
especially in a professional setting resulting in the erosion of traditional profes-
sional image and impression management. Determining the secondary use of 
personal information and those who have access to this information should be the 
prerogative of the individual or group to whom the information belongs. However, 
engaging in social media activities has removed this control.

Privacy on social networking sites (SNSs) is heavily dependent on the users of 
these networks because sharing information is the primary way of participating in 
social communities. Privacy in SNSs is “multifaceted.” Users of these platforms are 
responsible for protecting their information from third-party data collection and 
managing their personal profiles. However, participants are usually more willing 
to give personal and more private information in SNSs than anywhere else on the 
Internet. This can be attributed to the feeling of community, comfort and family 
that these media provide for the most part. Privacy controls are not the priority of 
social networking site designers and only a small number of the young adolescent 
users change the default privacy settings of their accounts [20, 21]. This opens the 
door for breaches especially among the most vulnerable user groups, namely young 
children, teenagers and the elderly. The nature of social networking sites such as 
Facebook and Twitter and other social media platforms cause users to re-evaluate 
and often change their personal privacy standards in order to participate in these 
social networked communities [13].

While there are tremendous benefits that can be derived from the effective 
use of social media there are some unavoidable risks that are involved in its use. 
Much attention should therefore be given to what is shared in these forums. Social 
platforms such as Facebook, Twitter and YouTube are said to be the most effective 
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Technological advancements such as Web 2.0 and Web 4.0 which provide the 
framework for collaboration, have given new meaning to life from various perspec-
tives: political, institutional and social.

4. Privacy and social media

Social medial and the information/digital era have “redefined” privacy. In 
today’s Information Technology—configured societies, where there is continuous 
monitoring, privacy has taken on a new meaning. Technologies such as closed-
circuit cameras (CCTV) are prevalent in public spaces or in some private spaces 
including our work and home [7, 18]. Personal computers and devices such as our 
smart phones enabled with Global Positioning System (GPS), Geo locations and 
Geo maps connected to these devices make privacy as we know it, a thing of the 
past. Recent reports indicate that some of the largest companies such as Amazon, 
Microsoft and Facebook as well as various government agencies are collecting 
information without consent and storing it in databases for future use. It is almost 
impossible to say privacy exists in this digital world (@nowthisnews).

The open nature of the social networking sites and the avenues they provide 
for sharing information in a “public or semi-public” space create privacy concerns 
by their very construct. Information that is inappropriate for some audiences are 
many times inadvertently made visible to groups other than those intended and can 
sometimes result in future negative outcomes. One such example is a well-known 
case recorded in an article entitled “The Web Means the End of Forgetting” that 
involved a young woman who was denied her college license because of backlash 
from photographs posted on social media in her private engagement.

Technology has reduced the gap between professional and personal spaces and 
often results in information exposure to the wrong audience [19]. The reduction in 
the separation of professional and personal spaces can affect image management 
especially in a professional setting resulting in the erosion of traditional profes-
sional image and impression management. Determining the secondary use of 
personal information and those who have access to this information should be the 
prerogative of the individual or group to whom the information belongs. However, 
engaging in social media activities has removed this control.

Privacy on social networking sites (SNSs) is heavily dependent on the users of 
these networks because sharing information is the primary way of participating in 
social communities. Privacy in SNSs is “multifaceted.” Users of these platforms are 
responsible for protecting their information from third-party data collection and 
managing their personal profiles. However, participants are usually more willing 
to give personal and more private information in SNSs than anywhere else on the 
Internet. This can be attributed to the feeling of community, comfort and family 
that these media provide for the most part. Privacy controls are not the priority of 
social networking site designers and only a small number of the young adolescent 
users change the default privacy settings of their accounts [20, 21]. This opens the 
door for breaches especially among the most vulnerable user groups, namely young 
children, teenagers and the elderly. The nature of social networking sites such as 
Facebook and Twitter and other social media platforms cause users to re-evaluate 
and often change their personal privacy standards in order to participate in these 
social networked communities [13].

While there are tremendous benefits that can be derived from the effective 
use of social media there are some unavoidable risks that are involved in its use. 
Much attention should therefore be given to what is shared in these forums. Social 
platforms such as Facebook, Twitter and YouTube are said to be the most effective 
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media to communicate to Generation Y’s (Gen Y’s), as teens and young adults are 
the largest user groups on these platforms [22]. However, according to Bolton et al. 
[22] Gen Y’s use of social media, if left unabated and unmonitored will have long-
term implications for privacy and engagement in civic activities as this continuous 
use is resulting in changes in behavior and social norms as well as increased levels of 
cyber-crime.

Today social networks are becoming the platform of choice for hackers and 
other perpetrators of antisocial behavior. These media offer large volumes of data/
information ranging from an individual’s date of birth, place of residence, place of 
work/business, to information about family and other personal activities. In many 
cases users unintentionally disclose information that can be both dangerous and 
inappropriate. Information regarding activities on social media can have far reach-
ing negative implications for one’s future. A few examples of situations which can, 
and have been affected are employment, visa acquisition, and college acceptance. 
Indiscriminate participation has also resulted in situations such identity theft 
and bank fraud just to list a few. Protecting privacy in today’s networked society 
can be a great challenge. The digital revolution has indeed distorted our views of 
privacy, however, there should be clear distinctions between what should be seen 
by the general public and what should be limited to a selected group. One school 
of thought is that the only way to have privacy today is not to share information 
in these networked communities. However, achieving privacy and control over 
information flows and disclosure in networked communities is an ongoing process 
in an environment where contexts change quickly and are sometimes blurred. This 
requires intentional construction of systems that are designed to mitigate privacy 
issues [13].

5. Ethics and social media

Ethics can be loosely defined as “the right thing to do” or it can be described 
as the moral philosophy of an individual or group and usually reflects what the 
individual or group views as good or bad. It is how they classify particular situa-
tions by categorizing them as right or wrong. Ethics can also be used to refer to any 
classification or philosophy of moral values or principles that guides the actions 
of an individual or group [23]. Ethical values are intended to be guiding principles 
that if followed, could yield harmonious results and relationships. They seek to give 
answers to questions such as “How should I be living? How do I achieve the things 
that are deemed important such as knowledge and happiness or the acquisition 
of attractive things?” If one chooses happiness, the next question that needs to be 
answered is “Whose happiness should it be; my own happiness or the happiness of 
others?” In the domain of social media, some of the ethical questions that must be 
contemplated and ultimately answered are [24]:

• Can this post be regarded as oversharing?

• Has the information in this post been distorted in anyway?

• What impact will this post have on others?

As previously mentioned, users within the ages 8–15 represent one of the largest 
social media user groups. These young persons within the 8–15 age range are still 
learning how to interact with the people around them and are deciding on the moral 
values that they will embrace. These moral values will help to dictate how they will 
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interact with the world around them. The ethical values that guide our interactions 
are usually formulated from some moral principle taught to us by someone or a 
group of individuals including parents, guardians, religious groups, and teachers 
just to name a few. Many of the Gen Y’s/“Digital Babies” are “newbies” yet are 
required to determine for themselves the level of responsibility they will display 
when using the varying social media platforms. This includes considering the 
impact a post will have on their lives and/or the lives of other persons. They must 
also understand that when they join a social media network, they are joining a com-
munity in which certain behavior must be exhibited. Such responsibility requires a 
much greater level of maturity than can be expected from them at that age.

It is not uncommon for individuals to post even the smallest details of their lives 
from the moment they wake up to when they go to bed. They will openly share their 
location, what they eat at every meal or details about activities typically considered 
private and personal. They will also share likes and dislikes, thoughts and emo-
tional states and for the most part this has become an accepted norm. Often times 
however, these shares do not only contain information about the person sharing but 
information about others as well. Many times, these details are shared on several 
social media platforms as individuals attempt to ensure that all persons within their 
social circle are kept updated on their activities. With this openness of sharing risks 
and challenges arise that are often not considered but can have serious impacts. 
The speed and scale with which social media creates information and makes it 
available—almost instantaneously—on a global scale, added to the fact that once 
something is posted there is really no way of truly removing it, should prompt indi-
viduals to think of the possible impact a post can have. Unfortunately, more often 
than not, posts are made without any thought of the far-reaching impact they can 
have on the lives of the person posting or others that may be implicated by the post.

6. Why do people share?

According to Berger and Milkman [25] there are five (5) main reasons why users 
are compelled to share content online, whether it is every detail or what they deem 
as highlights of their lives. These are:

• cause related

• personal connection to content

• to feel more involved in the world

• to define who they are

• to inform and entertain

People generally share because they believe that what they are sharing is impor-
tant. It is hoped that the shared content will be deemed important to others which 
will ultimately result in more shares, likes and followers.

Figure 1 below sums up the findings of Berger and Milkman [25] which shows 
that the main reason people feel the need to share content on the varying social 
media platform is that the content relates to what is deemed as worthy cause. 84% 
of respondents highlighted this as the primary motivation for sharing. Seventy-
eight percent said that they share because they feel a personal connection to the 
content while 69 and 68%, respectively said the content either made them feel more 
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of thought is that the only way to have privacy today is not to share information 
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in an environment where contexts change quickly and are sometimes blurred. This 
requires intentional construction of systems that are designed to mitigate privacy 
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as the moral philosophy of an individual or group and usually reflects what the 
individual or group views as good or bad. It is how they classify particular situa-
tions by categorizing them as right or wrong. Ethics can also be used to refer to any 
classification or philosophy of moral values or principles that guides the actions 
of an individual or group [23]. Ethical values are intended to be guiding principles 
that if followed, could yield harmonious results and relationships. They seek to give 
answers to questions such as “How should I be living? How do I achieve the things 
that are deemed important such as knowledge and happiness or the acquisition 
of attractive things?” If one chooses happiness, the next question that needs to be 
answered is “Whose happiness should it be; my own happiness or the happiness of 
others?” In the domain of social media, some of the ethical questions that must be 
contemplated and ultimately answered are [24]:

• Can this post be regarded as oversharing?

• Has the information in this post been distorted in anyway?

• What impact will this post have on others?

As previously mentioned, users within the ages 8–15 represent one of the largest 
social media user groups. These young persons within the 8–15 age range are still 
learning how to interact with the people around them and are deciding on the moral 
values that they will embrace. These moral values will help to dictate how they will 
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just to name a few. Many of the Gen Y’s/“Digital Babies” are “newbies” yet are 
required to determine for themselves the level of responsibility they will display 
when using the varying social media platforms. This includes considering the 
impact a post will have on their lives and/or the lives of other persons. They must 
also understand that when they join a social media network, they are joining a com-
munity in which certain behavior must be exhibited. Such responsibility requires a 
much greater level of maturity than can be expected from them at that age.

It is not uncommon for individuals to post even the smallest details of their lives 
from the moment they wake up to when they go to bed. They will openly share their 
location, what they eat at every meal or details about activities typically considered 
private and personal. They will also share likes and dislikes, thoughts and emo-
tional states and for the most part this has become an accepted norm. Often times 
however, these shares do not only contain information about the person sharing but 
information about others as well. Many times, these details are shared on several 
social media platforms as individuals attempt to ensure that all persons within their 
social circle are kept updated on their activities. With this openness of sharing risks 
and challenges arise that are often not considered but can have serious impacts. 
The speed and scale with which social media creates information and makes it 
available—almost instantaneously—on a global scale, added to the fact that once 
something is posted there is really no way of truly removing it, should prompt indi-
viduals to think of the possible impact a post can have. Unfortunately, more often 
than not, posts are made without any thought of the far-reaching impact they can 
have on the lives of the person posting or others that may be implicated by the post.

6. Why do people share?

According to Berger and Milkman [25] there are five (5) main reasons why users 
are compelled to share content online, whether it is every detail or what they deem 
as highlights of their lives. These are:

• cause related

• personal connection to content

• to feel more involved in the world

• to define who they are

• to inform and entertain

People generally share because they believe that what they are sharing is impor-
tant. It is hoped that the shared content will be deemed important to others which 
will ultimately result in more shares, likes and followers.

Figure 1 below sums up the findings of Berger and Milkman [25] which shows 
that the main reason people feel the need to share content on the varying social 
media platform is that the content relates to what is deemed as worthy cause. 84% 
of respondents highlighted this as the primary motivation for sharing. Seventy-
eight percent said that they share because they feel a personal connection to the 
content while 69 and 68%, respectively said the content either made them feel more 
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involved with the world or helped them to define who they were. Forty-nine percent 
share because of the entertainment or information value of the content. A more in 
depth look at each reason for sharing follows.

7. Content related to a cause

Social media has provided a platform for people to share their thoughts and 
express concerns with others for what they regard as a worthy cause. Cause related 
posts are dependent on the interest of the individual. Some persons might share 
posts related to causes and issues happening in society. In one example, the parents 
of a baby with an aggressive form of leukemia, who having been told that their child 
had only 3 months to live unless a suitable donor for a blood stem cell transplant 
could be found, made an appeal on social media. The appeal was quickly shared 
and a suitable donor was soon found. While that was for a good cause, many view 
social media merely as platforms for freedom of speech because anyone can post any 
content one creates. People think the expression of their thoughts on social media 
regarding any topic is permissible. The problem with this is that the content may 
not be accepted by law or it could violate the rights of someone thus giving rise to 
ethical questions.

8. Content with a personal connection

When social media users feel a personal connection to their content, they are 
more inclined to share the content within their social circles. This is true of informa-
tion regarding family and personal activities. Content created by users also invokes 
a deep feeling of connection as it allows the users to tell their stories and it is natural 
to want the world or at least friends to know of the achievement. This natural need 
to share content is not new as humans have been doing this in some form or the 
other, starting with oral history to the media of the day; social media. Sharing the 
self-created content gives the user the opportunity of satisfying some fundamental 
needs of humans to be heard, to matter, to be understood and emancipated. The 
problem with this however is that in an effort to gratify the fundamental needs, 
borders are crossed because the content may not be sharable (can this content be 
shared within the share network?), it may not be share-worthy (who is the audience 
that would appreciate this content?) or it may be out of context (does the content fit 
the situation?).

Figure 1. 
Why people share source: Global Social Media Research. thesocialmediahat.com [26].
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9. Content that makes them feel more involved in the world

One of the driving factors that pushes users to share content is the need to 
feel more in tune with the world around them. This desire is many times fueled 
by jealousy. Many social media users are jealous when their friends’ content gets 
more attention than their own and so there is a lot of pressure to maintain one’s 
persona in social circles, even when the information is unrealistic, as long as it gets 
as much attention as possible. Everything has to be perfect. In the case of a photo, 
for example, there is lighting, camera angle and background to consider. This need 
for perfection puts a tremendous amount of pressure on individuals to ensure 
that posted content is “liked” by friends. They often give very little thought to the 
amount of their friend’s work that may have gone on behind the scenes to achieve 
that perfect social post.

Social media platforms have provided everyone with a forum to express views, 
but, as a whole, conversations are more polarized, tribal and hostile. With Facebook 
for instance, there has been a huge uptick in fake news, altered images, dangerous 
health claims and cures, and the proliferation of anti-science information. This 
is very distressing and disturbing because people are too willing to share and to 
believe without doing their due diligence and fact-checking first.

10. Content that defines who they are

Establishing one’s individuality in society can be challenging for some persons 
because not everyone wants to fit in. Some individuals will do all they can to stand 
out and be noticed. Social media provides the avenue for exposure and many 
individuals will seek to leverage the media to stand out of the crowd and not just 
be a fish in the school. Today many young people are currently being brought up in 
a culture that defines people by their presence on social media where in previous 
generations, persons were taught to define themselves by their career choices. These 
lessons would start from childhood by asking children what they wanted to be 
when they grew up and then rewarding them based on the answers they give [27]. 
In today’s digital era, however, social media postings and the number of “likes” or 
“dislikes” they attract, signal what is appealing to others. Therefore, post that are 
similar to those that receive a large number of likes but which are largely unrealistic 
are usually made for self-gratification.

11. Content that informs and entertains

The acquisition of knowledge and skills is a vital part of human survival and 
social media has made this process much easier. It is not uncommon to hear persons 
realizing that they need a particular knowledge set that they do not possess say “I 
need to lean to do this. I’ll just YouTube it.” Learning and adapting to change in as 
short as possible time is vital in today’s society and social media coupled with the 
Internet put it all at the finger tips. Entertainment has the ability to bring people 
together and is a good way for people to bond. It provides a diversion from the 
demands of life and fills leisure time with amusement. Social media is an outlet for 
fun, pleasurable and enjoyable activities that are so vital to human survival [28]. It 
is now common place to see persons watching a video, viewing images and reading 
text that is amusing on any of the available social media platforms. Quite often these 
videos, images and texts can be both informative and entertaining, but there can be 
problems however as at times they can cross ethical lines that can lead to conflict.
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that posted content is “liked” by friends. They often give very little thought to the 
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when they grew up and then rewarding them based on the answers they give [27]. 
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“dislikes” they attract, signal what is appealing to others. Therefore, post that are 
similar to those that receive a large number of likes but which are largely unrealistic 
are usually made for self-gratification.

11. Content that informs and entertains
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realizing that they need a particular knowledge set that they do not possess say “I 
need to lean to do this. I’ll just YouTube it.” Learning and adapting to change in as 
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is now common place to see persons watching a video, viewing images and reading 
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12. Ethical challenges with social media use

The use of modern-day technology has brought several benefits. Social media is no 
different and chief amongst its benefit is the ability to stay connected easily and quickly 
as well as build relationships with people with similar interests. As with all technol-
ogy, there are several challenges that can make the use of social media off putting and 
unpleasant. Some of these challenges appear to be minor but they can have far reaching 
effects into the lives of the users of social media and it is therefore advised that care be 
taken to minimize the challenges associated with the use of social media [29].

A major challenge with the use of social media is oversharing because when 
persons share on social media, they tend to share as much as is possible which is 
often times too much [24]. When persons are out and about doing exciting things, 
it is natural to want to share this with the world as many users will post a few times 
a day when they head to lunch, visit a museum, go out to dinner or other places 
of interest [30]. While this all seems relatively harmless, by using location-based 
services which pinpoint users with surprising accuracy and in real time, users place 
themselves in danger of laying out a pattern of movement that can be easily traced. 
While this seems more like a security or privacy issue it stems from an ethical 
dilemma—“Am I sharing too much?” Oversharing can also lead to damage of user’s 
reputation especially if the intent is to leverage the platform for business [24]. 
Photos of drunken behavior, drug use, partying or other inappropriate content can 
change how you are viewed by others.

Another ethical challenge users of social media often encounter is that they 
have no way of authenticating content before sharing, which becomes problematic 
when the content paints people or establishments negatively. Often times content is 
shared with them by friends, family and colleagues. The unauthenticated content 
is then reshared without any thought but sometimes this content may have been 
maliciously altered so the user unknowingly participates in maligning others. Even 
if the content is not altered the fact that the content paints someone or something in 
a bad light should send off warning bells as to whether or not it is right to share the 
content which is the underlying principle of ethical behavior.

13. Conflicting views

Some of the challenges experienced by social media posts are a result of a lack 
of understanding and sometimes a lack of respect for the varying ethical and moral 
standpoints of the people involved. We have established that it is typical for persons 
to post to social media sites without any thought as to how it can affect other persons, 
but many times these posts are a cause of conflict because of a difference of opinion 
that may exist and the effect the post may have. Each individual will have his or her 
own ethical values and if they differ then this can result in conflict [31]. When an 
executive of a British company made an Instagram post with some racial connotations 
before boarding a plane to South Africa it started a frenzy that resulted in the execu-
tive’s immediate dismissal. Although the executive said it was a joke and there was no 
prejudice intended, this difference in views as to the implications of the post, resulted 
in an out of work executive and a company scrambling to maintain its public image.

14. Impact on personal development

In this age of sharing, many young persons spend a vast amount of time on 
social media checking the activities of their “friends” as well as posting on their own 
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activities so their “friends” are aware of what they are up to. Apart from interfering 
with their academic progress, time spent on these posts at can have long term reper-
cussions. An example is provided by a student of a prominent university who posted 
pictures of herself having a good time at parties while in school. She was denied 
employment because of some of her social media posts. While the ethical challenge 
here is the question of the employee’s right to privacy and whether the individual’s 
social media profile should affect their ability to fulfill their responsibilities as an 
employee, the impact on the individual’s long term personal growth is clear.

15. Conclusion

In today’s information age, one’s digital footprint can make or break someone; it 
can be the deciding factor on whether or not one achieves one’s life-long ambitions. 
Unethical behavior and interactions on social media can have far reaching implica-
tions both professionally and socially. Posting on the Internet means the “end of 
forgetting,” therefore, responsible use of this medium is critical. The unethical use 
of social media has implications for privacy and can result in security breaches both 
physically and virtually. The use of social media can also result in the loss of privacy 
as many users are required to provide information that they would not divulge 
otherwise. Social media use can reveal information that can result in privacy 
breaches if not managed properly by users. Therefore, educating users of the risks 
and dangers of the exposure of sensitive information in this space, and encouraging 
vigilance in the protection of individual privacy on these platforms is paramount. 
This could result in the reduction of unethical and irresponsible use of these media 
and facilitate a more secure social environment. The use of social media should be 
governed by moral and ethical principles that can be applied universally and result 
in harmonious relationships regardless of race, culture, religious persuasion and 
social status.

Analysis of the literature and the findings of this research suggest achieving 
acceptable levels of privacy is very difficult in a networked system and will require 
much effort on the part of individuals. The largest user groups of social media are 
unaware of the processes that are required to reduce the level of vulnerability of 
their personal data. Therefore, educating users of the risk of participating in social 
media is the social responsibility of these social network platforms. Adapting 
universally ethical behaviors can mitigate the rise in the number of privacy breaches 
in the social networking space. This recommendation coincides with philosopher 
Immanuel Kant’s assertion that, the Biblical principle which states “Do unto others 
as you have them do unto you” can be applied universally and should guide human 
interactions [5]. This principle, if adhered to by users of social media and owners of 
these platforms could raise the awareness of unsuspecting users, reduce unethical 
interactions and undesirable incidents that could negatively affect privacy, and by 
extension security in this domain.
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12. Ethical challenges with social media use

The use of modern-day technology has brought several benefits. Social media is no 
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shared with them by friends, family and colleagues. The unauthenticated content 
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own ethical values and if they differ then this can result in conflict [31]. When an 
executive of a British company made an Instagram post with some racial connotations 
before boarding a plane to South Africa it started a frenzy that resulted in the execu-
tive’s immediate dismissal. Although the executive said it was a joke and there was no 
prejudice intended, this difference in views as to the implications of the post, resulted 
in an out of work executive and a company scrambling to maintain its public image.
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In this age of sharing, many young persons spend a vast amount of time on 
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activities so their “friends” are aware of what they are up to. Apart from interfering 
with their academic progress, time spent on these posts at can have long term reper-
cussions. An example is provided by a student of a prominent university who posted 
pictures of herself having a good time at parties while in school. She was denied 
employment because of some of her social media posts. While the ethical challenge 
here is the question of the employee’s right to privacy and whether the individual’s 
social media profile should affect their ability to fulfill their responsibilities as an 
employee, the impact on the individual’s long term personal growth is clear.

15. Conclusion

In today’s information age, one’s digital footprint can make or break someone; it 
can be the deciding factor on whether or not one achieves one’s life-long ambitions. 
Unethical behavior and interactions on social media can have far reaching implica-
tions both professionally and socially. Posting on the Internet means the “end of 
forgetting,” therefore, responsible use of this medium is critical. The unethical use 
of social media has implications for privacy and can result in security breaches both 
physically and virtually. The use of social media can also result in the loss of privacy 
as many users are required to provide information that they would not divulge 
otherwise. Social media use can reveal information that can result in privacy 
breaches if not managed properly by users. Therefore, educating users of the risks 
and dangers of the exposure of sensitive information in this space, and encouraging 
vigilance in the protection of individual privacy on these platforms is paramount. 
This could result in the reduction of unethical and irresponsible use of these media 
and facilitate a more secure social environment. The use of social media should be 
governed by moral and ethical principles that can be applied universally and result 
in harmonious relationships regardless of race, culture, religious persuasion and 
social status.

Analysis of the literature and the findings of this research suggest achieving 
acceptable levels of privacy is very difficult in a networked system and will require 
much effort on the part of individuals. The largest user groups of social media are 
unaware of the processes that are required to reduce the level of vulnerability of 
their personal data. Therefore, educating users of the risk of participating in social 
media is the social responsibility of these social network platforms. Adapting 
universally ethical behaviors can mitigate the rise in the number of privacy breaches 
in the social networking space. This recommendation coincides with philosopher 
Immanuel Kant’s assertion that, the Biblical principle which states “Do unto others 
as you have them do unto you” can be applied universally and should guide human 
interactions [5]. This principle, if adhered to by users of social media and owners of 
these platforms could raise the awareness of unsuspecting users, reduce unethical 
interactions and undesirable incidents that could negatively affect privacy, and by 
extension security in this domain.
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Chapter 4

Security and Privacy in Three 
States of Information
Ebru Celikel Cankaya

Abstract

In regard to computational context, information can be in either of three states 
at a time: in transit, in process, or in storage. When the security and privacy of 
information is of concern, each of these states should be addressed exclusively, i.e., 
network security, computer security, and database/cloud security, respectively. This 
chapter first introduces the three states of information and then addresses the secu-
rity as well as privacy issues that relate to each state. It provides practical examples 
for each state discussed, introduces corresponding security and privacy algorithms 
for explaining the concepts, and facilitates their implementation whenever needed. 
Moreover, the security and privacy techniques pertaining to the three states of 
information are combined together to offer a more comprehensive and realistic 
consideration of everyday security practices.

Keywords: information in transit, information in process, information in storage, 
network security, computer security, database security, cloud security

1. Introduction

The world is living in an era of information outburst thanks to rapid speed of 
technological developments in computational domain. Many factors contribute to 
the immense amount of data available online: Mobile devices are becoming more 
accessible to everyone with their decreasing cost, underlying network technologies 
are facilitating data transfer by providing faster and more reliable communication, 
data processing methods (such as editing, compressing) are helping customize data 
format, and increasing data storage capacities are turning bulk data storage more 
effective.

With all technology and convenience so easily reachable, an ordinary user is 
allured further to handle even more information by either transferring, processing, 
or storing them. Yet, the issues of security and privacy are often taken for granted, 
and unfortunately this ignorance may cause a destructive consequence by totally 
violating the security and privacy of information, as well as its owner.

In this chapter, three fundamental states of information, i.e., information in 
transit, information in process, and information in storage, are defined first. Then 
the chapter addresses security and privacy of information in each state by giving 
examples. It should be noted that as information is the processed form of data, these 
two terms, i.e., information and data, are used interchangeably throughout the text. 
The chapter then provides algorithms to achieve privacy and security of informa-
tion in these three states and how they apply to particular states of information for 
ensuring security.
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The rest of the chapter is organized as follows: In Section 2, three states of 
information are defined together with examples for each. In Section 3, security 
mechanisms, i.e., privacy and security algorithms that apply to each state of infor-
mation, are discussed in detail, and examples are provided. Finally, the chapter is 
concluded in Section 4.

2. Three states of information

This section identifies three fundamental states that information can be in at 
a time. It is essential to distinctively identify each state, as corresponding security 
measures vary for each of these states. To address each separately, the informa-
tion residing in either of three states at a time in a computational environment are 
identified. These three states are listed as information in transit, information in 
process, and information in storage. Information in transit refers to the status where 
an underlying network (wired or wireless) facilitates the transmission of data from 
one place (source) to another (destination). Information in process refers to the 
case when data is processed so that it transforms from source format to destination 
format. And information in storage refers to the mostly stagnant form of data that 
resides on a storage media for future reference. As these brief descriptions imply, 
information in each state has different properties than information in other states. 
As an example, information in transit is different from information in process and 
information in storage.

It should also be noted that these states may overlap to form many variations. 
As an example, states can form variations in pairs, such as information could be 
processed first and then transferred, or processed first and then stored, or stored 
information is retrieved for further processing, etc. Or, in a more complex format, 
each of the three states of information may combine in any order to form a sequence 
of operations, such as stored information is retrieved from database and is pro-
cessed to yield new information and this new information is transferred to a remote 
destination.

The following subsections address each state of information in detail by describ-
ing them first and then providing examples for each state. This, later, serves as a 
basis for explaining security and privacy measures with respect to each state of 
information that is explained later in Section 3.

2.1 Information in transit

The first state of information is information in transit. This state refers to the 
situation when information handled is transferred from one place (source) to 
another place (destination). As depicted in Figure 1, in the context of information 
in transit state, the information residing in source side is transmitted to destination 
via an underlying network. The underlying network infrastructure could be of vari-
ous types, such as cable network, wireless network, etc., and does not differentiate 

Figure 1. 
Information in transit.
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the type of data being transferred, as each data piece is processed in the bit level of 
granularity. This enables the transfer of information in various possible formats, 
such as plaintext, still image, movie, voice, etc.

Though Figure 1 illustrates information being transmitted from source to 
destination, more than usual, the roles change and the source becomes destination 
and the destination becomes source. This is because of the inherently full duplex 
property of communication in most of the times.

It should also be noted that if information in transit is considered only in isola-
tion, then it should not change the format of data being transferred. This explains 
why in Figure 1 both sender and destination sides label information exactly the 
same way. And to guarantee this unchanging property of data, integrity mecha-
nisms are inherently built in network systems that facilitate information in transit. 
If a more complex system is designed and implemented by combining information 
in transit and information in process states, then labeling of each information entity 
will have to be modified accordingly. In particular, these entities will label informa-
tion as Information1 and Information2 on each side so as to indicate the changing 
content of the information itself. This phenomenon is explained further in Section 
2.2 and is depicted later in Figure 2.

Sending a memo that has text, pictures, and videos in it as part of a business 
operation from company headquarters to a branch office is an example of the case 
where information is transmitted from source (the company headquarters) to 
destination (the branch office).

While improvements in technology are facilitating the way information can 
be transferred, this brings along the issue of providing the security and privacy 
of information transferred. These issues are addressed in the security and privacy 
section that follows.

2.2 Information in process

This state focuses on how one operates on data to change its form. It is very com-
mon in computational operations today to process data such that it no longer pos-
sesses its original format. As an example, one may compress data so that it occupies 
less space, another may encrypt it so that it becomes unintelligible to unintended 
third parties, yet another combines compression and encryption so as to benefit 
from combined effects of the two.

Information in process is represented graphically in Figure 2, where a series of 
operations are applied to input data to yield the output data. The expectation in the 
end of the process in this figure is that the output (Information2) will be different 
from input (Information1). This is a fundamental difference from Figure 1, where 
information on each side was expected to be the same.

In the context of information in process, take, for example, the process of 
encrypting text. The input data will be a legible text, such as a sentence, a docu-
ment, etc., whereas the output generated will be an unintelligible sequence of 
characters, as is deliberately meant to be by the process. The process itself could be 
one single operation as simple as circularly shifting characters a certain amount to 

Figure 2. 
Information in process.
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The rest of the chapter is organized as follows: In Section 2, three states of 
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the left or right or, in the hope to achieve sophisticated complexity, a sequence of 
operations, such as applying a complex math-based prediction model on previous 
data to calculate the overall end of year benefit for a company.

The concern with information in process is that the reliability of data should 
be preserved at all times so that the resulting data can be trusted. This involves 
authentication and reliability of input and output data, as well as the trustability of 
the process itself, each of which are discussed later in the Security Mechanisms for 
Three States of Information subsection below.

2.3 Information in storage

Information in storage state refers to the case when information rests in a storage 
media of choice for making it available in the future. Figure 3 depicts the last state 
of information which is called information in storage.

The expectation at this state is to ensure that the information remains intact in the 
storage and moreover no unauthorized party can access to it. These efforts involve 
authentication of the users who can access the information, as well as integrity of 
information being stored. The requirement to keep the data intact, i.e., prevent its 
integrity while in storage, explains why the information is labeled the same in both 
user and storage sides in Figure 3. This is a similar requirement that was mentioned 
while explaining the information in transit, as was depicted in Figure 1. Yet, as infor-
mation in process inherently changes the format of data, the labeling of information 
on each side of the process was different for information in process (see Figure 2).

As for the storage media, various options are possible: Information can be stored 
on a local database, or on cloud, particularly when local storage is not sufficient to 
accommodate large amount of data.

Once stored, information usually is accessed again for retrieval purposes, 
explaining the full duplex form of communication between the user and storage.

As an example, a person can store family vacation pictures on his cell phone and 
then may decide to store them on a DVD for allocating more space on his cell phone 
storage.

It should be noted that the distinction among these three states of information, 
namely, transit, process, and storage, is not crystal clear. This is because almost all 
the time these states are utilized in an overlapped manner. Formally, if the set of 
states is S = {s1, s2, s3}, then all possible permutations of these states generate the 
following permutation set P = {Ø, s1, s2, s3, s1s2, s2s1, s1s3, s3s1, s2s3, s3s2, s1s2s3, s1s3s2, 
s2s1s3, s2s3s1, s3s1s2, s3s2s1}. It should also be noted that it is permutations, not combi-
nations, as the order matters when combining each of the three states. An example 
regarding the three states of information could be given as follows: Compressing 
data first and then emailing it to destination should be considered a different opera-
tion than emailing the data first and then compressing it at the destination.

Figure 3. 
Information in storage.
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Table 1 presents all possible permutations of these three states applied either 
in isolation, or combined in pairs, or combined in triplets based on the underlying 
scenario each represents. The states listed in Table 1 map to generic states s1, s2, 
and s2 of the formal definition given above as follows: s1 = information in transit, 
s2 = information in process, and s3 = information in storage.

Take, for example, the case where the husband retrieves previous year’s tax 
records from his hard disk and emails them to his wife, and then the wife processes 
them to create this year’s tax amount to be paid to the government. All three states 
of information are employed in this scenario in this particular order, storage-
transit-process, corresponding to line 11 of Table 1. To make it even more complex, 
imagine the wife submits the tax form for this year via online submission and then 
stores it in her disk. This would mean expanding the order of states to include 
“transit-storage” operations in addition to what already exists in line 11 of the table.

3. Security mechanisms for three states of information

In this section, each of the three states of information described in Section 2 is 
addressed, regarding the security features each state requires. In particular, Section 
3.1 focuses on the security of information in transit state and hence introduces and 
explains network security. Section 3.2 concentrates on the state of information in 
process and explains the security measures, algorithms, and their implementations 
defined under the title of computer security. And Section 3.3 analyzes the security 
of information in storage state and provides information pertaining to database as 
well as cloud security.

As each state handles information differently, the security requirements per state 
differ accordingly. For this reason, subsections below elaborate security concerns 
with regard to each state of information and present various techniques to provide 
the security of information in each of these states.

Permutation State Description

1 Ø No operation (trivial case)

2 s1 Transit

3 s2 Process

4 s3 Storage

5 s1s2 Transit-process

6 s2s1 Process-transit

7 s1s3 Transit-storage

8 s3s1 Storage-transit

9 s2s3 Process-storage

10 s3s2 Storage-process

11 s1s2s3 Transit-process-storage

12 s1s3s2 Transit-storage-process

13 s2s1s3 Process-transit-storage

14 s2s3s1 Process-storage-transit

15 s3s1s2 Storage-transit-process

16 s3s2s1 Storage-process-transit

Table 1. 
Permutation of information states.



Security and Privacy From a Legal, Ethical, and Technical Perspective

68

the left or right or, in the hope to achieve sophisticated complexity, a sequence of 
operations, such as applying a complex math-based prediction model on previous 
data to calculate the overall end of year benefit for a company.

The concern with information in process is that the reliability of data should 
be preserved at all times so that the resulting data can be trusted. This involves 
authentication and reliability of input and output data, as well as the trustability of 
the process itself, each of which are discussed later in the Security Mechanisms for 
Three States of Information subsection below.

2.3 Information in storage

Information in storage state refers to the case when information rests in a storage 
media of choice for making it available in the future. Figure 3 depicts the last state 
of information which is called information in storage.

The expectation at this state is to ensure that the information remains intact in the 
storage and moreover no unauthorized party can access to it. These efforts involve 
authentication of the users who can access the information, as well as integrity of 
information being stored. The requirement to keep the data intact, i.e., prevent its 
integrity while in storage, explains why the information is labeled the same in both 
user and storage sides in Figure 3. This is a similar requirement that was mentioned 
while explaining the information in transit, as was depicted in Figure 1. Yet, as infor-
mation in process inherently changes the format of data, the labeling of information 
on each side of the process was different for information in process (see Figure 2).

As for the storage media, various options are possible: Information can be stored 
on a local database, or on cloud, particularly when local storage is not sufficient to 
accommodate large amount of data.

Once stored, information usually is accessed again for retrieval purposes, 
explaining the full duplex form of communication between the user and storage.

As an example, a person can store family vacation pictures on his cell phone and 
then may decide to store them on a DVD for allocating more space on his cell phone 
storage.

It should be noted that the distinction among these three states of information, 
namely, transit, process, and storage, is not crystal clear. This is because almost all 
the time these states are utilized in an overlapped manner. Formally, if the set of 
states is S = {s1, s2, s3}, then all possible permutations of these states generate the 
following permutation set P = {Ø, s1, s2, s3, s1s2, s2s1, s1s3, s3s1, s2s3, s3s2, s1s2s3, s1s3s2, 
s2s1s3, s2s3s1, s3s1s2, s3s2s1}. It should also be noted that it is permutations, not combi-
nations, as the order matters when combining each of the three states. An example 
regarding the three states of information could be given as follows: Compressing 
data first and then emailing it to destination should be considered a different opera-
tion than emailing the data first and then compressing it at the destination.

Figure 3. 
Information in storage.

69

Security and Privacy in Three States of Information
DOI: http://dx.doi.org/10.5772/intechopen.91610
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Take, for example, the case where the husband retrieves previous year’s tax 
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3.1 focuses on the security of information in transit state and hence introduces and 
explains network security. Section 3.2 concentrates on the state of information in 
process and explains the security measures, algorithms, and their implementations 
defined under the title of computer security. And Section 3.3 analyzes the security 
of information in storage state and provides information pertaining to database as 
well as cloud security.

As each state handles information differently, the security requirements per state 
differ accordingly. For this reason, subsections below elaborate security concerns 
with regard to each state of information and present various techniques to provide 
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3.1 Network security

Different network infrastructures are probable today. The decision to make on 
which network infrastructure to employ depends on the needs for speed, reliability, 
the type of data being transferred, and the technology available where the source 
and destination are. The most common network infrastructures are TCP/IP and 
UDP communications. Each of these communication protocols utilize a layered 
architecture to process transmitted data. Essentially, they use similar fields for 
uniquely identifying the data being transmitted (such as source IP address, desti-
nation IP address, source port number, destination port number, flags, and other 
fields).

The fundamental security services that are expected to be provided by network 
security are confidentiality, integrity, availability (known as CIA principles), and 
authentication. In the following subsections, each of these services is discussed, and 
examples of tools and mechanisms used to provide these services are given.

3.1.1 Confidentiality

Confidentiality refers to the service where secrecy of the data being transmitted 
is preserved at all times. It is an essential requirement to ask from a network com-
munication as otherwise the trust is violated irreparably.

The means that to provide confidentiality service is to employ encryption, i.e., 
encoding data so as to make it unintelligible to unintended third parties.

Based on the number of encryption keys used in an encryption system, two 
types of encryption are possible: symmetric encryption and asymmetric encryp-
tion. In a cryptosystem where C is the ciphertext, P is the plaintext, K is the secret 
key, E is the encryption algorithm, and D is the decryption algorithm, the symmet-
ric encryption and decryption processes are formulized as seen in Eqs. (1) and (2), 
respectively.

  Symmetric encryption scheme encryption process :  C =  E  K   (P)   (1)

  Symmetric encryption scheme decryption process :  P =  D  K   (C)   (2)

In symmetric encryption, each communicating party uses the same secret key to 
encrypt the transmitted content. The need to use a secret key in symmetric encryp-
tion raises the question of how to provide the secrecy of this key itself. The solution 
is to employ a different key (named as session key) each time a new transmission 
takes place. Surely this adds on to the complexity of the scheme, but this is the 
inevitable result of the tradeoff between secrecy and complexity in security sys-
tems. The most common symmetric encryption algorithms are DES [1] and AES [2] 
with key sizes of 128 bits and 256 bits, respectively.

Take, as an example, the case where n users communicate with each other 
by using symmetric encryption scheme. To achieve a secure communication, 
each entity will have to ensure that his/her communication will not be revealed 
to other entities in the system. This will lead to a requirement to employ    nx (n − 1)  _ 2    
total number of symmetric keys in the system. Known as the n2 problem [3], 
the size of symmetric keys becomes quadratically complex and is problematic 
particularly for large n. To alleviate the n2 problem, a new type of encryption 
called asymmetric encryption has been introduced.

In asymmetric encryption, each communicating party possesses a key pair 
{privateKey, publicKey} and employs this pair for communicating with any of the 
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other parties in the system. Therefore, for communication among n users, the need 
for total number of keys is 2n only, a dramatic reduction as compared to the sym-
metric key encryption. A common asymmetric algorithm is RSA that is widely used 
in cryptographic platforms.

Another classification for cryptographic algorithms is based on how the plain-
text bits are processed: stream cipher and block cipher. In stream cipher, as the 
name implies, the plaintext bits are processed individually to encrypt, while block 
cipher bits are processed in blocks of multiples of 8 during encryption. The inherent 
nature of these encryption methods introduces a tradeoff between the two: Stream 
cipher is faster and has the advantage of low error propagation, yet it is more prone 
to malicious bit injection as they can go undetected very easily. The block cipher 
performs slower, as it has to incur the extra cost of block forming each time. It also 
cannot prevent error propagation in blocks. Yet, the block cipher is secure against 
malicious bit injection.

Yet another classification for cryptographic algorithms is based on how the 
plaintext is transformed into ciphertext. According to this classification, one can 
perform a substitution cipher or transposition (permutation) cipher. In substitution 
cipher, plaintext bits are transformed into ciphertext bits by employing a single 
alphabet (hence called monoalphabetic cipher) or multiple alphabets (hence called 
polyalphabetic cipher). In a monoalphabetic cipher, the key size is fixed and is 
reused for the entire plaintext encryption, which leads to a 1:1 mapping between 
plaintext and ciphertext letters. As an example, for encrypting a given plaintext in 
English with length n, if the encryption key is designated as K = 5, then the encryp-
tion algorithm could be written as seen in Figure 4.

Similarly, the corresponding decryption algorithm for monoalphabetic cipher 
can be written as seen in Figure 5.

Monoalphabetic cipher is straightforward to implement. The risk is once the key 
is known, it will lead to decryption of the entire ciphertext promptly, violating the 
requirement for security. As for deciphering a suspected to have been monoalpha-
betically encrypted text, one can use the source language (such as English) n-gram 
statistics to reveal the key size. The oldest known encryption algorithm Caesar 
cipher is a monoalphabetic cipher with a key size of 3. Once statistical analysis is 
used to decrypt monoalphabetic cipher, the letter frequencies of ciphertext will 
reflect the letter frequencies of source language, only with “substituted” letters 
this time. As an example, if key size is 4 for a monoalphabetic cipher, then the 

Figure 4. 
Monoalphabetic cipher encryption.

Figure 5. 
Monoalphabetic cipher decryption.
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Monoalphabetic cipher encryption.
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plaintext letter “A” will be encrypted into ciphertext letter “E,” ciphertext letter 
“B” will be encrypted into plaintext letter “F,” etc. Therefore, the frequency of the 
ciphertext letter “E” will be similar to the frequency of source language letter “A,” 
the frequency of the ciphertext letter “F” will be similar to the frequency of source 
language letter “B,” etc. This is a very important clue in helping one decrypt the 
ciphertext correctly and fast.

In an effort to strengthen the security of monoalphabetic cipher, polyalphabetic 
encryption has been introduced. As the name implies, in polyalphabetic cipher, 
there is an M/N mapping between plaintext letters and the ciphertext letters. This 
means that a plaintext letter “A” may be encoded into cipher letter “Y” once, and 
into ciphertext letter “F” another time, and into ciphertext letter “K” yet another 
time, etc. Therefore, there is no one fixed key size which will make decryption 
harder and more time-consuming. This will also cause a phenomenon called uni-
form letter frequencies for the ciphertext letters, which will be very close to uniform 
distribution of letters, rather than reflecting the natural language statistical char-
acteristics (where letters “A,” “E,” and “T” occur the most frequent, whereas letters 
“Z” and “Q” occur the least frequent for English). Deciphering a ciphertext with 
uniform letter frequencies is very hard as compared to deciphering a ciphertext that 
possesses the underlying source language frequencies.

In the case of a polyalphabetic cipher, more complex deciphering techniques 
such as Kasiski test [4] and index of coincidence [5] should be used. Both these 
techniques employ statistical analysis on ciphertext partitions formed by reordering 
ciphertext letters in varying lengths to reveal a meaningful plaintext correspon-
dence, in the hope to find a most probable key size. The ultimate polyalphabetic 
encryption algorithm is called the Vernam Cipher (also called one-time pad) [6] 
and uses a key size as large as plaintext to obstruct key size computation and prevent 
the facilitating contribution of n-gram statistics.

The transposition (permutation) cipher uses the same letters as the plaintext 
while encrypting the text. As an example, in rail cipher where key size is K, the 
plaintext letters are combined by right shifting each letter K positions to form the 
ciphertext. Therefore, the ciphertext letter frequencies will remain exactly the same 
as the plaintext letter frequencies. This is a very important discovery that will help 
determine whether a transposition cipher or a substitution cipher was used in the 
first place.

Regardless of the type of encryption algorithm, confidentiality service for net-
work security is provided by applying the encryption cipher of choice. For a system 
with symmetric encryption, encryption algorithm for the sender side will be as seen 
in Eq. (3), and decryption algorithm for the receiver side will be as seen in Eq. (4):

  Symmetric encryption sender side C =  E   K  1     (P)   (3)

  Symmetric decryption receiver side P =  D   K  1     (C)   (4)

For a system with asymmetric encryption, each entity will use a pair of keys 
{privateKey, publicKey}. Hence, encryption algorithm for the sender side will be 
as seen in Eq. (5), and decryption algorithm for the receiver side will be as seen in 
Eq. (6):

  Asymmetric encryption sender side C =  E  ReceiverPublicKey   (P)   (5)

  Asymmetric decryption receiver side P =  D  ReceiverPrivateKey   (C)   (6)
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More security services are needed to provide a comprehensive security for a 
communication network. In the following section, these additional services are 
introduced.

3.1.2 Integrity

While confidentiality focuses on the secrecy of data, integrity overlooks this 
concern and is primarily concerned about the trustworthiness data, i.e., the data is 
not changed by unauthorized entities. Consider a banking transaction where 1000$ 
is transferred from one account to another. The identity of sender and customer 
may be known to those who are processing this transaction. So, confidentiality is 
not a concern. Yet, the fact that the 1000$ amount should be transferred fully and 
correctly is the upmost concern and should be addressed via integrity.

In a network setting, integrity is achieved by implementing a hash algorithm on 
data to be transmitted. A hash algorithm H is an encoding function that takes an input 
(plaintext) P of any size to yield an output D (digest) of fixed size as seen in Eq. (7):

  D = H (P)   (7)

Implementing a hash algorithm on input data generates a message digest, which 
is then transmitted to the receiver along with the plaintext. It should be noted that 
for a cryptographic system where integrity is the only concern, confidentiality is 
disregarded and plaintext can be sent in the clear. Having received the plaintext, 
the receiver applies the same hash function (that should have been agreed upon 
beforehand) on the plaintext and compares the computed digest with what has 
been received. If they match, it means that the integrity of data has remained intact. 
Otherwise the data has been compromised in transit.

In order for hash function to perform properly, it should have all two of the 
following properties:

• One-way property: given a digest  D = H (P)  , calculating plaintext  P = H –1 (D)   
should be computationally difficult. To accomplish this goal, one-way functions 
exploiting computationally hard problems (such as discrete logarithm problem) 
are designated as hash functions.

• Weak collision property: for two different plaintexts as P1 and P2, where  
 D1= H (P1)   and  D2 = H (P2)  , the probability of D1 = D2 should be very small. It 
should be noted that regardless of plaintext size, the digest has a fixed length. 
So, a collision is more likely to occur than is actually anticipated. Once this 
is the case, techniques such as double hashing, linked list, etc. are applied to 
avoid collision with an overhead of extra process and/or space.

Several hash functions having strong hash properties exist to provide integrity 
of data. Examples of such functions are SHA [7], MD5 [8], etc.

3.1.3 Availability

For confidentiality to provide secrecy, and for integrity to provide trustworthi-
ness of data, availability of this data should be guaranteed first. In network security 
context, availability is concerned about the entities being available at all times 
throughout communication. Those entities are information pertaining to the sender 
and receiver, the data itself that is being sent, and the metadata that is uniquely 
identifying the data under operation.
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avoid collision with an overhead of extra process and/or space.
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of data. Examples of such functions are SHA [7], MD5 [8], etc.
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For confidentiality to provide secrecy, and for integrity to provide trustworthi-
ness of data, availability of this data should be guaranteed first. In network security 
context, availability is concerned about the entities being available at all times 
throughout communication. Those entities are information pertaining to the sender 
and receiver, the data itself that is being sent, and the metadata that is uniquely 
identifying the data under operation.
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Attacks targeting fields of network protocol headers (IP, TCP, MAC headers) 
may disrupt availability. Denial of service (DoS) is a common type of network secu-
rity attack that exploits the three-way handshake protocol between a sender and a 
receiver. Ideally, the three-way handshake should start by step 1 where the sender 
sends the TCP header with SYN flag field set along with a sender sequence number. 
Upon receipt of this request, in step 2 the receiver—if available—informs its avail-
ability by sending back the TCP header with ACK flag field set, the sender sequence 
number + 1, and the receiver sequence number to the sender. Finally, in step 3, the 
sender sends the TCP header with ACK field set, sender sequence number + 1, and 
the receiver sequence number + 1. Only then the actual communication can start.

When the three-way handshake is compromised, a rogue sender bombards a 
victim receiver by sending him too many “half-open” connections, i.e., step 1 of 
the three-way handshake protocol with SYN flag fields set in each with a different 
sender sequence number. The victim receiver tries to respond to each SYN request 
by sending back an ACK + SYN response addressing each independent sender 
sequence number, but as the rogue sender deliberately never sends back an ACK 
response to these responses, the victim gets overwhelmed shortly as its half-open 
connection buffer overflows. The solution to DoS attack is to limit and advertise the 
buffer size for each entity in the network.

Other examples of network attacks targeting availability can be listed as SYN guess-
ing, IP spoofing (by impersonating a legitimate entity), covert channels (by embedding 
secret data on unused fields of network protocol headers), messing up fragmentation 
of packages so that they will not defragment correctly in the receiving entity, etc.

A common protection against availability attacks is to use firewalls. They protect 
systems from outside entities by enforcing strict rules only to allow packets with 
particular properties (IP number, port number field, etc.).

3.1.4 Authentication

Authentication focuses on whether the originator of data really is who he claims 
to be. It is directly associated with trustworthiness, which makes it closely related to 
integrity. In other words, authentication is origin integrity.

To provide authentication in network systems, digital signature is used. Digital 
signature is an encoding function that is similar to a hash function, with the additional 
property of having a key. The key should belong to the originator, as an evidence for 
proving his identity. A hash function with a key is called message authentication code 
(MAC). Several MAC algorithms exist, HMAC [9] being the most popular.

In a digital signature scheme, asymmetric encryption is used, where encoding 
and decoding are named as signing and verifying, respectively. Eqs. (8) and (9) list 
the signing and verifying algorithms for digital signature.

  Signing algorithm :  C =  S  SenderPrivateKey   (P)   (8)

  Verification algorithm :  P =  V  SenderPublicKey   (C)   (9)

ElGamal algorithm is a commonly used digital signature scheme. It provides 
varying levels of authentication based on the choice of key size.

3.2 Computer security

The concentration on computer security is on secrecy and privacy of data 
during processing. Therefore, those security tools and mechanisms introduced for 
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network security also apply to computer security. In particular the following three 
security services are needed to deliver a comprehensive security service while 
processing data:

• Cryptography to help with confidentiality

• Hash functions to provide integrity

• Digital signatures to help with providing authentication

Take, as an example, a banking transaction in which 1.5% interest is added to 
customer’s bank account. It is very important that identity of this account holder 
should be kept confidential. So, an encryption tool should be incorporated to 
provide confidentiality. Moreover, the balance amount should remain intact 
throughout transaction (except when the resulting balance is calculated), and this 
requirement can be met via hash algorithms. Furthermore, the system should assure 
at all times that the transaction belongs to the actual owner of the account, but no 
other account holder. So, a digital signature scheme should also be employed to 
prevent repudiation, hence to provide authentication.

3.3 Database/cloud security

As being one of the probable states information can reside in, storing data usu-
ally involves one of two media: database or cloud.

3.3.1 Database security

When data is stored on a database, the security measures that should be consid-
ered comprise of the following:

• Encrypting the data stored so as to provide confidentiality.

• Compressing data so as to occupy less space—additionally, compression 
offers augmented security as it shuffles data. A large selection of compression 
algorithms is available. The choice on which algorithm to choose depends on 
data type (for text data, a lossless compression algorithm should be utilized, 
while for image files, voice and video lossy compression can be tolerated), 
space requirements, speed, and compression rate (how much the compression 
algorithm reduces the input size).

• Prevent against SQL injection attack so that input forms for data entry cannot 
be exploited to potentially damaging SQL instructions. As an example, if a 
database system is vulnerable against SQL injection attack, an attacker can 
“inject” a rogue statement (such as dropping a database table) to execute, 
immediately following a biased statement (e.g., as simple as “1 = 1”) that will 
always yield true. A suggested method to prevent against SQL injection attack 
is to use data sanitization (so that data entry will not allow some characters 
such as apostrophe, etc.), or using stored procedures to execute instructions, 
rather than exposing forms for easy injection. There exist several forms of SQL 
injection, and cross-site scripting (XSS) is one of them.

• Secure the database physically so that data can be protected against access from 
unintended third parties.
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• Secure the database physically so that data can be protected against access from 
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3.3.2 Cloud security

Based on NIST’s cloud security definition [10], cloud provides one of the three 
fundamental services:

• Infrastructure as a service (IaaS) allows subscribers to execute any application 
and OS on the hardware and resources (abstracted via hypervisors) made 
available by the cloud. Some examples of IaaS type are Amazon Web Services 
(AWS), Google Compute Engine (GCE), Microsoft Azure, Rackspace, and 
Cisco Metapod.

• Platform as a service (PaaS) allows subscribers to create their custom applica-
tions on the cloud. The cloud makes itself available to its customers by provid-
ing tools such as a DBMS, OS, system software, and applications. The examples 
of PaaS type can be listed as Apache Stratos, Windows Azure, OpenShift, 
Heroku, Google App Engine, and AWS Elastic Beanstalk.

• Software as a service (SaaS) subscribers sign a service agreement for this 
service to execute cloud-owned online applications. Some common examples 
of SaaS type of cloud service are listed as follows: GoToMeeting, Salesforce, 
Dropbox, Cisco WebEx, Google Apps, and Concur.

Regardless of the type of service cloud provides, security of the cloud should 
consider boundary security that builds itself on the layered architecture of hyper-
visors. Moreover, hardware boundary and abstraction boundary definitions are 
protections should be offered regarding whether the cloud itself is private or public.

It is dramatically important for cloud to isolate individual customers’ data so 
that they will not interfere with other customers’ data. So, anonymity is a primary 
concern. A straightforward technique to provide anonymity is by incorporating 
encryption.

Moreover, it should be computationally infeasible to extract summary data that 
will bring together multiple subscribers’ data pool, as this may lead to unfair and 
unethical advantage. As an example, personal healthcare data stored for multiple 
healthcare providers should not be analyzed easily to extract a conclusion that 
persons inhabiting in a particular region are more prone to a particular disease as 
this may cause people from this region be charged higher by insurance companies.

Though security measures are classified and analyzed separately, due to the com-
plex nature of information systems, handling information most of the time involves 
multiple aspects of security at the same time. For this reason, complex information 
security systems have been developed and are widely used. Some examples of such 
systems are Pretty Good Privacy (PGP) [11] for data encryption, integrity, and 
authentication, Kerberos for secure key distribution, and many more [12].

4. Conclusions

This section introduces the three fundamental states of information, namely, 
information in transit, information in process, and information in storage, and 
then discusses the security measures pertaining to each state of information. In 
particular, network security methods to provide security of information in transit, 
computer security methods to provide security of information in process, and 
database/cloud security to provide security of information in storage are introduced 
and discussed in detail.
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Abstract

The interaction between users and several technologies has rapidly increased. In 
people’s daily habits, the use of several applications for different reasons has been 
introduced. The provision of attractive services is an important aspect that it should 
be considered during their design. The implementation of gamification supports 
this, while game elements create a more entertaining and appealing environment. 
At the same time, due to the collection and record of users’ information within 
them, security and privacy are needed to be considered as well, in order for these 
technologies to ensure a minimum level of security and protection of users’ infor-
mation. Users, on the other hand, should be aware of their security and privacy, so 
as to recognize how they can be protected, while using gamified services. In this 
work, the relation between privacy and gamified applications, regarding both the 
software developers and the users, is discussed, leading to the necessity not only of 
designing privacy-friendly systems but also of educating users through gamification 
on privacy issues.

Keywords: privacy, security, privacy requirements, privacy awareness, 
game elements, gamification

1. Introduction

Due to the digitalization of information, the use of several technologies has 
been introduced in people’s habits, which, consequently, signifies the prevalence 
of applications utilization, pertaining to many sectors [1]. The Information and 
Communication Technologies (ICTs) may have different scopes and concepts based 
on the preferences and the aim of their developers. A variety of such technologies 
[2, 3] have been provided, aiming at educating users on specific topics, for example, 
by educational platforms for students and teachers, at endorsing products for mar-
keting purposes, or other reasons, depending on the concept of each application.

Specific techniques or methods have been developed in order to improve the 
provision of their concept, such as a more appealing and interactive environment 
[4]. By achieving to gain this benefit, a service will be more interesting, and its use 
will be increased. Consequently, the aim of its developer will be satisfied, as for 
instance in marketing domain, this will support the company’s profits. An example 
of such methods is gamification [4], the use of game elements in applications that 
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Specific techniques or methods have been developed in order to improve the 
provision of their concept, such as a more appealing and interactive environment 
[4]. By achieving to gain this benefit, a service will be more interesting, and its use 
will be increased. Consequently, the aim of its developer will be satisfied, as for 
instance in marketing domain, this will support the company’s profits. An example 
of such methods is gamification [4], the use of game elements in applications that 
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are not games. Many game elements have been recorded in the literature and have 
been implemented in gamified services [5–11] in order to support several domains 
[7, 8, 12–16]. The benefits, provided by the implementation of the game elements, 
differ based on the concept of each service. The singularity of this method concerns 
on the increased engagement of users with gamified environments [4].

According to the above, it is clear that these technologies consist of a basic 
activity for users, and some of them may be helpful for their lives, for example, 
educational platforms. However, there are some issues that arise, namely security 
and privacy issues. While using all these ICTs, users’ information is stored, and 
their activities are recorded [17–19]. As a consequence, users’ personal information 
may be harmed. Thus, it is crucial to consider the protection of users’ security and 
privacy while designing services. Regarding the relation between gamification and 
these two important aspects, some studies have been published [13, 14, 20, 21], in 
which the harmful side of gamification, focusing on users’ security and privacy, is 
presented. Besides the importance of designing privacy-friendly and secure gami-
fied services, it is also crucial for a user to be able to protect his/her own security 
and privacy. If a user becomes aware of this, then, several ethical and social issues 
will be addressed. So, on the one hand, it is important for developers to design 
security and privacy-friendly gamified services and on the other hand, users should 
be security- and privacy-aware. Adding to this point, in this work, the importance 
of users’ privacy awareness on protecting their privacy through gamification is 
discussed, and some preliminary results are presented.

The rest of the chapter is organized as follows. In Section 2, gamification is 
described, providing its benefits and implementation on several sectors. In Section 
3, the relation between gamification and privacy is presented. Additionally, the 
importance of security and privacy awareness regarding gamification is highlighted 
and the contribution of gamification on educating users on privacy is discussed. 
Finally, Section 4 concludes the work, providing steps for future work.

2. Gamification in ICTs

Around 2010, the method of gamification has been introduced in ICTs, aiming to 
engage users on using technologies and to increase their interest [22]. By implement-
ing this method and especially by introducing game elements, the main principle of 
gamification, namely a more gameful interaction environment, can be developed 
[23]. The definition, which is highly cited in previous research, was published in 2011 
by [4], who defined gamification as the use of game elements in nongame contexts. 
Many game elements have been presented in the literature and their choice depends 
on the developers’ scope, the concept, and the structure of the gamified service. 
Each study mentions and describes an amount of game elements [24–26]. In [27], all 
mentioned game elements have been presented by conducting a review that recorded 
all game elements and introduced them in the relevant literature. In Table 1, the 
amount of game elements is presented along with the explanation of their concept. 
Additionally, some examples of gamified applications in several sectors are given out 
with the respective elements that have been assigned to them. In this work [27], the 
connection among elements can be identified. For instance, in order for a user to win 
badges, levels have to be passed or points have to be collected [39]. So, with the inten-
tion of an application to be gamified, it is usual to include many game elements.

The gamification method has been implemented in several sectors. Starting from 
the sector of education, many gamified services provide a more entertaining environ-
ment, which automatically gains users’ engagement. Therefore, users can be educated 
on different topics, without having in mind the literal sense of the education process. 
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In some educational services, users can be either teachers or students, where teach-
ers provide feedback and communicate with students. Communication can be also 
achieved among students, while having the opportunity to compete with each other 
[42]. In this way, apart from the knowledge benefits, it is also important that users’ 
sociability can be expanded. In marketing domain [10, 12, 44], the aim of this method 
is to raise each company’s selling. By providing applications, where users collect 
points after buying a product with the deal to win a gift card or a product, the applica-
tion can be further used. Gamification in this domain is a smart idea so as to engage 
users and sell more products. Additionally, in some cases, the interaction among users 
is enhanced, either through competition or collaboration, leading to users’ amiability.

Game elements Explanation Examples of studies or 
gamified services

Alternative activities Many provided choices and tasks to users [28, 29]

Achievements The accomplishment of a task [29–31]

Avatars Users’ representation through animated 
processes

[31, 32]

Badges After winning or accomplishing a task, 
badges are given

[12, 22, 28–38]

Challenges The ability of a user to challenge a friend in 
order to compete

[5, 12, 22, 28, 31, 33, 39–41]

Communication with 
other players

Users’ communication through respective 
platforms

[12, 28, 30, 32]

Competition Users’ competition on some steps [12, 29, 31, 32, 34, 39, 42]

Content unlocking Steps that have to be passed in order to 
unlock the next phase

[31]

Feedback and progressive 
information

Provided information to help users for their 
status and recommendations

[22, 28, 30–33, 39, 42]

Leaderboards Users’ status on the service regarding their 
points or level

[12, 22, 28, 29, 31, 33–35, 39, 
42, 43]

Levels Phases that have to be passed [12, 22, 28–32, 35, 39, 42]

Location The connection with users’ location [28, 32]

Notification Users are notified to accomplish actions [28, 32, 39, 40]

Points The result of finishing a task can be 
illustrated by the collection of points

[5, 22, 28–37, 39–42]

Profiles Each user has his own profile on the service [28, 32, 39, 40, 42]

Quiz Questions on a specific topic [29, 32, 40, 42]

Rewards The result for winning an opponent or 
effectively completing a task

[5, 12, 22, 29, 39–42]

Roles The character that a user wants to have [28, 29]

Rules The dos and don’ts that users have to follow [28, 29, 31, 32, 39]

Scoring systems Systems which record users’ score and status [12, 28]

Team tournaments, group 
tasks and collaboration

Tasks where users have to collaborate [28, 29, 31, 32, 39, 40, 42]

Time constraints Actions that have to be completed during a 
specific time period

[12, 28, 29]

Table 1. 
The recorded game elements.
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The role of gamification in health domain is quite crucial [23, 45–47]. The aim 
of the most gamified healthcare services is to educate users and engage users on 
protecting their health. A variety of such services can be found either for children 
or for adults. Some of them provide the opportunity of interaction between doctors 
and consultants, where, as an example, doctors can monitor the patients’ progress 
on taking their medication [40]. Most of them notify users every time they have 
to take their prescription [40]. The gamified principle in such services can be the 
collection of points after responding to doctors’ advices and prescriptions, result-
ing, sometimes, in the win of gifts. Therefore, users can protect their health through 
a more entertaining process. Beyond the above sectors, gamified services have been 
developed for cultural [11, 25] or touristic purposes [10, 48] offering benefits, 
such as cultural education and tourism’s expansion, respectively. Furthermore, 
some studies tried to combine gamification with software engineering, indicating 
the state of the art on this field and the research gaps [49], while others elaborated 
research on gamification and education on software engineering in order to identify 
the discussed works [8].

To a lesser extent, studies which concern on gamification and security have been 
recorded [13, 14], aiming to highlight the important role of security in services. 
Apart from the importance of gamification in security, it is also crucial to educate 
users on privacy issues, since by using these services, users’ information is often 
disclosed. However, few research attempts have been identified, which combine 
gamification and privacy [19]. A more detailed analysis regarding gamification and 
privacy has been provided by [17], who focused on the software aspect of gamified 
applications regarding users’ privacy. They identified that gamification is a method, 
whose principles may harm privacy requirements. Especially, in [26], a metamodel 
has been published, aiming to point out how privacy violation can be achieved by 
the core of gamification, in particular, the game elements. However, studies regard-
ing the importance of users’ awareness on privacy issues, as in the security area, 
have not been recorded yet, which is a crucial research gap.

According to the literature [22, 26], gamifying a service is a useful process for 
many reasons, discussed above. Since it consists of a method that has been intro-
duced in ICTs the last years, more research is needed to be conducted concerning its 
relationship with other sectors, such as privacy and security.

3. Examining privacy in gamified services

Although privacy is an aspect that should be considered during the design phase 
of each type of service, it has been identified that few researchers have been focused 
on its relation with gamification. According to the literature, privacy satisfaction 
is based on the analyzation and elicitation of privacy requirements on the systems 
[50]. Many relevant engineering methodologies have been published which describe 
these requirements and explain how they can be analyzed within the systems [13, 
17, 18, 50–58]. In [58], all requirements that were mentioned and used in [27] for 
the conduction of the results are described. These requirements are presented in 
Table 2 along with their aim. An in-depth combination between gamification 
and this aspect, focusing on the peculiarity of gamified services related to the 
privacy requirements is provided in [27]. This relation has been examined, paying 
particular attention to the impact of gamification on privacy domain. Specifically, 
they recorded all game elements reported in the literature and identified which 
of them may harm users’ privacy. This identification was based on the concept 
and the scope of each game element. Based on their findings, specific elements 
are identified whose concept is harmful for privacy requirements. In Figure 1, the 
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categorization among harmful and nonharmful game elements is presented. For 
instance, when using a service which records users’ personal information (HGE11), 
location (HGE6), and his/her interaction with other users (HGE2, HGE3, HGE4, 
and HGE10), then user’s privacy cannot be protected. On the other hand, the selec-
tion of points (nHGE8) in order to pass levels (nHGE7) or the rules (nHGE10) and 
time constraints (nHGE1) are not harmful game elements, as, for instance, user’s 
information or actions are not recorded due to the constraint of time.

Afterwards, a more detailed analysis has been published in [26], where authors 
presented their findings by designing a metamodel. In detail, after the first inves-
tigation of the relation between game elements and privacy requirements [27], 
authors selected some existent gamified services and recorded the used elements 
in order to examine their findings on real environments. According to the results 
[27], the game elements that have been implemented in these gamified services 
may harm users’ privacy by violating the privacy requirements. The findings are 
illustrated in a metamodel which presents how each element is in conflict with the 
privacy requirements [26]. This conflict arises from the identified disadvantages 
of the game elements in [27]. Expanding previous work and according to this 
way of examination, in Table 3, the relation between game elements and privacy 

Privacy 
requirements

Aim

Anonymity The identity cannot be compromised

Pseudonymity The use of a pseudonymous to ensure identity’s anonymity

Unlinkability The actions and identities cannot be linked

Udetectability The existence of a component cannot be detected

Unobservability The actions
The actions between identities cannot be observed

Table 2. 
Privacy requirements.

Figure 1. 
Harmful and nonharmful game elements for privacy. HGE, harmful game element; nHGE, non-harmful 
game element.
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categorization among harmful and nonharmful game elements is presented. For 
instance, when using a service which records users’ personal information (HGE11), 
location (HGE6), and his/her interaction with other users (HGE2, HGE3, HGE4, 
and HGE10), then user’s privacy cannot be protected. On the other hand, the selec-
tion of points (nHGE8) in order to pass levels (nHGE7) or the rules (nHGE10) and 
time constraints (nHGE1) are not harmful game elements, as, for instance, user’s 
information or actions are not recorded due to the constraint of time.

Afterwards, a more detailed analysis has been published in [26], where authors 
presented their findings by designing a metamodel. In detail, after the first inves-
tigation of the relation between game elements and privacy requirements [27], 
authors selected some existent gamified services and recorded the used elements 
in order to examine their findings on real environments. According to the results 
[27], the game elements that have been implemented in these gamified services 
may harm users’ privacy by violating the privacy requirements. The findings are 
illustrated in a metamodel which presents how each element is in conflict with the 
privacy requirements [26]. This conflict arises from the identified disadvantages 
of the game elements in [27]. Expanding previous work and according to this 
way of examination, in Table 3, the relation between game elements and privacy 

Privacy 
requirements

Aim

Anonymity The identity cannot be compromised

Pseudonymity The use of a pseudonymous to ensure identity’s anonymity

Unlinkability The actions and identities cannot be linked

Udetectability The existence of a component cannot be detected

Unobservability The actions
The actions between identities cannot be observed

Table 2. 
Privacy requirements.

Figure 1. 
Harmful and nonharmful game elements for privacy. HGE, harmful game element; nHGE, non-harmful 
game element.
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requirements is presented. In particular, the game elements, presented in the 
metamodel have some advantages, which it is noted that at the same time are turned 
into disadvantages and consist the reason of their conflict with requirements. The 
disadvantages of the elements concern on the violation of (a) users’ anonymity and 
(b) pseudonymity, due to the record of personal characteristics, preferences, and 
information, (c) the unlinkability and (d) undetectability of actions and identi-
ties, as actions are recorded and monitored in parallel to the identities, and (d) the 
unobservability, since by recognizing the identity and the actions, a third party 
can monitor them. For instance, even if “avatars” is an element which provides an 
animated representation of the user, the technique which is implemented to achieve 
that is the one of the face recognitions. In case, users’ faces, that is, users’ character-
istics, are recorded, their identity can be compromised, so their anonymity can be 
violated, as the actions can be linked to this identity.

Based on the results published in [26, 27], gamification is a method which should 
be considered in parallel with privacy issues during the design of systems, since 
several game elements are harmful for privacy requirements. Despite the adequate 
number of published privacy engineering methodologies, it would be useful to 
combine the concept of them with the principles of gamification, so that privacy is 
protected in gamified services. Thus, a more comprehensive analysis regarding the 
recommended steps of these methodologies in relation to the game elements would 
be useful, in order to identify if and how they can be implemented on gamification 
processes. In addition, focusing on the privacy aspect, in [59], privacy patterns 
have been published which present how privacy requirements can be protected 
when developing a system. Such software patterns are important to be developed in 
relation to game elements in order for the software developers to implement them 

Game elements Reason of violation Violated privacy 
requirements

Avatar Recognition and recording of user’s 
characteristics

R1, R2, R3, R4, R5

Challenge Recognition of the opponent’s information and 
connection between identities

R1, R3

Communication with other 
players

Recognition of the user’s characteristics and 
interaction between identities

R1, R2, R3, R4, R5

Competition Recognition of personal information and 
connection between identities

R1, R2, R3, R4, R5

Leaderboards Recognition and recording of the opponent’s 
information

R1, R2, R3

Location Recording of user’s location R1, R2, R3, R4, R5

Notification Recording user’s actions depending on his 
reaction

R1, R2, R3, R4, R5

Quiz Recording of user’s awareness and information R1, R2, R3

Roles Recognition of the user’s preferences and 
behavioral characteristics

R1, R2, R3, R4, R5

Team tournaments, group 
tasks, collaboration

Recording and recognition of the user’s 
interaction and information

R1, R2, R3, R4, R5

Profiles Recording of user’s personal information and 
connection with their actions and preferences

R1, R2, R3, R4, R5

R1, anonymity; R2, pseudonymity; R3, unlinkability; R4, undetectability; R5, unobservability.

Table 3. 
The relation of game elements and privacy requirements.
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during the design of gamified systems. The design of privacy-friendly gamified 
systems is crucial, likewise the education of users on privacy issues. By this way, 
users will be able to use systems which protect their privacy, while in parallel, users’ 
will be aware of how they can protect their privacy on their own.

Although it is important to provide gamified services which respect users’ 
security and privacy, the crucial role of privacy and security awareness is undis-
puted. Especially, under the GDPR regulation, it is very important for users to 
know in which processes and why they give their permissions while using all ICTs. 
Information control is recognized as a key element in the perception and assumption 
of privacy risks [60]. Since, during the last years, many users use several types of ICTs 
to support their habits, the need of their awareness in order to protect their safety 
and personal information is increased even more. In [61], authors have published 
processes for the development of security awareness and training programs (SAT 
programs). The aim of these programs is the comprehension of security rules and the 
acquisition of skills regarding security, so as users avoid security violations that harm 
both themselves and the systems. For the development of SAT programs, four phases 
are recommended in [61]. The “Design phase” is the first step, where the budget, the 
target group, the needs of this group, and the program schedule have to be identi-
fied. The “Development phase” includes the determination of the concept and the 
issues that users should be aware of, for example, the protection of users’ passwords 
and threats related to users’ vulnerabilities. The third phase is the “Implementation 
phase”, where the SAT program has to be implemented. In this step, it is important to 
explain the program to users in order for its purpose to be understandable. The “Post-
Implementation phase” aims to record the use of the program for possible needed 
improvements, vulnerabilities, and advantages of it. Through a system, the results of 
its use should be recorded, so as the administrators of the program are able to moni-
tor it during its implementation. Questionnaires, interviews, and other methods of 
evaluation are recommended for future improvement of the program.

Likewise, for the security issues, it is also important for users to be aware on 
privacy issues, so as to protect their personal information and actions. In order for 
a user to achieve his/her own protection, he/she has to be aware of some issues, 
such as if other users know their information, by whom, how, why, and which 
of the information can be distributed [62]. Users’ privacy protection is ethically, 
legally, technically, and socially very important, for the sake of addressing any 
social harmfulness, deriving from privacy violation. For instance, cyberbullying, 
related to the disclosure of personal information, is a social phenomenon observed 
mostly in young people and concerns on users’ harassment and unauthorized use of 
their personal information [63]. In accordance to this example, several respective 
phenomena arise by violating privacy, and therefore, privacy awareness is a crucial 
aspect in order to address them.

According to the findings of [26, 27], described above, there are game elements 
which harm privacy requirements. Thus, between privacy and gamification, the 
conflict concerns only the harmful game elements, as presented in Figure 2. By 
designing educational gamified systems, which provably [7, 12] engage users, with 
their concept to be on privacy issues, users will be able to protect their selves. In this 
figure, the major entities of privacy and gamification are illustrated, where on pri-
vacy domain the analyzation of privacy requirements in systems is needed to protect 
users’ privacy, while in gamification, the design of gameful environments is crucial 
for the engagement of users. The relationship among entities is indicated and repre-
sented by directional bows that lead on the educational role of gamification in order 
for users to be aware of privacy issues. By adopting the harmful relation of these two 
entities [26, 27], which concerns on the harmful elements for privacy requirements, 
users can be trained on this, so that they will be educated (a) on the importance of 
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requirements is presented. In particular, the game elements, presented in the 
metamodel have some advantages, which it is noted that at the same time are turned 
into disadvantages and consist the reason of their conflict with requirements. The 
disadvantages of the elements concern on the violation of (a) users’ anonymity and 
(b) pseudonymity, due to the record of personal characteristics, preferences, and 
information, (c) the unlinkability and (d) undetectability of actions and identi-
ties, as actions are recorded and monitored in parallel to the identities, and (d) the 
unobservability, since by recognizing the identity and the actions, a third party 
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Based on the results published in [26, 27], gamification is a method which should 
be considered in parallel with privacy issues during the design of systems, since 
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number of published privacy engineering methodologies, it would be useful to 
combine the concept of them with the principles of gamification, so that privacy is 
protected in gamified services. Thus, a more comprehensive analysis regarding the 
recommended steps of these methodologies in relation to the game elements would 
be useful, in order to identify if and how they can be implemented on gamification 
processes. In addition, focusing on the privacy aspect, in [59], privacy patterns 
have been published which present how privacy requirements can be protected 
when developing a system. Such software patterns are important to be developed in 
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during the design of gamified systems. The design of privacy-friendly gamified 
systems is crucial, likewise the education of users on privacy issues. By this way, 
users will be able to use systems which protect their privacy, while in parallel, users’ 
will be aware of how they can protect their privacy on their own.

Although it is important to provide gamified services which respect users’ 
security and privacy, the crucial role of privacy and security awareness is undis-
puted. Especially, under the GDPR regulation, it is very important for users to 
know in which processes and why they give their permissions while using all ICTs. 
Information control is recognized as a key element in the perception and assumption 
of privacy risks [60]. Since, during the last years, many users use several types of ICTs 
to support their habits, the need of their awareness in order to protect their safety 
and personal information is increased even more. In [61], authors have published 
processes for the development of security awareness and training programs (SAT 
programs). The aim of these programs is the comprehension of security rules and the 
acquisition of skills regarding security, so as users avoid security violations that harm 
both themselves and the systems. For the development of SAT programs, four phases 
are recommended in [61]. The “Design phase” is the first step, where the budget, the 
target group, the needs of this group, and the program schedule have to be identi-
fied. The “Development phase” includes the determination of the concept and the 
issues that users should be aware of, for example, the protection of users’ passwords 
and threats related to users’ vulnerabilities. The third phase is the “Implementation 
phase”, where the SAT program has to be implemented. In this step, it is important to 
explain the program to users in order for its purpose to be understandable. The “Post-
Implementation phase” aims to record the use of the program for possible needed 
improvements, vulnerabilities, and advantages of it. Through a system, the results of 
its use should be recorded, so as the administrators of the program are able to moni-
tor it during its implementation. Questionnaires, interviews, and other methods of 
evaluation are recommended for future improvement of the program.

Likewise, for the security issues, it is also important for users to be aware on 
privacy issues, so as to protect their personal information and actions. In order for 
a user to achieve his/her own protection, he/she has to be aware of some issues, 
such as if other users know their information, by whom, how, why, and which 
of the information can be distributed [62]. Users’ privacy protection is ethically, 
legally, technically, and socially very important, for the sake of addressing any 
social harmfulness, deriving from privacy violation. For instance, cyberbullying, 
related to the disclosure of personal information, is a social phenomenon observed 
mostly in young people and concerns on users’ harassment and unauthorized use of 
their personal information [63]. In accordance to this example, several respective 
phenomena arise by violating privacy, and therefore, privacy awareness is a crucial 
aspect in order to address them.

According to the findings of [26, 27], described above, there are game elements 
which harm privacy requirements. Thus, between privacy and gamification, the 
conflict concerns only the harmful game elements, as presented in Figure 2. By 
designing educational gamified systems, which provably [7, 12] engage users, with 
their concept to be on privacy issues, users will be able to protect their selves. In this 
figure, the major entities of privacy and gamification are illustrated, where on pri-
vacy domain the analyzation of privacy requirements in systems is needed to protect 
users’ privacy, while in gamification, the design of gameful environments is crucial 
for the engagement of users. The relationship among entities is indicated and repre-
sented by directional bows that lead on the educational role of gamification in order 
for users to be aware of privacy issues. By adopting the harmful relation of these two 
entities [26, 27], which concerns on the harmful elements for privacy requirements, 
users can be trained on this, so that they will be educated (a) on the importance of 
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protecting the privacy requirements, (b) on recognizing the harmful game elements, 
(c) on how to protect their privacy while using these elements, and (d) on the 
consequences of their privacy violation if these elements carry on harming privacy 
requirements. The result of this process concerns the existence of awareness of users 
on privacy issues. Such educational programs, aiming to enhance users’ privacy 
awareness level, are therefore significant in achieving a balance between users’ need 
for the protection of their personal information during using gamified services and 
their need for using game elements within them that are harmful for their privacy.

Thus, in order to spread awareness to users through more entertaining pro-
cesses, gamification can be considered, while developing privacy awareness services 
as well. Some examples have been recorded regarding security awareness [64, 65], 
but gamified attempts are also needed as far as privacy awareness concerns. The 
contribution of gamification in these services concerns on the engagement of users 
on using them, resulting on the effective education of users.

4. Conclusion

The implementation of game elements in ICTs is undeniably an effective way to 
engage users on using them. Several domains utilize gamification for the achieve-
ment of their purposes and many users prefer them for their tasks. While using 
them, personal information and actions are recorded, and therefore, privacy is 

Figure 2. 
Privacy protection by harmful game elements.
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an aspect that should be considered during developing them. Several respective 
methods which analyze security and privacy requirements have been recorded, 
but few attempts which combines them with gamification have been published. In 
this work, the relation between privacy and gamification is discussed, where it was 
highlighted that privacy may be violated by gamification. However, it is equally 
important for users to have awareness on privacy and security, so as to be able to 
protect themselves. Related programs which educate users on these two aspects are 
needed. Their combination with gamification is important in order for the users 
to be trained through a more interesting way. Some attempts have been recorded. 
In this work, it was identified that privacy awareness can be achieved by designing 
gamified systems which educate users on how to protect their privacy by the harm-
ful game elements and on the consequences of privacy requirement violation. Thus, 
while using gamified systems, users will be able to know as on which game elements 
should pay attention in order to protect their privacy as how to be protected by their 
harmful consequences. In future work, software patterns for designing security- 
and privacy-friendly software will be recommended. As far as of the users’ concern, 
privacy and security awareness will be studied in relation to gamification. In our 
purposes, the relation between gamification, security, and privacy is important to 
be examined as from the side of software developers as from the side of users.
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Chapter 6

Risk Assessment in IT
Infrastructure
Bata Krishna Tripathy

Abstract

Due to large-scale digitization of data and information in various application
domains, the evolution of ubiquitous computing platforms and the growth and
usage of the Internet, industries are moving towards a new era of technology. With
this revolution, the IT infrastructure of industries is rapidly undergoing a continu-
ous change. However, the insecure communication channel; intelligent adversaries
in and out of the scene; and loopholes in the software and system development add
complexity in deployment of the IT infrastructure in place. In addition, the hetero-
geneous service level requirements from the customers, service providers, users,
along with implementation policies in industries add complexity to this problem.
Hence, it is necessary to assess the risk associated with the deployment of the IT
infrastructure in industries to ensure the security of the assets involved. In this
chapter, we present an efficient risk assessment mechanism in IT infrastructure
deployment in industries, which ensures a strong security perimeter over the
underlying organizational resources.

Keywords: IT infrastructure, loopholes, service level requirements, common
vulnerability scoring system (CVSS), vulnerability, exposure, threat, risk

1. Introduction

In today’s world, every industry has their own business goals and functions. In
this digital era, industries completely rely on automated information technology
(IT) systems to process and manage their typical information to achieve their
business objectives. The large-scale digitization of data and information across the
various domain, the evolution of ubiquitous computing platforms and growth and
usage of the Internet have steered the deployment of information technology sys-
tems in industries. IT infrastructure enables efficient service provisioning to end
users from various enterprise applications based on Service Level Agreements
(SLAs) and dynamic requirements in terms of policies by maintaining the global
view of the system. Hence, information technology has become the economic
backbone of any industry and offers significant advantages in global markets.

Information technology in an organization includes heterogeneous entities such
as general-purpose computing systems, specialized control systems, communication
network entities, database management systems, and various software control
modules. The integration of these diverse entities helps in the growth and develop-
ment of an organization by providing reliability, efficiency and robustness of
typical information systems as well as business process flow. Despite the advantages
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Chapter 6

Risk Assessment in IT
Infrastructure
Bata Krishna Tripathy

Abstract

Due to large-scale digitization of data and information in various application
domains, the evolution of ubiquitous computing platforms and the growth and
usage of the Internet, industries are moving towards a new era of technology. With
this revolution, the IT infrastructure of industries is rapidly undergoing a continu-
ous change. However, the insecure communication channel; intelligent adversaries
in and out of the scene; and loopholes in the software and system development add
complexity in deployment of the IT infrastructure in place. In addition, the hetero-
geneous service level requirements from the customers, service providers, users,
along with implementation policies in industries add complexity to this problem.
Hence, it is necessary to assess the risk associated with the deployment of the IT
infrastructure in industries to ensure the security of the assets involved. In this
chapter, we present an efficient risk assessment mechanism in IT infrastructure
deployment in industries, which ensures a strong security perimeter over the
underlying organizational resources.

Keywords: IT infrastructure, loopholes, service level requirements, common
vulnerability scoring system (CVSS), vulnerability, exposure, threat, risk

1. Introduction

In today’s world, every industry has their own business goals and functions. In
this digital era, industries completely rely on automated information technology
(IT) systems to process and manage their typical information to achieve their
business objectives. The large-scale digitization of data and information across the
various domain, the evolution of ubiquitous computing platforms and growth and
usage of the Internet have steered the deployment of information technology sys-
tems in industries. IT infrastructure enables efficient service provisioning to end
users from various enterprise applications based on Service Level Agreements
(SLAs) and dynamic requirements in terms of policies by maintaining the global
view of the system. Hence, information technology has become the economic
backbone of any industry and offers significant advantages in global markets.

Information technology in an organization includes heterogeneous entities such
as general-purpose computing systems, specialized control systems, communication
network entities, database management systems, and various software control
modules. The integration of these diverse entities helps in the growth and develop-
ment of an organization by providing reliability, efficiency and robustness of
typical information systems as well as business process flow. Despite the advantages
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provided by the implementation of IT in organizations, open access-control by
different levels of users, ubiquitous execution of software modules and control
management introduce various security threats. These threats open the door for
potential vulnerabilities, environmental interruptions, and inevitable errors leading
to different cyber attacks. These attacks can extend to Denial of Service (DoS), code
injection, and hidden tunnel, etc. As a result of various attacks, the confidentiality,
integrity, availability (CIA) of the critical information is severely compromised.
This, in turn, may have a huge impact on organizational assets, business operations,
individuals, other stakeholders, and above all the Nation’s assets.

Researchers have witnessed that as compared to outside threats there are pre-
eminent threats from inside users and entities in organizations [1]. The organiza-
tions must understand the importance and responsibilities for protecting critical
organizational information, assets, and processes from intelligent attackers. It has
become an imperative duty of the organization for assessing the risk associated with
the operation and use of different entities in information technology systems. Risk
assessment is a key discipline for making effective business decisions by identifying
potential managerial and technical problems in IT infrastructure. Then, necessary
remediation can be taken by the managers of the organization to minimize or
eliminate the probability and impact of these problems.

This chapter presents an efficient risk assessment mechanism that proactively
analyzes the risks of IT infrastructure creating strong isolation between different
entities. The proposed risk assessment solution determines the threat associated
with different entities by analyzing vulnerability and exposure with respect to the
Common Vulnerability Scoring System (CVSS) [2]. The overall risk of the IT
systems is calculated as the cumulative threat values of different entities. These risk
measures, in turn, drive the remediation process for appropriate risk mitigation in
the organization strengthening the security perimeter of the organizational
resources.

The rest of the chapter is organized as follows. Section 2 presents the related
works in risk assessment in IT infrastructure. Section 3 presents the background of
the risk assessment of IT infrastructure in organizations. The steps of risk assess-
ment are discussed in Section 4. Section 5 presents our proposed IT risk assessment
framework in detail. Section 6 summarizes the chapter.

2. Related works

Security risk assessment in enterprise networks has ever remained a major
challenge for research communities. Defining security metrics play an important
role in risk assessment. The literatures [3–5] define various security metrics.
The effectiveness of a risk assessment mechanism relies on the security metric
considered during the risk evaluation process.

The primitive risk management mechanisms were qualitative-based which used
the System Security Engineering-Capability Maturity Model (SSE-CMM) using
attack graphs [6]. However, these works do not evaluate risk quantitatively which
can play a major role in identifying several threats. Later, the Common Vulnerabil-
ity Scoring System (CVSS) [2] was proposed which is used for quantitative risk
evaluation. VRSS [7] is another quantitative approach that evaluates risk using
varieties of vulnerability rating systems. This uses statistics from different vulnera-
bility databases such as IBM ISS X-Force, Vupen Security, and National Vulnera-
bility database to determine overall risk measure in an organization. However, these
works significantly lack accurate evaluation of risk in an enterprise network
because of the security metrics considered and the evaluation process.
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The work [4] presents a quantitative risk assessment method that determines
the threat value from the number of attacks in a specific time interval. Munir et al.
[8] proposed another quantitative risk assessment method using the vulnerability
scanning tool (Nexpose) to determine the vulnerability values in each node in the
network. This method uses the CVSS and the probabilistic approach to determine
an overall risk measure of the enterprise network. In another work [9] the risk of
the network is analyzed by determining the impact and likelihood of vulnerabilities.
It uses WPA2 as the basic cryptographic algorithm.

On the other hand, Guohua [10] presented a risk assessment technique based on
AHP (Analytic Hierarchy Process) which quantitatively determines the confidenti-
ality, integrity, and availability of the assets with respect to the individual asset
classes. In another work, Munir et al. [11] proposed a risk assessment mechanism
based on the classification of different attacks as per their characteristics. This work
also implements a method using a rule in Snort NIDPS signature database and
OWASP risk rating approach to determine the overall risk of an enterprise network.

In a recent work, Lamichhane et al. [12] presented a quantitative risk assessment
approach which computes risk as a function of overall vulnerabilities exploitation
along a path and impact of the exploitation. This work implements Topological
Vulnerability Analysis (TVA) for modeling and analysis of attack paths using attack
graph. Chalvatzis et al. [13] proposed a virtual machine based testing framework for
the performance of vulnerability scanners of the enterprise networks. The literature
presented a comparative statistics of the vulnerability scanning solutions such as
Nessus, OpenVAS, Nmap Scripting Engine with respect to their automation risk
assessment process.

However, the state of art works do not accurately determine the risk of the
enterprise network considering the risk associated with individual assets, the
impact, and criticality of the information flow. In this chapter, we present an
efficient risk assessment mechanism in IT infrastructure deployment in industries
which addresses the limitations of the existing risk assessment techniques. Our
proposed solution ensures a strong security perimeter over the underlying organi-
zational resources by considering the level of vulnerability, threat, and impact
at individual assets as well as the criticality of the information flow in the
organization.

3. Background

The managers and stakeholders of organizations must understand and identify
the different parameters necessary for assessing the risk of IT infrastructure. These
parameters are defined as follows.

3.1 Vulnerability

It is defined as a software and hardware level weakness in the entities of IT
systems, which may allow an attacker to reduce the information assurance of the
entities and the underlying network [14]. In other words, it is the source of a known
problem that opens the door for a potential attack on the IT infrastructure system.
For example, if the managers of an organization mistakenly do not disable the
access to resources and processes such as logins to internal systems for an ex-
employee, then this leads to both unexpected threats to the IT infrastructure. In
most cases, the vulnerabilities are exploited intentionally or unintentionally by
inside or outside users of the IT systems and have a severe impact on the organiza-
tional assets. Hence, identifying weak points in the entities of IT systems is the first
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step to managing the risk of the IT infrastructure to ensure reliability, robustness,
efficiency, and security of IT resources.

3.2 Exposure

It is defined as the state or condition of a system being unprotected and open to
the risk of suffering the loss of information [15]. In general, exposure of an entity
may be a malicious piece of code, commands, or open-source tools that may poten-
tially cause system configuration issues. This, in turn, may allow attackers to track
business process flow as well as to gather critical information and at far can lead to
gain access to even whole IT infrastructure. Determining exposure is the primary
objective of an attacker for discovering a vulnerability in the IT systems. Generally,
the exposure of an entity in the IT systems is represented as the ratio of the
potentially unprotected portion of the entity to the total entity size.

3.3 Threat

Threats are potential events for vulnerabilities that might lead to exposure of the
network and adversely impact the organizational assets [16]. A threat has the
potential of causing small to even severe damage to the IT infrastructure of organi-
zations. The source or root of threats can be natural, intentional or unintentional.
Natural threats can be catastrophe such as floods, cyclones, earthquakes, etc. On the
other hand, unintentional threats can be mistakes done by employees of organiza-
tions such as accessing the wrong resources. Intentional threats are created by
attackers by flooding malicious codes over the network in the form of spyware,
malware, worms, viruses, etc. Most recently, on Oct 24, 2019, Ransomware and
DDoS attacks brought down major banks in South Africa including Johannesburg
demanding a ransom of four Bitcoins that is equivalent to about R500,000 South
African Rand or $37,000 USD [17]. Vulnerability and exposure of an entity are used
to determine its threat value.

3.4 Risk

It is defined as an uncertain incident created as a result of a system malfunction
and in turn has a severe impact on organizational assets and business objectives
[18]. In general, the risk is a qualitative measure of potential security threat and its
impact on the network [19]. In other words, the risk is defined as the potential for
harm to organizations’ resources when a vulnerability is exploited to threat. For
example, the risk may include loss of privacy, financial loss, legal complications,
etc. Hence, the overall risk of the IT systems is assessed by analyzing the vulnera-
bility, exposure, and threat of different entities in the IT infrastructure.

Risk assessment plays a key role in making and implementing effective business
decisions by proactively identifying potential problems at different managerial and
technical levels. Risk management, therefore, can follow necessary remediation
steps to overcome the severity of these problems [20].

4. Steps for IT risk assessment

An effective IT risk assessment process in an organization comprises the follow-
ing major steps or phases. These steps are similar to the steps illustrated in the work
[21]. However, we have considered the sub-phases of the evaluation phase, that is,
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identifying vulnerabilities, determining exposure, determining threat as different
phases in our work since these steps are equally important as compared to other
phases. The risk assessment process follows a life cycle with these steps or phases as
shown in Figure 1 aiming to eliminate or minimize the level of risks in the IT
infrastructure.

4.1 Step 1: Evaluation

In this phase, the critical resources that may have potential vulnerability and
have threats must be understood and identified. The critical resources include the
process flows, enterprise information, and assets in the IT infrastructure that are
important for the functioning and security of the business. This, in turn, helps in
understanding the consequences of critical information loss and in decision making
regarding the resources that need to be protected.

4.2 Step 2: Identifying vulnerabilities

In this phase, the inherent vulnerabilities in the entities of IT systems are
reviewed, identified and listed that have potential threats to affect the organiza-
tional assets and business process. This includes both software and hardware-level
vulnerabilities of IT infrastructure. The list of vulnerabilities must have detailed
information such as type, impact, measure, etc.

4.3 Step 3: Determining exposure

In this phase, the exposure of the entities in the IT systems that may have a
potential threat to different attacks is determined and reported. Generally, the
exposure of an entity in the IT systems is computed as the ratio of the potentially
unprotected portion of the entity to the total entity size.

Figure 1.
Risk assessment life cycle in IT infrastructure.
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step to managing the risk of the IT infrastructure to ensure reliability, robustness,
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Risk assessment life cycle in IT infrastructure.
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4.4 Step 4: Determining threat

In this phase, information on potential threats to the organizational assets and
information is gathered that may have a direct or an indirect impact on the business
process. This includes collecting details of the threats on each IT entities from inside
and outside users or attackers. This ultimately guides the risk assessment process for
the necessary remediation plan and action to protect the organizational resources.

4.5 Step 5: Risk assessment

This phase focuses on determining the probability and impact of the vulnerabil-
ities in the entities of IT systems. As all threats do not have the likelihood of equal
occurrence and impact on the organizations’ infrastructure, so it is crucial to cor-
rectly identify different levels of risk. Hence, each level of risk is determined by
mapping individual threats, exposure, and vulnerabilities of an entity based on their
probability and impact to critical resources of the organization. This, in turn, helps
in decision making on the implementation of appropriate remediation acts.

4.6 Step 6: Risk mitigation

Once the risk assessment is performed, the final step for IT managers is to plan
and act according to take preventive measures for potential threats to the organiza-
tions. It may consist of different measures such as identifying different threats
before their occurrence, minimizing or eliminating the consequences of security
breaches, recovering to a safe state to resume normal business process, etc.

5. IT risk assessment framework

In this chapter, an effective IT assessment framework is presented to ensure a
strong security perimeter over the vulnerable IT environment of the organizations.

5.1 Vulnerability analysis

The Common Vulnerability Scoring System (CVSS) [2] plays an important role
in the risk assessment of the entities in the IT infrastructure to ensure secure
business information flow across the IT systems. The risk assessment module uses a
data structure called vulnerability database for this purpose. The vulnerability
database is a local repository (offline) stored in the controller. It is periodically
updated with the recent Common Vulnerability Score (CVS) values of the applica-
tions or protocols or services running in different hardware and software compo-
nents or entities of IT infrastructure. The CVS values are computed by extracting
necessary metrics from the online National Vulnerability Database (NVD) [22]
using a script.

The recent vulnerability values available in NVD are in XML format which
contains two standard scores: V2 and V3 in the form of Common Vulnerability and
Exposure (CVE) measures. The detailed process of parsing CVE values from NVD
and storing in the local vulnerability database as CVS values is explained in
Figure 2. It is to be noted that in the vulnerability database, there exists exactly one
entry of CVS value for an application with its version and the Operating System
platform as it is the updated CVSS value of the application parsed from NVD’s
recent XML file using the script. The structure of an entry in the vulnerability
database is <Application=service=protocol, Version, Operating system, CVS value>.
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Generally, the V3 standard is an improvement over the V2 standard as V3
considers the context of attacker’s access rights to read/write/execute to exploit the
vulnerability and physical manipulation of the affected components. Hence, the risk
assessment module uses the V3 version of CVE as its CVS value for necessary risk
assessment for secure business processes and information flow. However, for some
older vulnerabilities there exist only V2 values in NVD. In such a case, the CVS
value for a vulnerability is calculated in two steps from the available V2 metrics in
NVD as discussed below.

5.1.1 Step 1: Transformation of V2 metrics

To compute the overall vulnerability value, CVSS considers certain metrics that
define the hardware, software and network-level vulnerabilities in the IT systems.
The V2 version differs from the V3 version in terms of the metrics and their values
considered for overall vulnerability score computation. However, for some older
vulnerabilities, V3 value is not available in the NVD. In this scenario, the CVS value
for a vulnerability in our solution is estimated from the V2 metrics available in the
XML file by appropriately transforming the metrics and their values as shown in
Table 1. The transformation is performed as per the CVSS V2 and V3 standards
[23, 24].

These metrics after the transformation process are then used for the necessary
CVS computation in the proposed mechanism. The estimation of CVS value for a
vulnerability is performed as explained below in the subsequent step.

5.1.2 Step 2: Calculation of CVS values

The CVS value for a vulnerability is determined from the desired metrics
obtained in the previous step, using the standard equations for the overall V3
version of CVSS computation [24] with optimization to minimize the overhead of
the CVS computation process. The procedure of the overall CVS value calculation is
illustrated in Figure 3.

The entities of the IT infrastructure might be the potential sources of vulnera-
bilities in the organization. Hence, the vulnerability of each entity is determined by

Figure 2.
Parsing CVE values from NVD and storing as CVS values in local vulnerability database for risk assessment.
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The entities of the IT infrastructure might be the potential sources of vulnera-
bilities in the organization. Hence, the vulnerability of each entity is determined by

Figure 2.
Parsing CVE values from NVD and storing as CVS values in local vulnerability database for risk assessment.
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V2 metric Value Transformed metric Value

Base metrics

Exploitability
group

Access vector Local: 0.395 Attack vector Local: 0.55

Adjacent network:
0.646

Adjacent: 0.62

Network: 1.0 Network: 0.85

Access complexity High: 0.35 Attack complexity High: 0.44

Medium: 0.61 Medium: 0.62

Low: 0.71 Low: 0.77

Authentication Multiple: 0.45 Privileges required High: 0.27

Single: 0.56 Low: 0.62

None: 0.704 None: 0.85

Impact group Confidentiality,
integrity, and
availability

None: 0.0 Confidentiality,
integrity, and
availability

None: 0.0

Partial: 0.275 Low: 0.22

Complete: 0.66 High: 0.56

Temporal metrics

Exploitability Unproven: 0.85 Exploitability Unproven: 0.91

Proof-of-concept:
0.9

Proof-of-concept:
0.94

Functional: 0.95 Functional: 0.97

High: 1.0 High: 1.0

Remediation level Official fix: 0.87 Remediation level Official fix: 0.95

Temporary fix: 0.90 Temporary fix: 0.96

Workaround: 0.95 Workaround: 0.97

Unavailable: 1.0 Unavailable: 1.0

Report confidence Unconfirmed: 0.90 Report confidence Unknown: 0.92

Uncorroborated:
0.95

Reasonable: 0.96

Confirmed: 1.0 Confirmed: 1.0

Environmental metrics

General
modifiers

Collateral damage
potential

None: 0 Attack vector None: 0

Low (light loss): 0.1 Physical: 0.2

Low-medium: 0.3 Local: 0.55

Medium-high: 0.4 Adjacent network:
0.62

High (catastrophic
loss): 0.5

Network: 0.85

Target
distribution

None: 0 Attack complexity None: 0

Low: 0.25 Low: 0.77

Medium: 0.75 Medium: 0.62

High: 1.0 High: 0.44
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the above-mentioned steps. Then, the threat for different entities is determined
using the threat model using vulnerability and exposure analysis of those entities.
Then, the overall risk of the IT systems is determined as cumulative threat values of
the entities and criticality of the business process and information flow.

5.2 Threat model

In this phase, the threat associated with different IT entities is modeled using the
vulnerability and exposure of the entities as follows.

5.2.1 Vulnerability of an entity

Several vulnerable applications, services or protocols such as FTP, RSH, Nmap,
etc. may be running in an IT entity for the functioning of business processes. The
vulnerability Ve of an entity e is calculated as the average of the Common Vulner-
ability Scores (CVS) of all the applications running on the entity extracted from the
vulnerability database, that is,

Ve ¼ 1
10

∗
Pk

i¼1CVSi
k

(1)

where CVSi is the Common Vulnerability Score of the ith application or protocol
or service running in the entity e, and k is the number of applications, protocols,
and/or services running in the entity. The average value of the CVS of all applica-
tions, protocols and/or services is divided by 10 to normalize the value of Ve to 1 as
the CVS lies between 0 and 10.

5.2.2 Exposure of an entity

The exposure Ee of an entity e is determined considering the number of entities
that may be affected because of the vulnerability in the target entity. Hence, it is
computed as,

Ee ¼ n
N

(2)

where n is the number of entities communicating with the target entity and N is
the total number of entities in the IT systems.

The vulnerability values and threat models guide the risk assessment process for
estimating risk levels of the entities in the IT infrastructure.

V2 metric Value Transformed metric Value

Impact
subscore
modifier

Confidentiality,
integrity, and
availability
requirements

Low: 0.5 Confidentiality,
integrity, and
availability
requirements

Low: 0.5

Medium: 1.0 Medium: 1.0

High: 1.51 High: 1.5

Table 1.
Transformation of V2 metrics and their values for CVS computation.
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the above-mentioned steps. Then, the threat for different entities is determined
using the threat model using vulnerability and exposure analysis of those entities.
Then, the overall risk of the IT systems is determined as cumulative threat values of
the entities and criticality of the business process and information flow.

5.2 Threat model

In this phase, the threat associated with different IT entities is modeled using the
vulnerability and exposure of the entities as follows.

5.2.1 Vulnerability of an entity

Several vulnerable applications, services or protocols such as FTP, RSH, Nmap,
etc. may be running in an IT entity for the functioning of business processes. The
vulnerability Ve of an entity e is calculated as the average of the Common Vulner-
ability Scores (CVS) of all the applications running on the entity extracted from the
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where CVSi is the Common Vulnerability Score of the ith application or protocol
or service running in the entity e, and k is the number of applications, protocols,
and/or services running in the entity. The average value of the CVS of all applica-
tions, protocols and/or services is divided by 10 to normalize the value of Ve to 1 as
the CVS lies between 0 and 10.

5.2.2 Exposure of an entity

The exposure Ee of an entity e is determined considering the number of entities
that may be affected because of the vulnerability in the target entity. Hence, it is
computed as,
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N

(2)

where n is the number of entities communicating with the target entity and N is
the total number of entities in the IT systems.

The vulnerability values and threat models guide the risk assessment process for
estimating risk levels of the entities in the IT infrastructure.
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5.3 Risk assessment model

The risk assessment model first evaluates the threat model for different IT
entities as discussed in the previous subsection. Then, the overall threat value τ is
calculated as the cumulative threat values of all the entities in the IT systems
involved in the business process flow. Algorithm 1 illustrates the risk assessment
procedure to determine the overall threat value τ.

Algorithm 1 uses weight we for each entity in order to consider the criticality
of different entities and should be chosen such that their sum must be equal to 1,
that is,

X
we ¼ 1 (3)

In our work, we have used the term weight as it is a quantitative term instead of
the term criticality which is usually a qualitative term.

The overall threat value (τ) and its criticality (I) of business process and
information flow are used to define the overall risk (R) of the entities in IT systems.
The criticality of the business process and information flow can be high (H),

Figure 3.
CVS computation of vulnerabilities from the transformed metrics in case of nonavailability of V3 value in
NVD.
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medium (M) or low (L). The criticality of a business process and information flow
depends on the impact of the business process and information flow in a specific
application context. For example, in a banking application, transactions have high
impact and hence have High importance whereas the generation of logs has medium
impact leading to medium importance. On the other hand, simple query processing
has a low impact on the context and hence has low importance. So, we consider
three different criticality levels; that is, high (H), medium (M) and low (L),
respectively for these three types of business process and information flow.

The mapping function for assessing the risk of a specific business process and
information flow is expressed as:

f : τ � I ! R (4)

Table 2 shows the risk assessment model of IT infrastructure with respect to the
criticality and threat level of the specific business process and information flow in
the enterprise network. For example, in a banking application, transactions have
high impact and hence have high criticality whereas the generation of logs has
medium impact leading to medium criticality. On the other hand, simple query
processing has a low impact on the context and hence has low criticality. So, we
consider three different criticality levels of the business process and information
flow; that is, high (H), medium (M) and low (L), respectively for overall risk
assessment. For example, if the criticality of a business process and information
flow is high (H) and its threat value is 5.5, then the risk associated with the business
process and information flow is high (H). Similarly, individual risk levels are deter-
mined concerning specific business processes and information flow.

The calculated risk measures determined by the risk assessment model, are used
in decision making and remediation planning for protecting the systems against
different potential attacks. This process is executed recursively to eliminate or
minimize the level of risks in the IT infrastructure.

Algorithm 1 Risk assessment algorithm

1: procedure RISK_ANALYZE

2: Entity set E= e1, e2, … , en
3: for each entity e ∈ E do
4: find Ve

5: find Ee

6: calculate τe=Ve*Ee

7: end for
8: calculate τ=

P
we*τe

9: end procedure

Criticality of business process and information flow Total threat value

⩽0:39 0.4 to 0.69 ≥0:7

H M H C

M L M H

L L L M

Note: C, critical; H, high; M, medium; and L, low.

Table 2.
Risk assessment model of IT infrastructure.
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Table 2 shows the risk assessment model of IT infrastructure with respect to the
criticality and threat level of the specific business process and information flow in
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6. Conclusion

The evolution of ubiquitous computing systems has steered the industries
towards relying on IT infrastructure for their business operations. In addition,
industries are competing in the global market adapting to the rapid and continuous
changes in IT systems. However, deployment of the IT infrastructure across indus-
tries has always remain complicated because of the insecure communication chan-
nel; intelligent inside and outside attackers; and loopholes in the software and
system development life cycle. In addition, the heterogeneous service level require-
ments from the customers, service providers, users, along with implementation
policies in industries add complexity to this problem. Hence, effective assessment of
risk associated with the deployment of the IT infrastructure in industries has
become an integral part of the management to ensure the security of the assets. In
this chapter, an efficient risk assessment mechanism for IT infrastructure deploy-
ment in industries is proposed which ensures a strong security perimeter over the
underlying organizational resources by analyzing the vulnerability, threat, and
exposure of the entities in the system.
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Chapter 7

Risks of Privacy-Enhancing 
Technologies: Complexity and 
Implications of Differential 
Privacy in the Context of 
Cybercrime
William Stadler

Abstract

In recent years, the swift expansion of technology-enabled data harvesting has 
infiltrated modern life and led to the collection of massive amounts of private data. 
As a result, the preservation of individual privacy has become a salient concern for 
the general public. Combined with an increase in the frequency and prevalence of 
cybercrime, more of the public now face the very real risk of privacy loss associated 
with illegitimate use of private data. Differential Privacy has emerged as a relatively 
new privacy-preserving method with the potential to significantly reduce the likeli-
hood of harmful data disclosures stemming from malicious use. However, research 
has not explicitly investigated Differential Privacy from the perspective of criminal 
justice or examined the utility of Differential Privacy as a possible situational crime 
prevention measure to cybercrime. Therefore, this chapter explores the proliferation 
of cybercrime through advances in technology and briefly examines other privacy-
preserving methods before discussing the possible use of Differential Privacy as a 
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of the internet [1], and with this, the benefits that accompany innovations and 
advances in computing technology, such as those stemming from artificial intel-
ligence and machine learning, are increasingly relevant to a growing number of 
industries and applications [2]. However, our reliance on technology and consumer 
connectedness, coupled with rapid growth in the aggregation and liquidity of per-
sonalized data, has made us more vulnerable to cybercrime victimization and the 
malicious use of private data [3, 4]. The challenge of securing confidential informa-
tion is becoming one of the key issues in our digital world [5].
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Chapter 7

Risks of Privacy-Enhancing 
Technologies: Complexity and 
Implications of Differential 
Privacy in the Context of 
Cybercrime
William Stadler

Abstract

In recent years, the swift expansion of technology-enabled data harvesting has 
infiltrated modern life and led to the collection of massive amounts of private data. 
As a result, the preservation of individual privacy has become a salient concern for 
the general public. Combined with an increase in the frequency and prevalence of 
cybercrime, more of the public now face the very real risk of privacy loss associated 
with illegitimate use of private data. Differential Privacy has emerged as a relatively 
new privacy-preserving method with the potential to significantly reduce the likeli-
hood of harmful data disclosures stemming from malicious use. However, research 
has not explicitly investigated Differential Privacy from the perspective of criminal 
justice or examined the utility of Differential Privacy as a possible situational crime 
prevention measure to cybercrime. Therefore, this chapter explores the proliferation 
of cybercrime through advances in technology and briefly examines other privacy-
preserving methods before discussing the possible use of Differential Privacy as a 
viable countermeasure to cybercrime. The chapter concludes with a discussion of 
several practical considerations related to the use of Differential Privacy as a tool in 
the fight against cybercrime and offers recommendations for future research.
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of the internet [1], and with this, the benefits that accompany innovations and 
advances in computing technology, such as those stemming from artificial intel-
ligence and machine learning, are increasingly relevant to a growing number of 
industries and applications [2]. However, our reliance on technology and consumer 
connectedness, coupled with rapid growth in the aggregation and liquidity of per-
sonalized data, has made us more vulnerable to cybercrime victimization and the 
malicious use of private data [3, 4]. The challenge of securing confidential informa-
tion is becoming one of the key issues in our digital world [5].
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Recently developed privacy-enhancing technologies and methods are being 
touted as possible solutions to mitigate privacy risks associated with inadvertent 
disclosure and guard against sinister data incursions resulting from cybercrime. 
One such possibility is Differential Privacy [6], which represents a new security 
paradigm designed to meet the growing number of privacy risks which accom-
pany data stewardship, particularly for those entrusted with safeguarding data. 
Differential Privacy was conceived to simultaneously harness the power of informa-
tion contained in “big data” while substantially reducing the likelihood of harmful 
data disclosures resulting in possible malicious use [7].

The commercial benefits and costs of privacy enhancing technologies have been 
widely studied, particularly as consumer data sharing and consumption has grown 
through distributed systems and Internet of Things (IOT) devices and applications 
such as smartphones, televisions, medical equipment, appliances, and wearables. 
However, because of its emergence as a promising new approach to computational 
analysis, far less has been written about the implications of Differential Privacy, 
including the merits and limitations of the sophisticated techniques created in the 
context of this definition. Similarly, research aimed at the advantages, pitfalls, and 
practical challenges of adopting differentially private approaches has been limited. 
Literature on Differential Privacy has yet to explore the applied use of this privacy-
preserving approach in the context of contemporary crime and justice threats, 
including cybercrime. Scholarship has generally tended to avoid important, and 
arguably necessary, cross-disciplinary collaborations between technical science dis-
ciplines such as computer science and social science disciplines like criminal justice.

Therefore, through the lens of the criminal justice discipline, this chapter will 
explore the use of Differential Privacy as a possible cybercrime prevention tech-
nique in the context of the massive digital ecosystem that has emerged over the last 
two decades. We begin with a discussion of the recent proliferation of cybercrime 
that has arisen through advances in technology, followed by a brief examination 
of evolving privacy protections which led to the rise of differential privacy, as 
both a general tenet and assortment of techniques for advancing data security. We 
then speculate on the use of Differential Privacy as a situational crime prevention 
countermeasure to cybercrime, and review potential challenges to its use. The 
chapter concludes with an attempt to stimulate future research and interest in 
cross-disciplinary exploration of this relatively new privacy-enhancing approach, 
particularly with respect to its potential to reduce risk, combat crime, and preserve 
the confidentiality of data for consumers and those most vulnerable to cybercrime 
victimization.

2. The proliferation of cybercrime through technology

As the general public engages more with online environments and participation 
in connected routines that produce personal data becomes more common to every-
day life, new criminal opportunities emerge in the form of cybercrime [8]. Though 
the concept of cybercrime is open to interpretation and has resulted in several 
competing definitions, broadly defined, cybercrime involves technology-related 
offending that takes place in the online environment [9] and is “committed using 
a computer, network, or hardware device” [10]. More importantly, cybercrime 
represents a serious economic and national security threat to the United States and 
to other countries around the world [11, 12]. Research has revealed that theft of 
private data through cybercrime is continuing to grow [1], resulting in a substantial 
need for promising new definitions and approaches, as well as new laws [13], aimed 
at the protection of personal data and individual privacy. Differential Privacy is one 
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of many approaches with the potential to prevent or significantly blunt the harmful 
consequences associated with cyber criminality by influencing the means through 
which organizations and agencies protect sensitive information from exploitation 
and malicious use. Yet, cybercrime itself has largely remained on the periphery of 
the criminology discipline as a marginalized topic [3], and research on information 
security in the context of cybercrime has remained limited as a result, perhaps 
because of the complexities associated with the crimes and spatial and temporal 
distance between offenders and victims [13]. Further, research in crime and justice 
literature on both the theoretical and practical use of technical privacy methods, 
such as Differential Privacy, is virtually non-existent.

Meanwhile, the spread of data-driven technologies are generating a multitude of 
ways for public and private-sector entities to induce the creation and dissemination 
of personal data which also inadvertently enables cybercriminals access to informa-
tion that people would rather keep to themselves. Ironically, the recent trend toward 
distributed computing and the decentralization of control and access to smaller 
computer systems and network resources has also increased the likelihood of cyber-
crime [14]. Once data have been generated and exist somewhere, the malicious use 
of that data becomes more likely, creating greater potential for victimization and 
harm to individuals and to organizations alike. Thus, two related issues become 
tantamount when considering the practical utility of Differential Privacy as one of 
many possible countermeasures to cybercrime. First, it is important to understand 
how cybercrime threats are evolving and expanding to ensure that subsequent 
prevention and interdiction measures are designed with specific cybercrime threats 
in mind. Second, it is also necessary to consider how detection and attribution capa-
bilities have evolved in relation to the changing threat landscape so that cybercrime 
enforcement and investigation methods also meet changing demands.

2.1 Threat expansion and evolution

The world community has been increasingly expressing concern about the use 
of advanced computing and AI for criminal purposes [15]. And in recent years, 
advances in technology have undoubtedly increased the frequency and prevalence 
of cybercrime activity, resulting in an expansion of possible threats to systems and 
data worldwide [13]. Given the breadth of information captured and widely avail-
able today about each individual on earth, people might assume that the magnitude 
of the internet and related “systems” as well as volume of data being transmitted 
provides adequate protection against disclosures of personal data. Individuals 
sharing this view may also conclude that the odds of becoming a victim are low 
and that more robust technical countermeasures to cybercrime are unnecessary. 
However, this perception is a fallacy; vulnerability to victimization is not uniformly 
distributed, nor are contemporary acts of cybercrime targeted only at single persons 
or entities. The size and scale of cybercrime capabilities and efforts has increased 
commensurate with advances to computing power and precision, perhaps resulting 
in modern cyber-predators posing greater risk to larger groups of individuals than 
ever before [15].

This fact is becoming more evident as the United States and other countries 
around the world grapple with increasingly serious cases of cybercrime which 
strain the integrity of data protection measures in both public and private sectors. 
Dozens of high-profile and illegal data breaches have occurred in the U.S. over the 
last handful of years that resulted in the compromise or theft of massive amounts 
of private information, including with eBay [16], JP Morgan Chase [17], Sony [18], 
Adobe, Equifax, and LinkedIn [19], as well as with U.S. political organizations [20] 
and voter registration records [21]. Highly sophisticated gangs, organized crime 
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and malicious use. Yet, cybercrime itself has largely remained on the periphery of 
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literature on both the theoretical and practical use of technical privacy methods, 
such as Differential Privacy, is virtually non-existent.

Meanwhile, the spread of data-driven technologies are generating a multitude of 
ways for public and private-sector entities to induce the creation and dissemination 
of personal data which also inadvertently enables cybercriminals access to informa-
tion that people would rather keep to themselves. Ironically, the recent trend toward 
distributed computing and the decentralization of control and access to smaller 
computer systems and network resources has also increased the likelihood of cyber-
crime [14]. Once data have been generated and exist somewhere, the malicious use 
of that data becomes more likely, creating greater potential for victimization and 
harm to individuals and to organizations alike. Thus, two related issues become 
tantamount when considering the practical utility of Differential Privacy as one of 
many possible countermeasures to cybercrime. First, it is important to understand 
how cybercrime threats are evolving and expanding to ensure that subsequent 
prevention and interdiction measures are designed with specific cybercrime threats 
in mind. Second, it is also necessary to consider how detection and attribution capa-
bilities have evolved in relation to the changing threat landscape so that cybercrime 
enforcement and investigation methods also meet changing demands.

2.1 Threat expansion and evolution

The world community has been increasingly expressing concern about the use 
of advanced computing and AI for criminal purposes [15]. And in recent years, 
advances in technology have undoubtedly increased the frequency and prevalence 
of cybercrime activity, resulting in an expansion of possible threats to systems and 
data worldwide [13]. Given the breadth of information captured and widely avail-
able today about each individual on earth, people might assume that the magnitude 
of the internet and related “systems” as well as volume of data being transmitted 
provides adequate protection against disclosures of personal data. Individuals 
sharing this view may also conclude that the odds of becoming a victim are low 
and that more robust technical countermeasures to cybercrime are unnecessary. 
However, this perception is a fallacy; vulnerability to victimization is not uniformly 
distributed, nor are contemporary acts of cybercrime targeted only at single persons 
or entities. The size and scale of cybercrime capabilities and efforts has increased 
commensurate with advances to computing power and precision, perhaps resulting 
in modern cyber-predators posing greater risk to larger groups of individuals than 
ever before [15].

This fact is becoming more evident as the United States and other countries 
around the world grapple with increasingly serious cases of cybercrime which 
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groups, and terrorist organizations are also using computer and communication 
technologies to steal, smuggle, blackmail, sell drugs, and conduct a variety of 
other criminal activities on a much larger scale to finance their operations [22]. To 
be sure, cybercriminals are becoming more knowledgeable and skilled, and they 
appear to be systematically attacking larger and more sensitive databases with 
increasing brazenness and alarming frequency.

Recent advances in privacy technology have to some degree equipped data 
guardians with more tools to systematically prevent inadvertent data disclosures 
resulting from legitimate use. With respect to cybercrime, the contribution of 
new innovations has also enabled private corporations and government agencies, 
including those serving prevention, enforcement, or regulatory functions, to better 
deter, investigate, and detect instances of nefarious activity and cybercrime attacks 
resulting in privacy fissures. Yet, on the whole, governments and private entities 
frequently appear to be playing catch-up. Growth of distributed systems, AI, and 
novel privacy enhancing technologies which strengthen the capabilities of data 
producers and distributors have also produced unintended consequences, including 
conditions favorable to hostile actors gaining the motivation, means, and cover to 
access private information and conceal malicious activity [23]. Moreover, typical 
privacy protections have achieved limited success because they are inattentive to 
the opportunistic aspects of cybercrime [14]. Commonly deployed data protection 
tactics may generate a false sense of security while inadvertently softening crime 
targets by making them more attractive, accessible, and unguarded to allow cyber-
criminals opportunities to conceivably initiate attacks on private information more 
easily. The resulting “target softening” stems directly from the shift toward complex 
software, interconnected data networks, and distributed systems in the modern IoT 
infrastructure which remain inadequately guarded and vulnerable to penetration via 
more sophisticated techniques [5]. While innovations and capabilities advancements 
undoubtedly enable more sophisticated applications, they also enable adversaries to 
collect information and deliver exploits specifically tailored to target systems [24].

The frequency of hostile attacks will also likely increase as artificial intelligence 
capabilities become more powerful and widespread, evolving and expanding the 
very nature of existing cybercrime threats while simultaneously spawning new 
threats. Indeed, there is reason to expect that intrusions enabled by the growing use 
of AI among cybercriminals will be finely targeted at the complex vulnerabilities 
created by AI systems and become more effective at exploiting the weaknesses left 
in their wake [15]. The emergence of machine learning algorithms, in particular, has 
effectively boosted adversary capabilities to run complex and repeatable problem-
solving operations against unfortified positions without human intervention, 
providing cybercriminals with technical scalability and automation which has his-
torically been beyond their reach. The ability of cybercriminals to more intelligently 
and systematically assault numerous targets at once will likely exacerbate an already 
challenging problem facing cyber security practitioners in which criminals must 
only find one flaw in a vast system, whereas database and systems administrators 
must account for all possible weaknesses to protect system integrity [25]. Even the 
most inept cyber-criminal need only exploit a single path of vulnerability among 
the complex and increasing number of data ingestion points, whereas data guard-
ians face the increasingly difficult task of protecting against all conceivable threats 
to privacy [26].

2.2 Threat detection and attribution

While cybercrime offenses against privacy may in some ways be synonymous 
with traditional non-violent “street” crimes, such as those against property, because 
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they involve the theft, corruption, or destruction of assets held and valued by a 
property owner, there may be a tendency to address them like ordinary crimes. 
However, the nature of technology-based privacy crimes varies in several important 
ways. Chief among these is the fact that cybercrimes often carry an inherently 
lower risk of detection, due to significant spatial separation and temporal distance 
between offenders and victims. Additionally, privacy-related offenses may also be 
obscured due to their velocity, automation, and complexity [27]. Thus, the adop-
tion of new computing innovations and methods, such as machine learning, by 
cybercriminals will likely continue to challenge existing cybercrime detection and 
attribution methods. In particular, cyber-assaults against distributed systems may 
be of such increasing scale and complexity that forensic detection and attribution 
efforts will suffer markedly. Research has already shown cybercriminals to be savvy, 
having migrated away from easily detectable attacks that were recently common-
place toward more stealthy aggressions that are often indistinguishable [24].

For similar reasons, cybercrime threats will presumably expand and diversify 
as a natural byproduct of the automation computing innovations have permitted. 
In this regard, human capital costs of cybercriminals attempting intrusions into 
databases containing personal information are likely to decline as they leverage the 
scalable use of AI systems to complete tasks that would ordinarily require extensive 
human labor, intelligence and expertise. Those cost savings might naturally trans-
late into expanding the pool of actors with which to initiate attacks, increasing the 
rate at which attacks are carried out, and growing the set of prospective targets. 
Thus, the acquisition of AI capabilities among cybercriminals will expand their 
operations to spawn new attacks that would be otherwise impractical for humans. 
Malicious actors will purposely target and exploit the growing multitude of vulner-
abilities of AI systems deployed by those entrusted with stewardship and fortifica-
tion of data, thereby deepening the threat to the privacy of individuals represented 
in such data.

3. Evolving privacy methods

While the influence and intrusion of technology into the public sphere has 
unintentionally created new opportunities for cyber victimization, various 
approaches to counter emerging threats have developed and evolved out of privacy 
requirements engineering. These methods have enabled the design, analysis, and 
integration of security and privacy requirements during systems implementation 
for traditional and cloud architectures to better support and protect data [28]. 
Further, novel privacy definitions have been created, resulting in several systematic 
approaches to minimize the likelihood of unintended data disclosures. Differential 
Privacy represents one of the newest, and perhaps most promising, privacy defini-
tions aimed at preserving the privacy of individuals and groups whose data is pub-
lished and/or accessible for public- and private-sector research and data analysis, as 
well as product and service development and enhancement. Yet a variety of other 
techniques continue to persist.

3.1 Prior anonymization techniques

As the scale of consumable data generated by society has grown, so too have the 
mechanisms for shielding the information and individuals represented in such data. 
Historically, curators of large databases attempted to protect individual privacy 
through the de-identification of datasets using a variety of algorithmic data ano-
nymization techniques. These have included stripping or suppressing identifying 
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they involve the theft, corruption, or destruction of assets held and valued by a 
property owner, there may be a tendency to address them like ordinary crimes. 
However, the nature of technology-based privacy crimes varies in several important 
ways. Chief among these is the fact that cybercrimes often carry an inherently 
lower risk of detection, due to significant spatial separation and temporal distance 
between offenders and victims. Additionally, privacy-related offenses may also be 
obscured due to their velocity, automation, and complexity [27]. Thus, the adop-
tion of new computing innovations and methods, such as machine learning, by 
cybercriminals will likely continue to challenge existing cybercrime detection and 
attribution methods. In particular, cyber-assaults against distributed systems may 
be of such increasing scale and complexity that forensic detection and attribution 
efforts will suffer markedly. Research has already shown cybercriminals to be savvy, 
having migrated away from easily detectable attacks that were recently common-
place toward more stealthy aggressions that are often indistinguishable [24].

For similar reasons, cybercrime threats will presumably expand and diversify 
as a natural byproduct of the automation computing innovations have permitted. 
In this regard, human capital costs of cybercriminals attempting intrusions into 
databases containing personal information are likely to decline as they leverage the 
scalable use of AI systems to complete tasks that would ordinarily require extensive 
human labor, intelligence and expertise. Those cost savings might naturally trans-
late into expanding the pool of actors with which to initiate attacks, increasing the 
rate at which attacks are carried out, and growing the set of prospective targets. 
Thus, the acquisition of AI capabilities among cybercriminals will expand their 
operations to spawn new attacks that would be otherwise impractical for humans. 
Malicious actors will purposely target and exploit the growing multitude of vulner-
abilities of AI systems deployed by those entrusted with stewardship and fortifica-
tion of data, thereby deepening the threat to the privacy of individuals represented 
in such data.

3. Evolving privacy methods

While the influence and intrusion of technology into the public sphere has 
unintentionally created new opportunities for cyber victimization, various 
approaches to counter emerging threats have developed and evolved out of privacy 
requirements engineering. These methods have enabled the design, analysis, and 
integration of security and privacy requirements during systems implementation 
for traditional and cloud architectures to better support and protect data [28]. 
Further, novel privacy definitions have been created, resulting in several systematic 
approaches to minimize the likelihood of unintended data disclosures. Differential 
Privacy represents one of the newest, and perhaps most promising, privacy defini-
tions aimed at preserving the privacy of individuals and groups whose data is pub-
lished and/or accessible for public- and private-sector research and data analysis, as 
well as product and service development and enhancement. Yet a variety of other 
techniques continue to persist.
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As the scale of consumable data generated by society has grown, so too have the 
mechanisms for shielding the information and individuals represented in such data. 
Historically, curators of large databases attempted to protect individual privacy 
through the de-identification of datasets using a variety of algorithmic data ano-
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information such as names, dates of birth, and other personal information out of 
data that is released for consumption, or through replacement of some data values 
with generalized quasi-identifiers. In effect, the data elements generated from these 
processes have represented approximations of data or a broad category of values to 
achieve the property of “k-anonymity”—anonymization resulting from data that 
is indistinguishable from that produced by another individual in the same dataset 
[29]. Through these practices, curators reasonably believed anonymity could be 
assured—that personal identifiable information (PII) contained within the data 
could not be distinguished or used to discover the identity of individuals or groups 
of individuals represented in the data [30]. However, we now know that these 
earlier methods for protecting individual privacy have been afflicted with vulner-
abilities, resulting in “de-identified” datasets being prone to exploitation or attack, 
particularly where the value of sensitive attributes is not diverse enough or when 
sufficient background knowledge is known by would-be attackers [31]. In such cir-
cumstances, individuals might face unintentional risk of cybercrime victimization 
and identification resulting from inference attacks and algorithms deployed against 
databases to reconstruct case-specific identities through whatever limited, sensitive 
data is contained in a given database, or through the fusion of extracted data with 
external sources [32].

Numerous examples have been cited where de-identified data published for 
legitimate use was nevertheless systematically exploited to uncover individual 
identities (see [33–35]). Though some privacy breaches may not involve nefarious 
intent and therefore result in relatively benign consequences, the growing number 
of intentionally harmful and illegal privacy intrusions should elicit concern among 
privacy advocates and information security practitioners. Further, subsequent 
research has also revealed that not all k-anonymity algorithms provide uniform, 
privacy-preserving protections [36] and that some can inadvertently distort data 
to a point where both its integrity and utility are appreciably diminished [37]. 
Thus, it is clear that prior efforts to counter privacy risks have not gone far enough. 
While more recent techniques such as l-diversity and t-closeness have incremen-
tally advanced the security of personal-level data, they may also be vulnerable to 
exploitation as the liquidity of data and proliferation of artificial intelligence in 
today’s contemporary world continue to advance [38, 39]. Yet, despite these notable 
concerns, many of the deficient database de-identification techniques referenced 
above, which fail to truly anonymize participants and protect their confidentiality, 
continue to persist as commonplace practices in commercial industries and the 
larger research community [34].

3.2 Emergence of Differential Privacy

Recognizing the need for a more robust privacy approach, Differential Privacy 
was developed in the early 2000s. While it was not explicitly intended to guard 
against cybercrime, Differential Privacy represents a deliberate attempt to over-
come many of the foreseeable privacy challenges identified above by seeking true 
anonymity in datasets. With this definition and the use of differentially private 
processes, personal information can, in theory, be more adequately protected from 
cybercrime activity by avoiding the availability or release of raw data and instead 
enabling a replica database upon which queries are run containing modified (but 
statistically similar) versions of person-level data. Thus, Differential Privacy repre-
sents an enhanced level of privacy protection in the evolving data security model, 
resulting in virtually no disclosure risk. It achieves this by obscuring individual 
identities with the addition of mathematical “noise” to particular data elements, 
consequently concealing a small sample of each individual’s data [40]. According to 
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its proponents, Differential Privacy virtually guarantees that the removal or addi-
tion of a single database item does not appreciably affect the outcome or validity 
of any analysis. Stated another way, this data perturbation technique ensures that 
the probability of a statistical query producing a given result is virtually the same 
whether it is conducted on an unadulterated dataset or one containing modified 
or synthetic data [40]. Thus, the true benefit to Differential Privacy is that there 
is quantifiably lower risk associated with its use over alternative methods aimed 
at systematically safeguarding personal data. In turn, individuals’ data should be 
more rigorously defended from theft or illegitimate use when differentially private 
methods are used.

Because Differential Privacy was conceived as a more rigorous definition of 
anonymizing data and protecting confidentiality than prior methods, its popularity 
has grown in recent years, with several commercial entities enabling Differential 
Privacy algorithms for use on a massive scale for data generated in the private sec-
tor. For example, Apple has intentionally deployed Differential Privacy techniques 
to discover and analyze usage patterns of large numbers of iPhone users without 
compromising the privacy of individuals [40]. In this instance, Differential Privacy 
algorithms executed by Apple analyze iOS user data with the published goal of 
improving and enhancing end-user experiences with various iOS applications such 
as iMessage (text messaging), through which functions such as auto-correct, sug-
gested words and phrases, and emojis can become more intuitive [41]. In a similar 
example of commercial use, Google has employed Differential Privacy algorithms 
in its analyses of Chrome web-browser usage to discover the prevalence of malicious 
software hijacking computer and application settings without user knowledge [42].

There has even been expanded use of Differential Privacy in the public sphere, 
with the U.S. Census Bureau recently announcing its plan to more rigorously protect 
the confidentiality of individual-level data than in years past. Prior to the most 
recent census, this federal agency attempted to obscure person-level information 
by substituting raw data beneath the census block level with comparable data 
from another block to ensure the validity of population-level statistics. However, 
beginning with the 2020 Census, “noise” will be purposely injected into all data 
emanating below the state geographic level [43] to achieve “advanced disclosure 
protections” [44]. This instance of Differential Privacy use represents one of the 
first by a federal agency broadly responsible for the collection and provision of data 
for public use, and is likely to serve as a possible model for other federal, state, and 
local data stewards.

Given its intent, generally positive reviews, and notable use in a handful of 
public and private sector instances, it is somewhat remarkable that Differential 
Privacy has failed to gain widespread adoption as a data protection measure since 
its introduction in 2006. Though Differential Privacy has indeed become an infor-
mation security standard with database computation and analysis in computer 
science research, resulting in numerous algorithms aimed at strengthening privacy, 
practitioner adoption of Differential Privacy in applied settings has been slow to 
gain traction [45]. Similarly, while Differential Privacy has indeed spawned impor-
tant new lines of data privacy research, much of that work has been theoretical or 
simulated and proven to be less suitable for application to real-world situations [4]. 
To date there have been few empirical examinations of the practical application of 
Differential Privacy, despite the existence of important concerns surrounding its 
viability, including possible tradeoffs that arise between achieving heightened pri-
vacy protections and preserving the utility of data produced through differentially 
private queries [46]. Despite the obvious and substantial lag between the emer-
gence of Differential Privacy as a definition worthy of research and its acceptance 
as a pragmatic and commonly employed approach in real-world scenarios, it is 
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to discover and analyze usage patterns of large numbers of iPhone users without 
compromising the privacy of individuals [40]. In this instance, Differential Privacy 
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important to consider the relevance and utility of Differential Privacy as a pos-
sible cybercrime countermeasure in anticipation that its use will someday become 
pervasive.

4. Cybercrime prevention through Differential Privacy

Though Differential Privacy is applicable to a number of industries and sce-
narios, its potential as a cybercrime prevention and risk mitigation measure is 
intriguing and warrants deeper exploration. From a criminological standpoint, dif-
ferentially private approaches might best be deployed as technical situational crime 
prevention (SCP) measures to deter prospective attacks against sensitive data, 
or at the very least, minimize their harms. Generally speaking, situational crime 
prevention represents a data-driven approach to reduce the physical opportunities 
for crime by concentrating on the specific conditions, settings, and circumstances 
which produce the conditions favorable to criminality [47]. Further, the approach 
explicitly suggests that crime prevention can only be accomplished by systemati-
cally analyzing the details of a given crime problem and then introducing strategies 
for blocking, reducing or removing the opportunities that enable a particular crime 
to take place [14]. Thus, the most viable strategy to combat crime is through the 
informed management, design, and manipulation of a particular environment that 
would ordinarily be conducive to crime [48]. While SCP has mostly been utilized to 
examine and respond to traditional forms of criminality, such as burglary, robbery, 
and theft, it has direct applicability to cybercrime, given that acts of cybercrime 
share many similarities with property crimes. By examining important contextual 
attributes associated with specific cybercrime events, such as the technical means 
and steps through which an attack on data may be committed and how a database 
containing private information may be made less attractive or be better protected, 
cybersecurity practitioners can develop competent proactive strategies to reduce the 
presence and attractiveness of criminal possibilities for would-be offenders [14].

Situational Crime Prevention efforts are generally intended to achieve three 
goals: increase the overall risk to criminals, increase the effort they would be 
required to expend to engage in a crime, and decrease the reward associated with 
an act of crime [49]. In practice, exploration of a given network or computerized 
system through the perspective of situational crime prevention might first enable 
the identification of various targets that represent higher-value for cybercriminals. 
In turn, those high-value targets would be the first and most likely to receive height-
ened privacy protections. For example, databases that contain sensitive information 
about individuals or groups which, if disclosed, might hold potential monetary 
value and likely result in physical or financial harm, would be ideal candidates for 
Differential Privacy protections. Once identified, possible cybercrime targets might 
be “hardened” and made less attractive through the intentional adulteration of data 
in an effort to obscure personal information. The intent of this tactic would be to 
reduce the likelihood of an attack, because the risk and effort for a cybercriminal 
initiating an assault on that target would be considerably greater than in situations 
where differentially private techniques are not used.

The act of safeguarding data clearly carries direct costs for data stewards and 
information security practitioners, but attacks against data also carry similar 
costs for the attacker, both in terms of the resources required to mount an attack 
and potential costs if an attack is detected and subsequently punished. Unless the 
expected return from an attack is greater than the risk-adjusted costs of the attack, 
the attack will be uneconomical and become a less attractive target for an offender. 
Thus, the injection of noise into an otherwise high-value, sensitive dataset through 
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Differential Privacy algorithms might ensure that attackers would have to work 
harder and still be unable to derive much, if any, value from stolen data, despite the 
data still remaining useful for legitimate purposes. As a data perturbation method, 
Differential Privacy stands to more securely protect the privacy of individuals and 
appreciably diminish the utility of the entire corpus of stolen data, thus negating 
an attacker’s reward motive. With advance knowledge of the use of differentially 
private techniques on high-value databases, cybercriminals might altogether be 
deterred from exerting the effort to wage an attack, given the minimal value of the 
data relative to the cost of waging such an attack.

5. Practical challenges

Despite confidence in Differential Privacy as a promising new tool in the war 
against cybercrime, it is not a panacea. A number of practical concerns remain that 
may slow the adoption of this approach in the near-term and challenge its use as a 
viable cybercrime countermeasure. Each of the following challenges should be exam-
ined more thoroughly to guide future decision-making for the use of Differential 
Privacy in real-world settings. Chief among these concerns are the trade-offs that 
accompany the use of Differential Privacy, specifically, where the costs associated 
with using differentially private methods are balanced against the benefits of doing 
so. Second, while the likelihood of privacy intrusions originating external to a given 
system might fall with the use of Differential Privacy, there is a possible shift in risk 
from external to internal threats that is likely to accompany the use of Differential 
Privacy in a variety of applied settings. Similarly, as use of Differential Privacy 
grows, adversaries will also be increasingly more likely to take advantage of advances 
in computing power, launching a virtual “arms race” between cybercriminals and 
those responsible for protecting sensitive data. Lastly, but perhaps most limiting 
for the use of Differential Privacy, particularly in crime and justice settings, there 
remains a very real concern about the practical challenge of resourcing the skilled 
human capital needed to develop, enable, and continually support Differential 
Privacy techniques.

5.1 Tradeoffs

An important implication of Differential Privacy is that its use results in two sig-
nificant tradeoffs that should be factored into decisions regarding whether, when, 
and how to use the method. In the first tradeoff, the validity or accuracy of a given 
set of data may be reduced with a corresponding attempt to increase privacy. For 
example, the near-guarantee of total anonymity in a dataset can only be attained at 
some proportional reduction to the utility of that dataset. This challenge is com-
monly referred to as the “privacy budget” [50]. In this regard, tipping the scales 
in favor of greater privacy protections by injecting noise into data will provide a 
clear privacy benefit to the individuals whose personal information is contained in 
a given database. However, the adulteration of data resulting from a differentially 
private technique may also unintentionally produce imprecise statistical measures 
of a given phenomenon and lead to invalid conclusions derived from analysis of the 
data. The risk associated with this situation is that conclusions drawn from adulter-
ated data under legitimate use scenarios, either by researchers or practitioners, 
might be faulty, because they are based on inaccurate data.

One cautionary example of this challenge is a pharmacogenetic study con-
ducted by Fredrikson et al. [50]. The research evaluated the clinical effectiveness 
of a commonly prescribed blood-thinner using machine-learning models, while 
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differentially private algorithms were enabled to significantly reduce privacy risk 
for study participants. While the study yielded success in appreciably reducing 
privacy risk for study participants, according to the data, that success came at an 
increased risk of patient adverse health events and mortality. Though the study 
itself was simulated to examine the impact of Differential Privacy on a real-world 
clinical situation, the possible implications are clear; using differentially private 
algorithms to produce synthetic data may lessen privacy risks, but consequently 
result in a variety of unintended consequences to the conclusions of research, or in a 
worst-case scenario, to the same people Differential Privacy is meant to protect.

In addition to the tradeoff concern relating to the privacy budget, Differential 
Privacy also requires a tradeoff between the costs of deploying the privacy protec-
tions and the relative value of the data assets being protected. The values of data 
assets differ widely. Some targets might contain high-value, sensitive information, 
such as personal identifiers, credit card information, passwords, social security 
numbers, and insurance information that can be used maliciously to steal an 
identity or file false Medicare claims. Cybercriminals would likely view these targets 
as attractive and initiate attacks against the databases to steal such information. 
Therefore, databases containing highly sensitive data need extremely high-assur-
ance protections. Other targets may contain personal data but of a less sensitive 
variety, including Netflix subscriptions, personal shopping preferences, search term 
use, or website visits. The value of these data may have lower transactional value 
for cybercriminals looking to exploit personal information. Thus, datasets con-
taining these sources of information would presumably require weaker assurance 
protections.

A scenario where both high-and low-value assets are guarded requires that 
hazard-based decisions be made about the effort devoted to protecting each set 
of assets from cybercriminals. For example, security practitioners should explore 
what must be done to sufficiently protect high-assurance assets from possible 
intrusion, and what minimum level of effort would be required to protect low-
assurance assets. Treating low-assurance assets the same as high-value would lead 
to the irrational use of resources. Therefore, practitioners should carefully consider 
tradeoffs to the privacy budget and efforts required to protect assets when choosing 
to implement differentially private approaches.

5.2 Shifting risk and the impending arms race

While the adoption of Differential Privacy techniques may provably strengthen 
defenses against traditional cybercrime threats directed at the theft of personal 
information from a database, their use may also coincide with a sizeable shift in 
where risks originate and how they evolve. For instance, there is already mounting 
concern among researchers and practitioners that new innovations and technol-
ogy advances will transform the very nature of systems integrity and vulner-
ability, particularly with the growth of artificial intelligence, which will result in a 
“double-barreled threat” to high-value data repositories [14, 51]. In the traditional 
cybercrime model, criminal threats are generally thought to arise from an external 
source, spatially distant from the data being protected. However, internal threats 
to systems and data are now garnering additional attention, as cybercrime attacks 
are being more frequently initiated by organizational insiders [52]. The growing 
likelihood and simultaneous nature of these dual threats significantly increases the 
effort necessary to keep an infrastructure and its data secure, which will represent a 
significant ongoing challenge for many industries and organizations already strug-
gling to provide robust information security [51].
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Further, as Differential Privacy continues its incremental expansion beyond 
the realm of research toward use in applied settings, the resources and costs 
required for enabling Differential Privacy and other sophisticated privacy 
protections will also evolve. So too will the costs for cybercriminals intent on 
defeating the stronger protections afforded by differentially private systems. 
Cybercriminals are already taking advantage of more powerful computational 
resources and sophisticated approaches, requiring the investment of data 
guardians to continue increasing proportionally to keep pace. As a result of the 
commodification of computing technology, there is a brewing cybercrime “arms 
race” where information security practitioners will be constantly expected to 
respond in tit-for-tat fashion to complex and powerful threats from hostile actors 
[53]. As a result, to avoid having information security devolve into a never-
ending game of “whack-a-mole” to combat emerging threats, individuals respon-
sible for data security policy and practice must develop comprehensive strategies 
for data management and the use of privacy-preserving tools like Differential 
Privacy. However, the creation of such policies requires careful consideration 
of the origin and nature of threats to the data for which organizations have 
responsibility.

5.3 Resource constraints

Finally, and despite its potential as an automated method of systematically safe-
guarding data, Differential Privacy, much like artificial intelligence (see [54]), will 
only be as useful as the skilled humans that enable and support it. Unfortunately, 
some of the most pressing information security concerns facing a majority of 
organizations today include the limited number of skilled security personnel 
employed and the number who are readily available for employment [54]. While 
Differential Privacy strategies offer the realistic promise of protecting data for 
organizations that cater to consumers, significant barriers to the implementation 
and use of advanced privacy-enhancing technologies remain for organizations and 
agencies in the public sector that curate data for the most vulnerable populations, 
such as patients, prisoners, the disabled, and juveniles. Differential Privacy use to 
date has taken place primarily in the private sector, within organizations that have 
the financial and intellectual resources to pursue novel and costly privacy protec-
tions. However, research suggests that federal agencies do not have the relevant 
expertise or resourcing to implement differential privacy for the data they curate 
[55]. This is evident in the fact that to this point the U.S. Census Bureau is the only 
federal agency known to have initiated a systematic effort to employ Differential 
Privacy with the data it curates. The increasing sophistication of prospective cyber-
criminals and growing complexity of privacy enhancing technologies, including 
Differential Privacy algorithms needed to protect sensitive data, requires a level 
of data security expertise and sophistication that is simply not readily available 
throughout the federal public sector. In turn, this limitation is likely to be ampli-
fied at the state and local agency level, where funding for and expertise in skilled 
information security personnel are even more severely restricted than with the 
federal government.

Though expertise and a skilled labor force will become more common with the 
pervasiveness of Differential Privacy and other privacy-preserving technologies, it 
is sure to take time. And even then, organizations in the public sector may continue 
to face the difficulty of competing against private sector organizations to hire 
and retain personal capable of developing and enabling the use of robust privacy 
measures on vulnerable data.
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6. Conclusion

This unprecedented era of technology “connectedness” and “big data” has 
virtually assured that we will never be left entirely alone, and that our views of 
privacy will be forever changed by the digital means through which we now interact 
with the world around us [56]. Similarly, this new way of life raises the ever-present 
specter of devastating privacy risks resulting from cybercrime that compromises or 
steals the personal data we all generate and share. Given its potential as a pragmatic 
tool for organizations and data stewards in the war against growing cybercrime 
threats, Differential Privacy fits well within a situational crime prevention frame-
work and possibly represents a model to guide future privacy requirements engi-
neering and protections directed exclusively at the issue of cybercrime. Therefore, 
policymakers and practitioners would be well-served to engage in empirical explo-
ration of the implications that Differential Privacy and situational crime prevention 
collectively have on existing and new forms of cybercrime that are likely to emerge 
in the future.

Notwithstanding the practical challenges identified above, there is a continu-
ing need for exploration and development of data privacy and disclosure methods 
that match our shifting data culture and also maintain the public’s trust in institu-
tions and industries [4]. The pursuit of these aims can be achieved through greater 
consideration of securing software systems early in development and implementa-
tion lifecycles and through a more dedicated focus on expanding privacy require-
ments engineering research [28, 57]. Additional attention should be directed more 
specifically at Differential Privacy as a unique design and implementation method. 
Research on the practical application and limitations of privacy enhancing 
technologies like Differential Privacy within the context of cybercrime remains 
necessary. In this regard, future studies might wish to employ a “no-free-lunch 
theorem” and investigate some of the popular misconceptions about Differential 
Privacy and its vulnerabilities, such as making no assumptions about how data 
are generated, that it protects personal information despite an attacker having 
knowledge of other individuals represented in the data, and that it is defensible to 
arbitrary background knowledge [58]. Doing so would ensure that subsequent use 
of Differential Privacy does not inadvertently contribute to future privacy-related 
challenges.

Generally speaking, most research exploring risks to individual privacy have 
been aimed squarely at consumer protection in the private sector. And while the 
average consumer should be cautious about the risks associated with sharing data 
for commercial use, there are other groups for which data privacy becomes a more 
considerable challenge. Vulnerable populations such as patients, children, the 
indigent, the elderly, inmates, undocumented immigrants, the civilly committed, 
and the mentally ill, are some of the most frequently studied populations, but are 
among the least likely to have the sufficient protections from data privacy intru-
sions. Efforts should be made to correct this imbalance by finding opportunities to 
make costly privacy-enhancing technologies available to public sector agencies.

There is also a significant need and opportunity for cross-disciplinary col-
laboration with respect to cybercrime and privacy-related research. Scholars from 
technical and social science disciplines are encouraged to join forces to expand the 
scope and breadth of research on the many threats to privacy which stem from 
cybercrime. They should also work together to investigate the variety of promis-
ing opportunities for preventing and responding to cybercrime threats, including 
Differential Privacy. Doing so would undoubtedly contribute to the development 
and spread of more appropriate and accessible approaches to the preservation of 
privacy.
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Ultimately, before moving forward with any Differential Privacy or any other 
privacy-enhancing technologies, data scientists, researchers, and practitioners 
should collaborate and carefully explore the consequences of this evolution in 
data protection. Additional resources and effort should be dedicated to the careful 
appraisal of privacy protections for person-level data in a variety of public and 
private scenarios. Failure to do so will likely result in more frequent and severe 
cybercrime breaches of critical infrastructure and significant privacy implications 
for individuals and groups whose data is widely available and easily accessible.
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Abstract

It is by now a standard practice to use the concepts and terminologies of network
science to analyze social networks of interconnections between people such as
Facebook, Twitter and LinkedIn. The powers and implications of such social net-
work analysis are indeed indisputable; for example, such analysis may uncover
previously unknown knowledge on community-based involvements, media usages
and individual engagements. However, all these benefits are not necessarily cost-
free since a malicious individual could compromise privacy of users of these social
networks for harmful purposes that may result in the disclosure of sensitive data
that may be linked to its users. A natural way to avoid this consists of an
“anonymization process” of the relevant social network. However, since such
anonymization processes may not always succeed, an important research goal is to
quantify and measure how much privacy a given social network can achieve.
Toward this goal, some recent research works have aimed at evaluating the resis-
tance of a social network against active privacy-violating attacks by introducing and
studying a new and meaningful privacy measure for social networks. In this chap-
ter, we review both theoretical and empirical aspects of such privacy violation
measures of large networks under active attacks.

Keywords: social networks, privacy measure, active attacks, (k, ℓ)-anonymity,
algorithmic complexity

1. Introduction

In recent years, social networks have become an indisputable part of people’s
lives. The emergence of such networks has altered how we interact with the world.
A given individual’s day-to-day activities like media consumption, job hunting and
social interaction have changed, along with how businesses and other beneficial
entities interact with them through marketing, advertising, and information diffu-
sion. This has led to an unstoppable race of collecting information and interaction
from social networks by researchers, governments, and business entities for various
purposes. From a research point of view, social networks and their interaction
mechanisms provide valuable insight in many fields of study, such as sociology,
psychology, advertising, and recommendation systems. It is only natural that the
information contained in these networks and the value they hold have been and will
be targeted by bad actors for malicious activities. The importance of these networks
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and the value of information that can be retrieved from them have led social
network researchers to take a closer look at methods to combat such bad actors as
well as formulate network measures that can provide an insight to the privacy of
these networks. In this survey, we will look at one such measure known as k,ℓð Þ-
anonymity [1] and will discuss some theoretical and empirical results regarding this
measure.

1.1 Overview of the paper

Given the irrefutable importance of social networks in our daily lives and the
ever increasing risk of compromising valuable personal data through privacy
attacks against these networks, it is preferable to know how secure a given social
network is against privacy attacks. This necessitates a deeper look into the types of
privacy attacks and how to cope with them. There is an extensive literature on
privacy preserving computational models in variety of application areas such as
multi-party communications or distributed computing settings [2–6]. In this chap-
ter, we focus on a specific type of attack known as background-based active attack
and one measure that reflects the resistance of any given network against such
attacks. The organization of the rest of the paper is as follows:

• In Section 2 we briefly discuss the notion of privacy in social networks and
review some literature on privacy violating attacks on social networks. We also
introduce the k,ℓð Þ-anonymity privacy measure and some corresponding
network measurement which are the basis for this measure.

• In Section 3 we review some basic terminologies and notations that will be used
in formulation of the three problems introduced in Section 4.

• Section 4 contains three problems that arise from theoretical investigation of
the k,ℓð Þ-anonymity.

• Section 5 contains the results of an empirical study on the resistance of real-
world social networks.

• Finally, we end this chapter with some concluding remarks in Section 6.

2. Privacy measures in social networks

We begin by discussing the mathematical structure that fit the most to represent
social networks. A social network is often portrayed as a graph [7, 8] G ¼ V,Eð Þ
where V is a set of nodes representing the social members, and E is the set of edges
portraying the relationship among these members. Both nodes and edges may have
extra attributes, such as weights, that provide extra information about the nature of
these social bonds (e.g., trust or popularity); however, throughout this survey we
will consider the simplest form of graphs, namely undirected and unweighted
graphs, to model our social networks.

As we discussed in the previous section, the information that the social networks
provide are invaluable. Due to the very nature of many social network applications,
the identity of the members or the nature of relationship between members is quite
sensitive and valuable. Thus, when releasing a social network we want to remove
any attributes that may help identify these kinds of sensitive data. Assuming all
members and their relationships are of high sensitivity, preventing identity disclosure
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or link disclosure becomes an important task. One popular method to prevent such
disclosures is anonymization. In an anonymization process, we publish the network
without identifying the corresponding nodes or potentially identifiable attributes.
Even after anonymizing the network, we will still be releasing many informative
attributes encoded by the network structure; for example, attributes such as node
degree, connectivity, or other similar graph properties can still help the adversaries
in compromising the user privacies of a published network.

Adversaries usually rely on background knowledge to compromise the privacy of
published anonymized social networks. For understanding the failure of current
privacy preservation methods such as anonymization, we need to have a proper
model for the adversary background knowledge. Although it’s challenging to have
a comprehensive model of all possible types of adversary background knowledge, it is
very useful to model the background knowledge via structural properties of networks
such as node degrees, embedded subgraphs, node neighbors, etc. [9]. Backstrom et al.
[10] were the first to introduce a category of attacks on anonymized social graphs.
The models introduced in [10] are background-based attacks and are widely used in
privacy analysis of social networks. The two main types of attacks are as follows.

1.Passive attacks in which the adversary will notmodify the network by injecting
new nodes, but instead will use the structural knowledge to detect the location of
a known node. In this type of attacks, the adversary can benefit from the fact that
most nodes in real social networks often belong to a small uniquely identifiable
subgraph [10]. An adversary can then build a coalition with members of such
subgraphs and attempt to re-identify the subgraphs in the anonymized
published network, thus compromising the privacy of neighboring nodes.

2.Active attacks in which the adversary will choose an arbitrary set of target
users, create new nodes and insert them into a social network in a way that
they are connected to the target set and they form a distinguishable subgraph.
After the anonymized version of the social network is published, the adversary
can then use the subgraph as a fingerprint to re-identify the targeted users and
compromise their privacy.

The authors in [10] also showed that it is possible to compromise the privacy of
any social network of n nodes with high probability using only O

ffiffiffiffiffiffiffiffiffiffiffi
log n

p� �
attacker

nodes. In a passive attack, adversary’s structural knowledge will give her/him a
global view of the network depending on the global structure of the network. It
could pose a high privacy risk if an adversary were to combine this global view with
the local structural knowledge obtained using an active attack. As an example,
consider the network in Figure 1. If we only have global structural knowledge, it is
not possible to differentiate the nodes v3 and v4 (e.g. , same node degrees, etc.).
However, controlling just one extra node in the graph, such as the node v1, provides
local structural knowledge such as distances between nodes, and using the knowl-
edge of the distance of v1 from v3 and v4 (dv1,v3 ¼ 1 and dv1,v4 ¼ 2) one can easily
differentiate node v3 from node v4.

There are several well-studied strategies for coping with active attacks on a
social network [9, 11, 12] via addressing the anonymization process of the social
network. However, in this chapter we will focus on a measure that evaluates how
resistant a social network is against this type of privacy attack. Introduced by
Trujillo-Rasua et al. [1], k,ℓð Þ-anonymity is a novel and, to the best of our knowl-
edge, the only privacy measure examining the structural resistance of a given graph
against active attacks. The k,ℓð Þ-anonymity is a measure based on metric represen-
tation of nodes, where k is a privacy threshold and l is the maximum number of
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and the value of information that can be retrieved from them have led social
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can then use the subgraph as a fingerprint to re-identify the targeted users and
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The authors in [10] also showed that it is possible to compromise the privacy of
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not possible to differentiate the nodes v3 and v4 (e.g. , same node degrees, etc.).
However, controlling just one extra node in the graph, such as the node v1, provides
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There are several well-studied strategies for coping with active attacks on a
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tation of nodes, where k is a privacy threshold and l is the maximum number of
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attacker nodes that may be inserted in the network. It was shown in [1] that graphs
satisfying k,ℓð Þ-anonymity can successfully deter adversaries controlling at most l
nodes in the graph from re-identifying nodes with probability higher than 1

k.

2.1 k, ℓð Þ-anonymity

The k,ℓð Þ-anonymity measure is based on a concept known as k-metric anti-
dimension of graphs. To facilitate further discussions about the measure, we first
introduce some notations and terminologies. For a simple connected graph G ¼
V,Eð Þ, where V is set of nodes and E is set of edges, let distvi,vj denote distance (i.e. ,
number of edges in a shortest path) between the nodes vi and vj. Given and ordered
set of nodes S ¼ v1, … , vtf g and a node u we define the metric representation of u
with respect to S as a vector du,�S ¼ distu,v1 , … , distu,vtð Þ. Metric representations of
nodes are closely related to the concept of a resolving set of a graph. Inspired by the
problem of identifying an intruder in a network and introduced separately by Slater
[13] and by Harary and Melter [14], a resolving set of graph provides recognition of
every pair of nodes in graph.

Definition 1 (resolving set). Given a graph G ¼ V,Eð Þ, a subset S⊆V is called a
resolving set for G if, for each pair of nodes u, vð Þ∈G, there exist a node x∈ S such
that distx,u 6¼ distx,v. A smallest-cardinality resolving set is called the metric basis,
and its cardinality is referred to as the metric dimension of G.

The concepts of metric representation and resolving set inspired the introduc-
tion of another network measure known as k-antiresolving set that will be used as the
founding base for k,ℓð Þ-anonymity.

Definition 2 (k-antiresolving set). Given a graph G ¼ V,Eð Þ, S⊂V is called a
k-antiresolving set of G if k is the largest integer such that, for every node v∈VnS,
there exist at least k� 1 nodes u1, u2, … , uk�1 ∈VnS with the same metric represen-
tation with respect to S as v.

A k-antiresolving set of minimum cardinality is called a k-antiresolving basis, and
its cardinality denotes the k-metric antidimension adimk Gð Þ of G. Note that the
k-antiresolving set may not exist for every k in a graph.

The (k,l)-anonymity measure is built upon the k-antiresolving set concept.
Assume the adversary has gained control of a subset S of nodes in the graph G,
where S is a k-antiresolving set for G. Then the adversary cannot uniquely re-
identify any node based on the background knowledge (namely, the knowledge of
metric representation of a node v with respect to S) with probability higher than 1

k.
k,ℓð Þ-anonymity is formally defined as [1].

Figure 1.
A simple graph G used in Section 2 to illustrate the high risk posed by combining knowledge gained by active
and passive attacks.
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Definition 3 ( k,ℓð Þ-anonymity). A graph G under active attack satisfies k,ℓð Þ-
anonymity if k is the smallest positive integer so that the k-metric antidimension of
G is less than or equal to l.

In the above definition, k is a parameter depicting the privacy threshold and l
represents the maximum number of attacker nodes. It is safe to assume that number
of attacker nodes l is significantly smaller than number of nodes present in the
network as injecting attacker nodes or gaining control of existing nodes is difficult
without being detected [15].

3. Basic terminologies and notations

For the exposition in the remainder of this chapter, we will need some notations
and terminologies which we introduce here. Consider the (undirected unweighted)
graph G in Figure 2. We will use this graph to illustrate the terminologies and
notations that are introduced.

• The metric representation of node vi is denoted by
dvi ¼ distv1,vi , distv2,vi , … , distvn,við Þ.

◦ For example, in Figure 2, dv1 ¼ 0, 1, 2, 3, 3, 2ð Þ

• The diameter of G is the length of the longest shortest path and is denoted by

diam Gð Þ ¼ max vi,vj ∈V distvi,vj
n o

.

◦ For example, in Figure 2, diam Gð Þ ¼ 3.

• The open neighborhood of node vi is a subset of all nodes directly connected to
vi and denoted by Nbr við Þ ¼ vjj vi, vj

� �
∈E

� �
.

◦ For example, in Figure 2, Nbr v2ð Þ ¼ v1, v3, v6f g.

• The metric representation of a node vi with respect to a subset such as S⊂V is
denoted by dvi,�S.

◦ For example, in Figure 2, dv1,� v3,v4f g ¼ 2, 3ð Þ.

Figure 2.
An example used in Section 3 for illustrating various notations.
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The (k,l)-anonymity measure is built upon the k-antiresolving set concept.
Assume the adversary has gained control of a subset S of nodes in the graph G,
where S is a k-antiresolving set for G. Then the adversary cannot uniquely re-
identify any node based on the background knowledge (namely, the knowledge of
metric representation of a node v with respect to S) with probability higher than 1
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Definition 3 ( k,ℓð Þ-anonymity). A graph G under active attack satisfies k,ℓð Þ-
anonymity if k is the smallest positive integer so that the k-metric antidimension of
G is less than or equal to l.

In the above definition, k is a parameter depicting the privacy threshold and l
represents the maximum number of attacker nodes. It is safe to assume that number
of attacker nodes l is significantly smaller than number of nodes present in the
network as injecting attacker nodes or gaining control of existing nodes is difficult
without being detected [15].

3. Basic terminologies and notations

For the exposition in the remainder of this chapter, we will need some notations
and terminologies which we introduce here. Consider the (undirected unweighted)
graph G in Figure 2. We will use this graph to illustrate the terminologies and
notations that are introduced.

• The metric representation of node vi is denoted by
dvi ¼ distv1,vi , distv2,vi , … , distvn,við Þ.

◦ For example, in Figure 2, dv1 ¼ 0, 1, 2, 3, 3, 2ð Þ

• The diameter of G is the length of the longest shortest path and is denoted by

diam Gð Þ ¼ max vi,vj ∈V distvi,vj
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.

◦ For example, in Figure 2, diam Gð Þ ¼ 3.

• The open neighborhood of node vi is a subset of all nodes directly connected to
vi and denoted by Nbr við Þ ¼ vjj vi, vj
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◦ For example, in Figure 2, Nbr v2ð Þ ¼ v1, v3, v6f g.

• The metric representation of a node vi with respect to a subset such as S⊂V is
denoted by dvi,�S.
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• We can expand the previous notation to reflect the metric representation of a
subset of nodes V 0 ⊂V S with respect to S as DV 0,�S ¼ dvl,�S jvl ∈V 0� �

.

◦ For example, in Figure 2, D v1,v2f g,� v3,v4f g ¼ 2, 3ð Þ, 1, 2ð Þf g. Note that the
first pair (2,3) corresponds to v1 and the second pair (1,2) corresponds to v2.

• We define a partition
Q ¼ V1, V2, … ,Vtf g of V 0 ⊆V as one with the

following properties:

◦ ⋃t
i¼1 Vi ¼ V 0, and

◦ for all i 6¼ j, Vi ∩Vj ¼ Ø.

• We define a refinement
Q0 ¼ V 0

1,V
0
2, … ,V 0

ℓ

� �
of a partition

Q
, denoted byQ0 ≺r

Q
, as one that can be obtained from

Q
using the following rules:

◦ For every node vj ∈ ⋃t
i¼1 Vi

� �n ⋃ℓ
i¼1 V 0

i

� �
, remove vj from the set in

Q

that contains it.

◦ Optionally, for every set Vℓ in
Q
, replace Vℓ by a partition of Vℓ.

◦ If there exists an empty set, remove it.

i. For example, in Figure 2, v1, v2f g, v3f g, v5f gf g≺r v1, v2f g, v3, v4, v5f gf g.

• We define an equivalence relation (and related notations) over set of same-
length vectors DVnV 0,�V 0 for some Ø⊂V 0 ⊂V as follows:

◦ The set of equivalence classes, which forms a partition of DVnV 0,�V 0 , is

denoted by
Q¼

VnV 0,�V 0

i. For example, in Figure 2,
Q¼

v1,v2,v6f g,� v3,v5f g ¼ 2, 3ð Þ, 1, 2ð Þ, 2, 3ð Þf g.

◦ We declare two nodes vi, vj ∈VnV 0 to be in the same equivalence class if

dvi,�V 0 and dvj,�V 0 belong to the same equivalence class in
Q¼

VnV 0,�V 0 ; thusQ¼
VnV 0,�V 0 also defines a partition into equivalence classes of VnV 0.

◦ The measure of the equivalence relation is defined as

μ DVnV 0,�V 0
� � ¼def min y∈

Q¼
VnV0 ,�V0

jyjf g.

◦ If a set S is a k-antiresolving set then DVnS,�S defines a partition into

equivalence classes of measure k.

i. For example, in Figure 2, μ D v1,v2,v6f g,� v3,v5f g
� � ¼ 1 and v3, v5f g is a

1-antiresolving set.
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4. Theoretical results

To understand graph resistance against privacy attacks, one needs to study the
k,ℓð Þ-anonymity in greater details. Thus, we look into some computational prob-
lems related to this measure that were formalized and investigated in [16]. This
section contains three problems from [16] and the respective algorithms to solve
each problem efficiently. It is important to note that k,ℓð Þ-anonymity in its basic
definition sets no limitation for the adversary, which means that an adversary can
take control of as many nodes as she/he can. However, in real world there are many
mechanisms designed solely to prevent such attacks and thus the chances of being
caught are significantly high. This notion is the motivation behind several problems
with respect to measuring the k,ℓð Þ-anonymity in a graph [17].

We now state the three problems for analyzing k,ℓð Þ-anonymity. Problem 1
simply checks to find a k-antiresolving set for the largest possible value of k. Problem
2 sets a restriction for number of nodes the adversary can control and attempts to find
the largest possible value of k while minimizing the number of nodes that are
compromised. Problem 3 introduces a version of the problem that attempts to address
the trade-off between privacy threshold and number of compromised nodes.

Problem 1 (metric antidimension (ADIM)). Find a k-antiresolving subset of
nodes S that maximizes k.

Problem 1 assumes there are no limitations on the number of attacker nodes,
thus finding an absolute bound for privacy violation. Note that solution to Problem
1, denoted by kopt, shows that, given no bound on number of the nodes an adversary
can control, it is feasible to uniquely re-identify kopt nodes with probability 1

kopt
. The

assumptions in Problem 1 are rarely plausible in practice; due to mechanisms
present to counter such attacks, the more nodes the adversary controls, the higher
the risk of being exposed. Thus, a limit on number of attacker nodes is necessary,
which leads us to Problem 2.

Problem 2 (k≥ -metric antidimension (ADIM≥ k)). Given k, find a k0-
antiresolving set S such that (i) k0 > ¼ k and, (ii) S is of minimum cardinality.

Problem 2 is an extension to Problem 1 that attempts to find the largest value of
k while minimizing the number of attacker nodes. A solution to this problem asserts
few interesting statements. For example, an adversary controlling l attacker nodes
where ℓ< ∣L≥ k

opt ∣ cannot uniquely re-identify any node in the network with a

probability better than 1
k. However, using enough number of nodes (≥ ∣L≥ k

opt ∣) one
can re-establish such possibilities.

The third problem focuses on a trade-off between number of attacker nodes and
the privacy violation probability. Given two measures k,ℓð Þ-anonymity and k0,ℓ0� �

-
anonymity where k0 > k and ℓ0 <ℓ, it is easy to observe that k0,ℓ0� �

-anonymity
measure provides a smaller privacy violation probability but also has lower toler-
ance for attacker nodes. The trade-off leads us to the third problem.

Problem 3 (k=-metric antidimension (ADIM¼k)) Given a positive integer k,
find a k antiresolving subset of nodes S with minimum cardinality if such a subset
exists.

Chatterjee et al. [16] investigated Problems 1–3 from a computational complex-
ity perspective. The following theorems summarizes their finding on Problems 1–3.
The non-trivial mathematical proofs for these theorems are unfortunately outside of
the scope of this chapter; we strongly recommend readers who are interested in the
proofs to read the original paper [16].
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opt ∣) one
can re-establish such possibilities.

The third problem focuses on a trade-off between number of attacker nodes and
the privacy violation probability. Given two measures k,ℓð Þ-anonymity and k0,ℓ0� �

-
anonymity where k0 > k and ℓ0 <ℓ, it is easy to observe that k0,ℓ0� �

-anonymity
measure provides a smaller privacy violation probability but also has lower toler-
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find a k antiresolving subset of nodes S with minimum cardinality if such a subset
exists.

Chatterjee et al. [16] investigated Problems 1–3 from a computational complex-
ity perspective. The following theorems summarizes their finding on Problems 1–3.
The non-trivial mathematical proofs for these theorems are unfortunately outside of
the scope of this chapter; we strongly recommend readers who are interested in the
proofs to read the original paper [16].

131

A Review of Several Privacy Violation Measures for Large Networks under Active Attacks
DOI: http://dx.doi.org/10.5772/intechopen.90909



Theorem 1. [16]

1.Both ADIM and ADIM≥ k can be solved in O n4ð Þ time.

2.Both ADIM and ADIM≥ k can also be solved in O n4 log n
k

� �
time with high

probability.

Theorem 2. [16]

1.ADIM¼k is NP-Complete for any k in the range 1≤ k≤ nε where 0≤ ε< 1
2 is any

arbitrary constant, even if the diameter of the input graph is 2.

2.Assuming NP ⊈ DTIME n log log n
� �

, there exists a universal constant δ>0 such
that ADIM¼k does not admit 1

δ ln n
� �

approximation for any integer k in the
range 1≤ k≤ nε for any constant 0≤ ε< 1

2, even if the diameter of the input
graph is 2.

3. If k ¼ n� c for some constant c then ADIM¼k can be solved in polynomial time.

Theorem 3. [16]

1.ADIM¼1 admits 1þ ln n� 1ð Þð Þ approximation in O n3ð Þ time.

2.If G has at least one node of degree 1 then ADIM¼1 can be solved in O n3ð Þ
time.

3. If G does not contain a cycle of 4 edges then ADIM¼1 can be solved in O n3ð Þ
time.

4.1 Algorithms

The following algorithms were devised in [16] to address Problems 1–3. It is
important to note that ADIM can be solved in O n5ð Þ time by repeatedly solving
ADIM≥ k for k ¼ n� 1, n� 2, … , 1 to find the largest obtainable value for k such
that L≥ k

opt <∞. However, few modifications to Algorithm 1 directly result in O n4ð Þ
solution, which is shown in Algorithm 2.

5. Empirical results

In [18], DasGupta et al. investigated the resistance of 8 real-world network
against active attacks with respect to the k,ℓð Þ-anonymity. All the networks under
investigation were unweighted graphs and the direction of edges (if the network
was directed) was ignored during the analysis. Table 1 contains the general
information regarding these networks. Results for both ADIM and ADIM≥ k were
obtained by running Algorithm 1 on the networks, the return statements from
Algorithm 1 being an exact solution to Problem 2. On the other hand, the exact
solution for Problem 1 can be achieved by combining Algorithm 1 and binary search
on k to find the largest value of k such that V ≥ k

opt 6¼ Ø [18].
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The results for both Problem 1 and Problem 2 for the networks in Table 1 are
depicted in Table 2. Results in Table 2 provide the following interesting insights
with respect to resistance against privacy attacks in real-world social networks [19].

• All networks, with the exception of ”Enron Email Data” network, will have a
significant percentage of their users compromised if an adversary gains control
of only one node (varying between 2.6% of users compromised in ”University
Rovira i Virgili emails” network to 26.5% of users compromised in ”Zachary
Karate Club” network).

Name Number
of nodes

Number
of edges

Description

Zachary Karate Club
[20]

34 78 Network of friendship between 34 members of a
karate club

San Juan Community
[21]

75 144 Network for visiting relations between families living
in farms in San Juan Sur, Costa Rica, 1948

Jazz Musician
Network [22]

198 2842 A social network of jazz musicians

University Rovira i
Virgili emails [23]

1133 10903 The network of email interchanges between members
of university

Enron Email Data Set
[24]

1088 1767 Enron email network

Email Eu Core [25] 986 24989 Emails from a large European research institute

UC Irvine College
Message platform [26]

1896 59835 Messages on a Facebook-like platform at UC-Irvine

Hamsterster
friendships [27]

1788 12476 Friendships between users of the website

Table 1.
List of 8 social networks studied in [18].
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• For all networks with the exception of ”Enron Email Data” network, the
minimum privacy violation probability is notably higher than 0 (varying
between 0.019 for the ”UC Irvine College Message platform” network to 0.25
for the ”Hamsterster friendships” network). The value for minimum privacy
violation probability in ”Hamsterster friendships” network is notably higher
compare to all other networks.

• In comparison to other networks, the ”Zachary Karate Club” and the ”San Juan
Community” have higher percentage of their users compromised if subjected
to a privacy attack.

The exception network is the “Enron Email Data” network which due to a high
value of L≥ k

opt is very resilient against an attack. An adversary needs to control at
least 86% of the network to achieve a value of popt ¼ 0:007, which is not feasible in
practice. This interesting observation in the “Enron Email Data” network motivated
further inspections in different values of k. As shown in Table 3, L≥ k

opt in the “Enron
Email Data” network does not decrease significantly until k is set to a much smaller
value compare to kopt, which further emphasizes that violating the privacy of the
“Enron Email Data”network is not guaranteed in practice. The authors in [18]
also investigated the k,ℓð Þ-anonymity measure in synthetic networks constructed
based on both Erdös-Rényi random graphs and Barabási-Albert scale-free networks.
We refer the reader to the original paper for more information.

Name n kopt popt ¼ 1
kopt L≥ kopt

opt ¼ L¼kopt
opt

kopt
n

Zachary Karate Club [20] 34 9 0.111 1 26.5%

San Juan Community [21] 75 7 0.143 1 9.3%

Jazz Musician Network [22] 198 12 0.084 1 6.0%

University Rovira i Virgili emails [23] 1133 29 0.035 1 2.6%

Enron Email Data Set [24] 1088 153 0.007 935 14.1%

Email Eu Core [25] 986 39 0.026 1 3.4%

UC Irvine College Message platform [26] 1896 55 0.019 1 2.9%

Hamsterster friendships [27] 1788 4 0.25 1 0.22%

n depict the number of nodes, kopt is the largest value of k such that V ≥ k
opt 6¼ ø, and L≥ kopt

opt is minimum number of
attacker nodes for corresponding k.
an denotes the number of nodes in the social graph.
bkopt is the largest value of k such that V ≥ k

opt 6¼ ø.

Table 2.
Results for ADIM using Algorithm 1 [18].

k 4 5 10 20 40 60 100 120 153

Enron Email Data Set pk ¼ 1
k

0.25 0.2 0.1 0.05 0.025 0.017 0.01 0.009 0.007

L≥ k
opt

1 334 463 567 683 842 935 935 935

Table 3.
L≥ k
opt values recorded for k> 1 for the “Enron Email Data” network [18]. The values shown are subject

to L≥ k
opt 6¼ L≥ k�1

opt .
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6. Conclusions

Since their emergence about a decade ago, social networks have rapidly grown
and infiltrated every aspect of our daily lives. With rapidly expanding reliance on
their platforms, social networks like Facebook and Twitter are becoming a goldmine
of personal information and user behavior data which makes the study of these
networks of prime importance. The valuable information stored within these plat-
forms makes them the target of malicious entities which try to compromise the
privacy of the users which may further lead to unwanted disclosure of the sensitive
attributes of the network.

In this chapter, we have reviewed a novel privacy measure that quantifies the
resistance of a large social network against a privacy violating attack. We reviewed
some efficient algorithms to compute this measure in social graph and revisited the
privacy violation properties in 8 real-world networks. The current theoretical and
empirical results for k,ℓð Þ-anonymity pave the way for further investigation of this
measure, as well as addressing its shortcomings and limitations.
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Chapter 9

Beyond Differential Privacy: 
Synthetic Micro-Data Generation 
with Deep Generative Neural 
Networks
Ofer Mendelevitch and Michael D. Lesh

Abstract

Recent advances in generative modeling, based on large scale deep neural net-
works, provide a novel approach for sharing individual-level datasets (micro-data) 
without privacy concerns. Unlike differential privacy, which enforces a specific 
query mechanism on data to ensure privacy, generative models can accurately learn 
the statistical patterns of such micro-data and then be used to generate “synthetic 
data” that accurately reflects these statistical patterns, yet contain none of the 
original data itself, and thus can be safely shared for analysis and modeling without 
compromising privacy. The successful application of these techniques to various 
industries including healthcare, finance, and autonomous vehicles is promising and 
results in continued investment in research and development of generative models 
in both academia and industry.

Keywords: generative models, synthetic data, deep neural networks, micro-data

1. Introduction

Differential privacy, created more than a decade ago, continues to play an 
important role in protecting privacy of micro-data while enabling statistical analy-
sis. Initially applied by statistics agencies such as the US census bureau, it is now 
well recognized that, although useful for some applications, differential privacy 
comes with significant limitation (e.g., [1]).

To understand some of the limitations of differential privacy, consider the 
following:

• Differential privacy is defined around the concept of a mechanism; as such, it is 
not intended to create “sharable datasets,” but instead allows a user (analyst) to 
submit various types of queries (via the defined query mechanism), requesting 
some kind of aggregate statistics, like summary statistics of the original data. 
This limits the usability of differential privacy to queries that are supported by 
that mechanism.

• An appropriate privacy budget needs to be decided upon, and in practice it’s 
often difficult to agree on what that budget needs to be. In fact, practical 
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use-cases demonstrate that due to concerns about risk, most implementations 
end up with much higher budget than is necessary.

• Many mechanisms of differential privacy require noise to be added to the data 
in cases where the original data is highly skewed, resulting in reduced utility of 
the outputs, and in some cases rendering the whole exercise useless.

• In many specific fields of statistical analysis, users of micro-data are highly 
trained to use specific tools (STATA, SAS, R and Python) and query proce-
dures, which often do not support the complexity of differential-privacy-
protected mechanisms. This presents a behavior-change challenge whereby 
analysts need to be convinced to abandon their familiar methods and tools 
(which they may have been using for decades) in favor of the interactive 
system where the privacy-protected data is available.

Fortunately, deep generative models – a recent and novel approach in deep 
neural networks – provide an alternative for direct sharing of micro-data without 
privacy risk.

With generative models, a deep neural network algorithm uses the existing 
micro-data to approximate, with high accuracy, the underlying probability dis-
tribution of the data in some high-dimensional latent space. Once the probability 
distribution is approximated, the trained model can be used to generate any number 
of synthetic records by randomly sampling from that distribution. Those generated 
records are related to the original data only through the shared underlying probabil-
ity distribution, and thus does not include any information that can be linked back 
to the original (private) records.

To further illustrate how synthetic data generation works, consider CelebA,1 
a dataset with more than 200,000 synthetic celebrity face images, each with 40 
automatically extracted attribute annotations. Using generative models, researchers 
have demonstrated the ability to learn the underlying distribution well enough to 
generate photorealistic celebrity faces as is shown in Figure 1 above.

1 http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html

Figure 1. 
Fake celebrity images created using generative modeling; none of these images are real people.
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This same technique can be applied to many other types of data – music, text, 
videos as well as healthcare, financial or insurance data. In this chapter we will 
explore synthetic data generation and its application, and how releasing synthetic 
micro-data can provide an alternative to differential privacy.

In Section 2, we explore synthetic data in more detail, and how generative 
models can create synthetic data. In Section 3, we discuss using variational auto-
encoders as generative models, followed by Section 4, where we discuss generative 
adversarial networks. In Section 5, we discuss the application of generative models 
to healthcare data, and in Section 6, we discuss privacy in the context of synthetic 
data, and some approaches that combine differential privacy with synthetic data 
generation. Section 7 is a summary and discussion on future directions in synthetic 
data generation.

2. Generative models for synthetic data

Generative models are a class of mathematical models that approximate a prob-
ability distribution of some dataset and can be used to generate samples of data 
according to the modeled (or approximated) distribution. Such generated data is 
often called “synthetic data,” “fake data,” or “realistic but not real.”

For a given data domain, consider a dataset A with N data records. For most 
practical cases, the dataset can be assumed to be drawn from some (usually 
unknown) probability distribution P(x). A synthetic dataset S is a dataset similar to 
A in terms of fields or structure, where records in S are randomly drawn from some 
probability distribution Q(x).

In an ideal world where Q(X) = P(X) we can clearly use S for various purposes of 
analysis and modeling, because they are sampled from the same distribution. The 
key idea behind generating synthetic data is as follows: can we accurately estimate 
this probability distribution P(x), such that Q(X) ≈ P(X), with high fidelity?

Let us look at a simple example – consider a one-dimensional series of values A, 
where A is drawn from a normal (Gaussian) distribution with mean  μ  and standard 
deviation  σ . In other words, we know in this case that P(x) is the normal distribu-
tion with   P  μ,σ   (x)  =   1 _ 

σ  √ 
_

 2π  
    e   −  1 _ 2    (  x−μ _ σ  )    

2
   , and that the values in A should fit this distribution. 

We can then use Gaussian fitting to estimate the values of  μ  and  σ  from the data, as 
is demonstrated in Figure 2.

Figure 2. 
Sample Gaussian fitting.
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Once we have a good approximation for the parameters of the distribution  
( μ  and  σ ), we can sample from this distribution to generate completely new data 
points that are fully consistent with the Gaussian distribution describing the 
original data.

This is of course a simplified example for two reasons. First, with a real generative 
model we do not know the actual form of the distribution function (e.g., Gaussian 
in this case); instead we use the neural network to estimate that function. Second, in 
the real world the data is not one-dimensional, but of much higher dimension.

So how do we approximate an unknown probability distribution from high-
dimensional data?

The traditional approach to approximating data distribution is simple frequency 
counting (histograms), but of course this approach does not work in high dimen-
sions due to the curse of dimensionality, namely the fact that most statistical 
methods fail in high-dimensional data due to increasing sparseness. This is also the 
case here with frequency counting, where with many dimensions the amount of 
histogram needed quickly explodes to make the method unfeasible.

Instead, the approach used in modern generative modeling research is to assume 
a functional form of the distribution   P  θ   (x)   and learn the parameters  θ  of the func-
tion from the data. This set of parameters  θ  is in essence a compressed representa-
tion for the original dataset, often called “latent space representation.”

To further illustrate this, let us go back to our example of celebrity images. Assume 
that the images are black and white (so that each pixel is represented by either 0 or 1), 
and of size 28 × 28 = 784 pixels. If we represent each image as a vector of 784 binary 
values, the number of possible values for a vector in this space is   2   784  =  10   236  ; if we 
want to approximate P(x) for each possible vector x in this space, we would need to 
estimate it for   10   236   such vectors, which is clearly not realistic in practice (thus “the 
curse of dimensionality”). Instead, we can define some   P  θ   (x)   with a much smaller 
set of parameters  θ  and estimate those parameters in such a way that   P  θ   (x)  ≈ P (x)  . It 
turns out that deep neural networks are a good match for this kind of problem, and 
can be used to accurately estimate the parameters of the distribution   P  θ   (x)  ; there are 
many possible neural network architectures suitable for this task, most common of 
which are auto-encoders and generative adversarial networks.

Images are a very vivid (pun intended) demonstration of the power of genera-
tive models and how they can generate high utility synthetic data; but these tech-
niques can also be successfully applied to many other fields such as music, poetry, 
cartoon characters, or even synthetic “video miles” for self-driving cars.

The performance of recent techniques in generative modeling is quite impres-
sive, and their success led to a growth in applications of generative models in 
industry. For example, self-driving car companies use synthetic data to significantly 
increase the size of training data they have available, covering many more scenarios 
and edge-cases for improving their self-driving algorithms.

The usefulness of synthetic data generally falls into one of 3 important categories:

• Replacement. If access to the real dataset is limited or restricted (e.g., when 
data access is highly regulated), synthetic data often provides an excellent 
alternative. A good example comes from healthcare – access to medical records 
is often heavily restricted because of personal identifiers and the risk of 
linkage attacks. Synthetic medical records with high fidelity can provide the 
medical and bio-pharma research community with a replacement dataset that 
accurately reflects the statistical properties of the original data. This opens up 
an enormous opportunity to share and aggregate medical data from various 
clinical care sources and unlock important insights such as how effective are 
various therapeutics like drugs, medical devices or clinical care protocols.
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• Augmentation. In many predictive modeling use-cases, the dataset available 
for training the model is relatively small in size, which often results in lower 
accuracy of the model. This phenomenon is further exacerbated when using 
deep learning for predictive modeling, where small datasets tend to overfit 
quite easily. Creating synthetic training examples and combining the real and 
synthetic data points (“augmenting” the real dataset with synthetic data), 
resulting in a much larger training dataset overall, can significantly improve 
the accuracy of the predictive models.

• Equalization/reshaping. An interesting aspect of using generative models is 
that we can generate as much data as is desired; often many more records than 
exist in the original dataset. A key characteristic of generative models is that 
we can direct them to shape the output dataset to certain desired criteria. For 
example, if the original dataset has 60% male and 40% female, we can con-
trol the gender distribution and generate a 50%/50% synthetic dataset. This 
enables users of the synthetic data to battle bias in the original dataset.

Equipped with a basic understanding of what synthetic data is, and how it’s cre-
ated using generative models, let us look in more detail at two of the most common 
types of generative models: variational auto-encoders and generative adversarial 
networks.

3. Variational auto-encoders

An autoencoder is a specific type of deep learning architecture which is split into 
two distinct neural networks: one is called the “encoder” and the other “decoder,” as 
is shown in Figure 3.

In this architecture, the encoder   E  θ    is a deep neural network that encodes the 
input data (X) into some intermediate representation (Z, often referred to as “latent 
representation”) in a reduced dimensional space, and the decoder   D  θ    is also a deep 
neural network that decodes the vector Z back into the output vector Y. X and Y are 
of the same dimensionality. The goal of training the auto-encoder is to reconstruct 
the input X in the output Y, while transitioning through the lower dimensional-
ity representation Z, so that we get as close as possible to  Y =  D  θ   ( E  θ   (X) )  . If you 
optimize this auto-encoder in such a way that the loss of data between input X and 

Figure 3. 
Auto-encoder architecture.
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output Y (reconstruction error) is minimized, then it’s as if you are trying to find an 
optimal compressed representation for the input data.

Traditional auto-encoders have been around since the early days of neural 
networks and in their basic form they cannot be used to generate synthetic data; In 
2013 the idea of variational auto-encoders (VAE) started to take shape, primarily 
with the work of [2, 3], as a way to use auto-encoders as generative models.

With VAEs, instead of mapping the input vector X to a fixed vector Z, we want 
to map it into a distribution   q  θ   (z | x)  , often assumed to be a multivariate normal dis-
tribution with mean  μ  and standard deviation  σ ; then to generate synthetic outputs 
Y we just randomly sample this learned distribution and decode the sampled vector 
to arrive at a synthetic output Y, as shown in Figure 4.

VAEs, being one of the first deep neural network architectures for practical 
generative models, created a lot of excitement about synthetic data, and was used 
primarily to generate synthetic images. Although elegant and theoretically pleas-
ing, the synthetic images generated by VAEs tend to be blurry, which very quickly 
became a limiting factor for their use in synthetic imaging. Various improvements 
to the basic VAE approach have been proposed such as beta-VAE [4] and VQ-VAE 
[5] to address these issues; however, this also led researchers to the idea of genera-
tive adversarial networks, which we discuss next.

4. Generative adversarial networks

The idea of a generative adversarial network is inspired by game theory: we 
build two models, a generator and a discriminator, that compete with each other in 
an adversarial manner to collaboratively optimize the whole system. The generator 
G is a generative neural network that outputs synthetic samples given a noise vari-
able Z. The discriminator D is a different neural network that is trained to discrimi-
nate between real and synthetic samples. During training, the generator is trying to 
generate samples that mimic as much as possible the real data, so that it can fool the 
discriminator, whereas the discriminator is trained not to be fooled and be able to 
distinguish between real and synthetic data samples. This is shown in Figure 5.

As you can see from Figure 5, a key idea in this architecture is that the discrimi-
nator D shares gradient updates with the generator, such that the generator can 
“understand” how its generated data fails to fool the discriminator and improve its 
generation over time resulting in better and better synthetic samples.

Figure 4. 
Variational auto-encoder architecture.
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GANs were first formulated by Ian Goodfellow and colleagues [6], and since 
then have been an active area of research; they have demonstrated the ability to 
generate significantly better synthetic images than VAEs, and have been used in 
a variety of applications like generating synthetic celebrity faces, fake Pokémon 
characters, time-series medical events [7] and electronic medical records [8].

Due to the impressive realism in synthetic data generated by GANs, they have 
also initiated an active and important discussion of malicious use of generative 
models, and privacy implications. We will discuss this important aspect of genera-
tive models in Section 6.

One difficulty with GANs is that they are quite difficult to train, and often 
require significant time and effort to manually tune until they reach the desired 
outcome; some of the most common issues when training GANs are:

• Nash Equilibrium: the Generator and Discriminator work against each other 
in a competitive manner, and it is often rather difficult to reach the Nash 
equilibrium of this 2-player minimax game. Training GANs to achieve this 
equilibrium tends to require extensive experimentation and good intuition 
about how GANs work.

• Vanishing gradient: when the Discriminator is doing very well in its role to 
discriminate between real and synthetic data, its gradients are very close to 0 
and thus learning in the Generator slows down significantly or sometimes even 
stops completely.

• Mode collapse: a common failure mode in GANs where the Generator gener-
ates samples that “fool” the Discriminator but fails to generate the full breadth 
of such possible samples and thus gets stuck in a local sub-space of synthetic 
samples possible. For example, consider an image face generator that generates 
excellent photorealistic images of faces but only focuses on faces of people with 
gray hair. Since the images are of great quality, the discriminator will consider 
them of great quality and indistinguishable from real images, however they 
only represent a fraction of the types of images in the training set, which 
include many more hair colors.

Figure 5. 
Generative adversarial networks.
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discriminator, whereas the discriminator is trained not to be fooled and be able to 
distinguish between real and synthetic data samples. This is shown in Figure 5.
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Figure 4. 
Variational auto-encoder architecture.
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GANs were first formulated by Ian Goodfellow and colleagues [6], and since 
then have been an active area of research; they have demonstrated the ability to 
generate significantly better synthetic images than VAEs, and have been used in 
a variety of applications like generating synthetic celebrity faces, fake Pokémon 
characters, time-series medical events [7] and electronic medical records [8].

Due to the impressive realism in synthetic data generated by GANs, they have 
also initiated an active and important discussion of malicious use of generative 
models, and privacy implications. We will discuss this important aspect of genera-
tive models in Section 6.

One difficulty with GANs is that they are quite difficult to train, and often 
require significant time and effort to manually tune until they reach the desired 
outcome; some of the most common issues when training GANs are:

• Nash Equilibrium: the Generator and Discriminator work against each other 
in a competitive manner, and it is often rather difficult to reach the Nash 
equilibrium of this 2-player minimax game. Training GANs to achieve this 
equilibrium tends to require extensive experimentation and good intuition 
about how GANs work.

• Vanishing gradient: when the Discriminator is doing very well in its role to 
discriminate between real and synthetic data, its gradients are very close to 0 
and thus learning in the Generator slows down significantly or sometimes even 
stops completely.

• Mode collapse: a common failure mode in GANs where the Generator gener-
ates samples that “fool” the Discriminator but fails to generate the full breadth 
of such possible samples and thus gets stuck in a local sub-space of synthetic 
samples possible. For example, consider an image face generator that generates 
excellent photorealistic images of faces but only focuses on faces of people with 
gray hair. Since the images are of great quality, the discriminator will consider 
them of great quality and indistinguishable from real images, however they 
only represent a fraction of the types of images in the training set, which 
include many more hair colors.

Figure 5. 
Generative adversarial networks.
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Various approaches and hacks have been proposed to address the vulnerabilities 
in GANs with varying levels of success. One important improvement over the basic 
GAN approach is Wasserstein GAN (WGAN [9]) which uses a different loss func-
tion based on Wasserstein distance, and has been shown to be more robust to mode 
collapse.

5.  Industry example: applications of generative models to  
healthcare data

Healthcare is one of the most popular area of application for analytics and 
machine learning, driving improved outcomes for patients, lower cost of care, and 
improved patient experience. There are a vast number of applications for data in 
healthcare, such as measuring quality of care metrics, developing predictive models 
for better diagnosis, or analyzing data to understand the differences in clinical care 
protocols.

Due to the highly regulated nature of healthcare data, and various regulations 
that govern health data privacy (such as HIPAA, GDPR, CCPA), most healthcare 
data are locked down in silos. Many healthcare organizations have used de-
identification as a way to reduce privacy risks, typically through the modification of 
potentially identifiable attributes (e.g., dates of birth) via generalization, suppres-
sion or randomization. However, this approach is susceptible to linkage attacks, as 
was demonstrated in [10], and it is accepted by many risk experts that the risk of 
re-identification is high and in fact they treat de-identified medical data the same 
way they do fully identifiable medical data.

This presents an enormous challenge to realizing the promise of understanding 
and using data in healthcare to drive better outcomes and achieving the vision of 
precision medicine.

There are many types of medical data that is useful, and herein we focus on three 
types of data that are quite common:

• Tabular data: large amounts of medical data are collected in table format, 
including clinical trial data and other data used for observational studies. 
In clinical trials, for example, the researchers review the individual patient 
records from the trial, and perform statistical analysis to understand whether 
the hypothesized outcome of the trial is confirmed or rejected with statistical 
significance given the data. Being able to share the vast amount of clinical 
trial data that is currently locked down in medical centers and biopharma 
companies to the research community, as well as combining these datasets, can 
unlock advances in design and speed-to-market for many necessary drugs and 
medical devices.

• Electronic Medical Records: electronic medical records (EMR) are now 
mandated by regulatory bodies; a vast number of such records is collected 
every day around the world, and stored in EMR systems by vendors like EPIC, 
Cerner and Allscripts. EMR are difficult to access due to privacy regulations, 
yet they represent a gold-mine of aggregated knowledge about health outcomes 
and can open up enormous opportunities for precision medicine.

• Medical imaging: medical imaging diagnostics using MRI, CT and other types 
of scanning are critical in diagnosis and following the response of treatment, 
and where advanced AI and machine learning are poised to provide significant 
gains in the near future (see e.g., [11]). Yet many diagnostics providers are 
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starving for highly quality and diverse labeled medical images to improve their 
diagnostics models, leaving a huge gap in advancing the state of the art.

By providing synthetic EMR, clinical trial or medical imaging data that accu-
rately mimics the statistical properties of the real data, one can perform the same 
analysis or modeling on the synthetic data, achieving near- identical results, without 
the risk of exposing patient privacy. Even more exciting is the ability to augment 
small medical datasets with synthetic data, which is useful for example in the case of 
relatively rare medical conditions where the number of patients available is limited.

It’s interesting to note that there is previous work on synthetic data generation in 
the healthcare domain, notably the work done on Synthea described in [12]. These 
early techniques, while recognizing the importance of high fidelity synthetic data, 
used domain-specific knowledge to drive simulated data, but have unfortunately 
failed to achieve the kind of fidelity that is required for any meaningful analytics 
(see [13]), and thus have proven to be of limited use in practice where patient-level 
analysis is required.

More recently, generative adversarial networks and variational auto-encoders 
have been applied to medical datasets, which have demonstrated the potential 
to provide much higher fidelity synthetic data and thus more useful in practice. 
We now quickly review two of these more recent techniques: generating medical 
records with discrete values (MedGAN), and work by Nvidia to generate synthetic 
medical imaging.

5.1 MedGAN: generating discrete medical variables with GANs

Electronic medical records include vast amounts of structured data about 
patients such as diagnoses, drugs, lab results, and procedures. Most of this data is 
encoded in commonly shared data dictionaries such as ICD9 or ICD10 for diagnosis 
codes, NDC for drug codes, and similar dictionaries for procedure codes and labs. 
Although some variables in this data are continuous (like lab results), most of it is 
represented as discrete variables with very large dictionary sizes.

MedGAN [8] was developed with the recognition of the potential that genera-
tive adversarial networks have to model electronic medical records, while trying to 
adapt the GAN approach to deal with discrete variables, which it’s not typically very 
good at. MedGAN aims to learn the probability distribution of data that include 
high-dimensional, multi-label discrete variables, and specifically supporting both 
binary (e.g., variables that represent whether you have a certain diagnosis or not), 
and count variables (i.e., variables that represent how many times a patient took 
a medication over time, or total number of risk factors for some disease). This 
approach proposes combining an auto-encoder within a generative adversarial 
network architecture and demonstrates how to deal with situations of overfitting 
and mode collapse in this scenario.

It is noteworthy that in addition to MedGAN, several researchers proposed 
additional similar approaches to modeling medical records and other tabular data, 
for example EhrGAN proposed in [14] and TableGan proposed in [15].

5.2 Medical image synthesis with GANs

It is widely recognized in AI and machine learning that insufficient data volume 
as well as imbalanced or non-diverse data often leads to poor predictive perfor-
mance and lack of model generalization. This often proves to be a critical issue in 
the development of medical imaging algorithms where abnormal findings are by 
definition rare, and high-quality training images are hard to find.
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rately mimics the statistical properties of the real data, one can perform the same 
analysis or modeling on the synthetic data, achieving near- identical results, without 
the risk of exposing patient privacy. Even more exciting is the ability to augment 
small medical datasets with synthetic data, which is useful for example in the case of 
relatively rare medical conditions where the number of patients available is limited.

It’s interesting to note that there is previous work on synthetic data generation in 
the healthcare domain, notably the work done on Synthea described in [12]. These 
early techniques, while recognizing the importance of high fidelity synthetic data, 
used domain-specific knowledge to drive simulated data, but have unfortunately 
failed to achieve the kind of fidelity that is required for any meaningful analytics 
(see [13]), and thus have proven to be of limited use in practice where patient-level 
analysis is required.

More recently, generative adversarial networks and variational auto-encoders 
have been applied to medical datasets, which have demonstrated the potential 
to provide much higher fidelity synthetic data and thus more useful in practice. 
We now quickly review two of these more recent techniques: generating medical 
records with discrete values (MedGAN), and work by Nvidia to generate synthetic 
medical imaging.

5.1 MedGAN: generating discrete medical variables with GANs

Electronic medical records include vast amounts of structured data about 
patients such as diagnoses, drugs, lab results, and procedures. Most of this data is 
encoded in commonly shared data dictionaries such as ICD9 or ICD10 for diagnosis 
codes, NDC for drug codes, and similar dictionaries for procedure codes and labs. 
Although some variables in this data are continuous (like lab results), most of it is 
represented as discrete variables with very large dictionary sizes.

MedGAN [8] was developed with the recognition of the potential that genera-
tive adversarial networks have to model electronic medical records, while trying to 
adapt the GAN approach to deal with discrete variables, which it’s not typically very 
good at. MedGAN aims to learn the probability distribution of data that include 
high-dimensional, multi-label discrete variables, and specifically supporting both 
binary (e.g., variables that represent whether you have a certain diagnosis or not), 
and count variables (i.e., variables that represent how many times a patient took 
a medication over time, or total number of risk factors for some disease). This 
approach proposes combining an auto-encoder within a generative adversarial 
network architecture and demonstrates how to deal with situations of overfitting 
and mode collapse in this scenario.

It is noteworthy that in addition to MedGAN, several researchers proposed 
additional similar approaches to modeling medical records and other tabular data, 
for example EhrGAN proposed in [14] and TableGan proposed in [15].

5.2 Medical image synthesis with GANs

It is widely recognized in AI and machine learning that insufficient data volume 
as well as imbalanced or non-diverse data often leads to poor predictive perfor-
mance and lack of model generalization. This often proves to be a critical issue in 
the development of medical imaging algorithms where abnormal findings are by 
definition rare, and high-quality training images are hard to find.
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In [16], Nvidia researchers demonstrate generation of synthetic MRI images 
with brain tumors using generative adversarial networks, trained on two publicly 
available datasets of brain MRI: ADNI and BRATS. Two distinct benefits of syn-
thetic data are highlighted in this work: improved performance leveraging synthetic 
images as a form of data augmentation, and the value of synthetic data as a tool for 
reducing privacy risk while achieving comparable tumor segmentation results when 
trained on the synthetic data versus when trained on real data.

The results from [16] are quite impressive, and some synthetic images taken 
from that paper are shown in Figure 6.

Clearly more work remains in this area, especially in generating higher resolu-
tion synthetic images, tackling all imaging modalities as well as addressing many 
other clinical use-cases; nonetheless, this work demonstrates excellent initial results 
for synthetic image generation in medical research with the potential to improve 
medical imaging diagnostics and significantly reduce privacy risks.

5.3 Other approaches

Recently, neural language models with attention (i.e., Transformers [17]) have 
been used to for a variety of language tasks, including synthetic text generation, 
sequence to sequence translation, question answering and many others. One 
potential application of language models in medicine is the generation of free-text 
clinical notes based on structured data. Instead of generating synthetic versions of 
the structured medical EMR record, the goal is to translate the input structured data 
into a clinically correct and useful text summary of the patient information, in a 
form physicians are used to reading. Although early experiments with human-like 
language generation with models like GPT2 are showing good initial results, there’s 
still a lot of work to do in this area.

It’s worth mentioning one other generative modeling approach called flow-
based generative models; this technique is quite complex mathematically, and 
is in early stages of research, but can potentially provide an additional set of 

Figure 6. 
Examples of synthetic abnormal brain MRI images.
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methods for synthetic data generation. The interested reader is referred to [18, 19] 
for more details.

Another recent area of research in deep learning and privacy aims to integrate 
differential privacy into training procedures of deep neural networks [20]. This is 
particularly important for generative models and can be used to constrain the learn-
ing process around certain privacy guarantees, ensuring that the learning process 
does not just memorize the input data.

6. Privacy of synthetic data

With differential privacy, our goal is to define a query mechanism that guaran-
tees certain privacy levels if the users are restricted to access micro-data through the 
specified mechanism only. Synthetic data generation is different in that it assumes 
synthetic data is published directly to users, and thus access to the data is virtu-
ally unlimited. We now want to inspect those differences in more detail to better 
understand the implications of privacy for synthetic data generation.

We start with an important, fundamental recognition. With real datasets 
(either de-identified or available through differential privacy mechanisms), an 
attacker knows for sure that each row in the datasets represents a real instance 
or person, only the privacy mechanisms attempt to conceal the privacy informa-
tion in different ways. With synthetic datasets that is not the case, as the samples 
are randomly chosen from a probability distribution, and thus by definition do 
not reflect real people. In fact, as described at the beginning of this chapter, if 
we assume the real data and synthetic data are both sampled from a theoretical 
(unknown) distribution P(X), and that distribution is very high dimensional (as it 
often is for micro-data), then the only hypothetical risk is that by a stroke of luck 
a synthetic record exactly matches the values in one of the original values, which 
is very unlikely. And its occurrence could not be recognized with any assurance by 
an attacker.

Nonetheless, there is an important privacy consideration – unintended memori-
zation [21]. A deep generative learning model might unintentionally memorize the 
training set (of real data) and thus instead of approximating a distribution and then 
sampling from that distribution, it instead just copies one or more of the original 
data records into the synthetic dataset.

It is possible to test for memorization pro-actively as part of training the genera-
tive model (as proposed in [21]) and optimize the generative model in such a way as 
to remove any memorization or minimize it to a level which presents minimal risk.

To further enhance privacy guarantees, we can apply a k-anonymity [22] to the 
synthetic dataset. It’s common to use generalization or obfuscation of variables 
to achieve the desired levels of k-anonymity; however both techniques result in 
reduced utility. With synthetic data, however, one can instead generate additional 
records in a way that improves the privacy guarantees without compromising utility.

7. Summary and conclusion

In this chapter we provided an overview of synthetic data and how it may 
provide an alternative to differential privacy as a method for sharing micro-data for 
the purpose of analysis and machine learning applications.

We discussed two of the most common techniques used in deep generative 
modeling, namely variational auto-encoders and generative adversarial networks, 
and highlighted some of the remarkable success in the space of modeling medical 
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does not just memorize the input data.
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With differential privacy, our goal is to define a query mechanism that guaran-
tees certain privacy levels if the users are restricted to access micro-data through the 
specified mechanism only. Synthetic data generation is different in that it assumes 
synthetic data is published directly to users, and thus access to the data is virtu-
ally unlimited. We now want to inspect those differences in more detail to better 
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attacker knows for sure that each row in the datasets represents a real instance 
or person, only the privacy mechanisms attempt to conceal the privacy informa-
tion in different ways. With synthetic datasets that is not the case, as the samples 
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a synthetic record exactly matches the values in one of the original values, which 
is very unlikely. And its occurrence could not be recognized with any assurance by 
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training set (of real data) and thus instead of approximating a distribution and then 
sampling from that distribution, it instead just copies one or more of the original 
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We discussed two of the most common techniques used in deep generative 
modeling, namely variational auto-encoders and generative adversarial networks, 
and highlighted some of the remarkable success in the space of modeling medical 
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data. We then discussed why synthetic data provides privacy by design and some 
areas of research in privacy of synthetic data generation.

As research in the space of generative models continues at a neck-break pace at 
companies like OpenAI, Google, Facebook, Microsoft and others, we expect to see 
tremendous prosgress in this field on the research side as well as in applications of 
synthetic data across many areas of industry.
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Machine learning and data mining algorithms play important roles in design-
ing intrusion detection systems. Based on their approaches toward the detection 
of attacks in a network, intrusion detection systems can be broadly categorized 
into two types. In the misuse detection systems, an attack in a system is detected 
whenever the sequence of activities in the network matches with a known attack 
signature. In the anomaly detection approach, on the other hand, anomalous states 
in a system are identified based on a significant difference in the state transitions of 
the system from its normal states. This chapter presents a comprehensive discussion 
on some of the existing schemes of intrusion detection based on misuse detection, 
anomaly detection and hybrid detection approaches. Some future directions of 
research in the design of algorithms for intrusion detection are also identified.
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1. Introduction

Cyberinfrastructures are vulnerable to various possible attacks due to the flaws 
in their design and implementation. The major flaws that cause most of the critical 
vulnerabilities are errors in system programs and faulty design of the software. 
Malicious attackers can exploit these system vulnerabilities by following a sequence 
of activities, either from inside or from outside of the infrastructure, and cause 
significant damage. These events manifest themselves in the form of different 
distinct characteristics that are defined as patterns of attacks. Misuse or signature 
detection techniques attempt to proactively detect the presence of such patterns so 
that any malicious attack on the infrastructure can be effectively defended against. 
It is possible to defend against all known vulnerabilities in cyberinfrastructures by 
using supervised learning approaches for misuse and signature detection. The most 
convenient method of signature detection is measuring the similarity between the 
patterns recognized in the current network activity and the already known patterns 
of various types of cyber-attacks. However, execution signatures may vary substan-
tially from one attack category to another, so that specific detection methods are 
required to classify attack patterns and, thus, to improve detection capability.

Anomaly detection systems, however, work in a different way. The objective 
of these systems is to proactively detect any activity or event in a network or host 
computer that exhibits aberration from the normal behavior of the network or 
the host. The normal behavior is described by a predefined set of activities. The 
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of various types of cyber-attacks. However, execution signatures may vary substan-
tially from one attack category to another, so that specific detection methods are 
required to classify attack patterns and, thus, to improve detection capability.
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of these systems is to proactively detect any activity or event in a network or host 
computer that exhibits aberration from the normal behavior of the network or 
the host. The normal behavior is described by a predefined set of activities. The 
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working principle of an anomaly detection system is fundamentally different from 
that of misuse or signature detection system. Misuse or signature detection systems 
first need to be equipped with a well-defined set of attack signatures populated in 
their database. An anomaly detection system, on the other hand, defines a detailed 
and accurate profile of the normal behavior of the networks and hosts. The normal 
state of the cyberinfrastructure, consisting of networks and hosts, indicates an 
attack-free state. When an anomalous activity occurs in the cyberinfrastructure, the 
anomaly detection system notices a state change from the normal state to a state that 
is no longer normal. On observing this state change, the anomaly detection system 
raises an alert of a possible attack on the cyberinfrastructure. Unlike the signature 
or misuse detection systems, the anomaly detection systems are capable of detect-
ing novel attacks as the detection strategy for these systems is based on the state 
change information, rather than a matching of attack signatures. It is precisely for 
this reason that anomaly detection schemes are capable of detecting various differ-
ent types of attacks. Some of these attacks include: (i) segmentation of binary code 
in a user password, (ii) backdoor service on a malicious process on a well-known 
port number in a computing host, (iii) stealthy reconnaissance attempts, (iv) novel 
buffer overflow attacks, (v) direction of hypertext transmission protocol (HTTP) 
on a nonstandard port number, (vi) stealthy attacks on protocol stacks and (vii) dif-
ferent variants of denial of service (DoS) and distributed denial of service (DDoS), 
and so on. Early and accurate detection of these attacks poses significant challenges 
in the design of a robust and accurate anomaly detection system.

In this chapter, we have briefly reviewed some of the well-known misuse and 
anomaly-based detection systems that are proposed in the literature. We have 
also discussed some hybrid approaches in intrusion detections that effectively 
combine misuse and anomaly detection approaches so as to improve the detection 
accuracy and reduce false alarms. The rest of the chapter is organized as follows. 
Section 2 presents a brief discussion on misuse or signature-based detection 
approach. In Section 3, we discuss how various machine learning approaches can 
be applied in misuse or signature-based systems. Section 4 provides a brief over-
view of anomaly detection, while in Section 5, we discuss how machine learning 
and data mining algorithms can be effectively deployed in anomaly-based detec-
tion systems. In Section 6, we briefly discuss the working principles of some of 
the well-known hybrid detection systems. Section 7 concludes the chapter while 
highlighting some of the recent trends in machine learning approaches in network 
security applications.

2. Misuse or signature detection

Misuse detection, also called signature detection, is an approach in which 
attack patterns or unauthorized and suspicious behaviors are learned based on past 
activities and then the knowledge about the learned patterns is used to detect or 
predict subsequent similar such patterns in a network. The attack or misuse pat-
terns, which are also called signatures, include patterns of log files or data packets 
that were found to be malicious and identified as threats to the network and the 
computing hosts. Each log file consists of its own signature that exhibits a unique 
pattern consisting of binary bits 0 and 1. For intrusion detection systems protect-
ing host computers, that is, for host-based intrusion detection systems (HIDSs), 
the attack signature databases may contain various patterns of system calls that 
represent a different attack on the host. In the case of a network-based intrusion 
detection system (NIDS), attack signatures reveal specific patterns in data packets. 
These patterns may include signatures of the data payload, the packet header, 
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unauthorized activities, such as improper file transfer protocol (FTP) initiation, or 
failed login attempt in Telnet. A typical data packet includes several fields such as: 
(i) the source Internet protocol (IP) address, (ii) the destination IP address, (iii) 
the source port number for transmission control protocol (TCP) or user datagram 
protocol (UDP), (iv) the destination port number for TCP or UDP, (v) the protocol 
description such as UDP, TCP or Internet control message protocol (ICMP), and 
(vi) the data payload. An attack signature can be detected in any specific field, or in 
any combination of these fields.

Figure 1 shows how a typical misuse or signature detection system works. These 
detection systems execute algorithms that attempt to match learned patterns or 
signatures from past attacks with the current activities in a network in order to 
detect any possible attack or malicious activities. If the signature of any current 
activity in the network matches with the signature of any activity in the attack 
signature database, the detection system raises an alert. A module in the detection 
system initiates a further investigation of the attack and starts invoking appropri-
ate security modules to defend against such attacks. If the attack is found to be a 
real attack and not a false alarm by the detection system, the existing database of 
the attack signatures is updated with the signature of the new attack. For example, 
if the signature of an attack is: login name = “Sidra,” then, whenever there is any 
attempt to login into any device in the network with the name “Sidra,” the signature 
detection system will raise an alert of an attack.

This approach adopted in a signature-based detection system is primarily 
meant for detecting already known threats and vulnerabilities in a network. 
However, these systems suffer from a drawback of producing too many false 
alarms. A false alarm or a false positive refers to a situation where the system raises 
an alert of an attack while no attack has really happened on the network. As an 
example, let us consider the case where a user logs into a remote server. If the user 
forgets the login password and makes multiple attempts of login, the account of 
the user is most likely to be locked after a certain number of such failed attempts. 
As the signature-based detection system cannot differentiate between a failed 
login attempt by a legitimate user, and a malicious user attempting to login in 
an unauthorized way into some legitimate user’s account, both the activities are 
considered as attacks.

Figure 1. 
Working of misuse or signature detection: Illustration of “if-else” rules.
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The efficacy of misuse or signature detection system largely depends on the 
completeness and sufficiency of the knowledge of attack patterns and signatures 
captured in the attack signature database of the system. It is a nontrivial task to 
capture and represent the knowledge of attacks and system vulnerabilities in a 
cyberinfrastructure or in a network of computing machines, and the job heavily 
depends on domain experts. Since the knowledge and skills of domain experts may 
vary significantly from person to person, the design of signature detection systems, 
quite often, can be incomplete and inaccurate. Moreover, a slight variation, evolu-
tion, blending, or a combination of already known attacks can make signature 
detection an impossible task. This is a typical problem with any similarity-based 
learning system like a signature-based intrusion detection system.

3. Machine learning in misuse or signature detection

Figure 2 depicts the working mechanism of misuse or signature detection 
consists of five major steps: (i) data collection, (ii) data preprocessing, (iii) misuse 
or signature identification using a matching algorithm, (iv) rules regeneration and 
(v) denial of service (DoS) or other security response strategy. In most of the cases, 
the data sources are: network and host audit logs, packets transmitting over the 
network, and windows registry. Data preprocessing is a critical step that prepares 
the raw data for learning patterns. These steps involve the reduction of noise by 
eliminating outliers, normalizing or standardizing of data, and finally selecting and 
extracting features. After the data preprocessing step is over, an automatic intel-
ligent learning system is deployed to build a learning model and extract rules using 
prior knowledge of the execution of malicious programs, network traffic data, and 
vulnerabilities in network infrastructure. The model is now ready for signature 
and misuse detection. The learned classification model is applied to the incoming 
network traffic for signature detection. If any part of the network traffic is found 
to be similar to attack patterns learned by the model, then an alarm is raised and 
the traffic is further analyzed for identifying whether it is really an attack or a false 
alarm. Consequently, misuse or signature detection can be simply understood as an 
“if-then” sequence as shown in Figure 1.

Figure 2. 
Sequence of execution of misuse or signature detection modules.
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We present a variety of misuse detection techniques that are based on machine 
learning methods. In the following, we discuss some examples of machine learning 
methods applied in misuse detection systems.

3.1 Classification using association rules

Agrawal et al. proposed an elegant approach to discover underlying association 
rules to identify and then establish causal relationships among attributes that may 
exist in a multidimensional database [1]. Association rules mining identifies the 
frequent existing patterns in a dataset. This may help, for example, in designing 
algorithms for a computer antivirus software. A computer antivirus attempts to 
identify viruses that exhibit some frequently occurring patterns in a transaction 
dataset. The use of association rules mining and frequently occurring episodes 
from the computer audit data and exploiting those rules in feature selection had 
also been described in the literature [2]. Fuzzy association rules were designed for 
misuse and signature detection on 1998 DARPA intrusion detection dataset [3]. For 
the purpose of feature selection, 41 features were extracted for each connection 
record that included 24 different attack types. The attack traffic in the network 
was essentially of four types: (i) denial of service (DoS), (ii) remote to user (R2L), 
(iii) user to root and (iv) probes. Including the normal traffic in the network, the 
association rule mining algorithms extracted the essential features of five types of 
network data—four categories of attack traffic and one type of normal traffic.

3.2 Artificial neural networks

In a connectionist approach, ANNs carry out the task of pattern recognition 
and pattern matching using very complex nonlinear transformation functions and 
the use of multiple hyperplanes separating data of one class from the other. The 
dynamic nature of the network traffic and the ever-changing characteristics of 
various attacks on the networks require a very flexible and adaptive misuse detec-
tion system that can efficiently and effectively identify a variety of intrusions. 
Application of ANNs in designing a misuse detection system incorporates the ability 
to analyze data even if the data may be noisy, distorted, and incomplete. Since ANNs 
have the ability of learning very accurately from training data, these models can 
very effectively detect misuse attacks and identify suspicious events in a network. 
However, this hypothesis is based on the assumption that attackers usually deploy 
the same approach of an attack on multiple networks, and ANNs can effectively 
detect similar attacks that had been used by the attackers in the past. Use of ANNs 
for misuse and signature-based intrusion detection is discussed in [4]. The intru-
sion detection system (IDS) presented by the author exploits the ability of ANN in 
classifying nonlinearly separable data into various classes even if the data sources are 
noisy and limited. The ANN, which is also called a feed-forward multi-layer percep-
tron (MLP), is equipped with four fully connected layers of nodes with nine nodes 
in the input layer, two nodes in the output layer, and two hidden layers between the 
input and the output layers. The two nodes in the output layer are used to indicate 
the classification results of the network traffic—the normal traffic data being classi-
fied with a label of 1, and the attack traffic with a label of 0. Nine important features 
were extracted by the ANN from the network event data. The network event data 
are gathered from the data packets transmitted over the network. The nine features 
of network data traffic that are extracted by the ANN are: (i) protocol, (ii) source 
port number, (iii) destination port, (iv) source internet protocol (IP) address, (v) 
destination IP address, (vi) internet control message protocol (ICMP) type, (vii) 
ICMP code, (viii) data payload length, and (ix) data payload content. Each record 
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The efficacy of misuse or signature detection system largely depends on the 
completeness and sufficiency of the knowledge of attack patterns and signatures 
captured in the attack signature database of the system. It is a nontrivial task to 
capture and represent the knowledge of attacks and system vulnerabilities in a 
cyberinfrastructure or in a network of computing machines, and the job heavily 
depends on domain experts. Since the knowledge and skills of domain experts may 
vary significantly from person to person, the design of signature detection systems, 
quite often, can be incomplete and inaccurate. Moreover, a slight variation, evolu-
tion, blending, or a combination of already known attacks can make signature 
detection an impossible task. This is a typical problem with any similarity-based 
learning system like a signature-based intrusion detection system.

3. Machine learning in misuse or signature detection

Figure 2 depicts the working mechanism of misuse or signature detection 
consists of five major steps: (i) data collection, (ii) data preprocessing, (iii) misuse 
or signature identification using a matching algorithm, (iv) rules regeneration and 
(v) denial of service (DoS) or other security response strategy. In most of the cases, 
the data sources are: network and host audit logs, packets transmitting over the 
network, and windows registry. Data preprocessing is a critical step that prepares 
the raw data for learning patterns. These steps involve the reduction of noise by 
eliminating outliers, normalizing or standardizing of data, and finally selecting and 
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the traffic is further analyzed for identifying whether it is really an attack or a false 
alarm. Consequently, misuse or signature detection can be simply understood as an 
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Figure 2. 
Sequence of execution of misuse or signature detection modules.
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We present a variety of misuse detection techniques that are based on machine 
learning methods. In the following, we discuss some examples of machine learning 
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classifying nonlinearly separable data into various classes even if the data sources are 
noisy and limited. The ANN, which is also called a feed-forward multi-layer percep-
tron (MLP), is equipped with four fully connected layers of nodes with nine nodes 
in the input layer, two nodes in the output layer, and two hidden layers between the 
input and the output layers. The two nodes in the output layer are used to indicate 
the classification results of the network traffic—the normal traffic data being classi-
fied with a label of 1, and the attack traffic with a label of 0. Nine important features 
were extracted by the ANN from the network event data. The network event data 
are gathered from the data packets transmitted over the network. The nine features 
of network data traffic that are extracted by the ANN are: (i) protocol, (ii) source 
port number, (iii) destination port, (iv) source internet protocol (IP) address, (v) 
destination IP address, (vi) internet control message protocol (ICMP) type, (vii) 
ICMP code, (viii) data payload length, and (ix) data payload content. Each record 
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of network traffic data was first preprocessed, its features were extracted, and then 
the features having categorical values were transformed into some standardized 
numeric values. Around 10,000 network traffic records were synthetically gener-
ated for the training and the testing of the ANN model, and approximately 3000 
among those records were detected to be anomalous.

3.3 Support vector machines

Because of its intrinsic characteristics, support vector machines (SVMs) are 
capable of minimizing the structural risk of a dataset by reducing its classifica-
tion error on unseen records, unlike ANNs which focus more on minimization 
of empirical risk of the dataset. In order to achieve its goal, a model based on the 
SVM approach determines its number of parameters based on the margin that 
separates the data points. This margin is determined by the number of support 
vectors present in the dataset. The support vectors are those data points that lie 
nearest to the hyperplane but belong to different classes. In contrast to an ANN, the 
number of parameters in an SVM model does not depend on the number of feature 
dimensions in the dataset. This unique property of an SVM makes it so powerful in 
many practical machine learning applications. In the context of intrusion detection 
applications, SVMs present two distinct advantages over their ANN counterparts. 
SVM models execute much faster and they are more scalable. High speed in execu-
tion is crucial for detecting attacks in real-time, while scalability is a mandatory 
requirement for deployment in a complex cyberinfrastructure. Moreover, SVM 
models can be made to adapt fast based on changes introduced in the training 
dataset. This feature of SVM is critical when the patterns in the attack traffic change 
very rapidly. Mukkamala et al. demonstrated how SVM models can be deployed for 
the purpose of detection of an attack and misuse patterns in context to computer 
security breaches [5]. The security breaches considered by the authors were bugs in 
system software bugs, hardware or software failures, incorrect system administra-
tion procedures, or failure of the system authentication. For the purpose of building 
the SVM model, the authors used a training set of 699 data points that contained 
some records representing actual attack traffic, some records that represented 
probable attacks, and remaining records exhibiting normal traffic patterns. Eight 
features were extracted after the initial cleaning and preprocessing phase of the 
data. Finally, all feature values for each record were normalized to [0, 1]. The test 
dataset consisted of 250 data points and 8 features. In the confusion matrix yielded 
by the classification model produced a precision value of 85.53% on the training 
dataset, and the corresponding value for the test dataset was 94%. This experiment 
clearly demonstrated the fact that SVM is, in general, more efficient and accurate 
in identifying misuse and signature-based attack traffic than its ANN counterpart. 
It also validated the hypothesis that an SVM can effectively simulate security 
scenarios using its component to adapt to a given information system. Once adapted 
to a given system, an SVM model can carry out real-time detection of attack traffic, 
and minimize false alarms while yielding a very high true detection rate.

3.4 Decision tree and classification and regression tree

Decision tree is a nonparametric machine learning method of model building 
that does not impose any preconditions or requirements on the data. A typical deci-
sion tree uses a classification algorithm that labels a data point based on the feature 
values in the data record corresponding to that node in the decision tree. In order to 
arrive at a classification decision corresponding to a leaf node in a decision tree, one 
has to trace the path from the root node to the leaf node. The trace of the path from 
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the root node to a given leaf node can then be converted to a classification rule. If 
designed optimally, decision trees can yield high classification accuracy, while they 
involve less complexity in implementation, and have the ability to model intuitive 
knowledge stored in a high-dimensional dataset. It is precisely these characteristics 
that make decision trees a very popular choice in many real-world applications. 
Among the decision tree algorithms, CART represents trees in a form of binary 
recursive partitioning. It classifies objects or predicts outcomes by selecting from 
a large number of variables. The most important of these variables determine the 
outcome variable. Kruegel and Toth proposed a signature and misuse detection 
system following a decision tree-based approach [6]. In the scheme proposed by the 
authors, the original rules were partitioned into a smaller subset of rules in such a 
way that the analysis of a single subset is enough for each input element in the signa-
ture detection system [6]. The decision tree algorithm was utilized for detecting the 
feature that most effectively discriminated against the rule sets of different classes. 
The algorithm is executed in parallel for evaluating each feature on all the rules in a 
subset. In the decision tree, the root node corresponded to the universal set of rules. 
In other words, the root node contained all the rules. The children nodes represented 
the direct subsets of rules that were partitioned from the rule set based on the first 
feature in the dataset. The splitting of the nodes in the tree continued till a stage was 
reached where each node was found to contain one rule only. Labeling was done on 
each node using the feature that was used for splitting the node. Each directed edge 
emanating from a node and impinging on its child was marked with the value of the 
feature specified in the child node. Each leaf node contained either one rule or a set 
of rules that were not distinguishable by the features in the dataset. During splitting, 
the sequence of features encountered had an impact on the shape and depth of the 
tree structure. The authors had also proposed an algorithm that generated a decision 
tree for detecting malicious events using a limited number of comparisons on the set 
of rules extracted. Chebrolu et al. used KDD cup 1999 intrusion detection dataset 
to build a classification and regression tree (CART) [7]. The dataset included 5092 
cases and 41 variables. There were 208,772 possible splits in the CART algorithm. 
Gini index was used for determining the optimal splitting at the nodes.

3.5 Bayesian network classifier

The major shortcoming of most of the rule-based approaches to classification is 
that these methods treat each event in isolation and never consider the entire gamut of 
events together taking into account their contextual and temporal relationships. A rule 
is derived based on the signature of a packet. The signature of a packet is determined 
using a set of protocols. Many a time, the signature exhibited by a subset of packets 
belonging to the activities of a malicious user may match that of a normal user; rule-
based misuse detection systems often suffer from high rates of false alarm. In the case 
of a false alarm, the intrusion detection system erroneously identifies an activity in a 
network as malicious while the activity is actually perfectly normal. Bayesian network 
(BN)-based models get rid of this problem of rule-based detection systems. Using 
Bayesian statistics, BN represents problems in networks by specifying the causal rela-
tionships between subsets of variables. Typically, a BN is presented as a directed graph 
that does not contain any cycle. Hence, a BN is also referred to as a DAG-directed 
acyclic graph. Each node in a BN represents a random variable. A random variable 
is a variable that can assume a set of values; each value has a specified probability of 
occurrence. Each arc in a BN depicts a causal relationship with the dependence of 
the child node on the parent node being expressed as a conditional probability value. 
The head node and the tail node of an arc are referred to as the parent node and the 
child node respectively. For example, if in a BN, there is an arc X1 X4, then X1 is the 
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of network traffic data was first preprocessed, its features were extracted, and then 
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many practical machine learning applications. In the context of intrusion detection 
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models can be made to adapt fast based on changes introduced in the training 
dataset. This feature of SVM is critical when the patterns in the attack traffic change 
very rapidly. Mukkamala et al. demonstrated how SVM models can be deployed for 
the purpose of detection of an attack and misuse patterns in context to computer 
security breaches [5]. The security breaches considered by the authors were bugs in 
system software bugs, hardware or software failures, incorrect system administra-
tion procedures, or failure of the system authentication. For the purpose of building 
the SVM model, the authors used a training set of 699 data points that contained 
some records representing actual attack traffic, some records that represented 
probable attacks, and remaining records exhibiting normal traffic patterns. Eight 
features were extracted after the initial cleaning and preprocessing phase of the 
data. Finally, all feature values for each record were normalized to [0, 1]. The test 
dataset consisted of 250 data points and 8 features. In the confusion matrix yielded 
by the classification model produced a precision value of 85.53% on the training 
dataset, and the corresponding value for the test dataset was 94%. This experiment 
clearly demonstrated the fact that SVM is, in general, more efficient and accurate 
in identifying misuse and signature-based attack traffic than its ANN counterpart. 
It also validated the hypothesis that an SVM can effectively simulate security 
scenarios using its component to adapt to a given information system. Once adapted 
to a given system, an SVM model can carry out real-time detection of attack traffic, 
and minimize false alarms while yielding a very high true detection rate.

3.4 Decision tree and classification and regression tree

Decision tree is a nonparametric machine learning method of model building 
that does not impose any preconditions or requirements on the data. A typical deci-
sion tree uses a classification algorithm that labels a data point based on the feature 
values in the data record corresponding to that node in the decision tree. In order to 
arrive at a classification decision corresponding to a leaf node in a decision tree, one 
has to trace the path from the root node to the leaf node. The trace of the path from 
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the root node to a given leaf node can then be converted to a classification rule. If 
designed optimally, decision trees can yield high classification accuracy, while they 
involve less complexity in implementation, and have the ability to model intuitive 
knowledge stored in a high-dimensional dataset. It is precisely these characteristics 
that make decision trees a very popular choice in many real-world applications. 
Among the decision tree algorithms, CART represents trees in a form of binary 
recursive partitioning. It classifies objects or predicts outcomes by selecting from 
a large number of variables. The most important of these variables determine the 
outcome variable. Kruegel and Toth proposed a signature and misuse detection 
system following a decision tree-based approach [6]. In the scheme proposed by the 
authors, the original rules were partitioned into a smaller subset of rules in such a 
way that the analysis of a single subset is enough for each input element in the signa-
ture detection system [6]. The decision tree algorithm was utilized for detecting the 
feature that most effectively discriminated against the rule sets of different classes. 
The algorithm is executed in parallel for evaluating each feature on all the rules in a 
subset. In the decision tree, the root node corresponded to the universal set of rules. 
In other words, the root node contained all the rules. The children nodes represented 
the direct subsets of rules that were partitioned from the rule set based on the first 
feature in the dataset. The splitting of the nodes in the tree continued till a stage was 
reached where each node was found to contain one rule only. Labeling was done on 
each node using the feature that was used for splitting the node. Each directed edge 
emanating from a node and impinging on its child was marked with the value of the 
feature specified in the child node. Each leaf node contained either one rule or a set 
of rules that were not distinguishable by the features in the dataset. During splitting, 
the sequence of features encountered had an impact on the shape and depth of the 
tree structure. The authors had also proposed an algorithm that generated a decision 
tree for detecting malicious events using a limited number of comparisons on the set 
of rules extracted. Chebrolu et al. used KDD cup 1999 intrusion detection dataset 
to build a classification and regression tree (CART) [7]. The dataset included 5092 
cases and 41 variables. There were 208,772 possible splits in the CART algorithm. 
Gini index was used for determining the optimal splitting at the nodes.

3.5 Bayesian network classifier

The major shortcoming of most of the rule-based approaches to classification is 
that these methods treat each event in isolation and never consider the entire gamut of 
events together taking into account their contextual and temporal relationships. A rule 
is derived based on the signature of a packet. The signature of a packet is determined 
using a set of protocols. Many a time, the signature exhibited by a subset of packets 
belonging to the activities of a malicious user may match that of a normal user; rule-
based misuse detection systems often suffer from high rates of false alarm. In the case 
of a false alarm, the intrusion detection system erroneously identifies an activity in a 
network as malicious while the activity is actually perfectly normal. Bayesian network 
(BN)-based models get rid of this problem of rule-based detection systems. Using 
Bayesian statistics, BN represents problems in networks by specifying the causal rela-
tionships between subsets of variables. Typically, a BN is presented as a directed graph 
that does not contain any cycle. Hence, a BN is also referred to as a DAG-directed 
acyclic graph. Each node in a BN represents a random variable. A random variable 
is a variable that can assume a set of values; each value has a specified probability of 
occurrence. Each arc in a BN depicts a causal relationship with the dependence of 
the child node on the parent node being expressed as a conditional probability value. 
The head node and the tail node of an arc are referred to as the parent node and the 
child node respectively. For example, if in a BN, there is an arc X1 X4, then X1 is the 
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predecessor of node X4, and X4 is the descendent of node X1. In the example BN, 
 the node X1 has no predecessor. However, it has three descendant nodes: X2, X3, and 
X4. Along with BN, the conditional probability table (CPT) presents the dependencies 
on the net for each variable/node. For each variable/node, the conditional probability 
P(variable | parent (variable)) is given in CPT for each possible combination of its 
parents [8–10]. Chebrolu et al. investigated the performance of a feature selection and 
classification algorithm using BN [7]. Markov blanket method was used to find the 
most significant feature set in a training dataset that included five classes of network 
traffic: normal, probe, DOS, U2R, and R2L.

3.6 Naïve Bayes

The naïve Bayes classifier makes the assumption of class conditional indepen-
dence. Given a data sample, its features are assumed to be conditionally indepen-
dent of each other. This is in contrast with a BN that assumes dependencies among 
the features. Schultz et al. used the naïve Bayes approach to detect new, previously 
unseen malicious executables accurately and automatically [11].

Most of the machine learning methods for misuse and signature detection are 
in the initial stages of research and are yet to find any commercial deployment. 
Moreover, feature selection before traffic classification is a challenging task. 
Detection quality heavily depends on the experience and knowledge of the security 
experts dealing with the problem. It also depends on an exhaustive testing and 
refining process. The use of decision trees for the selection of a significant feature 
subset has only partially solved this problem. Table 1 summarizes the signature-
based detection schemes we discussed in this section. We have categorized the 
schemes based on their approach, input data used, and level of detection.

4. Anomaly detection

When a novel attack is launched on a network, misuse detection systems cannot 
detect the attack as the attack signature is not present in the existing database of 
attack signatures. However, an anomaly detection system has the ability to detect 
new and unseen attacks and raise an early alarm before any substantial damage 
to the network could be done by the attack. Like the misuse detection approach, 

Detection mechanism Input data format Detection 
level

References

Rule-based signature detection Frequency of system calls, offline Host [2]

Fuzzy association rules Frequency of system calls, online Host [3]

Artificial neural networks TCP/IP packets, offline Host [4, 12]

Support vector machines TCP/IP packets, offline Network [5]

Linear genetic programs TCP/IP packets, offline Network [3]

Decision tree TCP/IP packets, online Network [6]

Classification and regression 
trees

Frequency of system calls, offline Host [7]

Statistical method Executables, offline Host [11]

Bayesian networks Frequency of system calls, offline Host [7]

Table 1. 
Misuse or signature-based detection schemes.
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anomaly detection relies on determining a clear boundary between the normal 
and the anomalous traffic. The profile of the normal behavior is assumed to be 
significantly different from that of the anomalous behavior. The profile of the 
normal events and the normal traffic should preferably satisfy a set of criteria in 
the sense that it must contain a very clearly defined normal behavior. For example, 
the normal behavior specification must include the IP address or the hostname of 
a computing machine, or it should include a virtual local area network’s (VLAN) 
details to which it belongs and have the ability to track the normal behavior of the 
target environment sensitively. In addition, the normal profile should include the 
following details: (i) occurrence patterns of some specific system calls in the appli-
cation layer of the communication protocol stack, (ii) association of data payload 
with different fields of application protocols, (iii) connectivity patterns between 
secure servers and the Internet and (iv) the rate and the burst length distributions 
of all traffic types [13]. In addition, profiles based on a network must be adaptive 
and have the ability of self-learning from complex and challenging network traffic 
to preserve the accuracy and in achieving a low false acceptance rate (FAR).

In a large data network, detection of malicious and anomalous traffic is a 
complex task that poses some significant critical challenges. It is difficult to analyze 
and monitor a huge volume of traffic that contains network data with a very high-
dimensional feature space. Such monitoring and analysis of network traffic data 
calls for highly efficient computational algorithms in data processing and pattern 
learning. Moreover, the anomalous traffic in a network exhibits a common behavior. 
In large volume network traffic data, the malicious and anomalous traffic of the 
same type tends to occur repeatedly, while the number of occurrences of malicious 
and anomalous data is much smaller than the number of occurrences of normal 
data. This makes the network traffic data highly imbalanced. It is also difficult, if 
not impossible, to determine accurately a normal region, or define the boundary 
between the normal and the anomalous traffic. To complicate the issue further, 
the concept of anomaly varies among different application domains. In many 
situations, labeled anomalous data are not available for the training and validation 
processes. Training and testing data contain the noise of unknown distributions, 
and the normal and anomalous behavior constantly changes. All these issues make 
anomaly detection in a network a particularly difficult task.

5. Machine learning in anomaly detection

Figure 3 depicts the schematic diagram of a typical anomaly detection system. 
Anomaly detection systems broadly work in the five steps: (i) data collection, (ii) 
data preprocessing, (iii) normal behavior learning phase, (iv) identification of 
misbehaviors using dissimilarity detection techniques and (v) security responses. 
In a large-scale network, the data collection phase involves a large volume of data 
to be collected from the network. In the data preprocessing phase, the volume of 
data is reduced as this step includes feature selection, feature extraction, and finally 
dimensionality reduction processes.

Machine learning algorithms can be very effective in building normal profiles 
and then in designing intrusion detection systems based on anomaly detection 
approach. In the anomaly detection approach, the network traffic data belonging to 
a normal class are usually available for training the model. However, in most of the 
applications, labeled data for anomalous traffic are not available. We have already 
seen that supervised machine learning algorithms need attack-free training data. 
In other words, supervised learning needs labeled network data for both types of 
traffic—normal and attack. However, in most of the real-world situations, such 
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P(variable | parent (variable)) is given in CPT for each possible combination of its 
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traffic: normal, probe, DOS, U2R, and R2L.

3.6 Naïve Bayes

The naïve Bayes classifier makes the assumption of class conditional indepen-
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dent of each other. This is in contrast with a BN that assumes dependencies among 
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Moreover, feature selection before traffic classification is a challenging task. 
Detection quality heavily depends on the experience and knowledge of the security 
experts dealing with the problem. It also depends on an exhaustive testing and 
refining process. The use of decision trees for the selection of a significant feature 
subset has only partially solved this problem. Table 1 summarizes the signature-
based detection schemes we discussed in this section. We have categorized the 
schemes based on their approach, input data used, and level of detection.
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When a novel attack is launched on a network, misuse detection systems cannot 
detect the attack as the attack signature is not present in the existing database of 
attack signatures. However, an anomaly detection system has the ability to detect 
new and unseen attacks and raise an early alarm before any substantial damage 
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anomaly detection relies on determining a clear boundary between the normal 
and the anomalous traffic. The profile of the normal behavior is assumed to be 
significantly different from that of the anomalous behavior. The profile of the 
normal events and the normal traffic should preferably satisfy a set of criteria in 
the sense that it must contain a very clearly defined normal behavior. For example, 
the normal behavior specification must include the IP address or the hostname of 
a computing machine, or it should include a virtual local area network’s (VLAN) 
details to which it belongs and have the ability to track the normal behavior of the 
target environment sensitively. In addition, the normal profile should include the 
following details: (i) occurrence patterns of some specific system calls in the appli-
cation layer of the communication protocol stack, (ii) association of data payload 
with different fields of application protocols, (iii) connectivity patterns between 
secure servers and the Internet and (iv) the rate and the burst length distributions 
of all traffic types [13]. In addition, profiles based on a network must be adaptive 
and have the ability of self-learning from complex and challenging network traffic 
to preserve the accuracy and in achieving a low false acceptance rate (FAR).

In a large data network, detection of malicious and anomalous traffic is a 
complex task that poses some significant critical challenges. It is difficult to analyze 
and monitor a huge volume of traffic that contains network data with a very high-
dimensional feature space. Such monitoring and analysis of network traffic data 
calls for highly efficient computational algorithms in data processing and pattern 
learning. Moreover, the anomalous traffic in a network exhibits a common behavior. 
In large volume network traffic data, the malicious and anomalous traffic of the 
same type tends to occur repeatedly, while the number of occurrences of malicious 
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prelabeled training data for both classes are very difficult to get. In most cases, not 
only are the prelabeled training data not available, but also the traffic data in net-
works exhibit highly imbalanced characteristics. A large majority of normal traffic 
record is mixed with a tiny minority of attack traffic records. To make the challenge 
even bigger, with the change in the network environment, patterns of normal traffic 
also exhibit substantial changes. The significant difference in the characteristics 
of training and test datasets most often leads to high false positive rates (FPRs) for 
supervised intrusion detection systems (IDSs). Unsupervised learning methods as 
adopted by anomaly detection systems can potentially get rid of this problem by 
building a normal profile of network traffic and by defining a normal state of the 
system. Any deviation from the normal state indicates the presence of an anomalous 
activity in a network. Hence, semi-supervised and unsupervised machine learning 
methods are frequently deployed in real-world security applications [14].

5.1 Rule-based anomaly detection

In misuse detection, rules depict the strength of correlation between the condi-
tions of the attributes and class labels. In the context of anomaly detection, the rules 
are the descriptors of normal profiles of users, application and system programs, 
and other resources in the computing and network infrastructures. An anomaly 
detection system is expected to raise an alarm of a potential attack if it observes any 

Figure 3. 
Sequence of execution of modules in an anomaly detection system.
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inconsistency among the current activities of the programs and the users with the 
established rules in the system. For an anomaly detection system to work effec-
tively, it is critical to have an exhaustive set of rules working. The use of associative 
classification and association rules in anomaly-based intrusion detection systems is 
quite common. A number of propositions exist in the literature that has exploited 
the power of association rules in designing anomaly detection models [2, 15, 16]. 
Anomaly detection systems using association rules broadly work in two steps. In 
the first step, effective data mining operations are carried out on the system and 
network audit data for identifying consistent and useful patterns of the behaviors 
of the programs and the users. In the second step, robust classifiers are inductively 
learned using the training dataset on the relevant features in the patterns to recog-
nize any anomalous behavior in the system or in the network traffic. The concept 
of frequent episodes is presented in [17]. Lee and Stolfo utilized the concept of 
frequent episodes introduced in [17] to characterize the audit sequences occurring 
in normal data [2]. Based on the frequent episodes in the network, the authors 
designed a small set of rules that could effectively capture the frequent behaviors 
in those sequences. During the monitoring phase of the detection system, the event 
sequences that were found to violate the rules are identified as the anomalous events 
in the cyberinfrastructure.

5.2 Fuzzy rule-based anomaly detection

The anomaly detection systems working on the association rules use a deter-
ministic value or an interval to quantify the rules. In such a scenario, the normal 
and anomalous records are separated by clearly defined and sharp boundaries in 
the n-dimensional feature space, where n is the number of features in the dataset. 
However, such a crisp separation poses a significant challenge in correctly detect-
ing the normal audit records in situations where these normal data deviate from 
the established association rules by a small margin. This problem is handled by 
introducing fuzzy logic in designing the association rules, and thereby incor-
porating flexibility in the operations of rule-based anomaly detection systems. 
Moreover, many of the features may be ordinal or categorical in nature, thereby 
making the design of association rules based on crisp and deterministic values of 
the features a well-neigh impossible proposition. Hence, the introduction of fuzzi-
ness in the association rules becomes mandatory. For example, a rule may contain 
the connection duration of a user’s process by using the following expression, such 
as “connection duration = 3 min” or “1 min ≤ connection duration ≤ 4 min.” Luo 
and Bridges investigated the fuzzy rule-based anomaly detection using real-world 
data and simulated dataset [18]. The real-network traffic data were collected by 
the Department of Computer Science at Mississippi State University by tcpdump 
[19]. Four features were extracted from the data. These features were denoted as: 
SN, FN, RN, and PN. SN, FN, and RN denote, respectively, the number of SYN, 
FIN, and FST flags appearing in the TCP packet headers in the last 2 seconds. 
PN denotes the number of destination ports in the last 2 seconds. Three fuzzy 
sets were designed, which were given names: LOW, MEDIUM, and HIGH. Each 
feature was divided into these three fuzzy sets. Fuzzy association rules were 
derived from the dataset based on the first three features of the data, and fuzzy 
frequency episode rules were designed for the last feature. Network traffic data in 
the afternoon of a given day were used in training of the model and in deriving the 
fuzzy rules in the normal traffic data. The traffic data from the afternoon, eve-
ning, and night on the same day were used for testing and anomaly detection. For 
testing the model, a similarity function was used to compare the normal patterns 
with the anomalous patterns.
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ministic value or an interval to quantify the rules. In such a scenario, the normal 
and anomalous records are separated by clearly defined and sharp boundaries in 
the n-dimensional feature space, where n is the number of features in the dataset. 
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ing the normal audit records in situations where these normal data deviate from 
the established association rules by a small margin. This problem is handled by 
introducing fuzzy logic in designing the association rules, and thereby incor-
porating flexibility in the operations of rule-based anomaly detection systems. 
Moreover, many of the features may be ordinal or categorical in nature, thereby 
making the design of association rules based on crisp and deterministic values of 
the features a well-neigh impossible proposition. Hence, the introduction of fuzzi-
ness in the association rules becomes mandatory. For example, a rule may contain 
the connection duration of a user’s process by using the following expression, such 
as “connection duration = 3 min” or “1 min ≤ connection duration ≤ 4 min.” Luo 
and Bridges investigated the fuzzy rule-based anomaly detection using real-world 
data and simulated dataset [18]. The real-network traffic data were collected by 
the Department of Computer Science at Mississippi State University by tcpdump 
[19]. Four features were extracted from the data. These features were denoted as: 
SN, FN, RN, and PN. SN, FN, and RN denote, respectively, the number of SYN, 
FIN, and FST flags appearing in the TCP packet headers in the last 2 seconds. 
PN denotes the number of destination ports in the last 2 seconds. Three fuzzy 
sets were designed, which were given names: LOW, MEDIUM, and HIGH. Each 
feature was divided into these three fuzzy sets. Fuzzy association rules were 
derived from the dataset based on the first three features of the data, and fuzzy 
frequency episode rules were designed for the last feature. Network traffic data in 
the afternoon of a given day were used in training of the model and in deriving the 
fuzzy rules in the normal traffic data. The traffic data from the afternoon, eve-
ning, and night on the same day were used for testing and anomaly detection. For 
testing the model, a similarity function was used to compare the normal patterns 
with the anomalous patterns.
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5.3 Artificial neural networks

Artificial neural networks (ANNs) allow for generalization in incomplete data 
and enable the detection of anomalous behavior in anomaly detection systems. 
The standard feed-forward multi-layer perceptron (MLP) with the ability of 
backpropagation of errors is particularly suited for carrying out anomaly detection. 
In the forward propagation phase, the ANN is trained on the training dataset. The 
data are fed into the network through the nodes in the input layer. The nodes at each 
layer are activated and their output passed on to the nodes in the next layer till the 
output values come out of the nodes at the output layer. The output values produced 
by the output layer nodes are then compared with the desired or target values at the 
corresponding nodes. The difference between the actual output value and the target 
output value signifies the error at the node at the output layer. The error values are 
backpropagated through the links in the network from the nodes at the output layer 
back to the nodes at the input layer so that the weights in the links and the biases at 
the nodes can be updated. This process of forward and back propagation continues 
until the error values at the output nodes fall below a threshold value. At this point 
the training process completes. Ghosh et al. [12, 20] and Liu et al. [21] applied 
ANNs in anomaly detection methods in computer networks.

5.4 Support vector machines

Support vector machines (SVMs) outperform ANNs in many situations as they 
have the ability to attain the global optimum state more efficiently and can control 
the model overfitting problem more effectively by fine-tuning the model param-
eters. SVMs can be gainfully deployed in anomaly detection by training them on 
datasets containing attack traffic and normal traffic. This is a supervised way of 
learning for SVMs. However, SVMs can also be applied effectively in an unsuper-
vised way of identifying anomalous traffic in a network. Chen et al. used BSM audit 
data from the 1998 DARPA intrusion detection evaluation datasets and trained an 
SVM-based anomaly detection system using the dataset [22]. Hu et al. presented a 
comparative study on the performance of a robust support vector machine (RSVM) 
and a conventional SVM based on the nearest neighbor classification in separating 
normal traffic from attack traffic generated by various computer programs [23]. 
The results presented by the authors clearly showed that RSVMs had higher detec-
tion accuracy with a much lower value of false positives as compared with their 
conventional SVM counterparts. RSVMs also exhibited higher generalization ability 
in extracting information from noisy data.

5.5 Nearest neighbor-based learning

Nearest neighbor-based machine learning programs assume that the normal 
pattern of an activity displays a close displacement measured by a distance metric, 
while anomaly data points lie far from this neighborhood. K-nearest neighbor 
(KNN) method is a classification approach that uses a voting score among all the 
neighbors of a given data point in determining its class membership. The KNN 
learning-based anomaly detection method is effective only if the value of k is more 
than the frequency of occurrence of any anomalous data in traffic audit dataset, 
and the Euclidean distance between the anomalous data groups from the normal 
data group is large in the n-dimensional feature space of the traffic dataset. In 
the literature, several anomaly detection approaches have been proposed using 
different variants of the basic nearest neighborhood-based classification method. 
These methods use different definitions of the nearest neighbor for the purpose 
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of detection of anomalous traffic. Liao and Vemuri presented a KNN classifier 
model to classify the behavior of computer programs into two types—normal and 
anomalous [24]. In the proposed scheme, the behavior of a program was repre-
sented by the number of system calls made by the program. While every system 
call was treated as a word, the set of all system calls made by a program over its 
entire life span of execution was compiled as a document. The programs were 
subsequently classified into normal or anomalous classes using a KNN classi-
fier constructed using document classification methods on the documents. The 
experiments were performed using the BSM audit data in the 1998 DARPA intru-
sion detection evaluation datasets. In the training phase, 3556 normal programs 
and 49 distinct system calls in 1 simulation day were used. The test audit data were 
scanned for programs to measure the distance. The distances were then sorted in 
the increasing order of their magnitudes and the top k scores were selected for the 
k nearest neighbors for each of the records in the test audit data. For the purpose 
of anomaly detection, a threshold value of the average of the top k distances for 
each record in the test dataset was determined. In their experiments, authors tried 
out different values of the threshold distance and the k values so as to determine 
the most optimal performance of the KNN classifier as depicted by its receiver 
operating characteristics (ROC) curve. The KNN algorithms were found to detect 
100% of the attacks while keeping a false positive rate (FPR) at a very low value of 
0.082% with k = 5 and a threshold value of 0.74.

5.6 Hidden Markov model and Kalman filter

Hidden Markov model (HMM) considers transition properties of events. In 
network security applications it can be effectively deployed for detecting anoma-
lous activities and events. In anomaly detection, HMMs can very accurately model 
the temporal variations in program behavior [25–27]. Before the deployment of an 
HMM in anomaly detection, the definition of a normal sate of activity S and a data-
set of normal observable events O are to be decided upon. Starting from the initial 
state of S, and given a sequence of observations Y, the HMM searches for a sequence 
X that contains all normal states, and that has a predicted observation sequence that 
is most similar to Y with a computed probability value. If this computed probability 
value is smaller than a predefined threshold value, the sequence Y is assumed to 
have led the system to an anomalous state. Warrender et al. proposed an HMM-
based anomaly detection model using publicly available datasets on systems calls 
from nine programs [25]. The datasets used were MIT LPR and UNM LPR [25]. 
An HMM with 40 states was designed. These 40 states represented 40 system calls 
that were present in all those nine programs. The HMM was designed in a fully 
connected manner so that transitions were possible from any given state to any 
other state in the model. The Baum-Welch algorithm was applied to fine-tune the 
parameters of the HMM using the training dataset [28]. The Baum-Welch algorithm 
works on the principles of dynamic programming and it is a variant of expecta-
tion maximization (EM) algorithm. The Viterbi algorithm was utilized to find out 
which choice of states maximizes the joint probability distribution given the trained 
parameter matrices of the HMM [29]. In other words, the Viterbi algorithm identi-
fies the most likely state, given a dataset and a trained HMM model. The authors 
contend that for a well-designed HMM, a sequence of system calls that represents 
normal activities will lead to state transitions and output values that are highly 
likely; on the other hand, a sequence of system calls that represents an anomalous 
activity will lead to state transitions and output values that are unusual. Hence, in 
order to detect anomalous events in a network, it is sufficient to track unusual state 
transitions and abnormal output values. The experimental results indicated that the 
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connected manner so that transitions were possible from any given state to any 
other state in the model. The Baum-Welch algorithm was applied to fine-tune the 
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which choice of states maximizes the joint probability distribution given the trained 
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contend that for a well-designed HMM, a sequence of system calls that represents 
normal activities will lead to state transitions and output values that are highly 
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HMM could detect anomalous traffic efficiently and effectively with a low value of 
mismatch rate. In general, training of an HMM is a very time-consuming process as 
it requires multiple epochs (i.e., passes) through the records in a training dataset. 
Since all the transition probabilities corresponding to long sequences of state transi-
tions are needed to be stored, training an HMM is a memory-intensive operation 
as well. Soule et al. presented an anomaly detection method in a large-scale data 
network [30]. The detection scheme analyzed the traffic patterns in a network, and 
computed the state the network using a Kalman filter. A Kalman filter is a set of 
mathematical equations that implements a predictor-corrector type estimation that 
is optimal [31]. The optimality here refers minimization of error covariance. The 
Kalman filter used in the anomaly detection filtered out the normal traffic state by 
comparing the predictions made by the current traffic state to an inference of the 
actual traffic state. The residual process is then analyzed for possible anomalies.

5.7 Clustering-based anomaly detection

Supervised learning methods for the detection of anomalous activities in a net-
work require prior labeling of the traffic types. However, it is very difficult to have 
prior labeling of audit data in real-world network environments. Signature-based 
detection suffers from this problem as carrying out a manual classification in a huge 
volume of network traffic to identify a small number of attack traffic records poses 
a significant challenge. Unsupervised learning-based anomaly detection methods 
do suffer from this drawback as these methods can work on unlabeled network 
traffic data. These methods attempt to detect malicious traffic in a network even 
without any prior knowledge about the traffic data labels. Unsupervised learning-
based anomaly detection methods work under the following premise: in a network, 
characteristics of traffic are highly imbalanced—normal traffic constitutes a vast 
majority, while anomalous traffic represents a tiny minority. Moreover, attack 
traffic and the normal traffic exhibit similar statistical distributions in their respec-
tive group, while the distributions of the two groups are different from each other. 
Learning from an imbalanced data so that the anomalous and normal traffic can be 
categorized into two different clusters is the prime focus in unsupervised anomaly 
detection methods. Hence, cluster-based anomaly and outlier detection is the most 
fundamental approach in an unsupervised intrusion detection method. Portnoy 
et al. proposed a clustering-based anomaly detection method using DARPA knowl-
edge discovery in databases (KDD) Cup 1999 dataset [32]. DARPA KDD Cup 1999 
dataset consisted of a network traffic record of 4,900,000 data points. The dataset 
contained 25 different types of traffic—24 attack types and 1 normal traffic. Each 
data point represented a set of extracted feature values from a connection record 
obtained between different IP addresses of hosts during a period of time in which 
attacks were simulated in a network. The authors observed that clustering with 
unlabeled data resulted in a lower detection rate of attacks than attack classification 
using a supervised learning method. However, unsupervised detection methods on 
unlabeled data can potentially detect unknown attacks through an automated or 
semi-automated process that cannot be done using supervised detection methods.

5.8 Random forests

Random forests are powerful machine learning models based on ensemble 
approach. They build multiple decision trees by randomly choosing a subset of 
features and then combine those decision tree results to arrive at a much more robust 
prediction. Due to their higher accuracy of prediction, random forests have been 
deployed in a variety of applications including multimedia information retrieval, 
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network security and intrusion detection systems design. The algorithms used in 
random forests usually yield higher accuracy, and they work very efficiently on large 
datasets with high-dimensional feature space. Traffic in a large network is an exam-
ple of a large volume of high-dimensional data, and such data can be very effectively 
classified in real-time by random forest-based classification approach. The use of 
random forest algorithms for detecting outliers in datasets containing network traffic 
without attack-free training data has been proposed in the literature [33, 34].

5.9 Other machine learning methods in anomaly detection

Other machine learning methods have been proposed for learning the prob-
ability distribution of data and in applying statistical tests to detect outliers. Eskin 
proposed a mixture probability model on normal and anomalous data based on 
expectation maximization (EM) algorithms [35]. Other statistical machine learning 
methods have been investigated in anomaly detection applications, such as mean 
and variance [4, 30], Hotelling’s T2 test and the Chi-square test [36, 37], Hellinger 
score [38], histogram density [39], Bayesian law [40], cumulative summation 
(CUMSUM) and statistical test [30]. Ye et al. used a series of probability techniques 
of anomaly detection, including decision tree, Hotelling’s T2 test, Chi-square mul-
tivariate test, and Markov chain in an information system for detecting intrusions 
[41]. Network-wide anomaly detection using principal component analysis (PCA) 
has been proved very effective [42–44]. Several studies have also found that a wide 
range of anomalies in networks can be detected by computing the entropy in the 
network flow and feature distributions [37, 42, 45]. Table 2 presents a summary of 
the anomaly-based detection schemes.

6. Machine learning in hybrid detection

Since misuse detection systems work on matching already known attack signa-
tures with the current events in a network, they usually have high detection rates 

Detection mechanism Input data format Detection 
level

References

Statistical methods Frequency of system calls, offline Host [36, 37]

Statistical methods TCP/IP packets, online Network [30, 38, 40]

Clustering algorithms Frequency of system calls, online Network [25, 32, 33]

Information theoretic TCP/IP packets, offline Network [37, 42, 45]

Association rules TCP/IP packets, offline Host [2, 15–17]

Fuzzy association rules [18]

Kalman filter TCP/IP packets, online Network [30]

Hidden Markov model Frequency of system calls, offline Host [25–27]

Artificial neural network Executables, offline Host [12, 20, 21]

Principal component analysis Frequency of system calls, offline Network [42–44]

Support vector machine TCP/IP packets, offline Network [22, 23]

K-nearest neighbors Frequency of system calls, offline Host [24]

Random forests TCP/IP packets, offline Network [33, 34]

Table 2. 
Anomaly-based detection schemes.
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HMM could detect anomalous traffic efficiently and effectively with a low value of 
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dataset consisted of a network traffic record of 4,900,000 data points. The dataset 
contained 25 different types of traffic—24 attack types and 1 normal traffic. Each 
data point represented a set of extracted feature values from a connection record 
obtained between different IP addresses of hosts during a period of time in which 
attacks were simulated in a network. The authors observed that clustering with 
unlabeled data resulted in a lower detection rate of attacks than attack classification 
using a supervised learning method. However, unsupervised detection methods on 
unlabeled data can potentially detect unknown attacks through an automated or 
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Random forests are powerful machine learning models based on ensemble 
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prediction. Due to their higher accuracy of prediction, random forests have been 
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network security and intrusion detection systems design. The algorithms used in 
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ple of a large volume of high-dimensional data, and such data can be very effectively 
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network flow and feature distributions [37, 42, 45]. Table 2 presents a summary of 
the anomaly-based detection schemes.
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Since misuse detection systems work on matching already known attack signa-
tures with the current events in a network, they usually have high detection rates 
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Table 2. 
Anomaly-based detection schemes.
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Figure 4. 
Three categories of hybrid detection systems. (a) Anomaly-misuse sequence, (b) misuse-anomaly sequence,  
(c) parallel detection system (adapted from [43]).

and low false alarm rates. However, these systems cannot detect novel attacks. On 
the other hand, anomaly detection systems define normal sates in a network and 
then detect system states that significantly differ from the normal states. Any state 
that significantly differs from the normal state of the network indicates the possible 
event of an attack. The anomaly detection system can detect new attacks launched 
on a network. There is a challenge in the anomaly detection system design. If the 
normal state patterns do not significantly differ from patterns exhibited by any 
anomalous state, the attack state will go undetected. This leads to an increase in the 
false alarm rate. Hence, it is critical to design a normal state in such a way that while 
the detection rate is maximized, the number of false alarms does not exceed beyond 
an acceptable limit. If the normal state is too wide, then the detection rate will suf-
fer. On the other hand, too narrow a normal state will lead to a high false alarm rate. 
The hybrid detection approach combines the adaptability and the powerful detec-
tion ability of an anomaly detection system with the higher accuracy and reliability 
of the misuse detection approach.

Designing an efficient and accurate hybrid detection system involves two critical 
issues: (i) the most ideal misuse or anomaly detection systems are to be first identi-
fied that can be integrated with anomaly detection systems, so that hybrid detection 
is possible and (ii) the two systems are to be integrated in the most optimal way so 
that the balance between the detection rate and false alarm rate is achieved while 
retaining the ability of detecting novel attacks.

The selection of misuse and anomaly detection systems for designing a hybrid 
detection system is dependent on the application in which the detection system is 
to be deployed. Following a combinational approach, the integration of an anomaly 
detection system with a misuse detection counterpart has been classified into four 
categories [46, 47]. These types are: (i) anomaly-misuse sequence detection, (ii) 
misuse-anomaly sequence detection, (iii) parallel detection and (iv) complex mix-
ture detection (Figure 4). The complex mixture model is highly application-specific.

Barbara et al. presented a hybrid detection system on the principle of the 
anomaly-misuse sequence [48]. The proposed system, which is known as audit data 
analysis and mining (ADAM), minimizes false alarm rates by not raising any alarm 
for those patterns that are not classified attacks by the misuse detection system. 
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Misuse-anomaly sequence detection systems primarily focus on detecting novel 
attacks that are missed by the misuse detection module. The machine learning 
algorithms used by these hybrid detection models are mainly based on different 
variants of random forests [47, 49]. Anderson et al. proposed the design of a parallel 
intrusion detection system that provided a very accurate and robust detection deci-
sion by correlating the outputs of the misuse detection and the anomaly detection 
modules [50]. Agrawal et al. proposed an illustrative complex intrusion detection 
system [51]. The system worked on the AdaBoost algorithm of classification and 
both the misuse and the anomaly detection systems are trained on the training 
data simultaneously. The detection results on the test data are also presented 
separately for the misuse detection module and the anomaly detection module. 
Sen et al. proposed various architecture of complex detection systems based on 
cooperating agents [52–54]. The audit trails in the basic security module (BSM) of 
a Solaris system were exploited by Endler in designing a hybrid detection system 
[55]. An ANN-based hybrid detection system for detecting both signature-based 
and anomaly-based attacks is proposed by Ghosh and Schwartzbard [12]. Lee et al. 
presented a data mining-based hybrid intrusion detection system for identifying 
attack traffic from the audit data in a host [2]. Table 3 presents a summary of the 
hybrid detection systems discussed in this section.

7. Conclusion

In this chapter, we have discussed various approaches to misuse and anomaly 
detection systems design using machine learning and data mining techniques. Some 
of the well-known systems in the literature have also been reviewed briefly. We have 
also discussed the pros and cons of various systems in context to their applications 
and deployment in real-world networks.

A fundamental challenge in designing an intrusion detection system is the limited 
availability of appropriate data for model building and testing. Generating data for 
intrusion detection is an extremely painstaking and complex task that mandates 
the generation of normal system data as well as anomalous and attack data. If a 
real-world network environment, generating normal traffic data is not a problem. 
However, the data may too privacy-sensitive to be made available for public research.

Classification-based methods require training data to be well balanced with 
normal traffic data and attack traffic data. Although it is desirable to have a good 
mix of a large variety of attack traffic data (including some novel attacks), it may 

Detection mechanism Input data format Detection 
level

References

Random forests TCP/IP packets, online Network [46, 47, 49]

Association rules TCP/IP packets, online Network [48]

Association rules Frequency of system calls, online Host [2]

Cooperating agents TCP/IP packets, online Network [52–56]

Correlation TCP/IP packets, online Network [50]

Clustering TCP/IP packets, offline Network [51]

Statistical analysis and ANN Sequences of system calls, offline Host [55]

ANN TCP/IP packets, online Network [12]

Table 3. 
Hybrid intrusion schemes based on machine learning.
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and low false alarm rates. However, these systems cannot detect novel attacks. On 
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event of an attack. The anomaly detection system can detect new attacks launched 
on a network. There is a challenge in the anomaly detection system design. If the 
normal state patterns do not significantly differ from patterns exhibited by any 
anomalous state, the attack state will go undetected. This leads to an increase in the 
false alarm rate. Hence, it is critical to design a normal state in such a way that while 
the detection rate is maximized, the number of false alarms does not exceed beyond 
an acceptable limit. If the normal state is too wide, then the detection rate will suf-
fer. On the other hand, too narrow a normal state will lead to a high false alarm rate. 
The hybrid detection approach combines the adaptability and the powerful detec-
tion ability of an anomaly detection system with the higher accuracy and reliability 
of the misuse detection approach.

Designing an efficient and accurate hybrid detection system involves two critical 
issues: (i) the most ideal misuse or anomaly detection systems are to be first identi-
fied that can be integrated with anomaly detection systems, so that hybrid detection 
is possible and (ii) the two systems are to be integrated in the most optimal way so 
that the balance between the detection rate and false alarm rate is achieved while 
retaining the ability of detecting novel attacks.

The selection of misuse and anomaly detection systems for designing a hybrid 
detection system is dependent on the application in which the detection system is 
to be deployed. Following a combinational approach, the integration of an anomaly 
detection system with a misuse detection counterpart has been classified into four 
categories [46, 47]. These types are: (i) anomaly-misuse sequence detection, (ii) 
misuse-anomaly sequence detection, (iii) parallel detection and (iv) complex mix-
ture detection (Figure 4). The complex mixture model is highly application-specific.

Barbara et al. presented a hybrid detection system on the principle of the 
anomaly-misuse sequence [48]. The proposed system, which is known as audit data 
analysis and mining (ADAM), minimizes false alarm rates by not raising any alarm 
for those patterns that are not classified attacks by the misuse detection system. 
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Misuse-anomaly sequence detection systems primarily focus on detecting novel 
attacks that are missed by the misuse detection module. The machine learning 
algorithms used by these hybrid detection models are mainly based on different 
variants of random forests [47, 49]. Anderson et al. proposed the design of a parallel 
intrusion detection system that provided a very accurate and robust detection deci-
sion by correlating the outputs of the misuse detection and the anomaly detection 
modules [50]. Agrawal et al. proposed an illustrative complex intrusion detection 
system [51]. The system worked on the AdaBoost algorithm of classification and 
both the misuse and the anomaly detection systems are trained on the training 
data simultaneously. The detection results on the test data are also presented 
separately for the misuse detection module and the anomaly detection module. 
Sen et al. proposed various architecture of complex detection systems based on 
cooperating agents [52–54]. The audit trails in the basic security module (BSM) of 
a Solaris system were exploited by Endler in designing a hybrid detection system 
[55]. An ANN-based hybrid detection system for detecting both signature-based 
and anomaly-based attacks is proposed by Ghosh and Schwartzbard [12]. Lee et al. 
presented a data mining-based hybrid intrusion detection system for identifying 
attack traffic from the audit data in a host [2]. Table 3 presents a summary of the 
hybrid detection systems discussed in this section.

7. Conclusion

In this chapter, we have discussed various approaches to misuse and anomaly 
detection systems design using machine learning and data mining techniques. Some 
of the well-known systems in the literature have also been reviewed briefly. We have 
also discussed the pros and cons of various systems in context to their applications 
and deployment in real-world networks.

A fundamental challenge in designing an intrusion detection system is the limited 
availability of appropriate data for model building and testing. Generating data for 
intrusion detection is an extremely painstaking and complex task that mandates 
the generation of normal system data as well as anomalous and attack data. If a 
real-world network environment, generating normal traffic data is not a problem. 
However, the data may too privacy-sensitive to be made available for public research.

Classification-based methods require training data to be well balanced with 
normal traffic data and attack traffic data. Although it is desirable to have a good 
mix of a large variety of attack traffic data (including some novel attacks), it may 
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not be feasible in practice. Moreover, the labeling of data is mandatory with attack 
and normal traffic data clearly distinguished by their respective labels.

Unlike classification-based approaches, which are mostly used in misuse detection, 
unsupervised anomaly detection-based approaches do not require any prior labeling 
of the training data. In most of the cases, the attack traffic constitutes the sparse class, 
and hence, the smaller clusters are most likely to correspond to the attack traffic data. 
Although unsupervised anomaly detection is a very interesting approach, the results 
produced by this method are unacceptably low in terms of their detection accuracies.

In a pure anomaly detection approach, the training data are assumed to be con-
sisting of only normal traffic. By training the detection model only on the normal 
traffic data, the detection accuracy of the system can be significantly improved. 
Anomalous states are indicated by only a significant state change from the normal 
sate of the system.

In a real-world network that is connected to the Internet, an assumption of 
attack-free traffic is utopian. A pure anomaly detection system can still be trained 
on training data that include attack traffic. In that case, those attack traffic data will 
be considered as normal traffic and the detection system will not raise an alert when 
such traffic is encountered in real-world operations. Hence, in order to increase the 
detection accuracy, attack traffic should be removed from the training data as much 
as possible. The removal of attack traffic from the training data can be done using 
updated misuse detection systems or by deploying multiple anomaly detection 
systems and combining their results by a voting mechanism.

For an intrusion detection system that is deployed in a real-world network, it 
is mandatory to have a real-time detection capability under a high-speed, high-
volume data environment. However, most of the cluster techniques used in unsu-
pervised detection require quadratic time. This renders their deployment infeasible 
in practical applications. Moreover, the cluster algorithms are not scalable, and they 
need the entire training data to reside in the memory during the training process. 
This requirement puts a restriction on the model size. The future direction of 
research may include studies on the scalability and performance of anomaly detec-
tion algorithms in conjunction with the detection rate and false positive rate. Most 
of the currently existing propositions on intrusion detection have not paid adequate 
attention to these critical issues.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 11

Multimodal Biometrics for Person
Authentication
Ryszard S. Choras

Abstract

Unimodal biometric systems have limited effectiveness in identifying people,
mainly due to their susceptibility to changes in individual biometric features and
presentation attacks. The identification of people using multimodal biometric sys-
tems attracts the attention of researchers due to their advantages, such as greater
recognition efficiency and greater security compared to the unimodal biometric
system. To break into the biometric multimodal system, the intruder would have to
break into more than one unimodal biometric system. In multimodal biometric
systems: The availability of many features means that the multimodal system
becomes more reliable. A multimodal biometric system increases security and
ensures confidentiality of user data. A multimodal biometric system realizes the
merger of decisions taken under individual modalities. If one of the modalities is
eliminated, the system can still ensure security, using the remaining. Multimodal
systems provide information on the “liveness” of the sample being introduced.
In a multimodal system, a fusion of feature vectors and/or decisions developed by
each subsystem is carried out, and then the final decision on identification is made
on the basis of the vector of features thus obtained. In this chapter, we consider a
multimodal biometric system that uses three modalities: dorsal vein, palm print,
and periocular.

Keywords: feature transform, multimodal biometric recognition, levels of fusion,
dorsal vein, periocular, palm print, PCA

1. Introduction

Biometrics is a technology that uses physical and/or behavioral characteristics of
people to identify them. Systems of this type implement two processes (Figure 1) [1]:

i. Enrollment

ii. Authentication

The physical features are fingerprints, hand geometry, handprint, facial image,
iris, retina, and ear. Behavioral features are signature, lip motion, speech, dynamics
of typing, hand movements, and gait.

The characteristics of effective biometrics are:

1. Unique features for each individual
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systems provide information on the “liveness” of the sample being introduced.
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each subsystem is carried out, and then the final decision on identification is made
on the basis of the vector of features thus obtained. In this chapter, we consider a
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1. Introduction

Biometrics is a technology that uses physical and/or behavioral characteristics of
people to identify them. Systems of this type implement two processes (Figure 1) [1]:

i. Enrollment

ii. Authentication

The physical features are fingerprints, hand geometry, handprint, facial image,
iris, retina, and ear. Behavioral features are signature, lip motion, speech, dynamics
of typing, hand movements, and gait.

The characteristics of effective biometrics are:

1. Unique features for each individual
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2. Invariant traits over time (e.g., due to the effect of aging)

3. Features that are relatively easy to obtain (computational complexity small)

4.Precise algorithms enabling classification

5. Resistance to various types of attacks

6.Low cost

7. Ease of implementation

The security of the biometric system is usually assessed on the basis of some
indicators. These are:

• False match rate (FMR). It belongs to the group of matching errors. This
indicator is defined as the expected probability that the downloaded sample
will be falsely matched to the template in the database, but it will not be the
test user pattern. If the indicator is high, it means that there is a risk that an
unauthorized person will be recognized as a system user.

• False rejection (FRR) is equivalent to the FMR. The difference between these
indicators is that FMR refers to a single match, and the FRR refers to a situation
where one or more attempts to match a sample to a template from the database
may occur. The FRR error is referred to in the literature as type I error.

• False discrepancy (FNMR). This is the coefficient determining the probability
that the sample taken will not be matched to the pattern in the database
belonging to the user from whom the sample was taken. In biometric
verification (1:1) systems, the indicator means that the sample has not been
identified by a specific pattern, while in biometric identification systems (1:N),
this indicator determines the probability that a given pattern will not be found
in the database.

• The false acceptance factor (FAR) is equivalent to the FNMR indicator. The
difference between him and FNMR is the same as between FRR and FMR.

• Equal error rate (EER). It is defined as the intersection of the FAR and FRR
characteristics in the graph of the dependence of these errors on the threshold

Figure 1.
Biometric recognition system.
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of sensitivity (t). This factor indicates the optimal sensitivity threshold at
which the same number of people is incorrectly rejected and incorrectly
accepted. The lower the EER error value, the better the biometric system is.

The FMR (FRR) and FNMR (FAR) parameters can also be represented by
graphs (Figure 2):

• Receiver operating characteristic (ROC) curve showing the dependence of
FNMR on FMR. You can use it to show the accuracy of the system.

Figure 2.
The graph of FAR, FRR, and EER in receiver operating characteristic (ROC) curve.

Name Description

Distortion of the input
biometric data

Distorted biometric data may prevent the correct alignment process with
database templates, as a result of which users are incorrectly rejected or
identified

Intra class variations Biometric data obtained from the person during authentication may differ
from the data used to generate the template during registration, thus
affecting the matching process. The biometric template should have a small
intra-class variance

Interclass similarities Biometric features should be significantly different for different people and
should ensure small similarities between classes in the feature space. There
is an upper limit to the users who can be effectively distinguished by any
biometric system. The capacity of the identification system cannot be
arbitrarily increased for fixed sets of feature vectors and the matching
algorithm. The biometric template should have large interclass variations

Non-universality Obtaining accurate (useful) biometric data from the users is not always
possible

Intruder attacks Attacks of this type involve the manipulation of biometric features to avoid
recognition. It is also possible to create artificial biometric patterns in order
to accept the identity of another person

Table 1.
Limitations of unimodal biometrics.
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• Detection error trade-off (DET) showing error rates on both axes, most often
on a logarithmic scale. This curve is plotted for both matching errors and
decisions (Figure 2).

If we use only one biometric authentication system, the results obtained are not
always good enough. Unimodal biometric systems using a single sensor have many
limitations, such as lack of uniqueness, universality, and lack of interference level
associated with the acquired data, as a result of which they are unable to provide the
required level of identification/verification efficiency (Table 1). This is due to the
fact that the reliability of the biometric modality applied is affected by the precision
of a single biometric system (Table 2).

2. Multi-biometric systems

2.1 Types of multi-biometric systems

The multi-biometric system can be (Figure 3) (a) a multi-sensor system that
allows obtaining data from various sensors using one biometric feature, (b) a
system with multiple algorithms processing a single biometric feature, (c) a system
consolidating multiple occurrences of the same body trait, (d) a system using

Name Description

Recognition
accuracy

The multi-biometric system ensures greater accuracy and reliability thanks to
many independent biometric features that are difficult to attack

Continuous
monitoring

In case when one biometric modality is obstructed, other modalities of the multi-
biometric system ensure correct user identification

Privacy Multi-biometric systems provide greater resistance to certain types of loopholes
and attacks. It is difficult and/or impossible to steal many biometric patterns
(templates) stored in the biometric database

Biometric data
enrollment

When biometric input data is unavailable or unacceptable by a biometric system,
another biometric system modality may be used

Resistance on spoof
attacks

Usually the attacker is not able to use many relevant (accurate) spoofed
biometrics

Table 2.
Advantages of multi-biometric systems.

Figure 3.
Types of multi-biometric systems.
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multiple templates of the same biometric method obtained with the help of a single
sensor, and (e) a multimodal system combining information about the biometric
features of the individual to establish his identity [2–4].

2.2 Fusion levels

In multimodal biometric systems, there are a number of strategies (scenarios)
for the fusion of biometric information:

• Data fusion from sensors. Data from various sensors form one vector. Fusion of
information obtained from many different sensors for a single biometric
feature.

• The fusion of feature vectors extracted from various biometric modalities for
further processing. A merger of information obtained from several unimodal
biometric systems that process different body characteristics of the same
person (Figure 4a).

• Fusion at the decision level. The merger of decisions developed on the basis of
information from different biometric modalities, and the resultant feature
vector defines two main classes, i.e., rejection or acceptance (Figure 4b).

Figure 4.
Levels of fusion. (a) Feature level fusion and (b) score/rank level fusion.
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• Rank level fusion. The classifier determines the rank of each registered
biometric identity. A high position is a good indicator of a good fit (Figure 4b).

2.3 Related work

The fusion of biometrics modalities on different levels of multi-biometrics
system is extensively studied in the literature (Table 3). For all that the merger at
the level of feature vectors is relatively poorly discussed. The merger at this level
includes the integration of feature vectors corresponding to many sources of infor-
mation. Because the feature vectors contain more elements than the input biometric
data, it is obvious that the merger at the feature vectors level will provide better

Biometrics traits Fusion
methods

Description of the implementation method References

Fingerprint and
face

Feature In [5], it was proposed to extract face and fingerprint
characteristics invariant to the rotation and scaling of
Zernike moments (ZM). On the basis of ZM, the fusion
of facial features and fingerprints is realized. The RBF
network implements the decision-making process. The
accuracy rate is 96.55%. Testing result of authentication
rate are FAR, 4.95%, and FRR, 1.12%

[5]

Score In [6], authors presented score level fusion technique
using the SIFT features for the face and the minutiae
features for fingerprint. Results are: FAR = 1.98%,
FRR = 3.18%, and accuracy = 97.41

[6]

Fingerprint,
finger knuckle
print,
finger vein

Finger shape

Feature The multi-set canonical correlation analysis is used to
fuse multiple feature sets. The feature based on MCCA
achieves the recognition performance, with
EER = 2.3900e-04

[1]

With the help of the unified Gabor filter, fingerprint
codes and finger vein codes are generated. The
extraction of features is carried out by using a supervised
local canonical correlation analysis (SLPCCA), and
finally the NN-classifier is used

[7]

Fingerprint and iris Score In [8], authors propose a frequency approach to generate
a unified homogeneous template for fingerprint and iris
features. Scores generated from these templates are
fused using the sum rule

[8]

Palm print and
hand shape

Feature Information from the face image and gait image are
combined at the function level. Using the principal
component analysis (PCA) method, facial features were
obtained The result of multiple discrimination analysis
(MDA) is gait energy image (GEI) Recognition rate
results are 91.3%

[9]

Palm print and iris Feature In system described in [10], texture parameters are
extracted based on Gabor filters.

[10]

Fusion of the palm print features and iris features is
based on the wavelets. Decision is obtained using kNN
classifier. Recognition accuracy is 99.2% and FRR = 1.6%

In [11], fusion method for the information of phases
about the iris and palm utilizes a Baud limited image
product (BLIP)

[11]

Finger knuckle and
palm print

Feature In this paper, feature extraction method for palm print is
monogenic binary coding; for inner knuckle print
recognition, two algorithms named ridgelet transform

[12]
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authentication results. However, mergers at this level are difficult to implement in
practice because (i) sets of features of many modalities may be incompatible,
(ii) the combination of two feature vectors may result in a vector of features with
very large dimensionality, and (iii) a complex comparing system is required.

3. The proposed multi-biometric system

The multi-biometric system (dorsal vein + periocular + palm print) is presented
in Figure 5.

In our proposed method, the first is preprocessing block including noise elimi-
nation, ROI detection and normalization, and contrast normalization. For all three

Biometrics traits Fusion
methods

Description of the implementation method References

and SIFT are proposed. The extracted feature vectors are
classified using SVM

Palm print and face Feature The PCA is used to extract features of palm and face
images. Fusion technique concatenated the feature
vectors of the face and palm modalities into one fused
vector, and feature selection is performed.

[13]

Face and gait Feature Method is based on learning face and gait features in
image transform spaces. Two methods are considered—
PCA and LDA

[14]

Face and iris Score Multi-biometrics system using dual iris, visible and
thermal face traits is considered. 1D Log-Gabor and
Complex Gabor Jet Descriptor (CGJD) were used to
extract feature vectors. Authors proposed a score level
fusion algorithm

[15]

The ordinal measures and local binary pattern (LBP)
methods are proposed to extract features from iris and
face regions, respectively

[16]

Feature Paper [17] presents the extractions of iris features based
on 2D Gabor and facial features using the PCA method

[17]

Face and hand
geometry

Feature The 2D DCT is used to extract discriminant face features
which are concatenated with hand geometric features.
The resultant feature vector is classified using SVM

[18]

Face and ear Scores To match score level, fusion is proposed in [19]. Authors
use Dempster-Shafer decision theory for each modality.
Recognition rate is 95.53% with 4.47% EER

[19]

Ocular—iris and
conjunctival
vascular

Score In [4], authors presented fusion of both iris and
conjunctival vascular information. A weighted fusion
method is proposed for each modality. The fusion
resulted in an EER of 2.83%

[4]

Face, ear, and
signature

Rank In [20], the PCA and Fisher’s linear discriminant (FLD)
methods in the face, ear, and signature, multimodal
biometrics system is proposed. Local features are
extracted from face, ear, and signature data. Features are
matched using Euclidean distance. This system is using
rank level fusion

[20]

Table 3.
Summary of works on multimodal biometric systems.
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modalities, noise elimination for an image f x; yð Þ is performed using median filter-
ing (2D MF) operation formulated as [21]:

f̂ x; yð Þ ¼ medianA1 f x; yð Þ ¼ median f xþ r; yþ sð Þ½ � (1)

where A1is the MF window.
Next step in preprocessing phase is ROI detection and normalization (Figure 6).

This operation is quite different for dorsal vein images, palm print images, and
periocular images. For dorsal vein images, we use distance transform to detect the
dorsal image center and build square ROI based on this center coordinates [22, 23].
The ROI design for palm print images is based on hand-specific points (finger
valleys) and two angles [24]. The periocular region is detected based on the center

Figure 5.
Considered multi-biometric system architecture.
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of the iris. Using the conventional algorithm for detecting the iris, we determine the
center of the iris and its diameter. The periocular area is a rectangle centered in the
iris center [25, 26].

After the ROI detection, we perform image size normalization and apply the
contrast normalization by using CLAHE algorithm. The image is divided into non-
overlapping areas of equal size, and the histograms of each region are calculated.
Next, the cutoff threshold for histograms is obtained, and each histogram is
processed in such a way that its height does not exceed the cutoff threshold [21].

The sample input images after normalization operations and operations using
the CLAHE algorithm are shown in Figure 7. Next processing blocks include feature
extraction, feature selection, fusion, and classification.

3.1 Gabor feature extraction

In biologically inspired vision models, receptor fields exist that are the primary
aspect of early visual processing in mammalian vision systems. Gabor functions are
widely used in image feature analysis because they are similar to receptive field
profiles in mammalian cortical simple cells. These fields are modeled using Gabor
filters [27].

Imitation of mammalian vision systems (or some of them) in object recognition
systems leads to their increased efficiency and plausibility. Object recognition sys-
tems that are inspired by the biological approach use filter banks, in particular
Gabor filters (Figure 8) [28–32].

The 2D Gabor filter family can be represented as expressed in Eq. (2):

Gabω,θ x; yð Þ ¼ 1
2πσxσy

Gθ x; yð ÞSω,θ x; yð Þ (2)

where Gθ x; yð Þ ¼ e
� xcosθþysinθð Þ2

2σ2x
þ �sinθþycosθð Þ2

2σ2y

� �

and Sω,θ x; yð Þ ¼ ei ωxcosθþωysinθð Þ � e�
ω2σ2
2 .

Figure 6.
ROI area for dorsal vein images (a), palm print images (b), and periocular images (c).

Figure 7.
Images after normalization (size 150 � 150 pixels) and after applying the CLAHE algorithm.
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Gabor filters (Figure 8) [28–32].

The 2D Gabor filter family can be represented as expressed in Eq. (2):

Gabω,θ x; yð Þ ¼ 1
2πσxσy

Gθ x; yð ÞSω,θ x; yð Þ (2)

where Gθ x; yð Þ ¼ e
� xcosθþysinθð Þ2

2σ2x
þ �sinθþycosθð Þ2

2σ2y

� �

and Sω,θ x; yð Þ ¼ ei ωxcosθþωysinθð Þ � e�
ω2σ2
2 .

Figure 6.
ROI area for dorsal vein images (a), palm print images (b), and periocular images (c).

Figure 7.
Images after normalization (size 150 � 150 pixels) and after applying the CLAHE algorithm.
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The Gabω,θ x; yð Þ can be decomposed into a real R Gabω,θ x; yð Þf g ¼
1

2πσ2 Gθ x; yð ÞR Sω,θ x; yð Þf g and an imaginary.
I Gabω,θ x; yð Þf g ¼ 1

2πσ2 Gθ x; yð ÞI Sω,θ x; yð Þf g parts (for σx ¼ σy ¼ σÞ.
Gabor response images are obtained by convolution operation of multiscale and

multi-orientation Gabor filters Gabω,θ x; yð Þ with the image f (x, y).

Gω,θ x; yð Þ ¼ f x; yð Þ ∗Gabω,θ x; yð Þ ¼ Magω,θ x; yð Þei Phω,θ x;yð Þ (3)

Magω,θ x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R Gabω,θ x; yð Þf g2 þ I Gabω,θ x; yð Þf g2

q
,

Phω,θ x; yð Þ ¼ arctan
I Gabω,θ x; yð Þf g
R Gabω,θ x; yð Þf g ,

where and ∗ is the convolution operator.
The Gabor filter responses for palm print image and dorsal vein image are shown

in Figures 9 and 10, respectively.

3.2 Periocular feature extraction by LBP

The periocular area contains the iris, eyes, eyelids, eyelashes, and partially
eyebrows. The LBP method can be used to describe the texture of the periocular

Figure 8.
2D functions and 2D Gabor filter.

Figure 9.
Imaginary part of the Gabor filter responses of a palm print image.
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area, and the feature vectors contain LBP features. The operator of local binary
patterns (LBP) was proposed by Ojala [33] as a texture descriptor.

LBP divides the image into non-overlapping blocks of the same size. Local image
features are calculated for each block separately. For a set of pixels belonging to a
given block, the LBP values are calculated and then a histogram is created. The
feature vectors (histograms) of each block are combined to form a global vector of
features of the entire image.

LBP analyzes the local neighborhood consisting of gp points located on a circle
with radius R and surrounding the center point of gc and checks whether the points
of gp are greater or lesser than the gc point value.

The LBP value of thegc point is specified as follows:

LBPP,R ¼ ∑
P�1

p¼0
S gp � gc
� �

2p (4)

where gp and gc are the luminance values of the neighborhood and center point,
respectively.

The idea of this operator is presented in Figure 11.
For an image size M�N, the image descriptor is a histogram created from the

LBP values:

Figure 10.
Imaginary part of the Gabor filter responses of a dorsal vein image.

Figure 11.
The basic idea of LBP approach.
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H kð Þ ¼ ∑
M

i¼1
∑
N

j¼1
f LBPP,R i; jð Þ; kð Þ; k∈ 0;K½ � (5)

f x; y
� � ¼ 1, x ¼ y

0, otherwise

�

where k is one LBP pattern and K is the maximal LBP pattern value (number bin
of the histogram).

Using the LBP operator, we obtain 2P different output values corresponding to
2P different binary patterns created by P of neighboring pixels. Certain binary
patterns contain more information than others, so we can only consider this subset
of LBP values. Patterns of this subset are called uniform patterns. So we have a
standard LBPP,R operator and an LBPu2

P,R operator.
Typically image is divided into n blocks and histograms of each block are con-

catenate into feature vector [34].
In the case LBPP,R operator, the histogram contains 256 bins. In the case

of LBPu2
P,R operator, the histogram contains 59 bins (Figures 12 and 13).

4. Feature reduction and data fusion

The multi-biometric system has been tested using certain parts of the following
databases: PolyU palmprint [24], IIITD periocular database [25], and Bosphorus

Figure 12.
The original image (a) and image as a result of the LBP operator (b).

Figure 13.
The LBPP,R histogram (a), histograms of the n blocks (b), and the LBPu2

P,R histogram (c).
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hand vein database [35]. We choose 20 subjects with 10 images per subject at
random. From 10 images, 5 images are used for training and 5 for the testing.

The combination of feature vectors at this level is difficult to achieve in practice
due to the combination of certain fundamentally different feature vectors that can
result in a resulting vector of features with very large dimensionality. In a merger at
the level of feature vectors, each individual modality process generates a feature
vector. The fusion process combines these feature vectors into one vector.

For dorsal vein images and for palm print images, we perform the same image
processing operations that the feature vectors have the same sizes. As a result of
convolution operation of multiscale and multi-orientation Gabor filters with the
input image, we get the Gabor response images. The feature vector has a very large
size of (M x N x k x l)whereM x N is the image size, k is the number of scales, and l
is the number of orientations. In our case, for both dorsal vein images and palm
print images, we get a feature vector containing (150 � 150 � 3 � 6) = 405,000
items. The images subjected to the Gabor filtration are rescaled with a scale factor of
0.1, which allows obtaining a vector of features with a size of 1 � 4050 elements.

For periocular images, the feature vector has a size of 36 � 59 = 2124.
Next we reduce dimensionality of these vectors used in PCA method (Figure 14

and Table 4) [5]. Separated features are normalized using zero mean and unit
variance as

Figure 14.
Steps to image processing using PCA.

PCA algorithm

Organizing the training set of images
T ¼ G1;G2;⋯;Gq

� �
where q is the number of images in the training set

Calculating the average of the set T
Ψ ¼ 1

q∑
q
1Gq

Calculating
Φi ¼ Gi–Ψ

Calculating the covariance matrix C
C ¼ 1

q∑
q
1ΦiΦt

i ¼ AAt

The eigenvectors and corresponding eigenvalues are computed
C vi ¼ λivii ¼ 1,⋯, q

The eigenvectors and their corresponding eigenvalues are paired and ordered from high to low.
Approximated image is calculated as

G ¼ vwþ Ψ
for v ¼ v1; v2;⋯; vkð Þ

Table 4.
PCA algorithm.
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input image, we get the Gabor response images. The feature vector has a very large
size of (M x N x k x l)whereM x N is the image size, k is the number of scales, and l
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f i ¼
f i � μi
σi

(6)

where μi and σi are the mean value and standard deviation of the i-th feature, f i
is the normalized i-th feature vector.

Table 5 shows the recognition performance depending on the number of
selected eigenvectors.

5. Conclusion

In this chapter, Gabor’s functions and LBP features are proposed for recognition
in a multi-biometric system that uses three modalities: dorsal vein, periocular, and
palm print. Using PCA method dimensionality feature vectors from these modality
are reduced. Feature vectors are normalized and fused using concatenation opera-
tion. Based on the results, we suggest that multi-biometric system using the fusion
of dorsal vein, periocular, and palm print images can offer recognition rate which
the unimodal biometric system cannot.
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Modality Number of the eigenvectors

k = 40 k = 60 k = 80 k = 100

Dorsal vein 88 89.3 91.4 92.6

Palm print 88.7 89.3 90.6 92.8

Periocular 86 86.8 89 89.2

Dorsal vein + palm print 90.3 91.1 92.3 93.1

Dorsal vein + periocular 91.1 92 92.4 92.8

Palm print + periocular 90.7 91.4 91.8 92.1

Dorsal vein + periocular + palm print 93.2 94 94.5 95.3

Table 5.
Recognition rates [%] for different modality.
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Chapter 12

Hardware Implementation of
Audio Watermarking Based on
DWT Transform
Amit M. Joshi

Abstract

Presently, the duplicate copy of an audio can be generated with great ease using
some smart devices, and transmitted over the internet which raises concern over
copyright and privacy. Digital audio watermarking is a procedure to insert some
data bits known as watermark into audio signal. Then the audio with watermark is
to be transmitted to end user or made public. The proposed algorithm is used to
insert a binary watermark image into a detailed coefficient of the Daubechies 9/7-
based DWT transform. A watermark is dispersed consistently in low frequencies,
which builds the robustness and inaudibility of the watermark data. Further, the
watermark is embedded into an audio signal to have robust system against audio
attacks and inaudible performance. The algorithm is verified using MATLAB and
subsequently implemented on FPGA hardware to verify the real-time performance.
Hardware implementation helps to embed the watermark at the same instance
when audio is being captured. The results show promising application for real-time
audio applications.

Keywords: audio, digital watermark, FPGA, real-time, robustness

1. Introduction

In a present digital era, a digital file like audio can be copied easily to a computer
and other smart devices, and distributed on open network. However, this has
prompted issues such as maintaining copyright, ownership, particular person
authentication, privacy, and sensitive information loss [1]. The possible solution is
to insert some ownership data bits into the audio which would be extracted for the
purpose of the authentication. Digital audio watermarking is a technique where a
watermark is embedded in the original audio media file. Subsequently, the secured
watermarked may be transmitted over internet to any other person. Inaudibility
and robustness are two primary characteristics of a digital audio watermark.
Robustness is defined as the ability of watermark to resist channel attacks like echo
addition, filtering and Gaussian noise, etc. [2]. Inaudibility means the insertion of
the watermark should not have any impact on final watermarked audio. Ownership
protection helps to identify the content for the originator in order to protect his
copyrights. Illegal use of audio without consent, leaking sensitive information, etc.
can be prohibited by embedding owner signature into original audio in real-time [3].
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The main objective is to design an algorithm which is robust, blind and inaudible and
useful for audio applications.

1.1 Digital watermarking overview

The following section gives a brief overview of digital watermarking. Some basic
terms, watermark classifications, watermark properties, and applications covered
under this chapter. The following list contains the meaning of some standard terms
used in this chapter.

• Host audio is the source audio signal.

• Watermark is defined as a signal consisting of data embedded into a host/
carrier audio signal.

• Watermark Embedding is the process of inserting the ownership data into host
audio.

• Blind Watermarking is a technique in which there is no need of source audio
for watermark extraction.

• Watermark extraction is a procedure to retrieve back to our embed watermark.

• The payload is the size of the message encoded in object [4].

1.2 Problem statement

There are so many audio watermarking algorithms which are implemented in
previous year. Most of the algorithms are implemented on the MATLAB only and
then it checks its robustness and inaudibility. In MATLAB, the transform function is
generally used and according to that an audio watermarking algorithm is applied to
frequency domain. In MATLAB, the transform function is generally used and
according to that an audio watermarking algorithm is applied in the frequency
domain. The power consumption is also unknown and also do not have any knowl-
edge about execution time of the algorithm. These are the some fundamental
requirement to design any algorithm on hardware so MATLAB does not provide
any kind of hardware support. The hardware implementation of algorithms are
achieved on DSP processor and also on GPU processor level. DSP processor and
GPU processor may give hardware implementation but its hardware complexity is
very high and they are not compatible with the real-time applications [5]. So, VLSI
architecture is the best suitable platform for reducing hardware complexity and
designing on real-time applications.

1.3 Objectives

The Proposed design of audio watermarking algorithm is implemented on
MATLAB. Subsequently VLSI architecture of the audio watermarking algorithm is
developed. Then a Forward DWT transform algorithm is developed in Xilinx ISE
which is followed by inverse DWT algorithm. Then design VLSI architecture of
blind audio watermarking algorithm is developed. Here the main objectives of this

196

Security and Privacy From a Legal, Ethical, and Technical Perspective

proposed work is design VLSI architecture of the blind audio watermarking
algorithm and also check its area and timing calculation. The proposed work is also
designed to have compatibility with real-time application.

1.4 Previous work and my contribution

Digital audio watermarking is used for correct owner identification, prevention of
fragile and copying and also providing a particular person authentication of their
digital property. There are many digital audio watermarking algorithms are designed
and simulated on MATLAB platform. So many types of audio watermarking methods
present in a previous year [6–8]. Also, there is a DWT SVD-based audio
watermarking algorithm is implemented in previous work [9]. This work based on
semi-blind audio watermarking-based algorithm and a digital watermark is applied
on DWT-SVD transform with robustness and imperceptible. The proposed algorithm
is a blind digital audio watermarking scheme using DWT algorithm. There are several
hardware implementation of the DWT algorithm [10–12]. In the proposed algorithm,
the reduced the complexity of the DWT is designed along with its inverse DWT
algorithm. The real-time application requires high speed of the algorithm. Our
algorithm gives less delay with complete synchronization which does not require any
control segment as suggested by many scholars which increase delay. Here, the
hardware implementation uses only adders, subtractors and shifters so multiplier-less
designed would help to have the hardware efficient and very fast algorithm.

1.5 Hardware solution

The scheme of watermarking is implemented either using software or hardware.
In a software implementation, a watermark algorithm is executed on a processor.
The software implementation is flexible, but the software implementation is used to
embed watermark on offline process where algorithm runs on PC for audio
captured through the device. However, the hardware implementation helps to
insert the watermark online when the audio is being recorded itself. Then again, in a
hardware implementation, a watermark calculation is entirely performed in
specially crafted hardware. A hardware implementation consumes less area and less
power contrasted with a software implementation [5]. The hardware implementa-
tion may have the advantage of parallel processing and poses lesser delay compared
to software. This chapter is targeting a real time application, so hardware solution is
best recommended. Initially, the proposed audio watermarking algorithm is
implemented on the MATLAB; however MATLAB provides only the simulation
platform to validate the performance [13]. The real-time implementation of the
proposed audio watermarking is achieved in Xilinx ISE software and simulated
result of the audio watermarking is discussed. Here DWT transform is implemented
by using adder/subtractor and shifter only. Then steps of both embedded and
extraction process of the digital audio watermarking is implemented. Subsequently,
the proposed watermarking is also synthesized using Xilinx ISE14.7.

2. Digital watermarking

Watermarking is a method through which the protected data conveyed without
much observable change in the watermarked content. The watermarking process

197

Hardware Implementation of Audio Watermarking Based on DWT Transform
DOI: http://dx.doi.org/10.5772/intechopen.86087



The main objective is to design an algorithm which is robust, blind and inaudible and
useful for audio applications.

1.1 Digital watermarking overview

The following section gives a brief overview of digital watermarking. Some basic
terms, watermark classifications, watermark properties, and applications covered
under this chapter. The following list contains the meaning of some standard terms
used in this chapter.

• Host audio is the source audio signal.

• Watermark is defined as a signal consisting of data embedded into a host/
carrier audio signal.

• Watermark Embedding is the process of inserting the ownership data into host
audio.

• Blind Watermarking is a technique in which there is no need of source audio
for watermark extraction.

• Watermark extraction is a procedure to retrieve back to our embed watermark.

• The payload is the size of the message encoded in object [4].

1.2 Problem statement

There are so many audio watermarking algorithms which are implemented in
previous year. Most of the algorithms are implemented on the MATLAB only and
then it checks its robustness and inaudibility. In MATLAB, the transform function is
generally used and according to that an audio watermarking algorithm is applied to
frequency domain. In MATLAB, the transform function is generally used and
according to that an audio watermarking algorithm is applied in the frequency
domain. The power consumption is also unknown and also do not have any knowl-
edge about execution time of the algorithm. These are the some fundamental
requirement to design any algorithm on hardware so MATLAB does not provide
any kind of hardware support. The hardware implementation of algorithms are
achieved on DSP processor and also on GPU processor level. DSP processor and
GPU processor may give hardware implementation but its hardware complexity is
very high and they are not compatible with the real-time applications [5]. So, VLSI
architecture is the best suitable platform for reducing hardware complexity and
designing on real-time applications.

1.3 Objectives

The Proposed design of audio watermarking algorithm is implemented on
MATLAB. Subsequently VLSI architecture of the audio watermarking algorithm is
developed. Then a Forward DWT transform algorithm is developed in Xilinx ISE
which is followed by inverse DWT algorithm. Then design VLSI architecture of
blind audio watermarking algorithm is developed. Here the main objectives of this

196

Security and Privacy From a Legal, Ethical, and Technical Perspective

proposed work is design VLSI architecture of the blind audio watermarking
algorithm and also check its area and timing calculation. The proposed work is also
designed to have compatibility with real-time application.

1.4 Previous work and my contribution

Digital audio watermarking is used for correct owner identification, prevention of
fragile and copying and also providing a particular person authentication of their
digital property. There are many digital audio watermarking algorithms are designed
and simulated on MATLAB platform. So many types of audio watermarking methods
present in a previous year [6–8]. Also, there is a DWT SVD-based audio
watermarking algorithm is implemented in previous work [9]. This work based on
semi-blind audio watermarking-based algorithm and a digital watermark is applied
on DWT-SVD transform with robustness and imperceptible. The proposed algorithm
is a blind digital audio watermarking scheme using DWT algorithm. There are several
hardware implementation of the DWT algorithm [10–12]. In the proposed algorithm,
the reduced the complexity of the DWT is designed along with its inverse DWT
algorithm. The real-time application requires high speed of the algorithm. Our
algorithm gives less delay with complete synchronization which does not require any
control segment as suggested by many scholars which increase delay. Here, the
hardware implementation uses only adders, subtractors and shifters so multiplier-less
designed would help to have the hardware efficient and very fast algorithm.

1.5 Hardware solution

The scheme of watermarking is implemented either using software or hardware.
In a software implementation, a watermark algorithm is executed on a processor.
The software implementation is flexible, but the software implementation is used to
embed watermark on offline process where algorithm runs on PC for audio
captured through the device. However, the hardware implementation helps to
insert the watermark online when the audio is being recorded itself. Then again, in a
hardware implementation, a watermark calculation is entirely performed in
specially crafted hardware. A hardware implementation consumes less area and less
power contrasted with a software implementation [5]. The hardware implementa-
tion may have the advantage of parallel processing and poses lesser delay compared
to software. This chapter is targeting a real time application, so hardware solution is
best recommended. Initially, the proposed audio watermarking algorithm is
implemented on the MATLAB; however MATLAB provides only the simulation
platform to validate the performance [13]. The real-time implementation of the
proposed audio watermarking is achieved in Xilinx ISE software and simulated
result of the audio watermarking is discussed. Here DWT transform is implemented
by using adder/subtractor and shifter only. Then steps of both embedded and
extraction process of the digital audio watermarking is implemented. Subsequently,
the proposed watermarking is also synthesized using Xilinx ISE14.7.

2. Digital watermarking

Watermarking is a method through which the protected data conveyed without
much observable change in the watermarked content. The watermarking process

197

Hardware Implementation of Audio Watermarking Based on DWT Transform
DOI: http://dx.doi.org/10.5772/intechopen.86087



comprises of two main steps: (i) embedding method and (ii) extraction method.
The secret key could be used for additional level of security. There are fundamen-
tally three sorts of watermarking methods and are described here: (1) non-blind
watermarking, (2) semi-blind and (3) blind watermarking. The process of
watermarking that uses the original sound signal during the extraction procedure
termed as “non-blind watermarking”. The watermarking system uses a portion of
the segment or some a part of the input audio signal then it is term as a “semi-blind
watermarking”. The watermarking system helps to retrieve the watermark without
use of original audio signal or a part of an audio signal for extraction process termed
as “blind watermarking” [14]. The paper covers proposed novel blind audio
watermarking scheme and its hardware implementation is performed in Xilinx ISE.
The steps of algorithms are covered in Section 3. The watermark consists of a data
sequence of binary bits which is inserted into the host signal. The audio
watermarking scheme should have following basic characteristics: inaudibility,
payload and robustness. Figure 1 gives the visual representation of the require-
ments of data watermarking concept in digital audio, these three requirements
forms the corners of the magic triangle.

1. Inaudibility: The inserted data has to be “inaudible” in the watermarked
digital music. Evaluation of the same is quantified using signal-to-noise ratio
(SNR).

2.Security: The algorithm should be secure where authorized person should able
to only retrieve the watermark. The attempt of extracting watermark is to be
unsuccessful for an unauthorized user in any case.

3.Robustness: The watermark should not be eliminated or removed by applying
common processing techniques such as cropping, nonlinear and/or linear filter,
lossy compression, etc.

4.Paylod (capacity): It is defined as total information to be embedded in the
host without having of any distortion. It is usually defined as the bit rate for the
audio signal which is the actual number of bits inserted in the original audio
and is provided by bits per second (bps).

5.Real-time processing: The process of inserting into the original signal without
much delay. It should be able to insert the watermark at same instance when
the audio is being recorded.

Figure 1.
Performance parameter magic triangle.
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3. Proposed audio watermarking

The proposed audio watermarking scheme is blind and robust and is based on
DWT transformation. In the proposed scheme, only eight-audio samples of a single
frame from two channels, is considered for watermarking process. The details of the
embedded and extracted process are shown in the following section.

3.1 Embedding process of DWT-based audio watermarking

Input: original audio, watermark; output: watermarked audio.
The steps of embedding process are as follows:
Step 1: The original audio signal of 16 samples is considered from two channels

for further watermark embedding process.
Step 2: DWT transform is applied to obtain an approximate and detailed coeffi-

cient of the both channels. Here the approximate and detailed coefficients are low
and high pass filter component of the original input signal.

Step 3: Then, binary bits are embedded in the detailed component of an input
audio signal. If watermark bit is one then according to

P1’ ¼ P1þ I ∗P1ð Þ in the first channel (1)

where P_1’ = detailed component after watermarking, P_1 = detailed component
before watermarking, I = intensity factor and if watermark bit is 0, then 2nd
channel detailed component is changed with the first channel detailed component.

Figure 2.
Flowchart of the embedded process.
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The flow chart of the embedded process is defined in Figure 2 of the audio
watermarking.

Step 4: After the completion of the embedding process at both channels, the
inverse DWT transform is applied in both channels to get watermarked audio
signal.

3.2 Extraction process of DWT-based audio watermarking

Input: watermarked audio signal; output: watermark
Step 1: Total 16 samples of both channels of the watermarked audio signal as an

input is collected with similar steps followed in embedding process.
Step 2: DWT transform is obtained an approximate and detailed components of

the both channel.
Step 3: Now the detailed part of the both channels are observed if they are same

then our watermarked bit is 0 otherwise it is 1. The flowchart of the extraction
process of the audio watermarking is shown in Figure 3.

Step 4: All the watermarked bit into single output to obtain the watermark which
was embedded into an audio signal.

4. Hardware implementation of proposed audio watermarking

The architecture of watermark embedding process is defined in Figure 4. The
process comprises of mainly three modules: DWT module, watermark embedding
module and inverse DWT module. Initially, the audio samples are stored in Block
RAM1 for the processing. The original watermark is also applied to watermark

Figure 3.
Flowchart of the extraction process.
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embedding unit. DWT module is used to read the values from the RAM and then
converts these values to frequency domain co-efficient.

DWT module has coefficients calculation unit to compute various coefficient for
Daubechies filter. After that, these coefficients are processed through watermarking
module to insert the watermark. The watermarking module consists of comparator
and adder/subtractor to embed the watermark into co-efficient. The comparator is
used to take one bit of watermark from block RAM2 and as per bit, the module
would decide to embed the watermark of the detailed co-efficient. After the inser-
tion of watermark, the values are fed to inverse integer modules where
watermarked audio samples are generated.

4.1 Hardware implementation of DWT

The models for executing of the DWT have mainly grouped in two classifica-
tions: (1) convolution filter based [15] and (2) the lifting based [15]. The vital
discrete wavelet transform (DWT) is frequently refined by a convolution-based
filter implementation using the FIR-filters for doing its transform [16]. FIR filters
are applicable for improving the execution of the DWT hardware design [17]. Since
a lifting structures have points of interest over a convolution-based regarding com-
putation memory usage and complexity, more consideration is paid to the lifting-
based approach. Daubechies and Sweldens [15] proposed the new wavelet scheme
by taking into account of the second-generation wavelet. The lifting plan has better
performance than convolution filter-based DWT. The lifting plan, which altogether
depends on the spatial domain, has numerous favorable circumstances contrasted
with filter bank structure, for example, lower complexity and power consumption
with relatively reduced area. The lifting-based DWT has fundamental part of high-
pass filter and divide the values in low-pass filters where sequence of upper and
lower triangular matrices is being formed [18]. The lifting scheme contains mainly
three stages, known as, split, predict (P), and update (U). Each of these steps is
shown in Figure 5. The initial step is separating the original values into odd, and
even samples, and then after the odd samples are changed to have the prediction
and is obtained as the detail coefficients gj + 1. The even value is represented as
coarser adaptation of input of the significant portion from determination. The
average value of preserved signal, the detailed coefficients would help to revise the

Figure 4.
VLSI architecture of watermark embedding process.
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Daubechies filter. After that, these coefficients are processed through watermarking
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watermarked audio samples are generated.
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shown in Figure 5. The initial step is separating the original values into odd, and
even samples, and then after the odd samples are changed to have the prediction
and is obtained as the detail coefficients gj + 1. The even value is represented as
coarser adaptation of input of the significant portion from determination. The
average value of preserved signal, the detailed coefficients would help to revise the

Figure 4.
VLSI architecture of watermark embedding process.
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even part. The process carried out in update step that creates fj + 1 approximate
coefficients. In order to achieve inverse transform, the sign is going to be exchanged
at predict stage and the update stage and all operations are being applied in reversed
order as defined in Figure 6.

The main objective is to achieve the lower and upper matrices (triangular type)
and normalized diagonal matrix by dividing the polyphase matrix of the wavelet
filters [19]. As indicated by the fundamental rule, the lifting filter of polyphase
matrix of a 9/7 is defined as in Eq. (2).

ð2Þ

where g(z) and h(z) are high pass and low pass filter and is denied as notation of
e (even) and o (odd) part respectively. The value is defined in Eq. (3).

ð3Þ

where α 1þ z�1ð Þ and γ 1þ z�1ð Þ are the predict polynomials, β 1þ zð Þ and
δ 1þ zð Þ are polynomials which are being updated, and scale normalization factor is
denoted as K. And α = �1.586134342, β = �0.052980118, γ = 0.8829110762, and
δ = 0.4435068522 are lifting co-efficient, and K = 1.149604398. For an input x(n)
sequence, for n = 0, 1, ..., N � 1, the steps of lifting scheme are given as in Eq. (4)

Figure 5.
Forward DWT process.

Figure 6.
Inverse DWT process.
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ð4Þ

Outputs di and si are low-pass as well as high-pass coefficients of wavelet.

4.1.1 Lifting scheme

Daubechies 9/7-based lifting scheme is shown in Figure 7. Each lifting step
comprises one update as well as one predict step and that for second time for 2D
implementation as P1, P2, and U1, U2, separately.

Pipelined shift-and-add logic plans multipliers used as a part of proposed DWT
algorithm. This methodology diminishes the basic way essentially with little increment
in latency and area. The shifter, signed adder and signed subtractor for multiplication
process is used. For multiplication, alpha, beta, gamma, delta, multiply with K and
divide with K module are discussed in Figure 8. The values are defined in Eq. (5)

where, αj j ¼ 1þ 1
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þ 1
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16
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where, 0S ≫ n0 defines the right shift to n bits, where |α| � S = S
+(S ≫ 1) + (S ≫ 4) + (S ≫ 5). The predict step from first lifting generate odd and

Figure 7.
Lifting plan for Daubechies 9/7 filter.
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even contribution after one clock cycle delay. The even value is included with
past even input sample (s0i , s

0
iþ1). Then operation of multiplier using primary filter

coefficient is done at delay of the second and third clock cycles by applying only
shifting and adding operation. After fourth clock cycle, the result of multiplier is
considered at odd input sample (d0i ) to update coefficient (d1i ). At the end of
fifth clock, the present value of predict (d1i ) and the past value of the predict (d1i�1)
with help of past even info (s0i ) provides the first value of update (d

2
i ). The adders is

only the required operation at every clock cycle, thus critical path is defined
through an adder delay only. The both phase, predict as well as update, of both
stages are implemented in full pipelined approach to increase the speed. The overall
lifting implementation comprises of four shifters and seven adders/subtractors.
Moreover, the second stage of lifting have overall eight shifters and ten adders. The
detail process is defined as in Eq. (6).

For an inverse DWT transform we use alpha, beta, gamma, delta module as
same as discussed earlier but we use multiply module with the detailed
coefficients and divide module with the approximate coefficients then we go
reverse order of all the equation and finally we obtained original audio sample. Total
eight samples for DWT transform are considered so after the inverse DWT trans-
form eight samples are obtained. All the inverse DWT transform equation steps are
discussed under.

ð6Þ

The proposed design of DWT and inverse DWT would help to have efficient
audio watermarking algorithm (Figure 9).

Figure 8.
DWT coefficients calculation.
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5. Simulation and result

The results are initially developed through MATLAB and then hardware imple-
mentation are achieved to verify the real-time implementation.

5.1 MATLAB

Experiments are performed in MATLAB 2010a. The proposed algorithm uses
classical/pop music and speech audio clips in order to evaluate the performance
[20]. These are three different types of audio clips are considered as they have
different characteristics, perceptual properties and energy distribution. These audio
signal have various distinct characteristics and also contains some selective features
such as low energy, pulse clarity, pitch (in Hz.), inharmonicity, sampling rate (in
Hz.), zero crossing rate (per second), spectral irregularity, temporal length (sec-
onds/sample), tempo (in bpm), rms energy, etc. Each audio sample is of mono file
of a 16-bit with sampling rate of 44.1 kHz of WAVE format. The watermark is of
binary image of a 30 � 30 bits as in Figure 10. The synchronization code is a 16-bit
Barker code of value “1111100110101110”. The wavelet is applied with two decom-
position levels. Array size m is 50 and the range of quantization step size Δ starts
from 0.15 for speech audio and goes up to 0.6 for pop audio signal. The performance
of audio watermarking algorithms is quantified by robustness, payload and inaudi-
bility parameter [21].

Figure 9.
Predict and update implementation of lifting scheme.

Figure 10.
Watermark.
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The inaudibility is measured using signal to noise ratio (SNR). It is a used to
calculate the similarity between distorted watermarked audio signal and
undistorted original audio signal. SNR is calculated as in Eq. (10):

ð7Þ

where fi is original audio signal, whereas fi’ is watermarked audio signal. It helps
to calculate the noise induced in the watermark and defines the inaudibility.

Robustness: normalized correlation (NC) measure the similarity between orig-
inal and extracted is given by:

ð8Þ

here w is original watermark, w0 defines the extracted watermark, and i and j are
indices to represent the watermark image. Generally, NC is to be considered as equal
to 1. The robustness performance is measured using bit error rate (BER) as in Eq. (9).

ð9Þ

The different attacks are considered for the robustness measurement of our
proposed algorithm. The detailed of each signal processing attacks are defined and
results are defined in Table 1 [22].

a.Re-quantization: original watermarked audio signal of 16 bit/sample is down
re-quantized at 8 bits/sample, which further back quantized to 16 bits/sample.

Pop Speech Classical

Attack NC BER NC BER NC BER

No Attack 1 0 1 0 1 0

Re-quantization 1 0 1 0 1 0

AWGN 0.999 0.003 0.995 0.005 0.999 0.002

Low-pass filter 0.999 0.001 0.997 0.004 0.999 0.001

Re-sampling 1 0 1 0 1 0

Mp3 64 kbps 0.9821 0.041 0.9878 0.037 1 0

MP3 128 kbps 1 0 1 0 1 0

Random cropping 0.997 0.002 0.999 0.001 0.998 0.002

Invert 1 0 1 0 1 0

Echo addition 0.997 0.002 0.998 0.003 0.999 0.002

Denoising 0.996 0.001 0.994 0.005 0.996 0.001

Pitch shifting 0.999 0.001 1 0 1 0

Table 1.
Experimental results for robustness of proposed algorithm.
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b.Additive white Gaussian noise (AWGN): to evaluate performance, Gaussian
noise is inserted in the watermarked signal till an SNR reaches to 20 db.

c.Low-pass filtering: Butterworth filter of second-order is used at 11,025 Hz
cutoff frequency.

d.Re-sampling: the sampling rate of the watermark signal is 44.1 kHz, further it
is re-sampled at 22.05 kHz, and again sampled back at 44.1 kHz.

e.MP3 compression 64 kbps: the layer-3 compression of MPEG-1 is being
applied. The audio signal with watermark is compressed with 64 kbps bit-rate
and subsequently decompressed in the WAVE format.

f. MP3 compression 128 kbps: the layer-3 compression of MPEG-1 is being
applied. The audio signal with watermark is compressed with 128 kbps bit-rate
and subsequently decompressed in the WAVE format.

g.Random cropping: total sample of around 10% are cropped at randomly
selected positions (front, middle and back).

h.Invert: all sample values are inverted in time domain with phase shift 180°.

i. Echo addition: an echo signal is added (with a decay of 41% and a delay of
98 ms) inside the watermarked audio signal.

j. Denoising: the audio signal with watermark is denoised with function of
“automatic click remover” available in Adobe Audition 3.0.

k.Pitch shifting: it is most difficult attack for audio watermarking algorithms,
because it tends to shift frequency fluctuation. In the results, the pitch is being
shifted around one higher degree and one lower degree. These are applied to all
three audio signals are shown in given in Table 1.

The payload data of the proposed algorithm is shown as:

ð10Þ

The data payload is considered as 220 bps.

5.2 Comparison with related work

The general comparison is made between our proposed method and two similar
methods [23] and is given in Table 2. As per reported results in Table 2, our
proposed algorithm has higher capacity of embedding and lower value of BER. The
proposed algorithm may achieve higher performance by reducing payload (which
would be achieved by decomposition level increase for wavelet transform or length
of array increases). The strength for embedding would increase with that approach.

5.3 Hardware results

The architecture is designed and implemented using Verilog HDL and targeting
vertex 5 xc5vlx20t-2ff323 FPGA.We synthesized on Xilinx ISE 14.7. Each input and

207

Hardware Implementation of Audio Watermarking Based on DWT Transform
DOI: http://dx.doi.org/10.5772/intechopen.86087



The inaudibility is measured using signal to noise ratio (SNR). It is a used to
calculate the similarity between distorted watermarked audio signal and
undistorted original audio signal. SNR is calculated as in Eq. (10):

ð7Þ

where fi is original audio signal, whereas fi’ is watermarked audio signal. It helps
to calculate the noise induced in the watermark and defines the inaudibility.

Robustness: normalized correlation (NC) measure the similarity between orig-
inal and extracted is given by:

ð8Þ

here w is original watermark, w0 defines the extracted watermark, and i and j are
indices to represent the watermark image. Generally, NC is to be considered as equal
to 1. The robustness performance is measured using bit error rate (BER) as in Eq. (9).

ð9Þ

The different attacks are considered for the robustness measurement of our
proposed algorithm. The detailed of each signal processing attacks are defined and
results are defined in Table 1 [22].

a.Re-quantization: original watermarked audio signal of 16 bit/sample is down
re-quantized at 8 bits/sample, which further back quantized to 16 bits/sample.

Pop Speech Classical

Attack NC BER NC BER NC BER

No Attack 1 0 1 0 1 0

Re-quantization 1 0 1 0 1 0

AWGN 0.999 0.003 0.995 0.005 0.999 0.002

Low-pass filter 0.999 0.001 0.997 0.004 0.999 0.001

Re-sampling 1 0 1 0 1 0

Mp3 64 kbps 0.9821 0.041 0.9878 0.037 1 0

MP3 128 kbps 1 0 1 0 1 0

Random cropping 0.997 0.002 0.999 0.001 0.998 0.002

Invert 1 0 1 0 1 0

Echo addition 0.997 0.002 0.998 0.003 0.999 0.002

Denoising 0.996 0.001 0.994 0.005 0.996 0.001

Pitch shifting 0.999 0.001 1 0 1 0

Table 1.
Experimental results for robustness of proposed algorithm.

206

Security and Privacy From a Legal, Ethical, and Technical Perspective

b.Additive white Gaussian noise (AWGN): to evaluate performance, Gaussian
noise is inserted in the watermarked signal till an SNR reaches to 20 db.

c.Low-pass filtering: Butterworth filter of second-order is used at 11,025 Hz
cutoff frequency.

d.Re-sampling: the sampling rate of the watermark signal is 44.1 kHz, further it
is re-sampled at 22.05 kHz, and again sampled back at 44.1 kHz.

e.MP3 compression 64 kbps: the layer-3 compression of MPEG-1 is being
applied. The audio signal with watermark is compressed with 64 kbps bit-rate
and subsequently decompressed in the WAVE format.

f. MP3 compression 128 kbps: the layer-3 compression of MPEG-1 is being
applied. The audio signal with watermark is compressed with 128 kbps bit-rate
and subsequently decompressed in the WAVE format.

g.Random cropping: total sample of around 10% are cropped at randomly
selected positions (front, middle and back).

h.Invert: all sample values are inverted in time domain with phase shift 180°.

i. Echo addition: an echo signal is added (with a decay of 41% and a delay of
98 ms) inside the watermarked audio signal.

j. Denoising: the audio signal with watermark is denoised with function of
“automatic click remover” available in Adobe Audition 3.0.

k.Pitch shifting: it is most difficult attack for audio watermarking algorithms,
because it tends to shift frequency fluctuation. In the results, the pitch is being
shifted around one higher degree and one lower degree. These are applied to all
three audio signals are shown in given in Table 1.

The payload data of the proposed algorithm is shown as:

ð10Þ

The data payload is considered as 220 bps.

5.2 Comparison with related work

The general comparison is made between our proposed method and two similar
methods [23] and is given in Table 2. As per reported results in Table 2, our
proposed algorithm has higher capacity of embedding and lower value of BER. The
proposed algorithm may achieve higher performance by reducing payload (which
would be achieved by decomposition level increase for wavelet transform or length
of array increases). The strength for embedding would increase with that approach.

5.3 Hardware results

The architecture is designed and implemented using Verilog HDL and targeting
vertex 5 xc5vlx20t-2ff323 FPGA.We synthesized on Xilinx ISE 14.7. Each input and

207

Hardware Implementation of Audio Watermarking Based on DWT Transform
DOI: http://dx.doi.org/10.5772/intechopen.86087



output is defined using IEEE 754 SP format because of complex calculations during
DWT and inverse DWT.Tables 3 and 4 provides the hardware utilization of targeted
FPGA, andTable 5 has the total computation delay. During synthesis process, the
proposed audio watermarking scheme is validated for the real-time performance by
FPGA prototyping.

6. Conclusion

The audio watermarking algorithm is proposed for different audio application.
The algorithm uses DWT transform during watermarking process. The proposed

Resources DWT Watermark embedding Inverse DWT

BELs 13,214 5026 10,586

Registers 4946 1258 4268

Adders/subtractor 507 130 468

Multiplier 0 0 0

Table 3.
FPGA report for device utilization.

Algorithm Proposed [24] [25]

Payload 220 172 196

Noise reduction 0 0 0

BER 20 dB 20 dB 20 dB

Cropping and shifting (robust) Yes Yes No

MP3 64 kbps (BER) 0.041 0.0434 0.01

Table 2.
Comparison with related audio watermarking.

Resources Total DWT Watermark Embedding Inverse DWT

Slice 16840 1980 (11%) 570 (3%) 1796 (10%)

Slice FFs 33280 498 (1%) 137 (1%) 412 (1%)

4 input LUTs 33280 3782 (11%) 956 (2%) 3584 (10%)

Bounded IOBs 519 158 (30%) 52 (10%) 135 (26%)

GCLKS 24 1 (4%) 1(4%) 1 (4%)

Table 4.
FPGA report for resource utilization.

Parameter DWT Watermark embedding Inverse DWT

Maximum frequency 36.12 MHz 47.26 MHz 39.32 MHz

Minimum period 27.68 ns 21.15 ns 24.32 ns

Table 5.
Synthesis report for timing analysis.
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algorithm has blind detection and has admirable performance against the attacks.
A discrete wavelet transform (DWT) represents a data points regarding wavelet at
various frequencies. In this chapter, hardware architecture of DWT-based digital
audio watermarking is also developed which is used for real-time applications.
Digital audio watermarking used in many applications like ownership protections,
Tamper detection and localization, and media forensics. Above analysis shows that
proposed algorithm gives good SNR with higher inaudibility and NC is also almost
equal to 1. Various attacks are considered to check the robustness of the algorithm.
This algorithm produces excellent resistance to many attacks. The FPGA
prototyping is done for hardware performance measurement for real-time
application.
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