
Molecular Medicine
Edited by Sinem Nalbantoglu and Hakima Amri

Edited by Sinem Nalbantoglu and Hakima Amri

Molecular medicine is an applied science focused on human genes/transcripts, 
proteins, metabolites, and metabolic networks that describes molecular and cellular 

processes of health and disease onset and progression. Molecular medicine-based 
integrative identification and characterization of biomarker targets and their clinical 

translations is essential to explain/decipher the mechanism(s) underlying physiological 
pathways and pathological conditions, and acquire cell-targeted early interventional 

and therapeutic strategies in the context of precision medicine and public health.  
Principally, Molecular Medicine provides an overview of the latest headlines/

developments of systems and molecular medicine, highlighting the emerging high-
throughput technologies, promising potential applications, and progress in biomedical 

research and development strategies.

Published in London, UK 

©  2019 IntechOpen 
©  kirstypargeter / iStock

ISBN 978-1-83962-759-0

M
olecular M

edicine





Molecular Medicine
Edited by Sinem Nalbantoglu  

and Hakima Amri

Published in London, United Kingdom





Supporting open minds since 2005



Molecular Medicine
http://dx.doi.org/10.5772/intechopen.78531
Edited by Sinem Nalbantoglu and Hakima Amri

Contributors
María Del Rocío Reyes-Montes, Esperanza Duarte-Escalante, María Guadalupe Frías-De León, Erick 
Martínez-Herrera, Gustavo Acosta-Altamirano, Xianquan Zhan, Na Li, Xiaohan Zhan, Liming Shen, Sijian 
Xia, Huajie Zhang, Fang Yao, Xukun Liu, Yuxi Zhao, Ming Ying, Javed Iqbal, Qiong Liu, Munindra Ruwali, 
Dingan Zhou, Jiawei Zeng, Pingsheng Hu, Xiaodong Su, Xing Zeng, Yadong Li, Zhixiong Wu, Xing Wan, 
Laure Cayrefourcq, Catherine Alix-Panabières, Sinem Nalbantoglu

© The Editor(s) and the Author(s) 2019
The rights of the editor(s) and the author(s) have been asserted in accordance with the Copyright, 
Designs and Patents Act 1988. All rights to the book as a whole are reserved by INTECHOPEN LIMITED. 
The book as a whole (compilation) cannot be reproduced, distributed or used for commercial or 
non-commercial purposes without INTECHOPEN LIMITED’s written permission. Enquiries concerning 
the use of the book should be directed to INTECHOPEN LIMITED rights and permissions department 
(permissions@intechopen.com).
Violations are liable to prosecution under the governing Copyright Law.

Individual chapters of this publication are distributed under the terms of the Creative Commons 
Attribution 3.0 Unported License which permits commercial use, distribution and reproduction of 
the individual chapters, provided the original author(s) and source publication are appropriately 
acknowledged. If so indicated, certain images may not be included under the Creative Commons 
license. In such cases users will need to obtain permission from the license holder to reproduce 
the material. More details and guidelines concerning content reuse and adaptation can be found at 
http://www.intechopen.com/copyright-policy.html.

Notice
Statements and opinions expressed in the chapters are these of the individual contributors and not 
necessarily those of the editors or publisher. No responsibility is accepted for the accuracy of 
information contained in the published chapters. The publisher assumes no responsibility for any 
damage or injury to persons or property arising out of the use of any materials, instructions, methods 
or ideas contained in the book.

First published in London, United Kingdom, 2019 by IntechOpen
IntechOpen is the global imprint of INTECHOPEN LIMITED, registered in England and Wales, 
registration number: 11086078, 7th floor, 10 Lower Thames Street, London,  
EC3R 6AF, United Kingdom
Printed in Croatia

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Additional hard and PDF copies can be obtained from orders@intechopen.com

Molecular Medicine
Edited by Sinem Nalbantoglu and Hakima Amri
p. cm.
Print ISBN 978-1-83962-759-0
Online ISBN 978-1-83962-760-6
eBook (PDF) ISBN 978-1-83962-761-3



Selection of our books indexed in the Book Citation Index 
in Web of Science™ Core Collection (BKCI)

Interested in publishing with us? 
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected. 
For more information visit www.intechopen.com

4,300+ 
Open access books available

151
Countries delivered to

12.2%
Contributors from top 500 universities

Our authors are among the

Top 1%
most cited scientists

117,000+
International  authors and editors

130M+ 
Downloads

We are IntechOpen,
the world’s leading publisher of 

Open Access books
Built by scientists, for scientists

 





Meet the editors

Dr. Sinem Nalbantoglu is senior investigator in the field of mo-
lecular medicine and bioengineering, and chief senior researcher 
at the Laboratory of Molecular Oncology at the Gene Engineer-
ing and Biotechnology Institute, TUBITAK Marmara Research 
Center.  She performed her postdoctoral studies at Georgetown 
University School of Medicine and National Institutes of Health.  
Dr. Nalbantoglu’s research and teaching focus on systems and 

molecular medicine, including omics-based clinical biomarkers for precision on-
cology and autoinflammation. She holds a TUBITAK R&D Women Entrepreneur 
Innovation Award, and works as principal investigator, senior researcher, and co-in-
vestigator of several partnering projects; she also supervises MSc and PhD students.  
She publishes her work in peer-reviewed national and international journals, and 
has authored/coauthored book chapters and conference proceedings. In addition, 
she has presented national/international invited talks, and has been a reviewer for 
many scientific journals.

Dr. Hakima Amri is a professor at Georgetown University School 
of Medicine in the Department of Biochemistry and Cellular and 
Molecular Biology and the Division of Integrative Physiology. 
She holds a Master of Science degree in Reproductive Physiology 
and a PhD in Steroid Biochemistry from Pierre and Marie Curie 
University-Sorbonne, Paris, France. She then moved to the Unit-
ed States, where she joined the Georgetown University Faculty. 

Dr. Amri’s research focus is on understanding the action mechanism of disease pro-
cesses using comprehensive systems biology approaches.   She investigates cancer 
biomarkers and bio-signature identification using big data. Her project is enhanced 
by the novel analytical approach she recently developed in collaboration with her 
colleagues.  She uses this novel method to translate cancer omics, from genomics, 
proteomics, and metabolomics high-throughput data, into molecular signatures 
that are then presented in a multidimensional and dynamic model best suited for 
precision medicine. Dr. Amri is currently working on translating Phylomics®  
(http://phylomics.com) into a cost-effective and noninvasive diagnostic tool. Her 
work is supported by a recently granted patent by the US Patents Office.
Dr. Amri has taught a significant number of students in classroom and laboratory 
settings, spanning undergraduate, graduate, doctoral, and postdoctoral levels. She 
received funding from both government and private sectors. Her scholarly activ-
ities are marked by her published work in peer-reviewed journals, presentations 
at national and international conferences, and authorship of a book on Avicenna’s 
medicine, several book chapters, and reviews.



Contents

Preface III

Chapter 1 1
Introductory Chapter: Insight into the OMICS Technologies and Molecular 
Medicine
by Sinem Nalbantoglu and Abdullah Karadag

Chapter 2 11
Precision Medicine: Role of Biomarkers in Early Prediction and Diagnosis of 
Alzheimer’s Disease
by Liming Shen, Sijian Xia, Huajie Zhang, Fang Yao, Xukun Liu, Yuxi Zhao,  
Ming Ying, Javed Iqbal and Qiong Liu

Chapter 3 35
Pharmacogenetics and Cancer Treatment: Progress and Prospects
by Munindra Ruwali

Chapter 4 49
CTCs as Liquid Biopsy: Where Are We Now?
by Laure Cayrefourcq and Catherine Alix-Panabières

Chapter 5 71
Energy Metabolism Heterogeneity-Based Molecular Biomarkers for Ovarian  
Cancer
by Na Li, Xiaohan Zhan and Xianquan Zhan

Chapter 6 89
A Novel P53/POMC/Gas/SASH1 Autoregulatory Feedback Loop and Pathologic 
Hyperpigmentation
by Ding’an Zhou, Jiawei Zeng, Xing Zeng, Yadong Li, Zhixiong Wu, Xin Wan,  
Pingshen Hu and Xiaodong Su

Chapter 7 113
Molecular Diagnosis of Invasive Aspergillosis
by María del Rocío Reyes-Montes, Esperanza Duarte-Escalante,  
María Guadalupe Frías-De-León, Erick Obed Martínez-Herrera  
and Gustavo Acosta-Altamirano

Chapter 8 137
Metabolomics: Basic Principles and Strategies
by Sinem Nalbantoglu



Contents

Preface XIII

Chapter 1 1
Introductory Chapter: Insight into the OMICS Technologies and Molecular 
Medicine
by Sinem Nalbantoglu and Abdullah Karadag

Chapter 2 11
Precision Medicine: Role of Biomarkers in Early Prediction and Diagnosis of 
Alzheimer’s Disease
by Liming Shen, Sijian Xia, Huajie Zhang, Fang Yao, Xukun Liu, Yuxi Zhao,  
Ming Ying, Javed Iqbal and Qiong Liu

Chapter 3 35
Pharmacogenetics and Cancer Treatment: Progress and Prospects
by Munindra Ruwali

Chapter 4 49
CTCs as Liquid Biopsy: Where Are We Now?
by Laure Cayrefourcq and Catherine Alix-Panabières

Chapter 5 71
Energy Metabolism Heterogeneity-Based Molecular Biomarkers for Ovarian  
Cancer
by Na Li, Xiaohan Zhan and Xianquan Zhan

Chapter 6 89
A Novel P53/POMC/Gas/SASH1 Autoregulatory Feedback Loop and Pathologic 
Hyperpigmentation
by Ding’an Zhou, Jiawei Zeng, Xing Zeng, Yadong Li, Zhixiong Wu, Xin Wan,  
Pingshen Hu and Xiaodong Su

Chapter 7 113
Molecular Diagnosis of Invasive Aspergillosis
by María del Rocío Reyes-Montes, Esperanza Duarte-Escalante,  
María Guadalupe Frías-De-León, Erick Obed Martínez-Herrera 
and Gustavo Acosta-Altamirano

Chapter 8 137
Metabolomics: Basic Principles and Strategies
by Sinem Nalbantoglu



Preface

Molecular medicine is an applied science focused on human genes/transcripts, 
proteins, metabolites, and metabolic networks that describe molecular and cellular 
processes of health and disease onset and progression. Molecular medicine aims to 
define associated predictive, diagnostic, and treatment assessment biomarkers for 
personalized diagnostic/therapeutic strategies, and for a targeted approach to pro-
viding the best healthcare for the twenty-first century. Here, in Molecular Medicine, 
a collection of scientific contributions addressing specifically the field of molecular 
biology and genetics, genetic epidemiology, laboratory medicine, molecular diag-
nosis, next-generation sequencing, mass spectrometry, omics technologies, bio-
marker discovery, liquid biopsy, cell heterogeneity, circulating tumor cells, cancer, 
inflammation, infectious diseases, systemic and chronic diseases, neurodegenerative 
disorders, pharmacogenetics and pharmacogenomics, and precision/personalized 
medicine is presented.

In the first chapter entitled “Introductory Chapter: Insight into the OMICS 
Technologies and Molecular Medicine” by Sinem Nalbantoglu and Abdullah 
Karadag, an overview of the latest headlines of molecular medicine, including 
promising research strategies and their emerging roles in biomedical research, 
has been compiled. Throughout the chapter, primary objectives of molecular 
medicine, involving prediction of potential future pathologies, identifying disease 
state through effective screening and early diagnosis systems, decision-making 
on effective treatment strategies, monitoring prognosis and health status, as 
well as predicting recurrence earlier to apply alternative treatments, have been 
emphasized.

In the chapter “Precision Medicine—Role of Biomarkers in Early Prediction and 
Diagnosis of Alzheimer’s Disease” by Liming Shen, Sijian Xia, Huajie Zhang, 
Fang Yao, Xukun Liu, Yuxi Zhao, Ming Ying, Javed Iqbal, and Qiong Liu, 
the authors precisely outline clinical biomarkers and precision medicine for 
Alzheimer’s disease, which is a chronic and irreversible neurodegenerative 
disorder. In this chapter, the authors introduce promising research efforts and 
progress in the development and validation of invasive, minimally invasive, 
and non-invasive personalized diagnostic strategies and their applications, 
neuroimaging techniques and neurochemical assays, novel ultrasensitive 
immunoassay, genetic testing, mass spectrometry methods, metabolomics, and 
exosomes.

Munindra Ruwali, the author of the chapter “Pharmacogenetics and Cancer 
Treatment: Progress and Prospects,” contributes a comprehensive review on 
the developments and recent advances in cancer research, pharmacogenetics, 
and oncogenetics. As precisely addressed by the author throughout the chapter, 
cancer pharmacogenetics has great importance for considering genotypic 
and phenotypic heterogeneity among patients, and offering personalized 
treatment leads to improved response to therapy and decreased side effects in 
individuals.
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XIV

Laure Cayrefourcq and Catherine Alix-Panabières, in their chapter “CTCs as Liquid 
Biopsy: Where Are We Now?,” comprehensively examine and summarize the latest 
findings on detection and characterization strategies of circulating tumor cells 
(CTCs) in different tumor types together with their advantages and challenges. 
The authors also discuss other potential circulating biomarkers to be used as 
liquid biopsy in oncology, and conclude that liquid biopsy diagnostics might be a 
promising oncotheranostics strategy.

In the chapter by Na Li, Xiaohan Zhan, and Xianquan Zhan, entitled “Energy 
Metabolism Heterogeneity-based Molecular Biomarkers for Ovarian Cancer,’’ the 
authors search for promising clinical biomarkers for ovarian cancers considering 
the fact that energy metabolism heterogeneity, namely the Warburg and reverse 
Warburg effect, coexist in cancers. As thoroughly explained by the authors, the 
uniqueness of their approach is to look beyond blocking both the Warburg effect 
and the reverse Warburg effect. Indeed, by implementing an integrative analysis 
of transcriptomics, proteomics, and mitochondrial proteomics, the authors 
provide new molecular insights into the promising energy metabolism-based target 
treatments for ovarian cancer patients.

In the chapter “A novel P53/POMC/Gas/SASH1 Autoregulatory Feedback Loop 
Activates Mutated SASH1 to Cause Pathologic Hyperpigmentation” by Ding’an 
Zhou, Jiawei Zeng, Pingshen Hu, and Xiaodong Su, the authors focus on the 
interaction of p53 with other transduction pathways in a cell model. Their approach 
is directed to enrich and redefine the p53-responsive genes and their associations. 
The findings led to the conclusion that understanding the interactions of the 
p53-responsive genes will elucidate the p53-programmed responses to stress and 
pathological conditions.

The chapter entitled “Molecular Diagnosis of Invasive Aspergillosis (IA)” by María 
del Rocío Reyes-Montes, Esperanza Duarte-Escalante María Guadalupe Frías-De-
León, Erick Obed Martínez-Herrera, and Gustavo Acosta-Altamirano refers to the 
epidemiology and molecular diagnosis methods for the detection of the disease 
and associated challenges. As explained by the authors, molecular diagnosis is 
superior to the conventional tests in terms of detection reliability, sensitivity, and 
specificity.

The chapter entitled “Metabolomics: Basic Principles and Applications” by Sinem 
Nalbantoglu examines the latest and most promising of the emerging high-
throughput omics technologies, as one of the system’s medicine components, 
metabolomics. The chapter offers a brief overview of the field focusing on 
methodological advances, strategies, and challenges, as well as current and future 
bioapplications.

Principally, Molecular Medicine provides a glimpse into the latest developments 
of systems and molecular medicine, highlighting the emerging high-throughput 
technologies, promising potential applications, and progress in the development 

V

of technological and biomedical strategies. The book offers supportive updated 
content for both medical students and healthcare providers.

Dr. Sinem Nalbantoglu, PhD
Molecular Oncology Laboratory,

Gene Engineering and Biotechnology Institute,
TUBITAK Marmara Research Center,

Kocaeli, Turkey

Dr. Hakima Amri, PhD
Professor of Physiology, Biochemistry, Graduate Education,

Department of Biochemistry and Cellular and Molecular Biology,
Division of Integrative Physiology,

Georgetown University Medical Center,
Washington, DC, USA
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Chapter 1

Introductory Chapter: Insight 
into the OMICS Technologies and 
Molecular Medicine
Sinem Nalbantoglu and Abdullah Karadag

1. Introduction

Molecular medicine aims to reveal molecules, such as genes, transcripts, pro-
teins, and metabolites, to underlie the mechanism behind the physicological pro-
cesses as well as alterations during the pathological conditions at the cellular level. 
Furthermore, molecular medicine intends to improve public healthcare and disease 
management through development of biomarker-based screening, diagnostic, 
and monitoring systems as well as target- and mechanism-based treatment strate-
gies. Human Genome Project has been completed in 2003, exactly 50 years after 
Watson and Crick invented DNA structure. Based on this valuable breakthrough, 
the twenty-first century’s molecular medicine approaches have been attributed to 
identify and understand functions and interactions of human genes to shed further 
light on health and disease mechanisms at the basic molecular and cellular level.

Published by James Watson in the first edition of “The Molecular Biology of the 
Gene” (1965), the central dogma of molecular biology was a complete demonstra-
tion of the flow of genetic information basically described as DNA makes RNA, 
which in turn makes proteins: DNA → RNA → protein [1]. However, later on the 
1980s–1990s by applying improved molecular biology methods, the single gene and 
inheritance concept has changed to multiple genes and inheritance with interac-
tions of genes, RNAs, proteins, and environment in a particular cell. Extinction of 
central dogma has led to proper and critical understanding of diseases and genera-
tion of molecular medicine. By this way, a new concept called phenome, as the total 
phenotypic characteristics of an organism, has emerged, which implies interaction 
of the whole genome with the environment [2].

Primary objectives of molecular medicine includes predicting potential future 
pathologies, identifying disease state through effective screening and early diag-
nosis systems, decision on effective treatment strategies, monitoring the prognosis 
and health care, and predicting recurrence earlier to apply alternative treatments. In 
this regard, molecular medicine aims to obtain decreased under/over/mis-diagnosis 
and generate effective targeted therapies without side effects. Here, we provide an 
overview of the latest headings of molecular medicine including promising research 
strategies and their emerging roles in biomedical research.

2. OMICS technology

The terms “Ome” derived from a Greek word and “Omics” are derivations of the 
suffix -ome which means “whole,” “all,” or “complete.” With the addition of -ome to 
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cellular molecules, such as gene, transcript, protein, metabolite, it can be referred as 
genome, transcriptome, proteome, metabolome, respectively [3, 4].

Omics technologies and systems biology are the emerging concept of molecular 
medicine (Figure 1). Omics refers to collective and high-throughput analyses 
including genomics, transcriptomics, proteomics, and metabolomics/lipidomics 
that integrated through robust systems biology, bioinformatics, and computational 
tools to study the mechanism, interaction, and function of cell populations’ tissues, 
organs, and the whole organism at the molecular level in a non-targeted and non-
biased manner [5].

Genomics is the systematic study of an organism’s entire genome [6]. The human 
genome is made up of DNA (deoxyribonucleic acid) comprising approximately 3 
billion base pairs of four chemical structures (adenine, guanine, cytosine, and thy-
mine), also called nucleotides. DNA contains genetic information required to build 
and maintain cells. A gene denotes a specific unit of DNA that hold information to 
make a specific functional unit named protein. It is estimated that the entire human 
genome contains approximately 21,500 genes. The order of the nucleotides reveals 
the meaning of the information encoded in DNA. Emergence of high-throughput 
sequencing technologies, such as next-generation sequencing, enables analysis of 
variations between individuals at the genomics level.

Transcriptomics is the study of transcriptome that comprises the entire collec-
tion of RNA (ribonucleic acid) sequences, called transcripts, in a cell. It is estimated 
that a human cell contains about 25,000 transcripts. RNAs are classified into two 
groups: (1) mRNA is the coding RNA that is translated into protein sequences.  
(2) Non-coding RNAs are also classified into two subgroups; short non-coding 
RNAs such as microRNA (miRNA) and long non-coding RNAs (lncRNA). Non-
coding RNAs are involved in gene regulation. Next-generation RNA sequencing 
technologies allow deeply understanding of variations and gene expression on 
various types of RNA molecules including miRNA, mRNA, and lncRNA [2].

Proteomics is the study of proteome, which is defined as the set of all expressed 
proteins and interacting protein family networks, and biochemical pathways in a 
cell, tissue, or organism. Although, the exact number of proteins/peptides is still 
unclear, it is estimated to be around a few hundred thousand.

Figure 1. 
Building blocks of OMICS approach and systems biology in molecular medicine.
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Metabolomics is the study of metabolome within cells, biofluids, tissues, or 
organisms. Metabolome can be defined as the small molecules and their interactions 
within a biological system under a given genetic, nutritional, and environmental 
condition. Since the metabolome is the final downstream product, changes and 
interactions between gene expression, protein expression, and the environment are 
directly reflected in metabolome making it more physically and chemically complex 
than the other “omes.” The metabolome is the closest to the phenotype among other 
omics approaches. Metabolomics best modulates and represents the molecular 
phenotype of health and disease [7]. In this regard, metabolomics is a brilliant 
source for disease-associated biomarkers. Mass spectrometry-based metabolomics/
lipidomics provides a useful approach for both identification of disease-related 
metabolites in biofluids or tissue, and also encompasses classification and/or 
characterization of disease- or treatment-associated molecular patterns generated 
from metabolites [8, 9]. Metabolomics analysis identifies different metabotypes 
of disease severity and makes successful clinical and molecular phenotyping and 
patient stratification.

3. Application field of OMICS technology in molecular medicine

Omics-based approaches have been significantly improved recently with the 
addition of novel concepts such as exposome/exposomics, the study of the envi-
ronmental exposure, to unravel the role of the environment in human diseases. 
Furthermore, the addition of adductomics, the study of compounds that bind DNA 
and cause damage and mutations, and volatilomics, the study of volatile organic 
compounds to the metabolomics/lipidomics analysis for comprehensive research 
of the metabolome have been newly emerging [2, 10, 11]. Exposome is a person’s 
total lifestyle and environmental exposures, which is not well understood yet. 
Researchers from NIH, Dr. Chao Jiang and his colleagues, have developed a method 
to capture and map an individual’s “exposome”—under the concept “exposing the 
human exposome—every breath you take, exposome tells where you have been and 
when.” Furthermore, they have designed a portable, battery-powered device com-
prising sensors, a collection container with filter, and a pump that simulates human 
breathing to be able to track and quantify personal environmental exposures. The 
sensors can detect different particles such as biologicals (biotics), chemicals (abiot-
ics), tobacco smoke, and automobile fumes. They have detected more than 2500 
species, including bacteria, fungi, plants, metazoa, and more than 200 viruses. One 
of them was remarkably called “brochosome” which look like viral particles, in a 
sense, but it is actually some sort of hydrophobic protein/lipid mixture made by 
insects as a waterproof mechanism on their body.

Systems biology, can be defined as the integration of omics-based systems, is a 
hypothesis-generating approach, while classical biology is hypothesis-driven  
[6, 12–14]. Bioinformatics is the application of computational tools and analysis 
used to capture, store, and interpret biological data. Focusing on large-scale data/
information obtained from a comprehensive, or global, assessment of a set of mol-
ecules, bioinformatics tools are then used to analyze the multi-dimensional amount 
of data to reveal metabotype, proteotype, and DNA-RNA panel biosignatures.

Analysis of multi-omics-based technologies through systems biology, bioin-
formatics, and computational power allows us to understand diversity of diseases, 
molecular heterogeneity of complex pathologies, mechanism involved in disease 
progression, and drug resistance. Subsequently, improvement has been made in the 
development of molecular-based screening, early detection, and monitoring sys-
tems as well as personalized treatment strategies [15, 16]. Omics-based integrative 
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Figure 1. 
Building blocks of OMICS approach and systems biology in molecular medicine.
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identification and characterization of biomarker targets and their clinical transla-
tions are essential to develop comprehensive profiling, risk stratification, future 
cell-targeted early interventional and therapeutic strategies. First established, a 
decade ago, “multi-omics” approach to disease by integrative analysis of “single 
omics platforms” have been a paradigm shift attributed to personalized medicine 
[4, 15, 17, 18]. In this manner, Chakraborty and colleagues successfully documented 
“onco-multi-omics” approach in cancer research [17]. Systems biology integrated 
high-throughput multi-omics approach has been dedicated to understand complete 
molecular biosignature of health and disease.

Accurate determination and validation of disease-related biomarkers neces-
sitates the development of biorepository systems with a large collection and storage 
of patient biospecimens such as tissue, blood, and other bodily fluids, and well 
annotated clinical and pathological data [19–21]. By this way, biorepository systems 
enable integration of basic, translational, and clinical research to lead the discovery 
of hindered relevant biomarkers and emerging personalized diagnostic/therapeutic 
strategies on reliable big sample sizes associated with specific diseases [19, 20]. In 
another aspect, a recent Nature editorial (2019) critically highlights focusing on 
to study healthy individuals biobanking rather than people with diseases to better 
understand the exact definition of health with all its manifestations [22]. Projects 
such as “100K Wellness Project” and “The All of Us Research Program” have been 
producing next-generation sequencing data through specimens from healthy 
individuals to obtain molecular, lifestyle, and environmental measurements  
(http://allofus.nih.gov/), in particular for future drug discovery studies.

Genomic diversity and molecular heterogeneity of complex diseases obscure 
the discovery of theranostic, prognostic, and predictive biomarkers as well as their 
translation into personalized medicine at the single-cell level. In this aspect, promis-
ing single-cell studies formed another emerging concept in the field of the molecu-
lar medicine. Single-cell level analysis has been suggested to be crucial for a better 
and precise enrichment of biomarkers related to complex heterogeneous nature of 
diseases [23]. Omics-based analysis at the single-cell level comprises epi/genomics, 
epi/transcriptomics, epi/proteomics, and metabolomics/lipidomics approaches. 
These technologies facilitated our understanding of variations, interactions, biologi-
cal functions, and disease heterogeneity at the single-cell level which paves the way 
for a personalized medicine-based smart healthcare system [24, 25]. Lately, one 
of the hottest research fields emerged as molecular characterization of circulating 
biomarkers composed of circulating tumor cells (CTCs), cell free DNA (cfDNA) 
and/or exosomes as liquid biopsies to assess disease management and evolution 
in real time [26]. Exosomes have been described as microvesicules (50–150 nm) 
released into the extracellular region by a variety of cells. Exosomes contain intact 
oligonucleotides, protein, and metabolites and have been identified in a vast range 
of biofluids including serum, urine, plasma, breast milk, saliva, pleural effusions, 
bronchoalveolar lavage fluid, ocular samples, tears, nasal lavage fluid, semen, 
synovial fluid, amniotic fluid, and pregnancy-associated serum [27]. With the 
development of high-throughput omics technologies, liquid biopsy has settled in the 
center of non-invasive or minimally invasive applications of easily accessible bioflu-
ids to detect disease-associated CTCs for diagnostic, monitoring, and therapeutic 
approaches. Isolation, detection, and molecular characterization of CTCs have been 
performed in a variety of diseases mostly in cancers. Due to high heterogeneity and 
resistance to treatment observed in tumor biology, single-cell CTC characterization 
allows clinical profiling and targeted treatment strategies and monitoring.

Molecular medicine applications not only improved the basic understanding 
of disease mechanism, but also contributed to the understanding of mechanism 
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of drug action, identification of theranostic targets, and hence a paradigm shift 
in drug discovery [28]. Molecular theranostics can be defined as integration 
of disease diagnosis and treatment with the same molecular target. Promising 
oligonucleotide-based (DNA or RNA) therapeutics and vaccines such as gene 
therapy, DNA vaccines, and RNA pharmaceuticals have been successfully 
developed in the last 2 decades using antibodies and aptamers. Regarding 
DNA, viral or bacterial vectors are used and polymeric materials such as poly 
lactic-co-glycolic acid (PLGA), chitosan, and polyethylenimine (PEI) have been 
applied for efficient delivery [29]. Aptamers or antibodies can be conjugated to 
theranostic biomarkers and nanomaterials for specific targeting [30]. Aptamer-
based applications include imaging, targeted drug delivery, and treatment such 
as targeted phototherapy, gene therapy, and chemotherapy [31]. Limitations in 
non-toxic specific targeting and delivery encouraged researchers to use drug 
carriers such as liposomes and nanoparticles for encapsulation of oligonucleotide 
therapeutics [32]. Studies on some tumor types including lung, pancreas, and 
breast have demonstrated successful results with encapsulated antisense oligo-
nucleotides [33, 34]. RNA oligonucleotides using the antisense gene silencing 
technology has given promising results to inhibit disease-related mRNA gene 
expression. RNA therapeutics including antisense RNA, small interfering RNA 
(siRNA), and anti-miRNA (anti-miR) are promising for the treatment of a num-
ber of diseases including chronic complex diseases. Furthermore, their impact 
has been evaluated in the different stages of development from preclinical to 
Phase III clinical trials [35–39]. Major challenges dealing with efficient delivery 
include biocompatibility, protection from nucleases, distribution location, and 
persistence. Peter and colleagues have identified suicide/killer RNA molecules 
(siRNA, shRNA, miRNA, siRNA+miRNA complex) on numerous cancer types. 
In addition, they have shown that specific toxic RNAi-active sequences present in 
the genome can kill cancer cells [40–44]. Rozowsky and colleagues have gener-
ated a comprehensive analytic platform for extracellular RNA profiling called 
“exceRpt” [45].

Murillo and colleagues have created exRNA Atlas Analysis, and explored how 
RNA transmits information through cell-to-cell communication, known as extracel-
lular RNA or exRNA [46]. Moreover, they have identified complexity in steps of 
transport exRNA molecules, types, carriers between cells, target cells, and func-
tions, and found that even the type of carrier affected how exRNA messages were 
sent and received which may suggest potential novel disease-associated biomarkers 
and therapeutic targets. To date, exRNA-originated potential biomarkers have been 
identified in 13 biofluids like plasma, saliva, and urine in over 50,000 samples 
from over 2000 donors for nearly 30 diseases including cardiovascular diseases, 
diseases of the brain and central nervous system, pregnancy complications, glau-
coma, diabetes, autoimmune diseases, and multiple types of cancer. Thus, exRNA 
profiles could be an individualized source and for personalized treatment of various 
diseases.

Examples of current and future applications in molecular medicine may also 
include DNA/RNA chips, peptide/antibody arrays, aptamer/antikor-based immu-
noassays, and/or sensor systems for disease screening, diagnosis, and monitoring. 
Molecular tools/devices such as lab-on-chips combined with sensors using micro-
array techniques have been developed which are able to perform patient stratifica-
tion based on specified clinical and molecular features [47]. Those tools are assessed 
to capture very low concentrations of biochemical substances at the early disease 
phase, and result in effective/sensitive treatment and eradicate and/or reduce over-/
undertreatment, and side effects [48–50].
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4. Conclusions

In contrast to one single gene disease concept of Mendelian inheritance, chronic 
complex diseases are result of alterations in multiple genes and signaling pathways. 
Furthermore, these diseases are generally characterized with heterogeneity at the 
cellular/tissue level. Therefore, identification and omics-based profiling of multiple 
biomarker profiles rather than one single gene/biomarker possess greater statisti-
cal power and reliability for future screening/diagnosis/monitoring/treatment 
strategies. In this aspect, molecular medicine applications have brought novel and 
significant outputs to the research as well as challenges that require further preclini-
cal and clinical studies. Development of omics-based discriminatory biomarkers for 
early detection, as well as novel targeted interventional and therapeutic strategies 
are crucial for a personalized healthy life as well as disease management.
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Abstract

Alzheimer’s disease (AD), the most common form of dementia in the aged 
people, is a chronic and irreversible neurodegenerative disorder. Early prediction, 
intervention, and objective diagnosis are very critical in AD. In this chapter, we 
will introduce the current progress in the prediction and diagnosis of AD, includ-
ing recent development in diagnostic criteria, genetic testing, neuroimaging 
techniques, and neurochemical assays. Focus will be on some new applied methods 
with more specific examples, that is, cerebrospinal fluid (CSF) and blood proteins 
and peptides, which might serve as biomarkers for the diagnosis of AD. We will also 
discuss biomarker-based diagnostic strategies and their practical application.

Keywords: Alzheimer’s disease, mild cognitive impairment, diagnosis, prediction, 
biomarker

1. Introduction

Alzheimer’s disease (AD), the most common type of dementia in aged people, 
is an untreatable neurodegenerative disorder characterized by abnormal accumula-
tions of amyloid-β (Aβ) oligomers and intracellular neurofibrillary tangles (NFTs) 
in the brain attributable to hyperphosphorylated tau that results in progressive syn-
aptic dysfunction and cognitive deficits [1, 2]. AD is the fifth leading cause of death 
for people aged 65 and over [3] and is officially listed as the sixth leading cause of 
death in the United States [4]. Presently, more than 47 million people are estimated 
to be living with dementia globally, and this number is projected to rapidly increase, 
reaching 75 million by 2030 and 135 million by 2050 [5]. In China, there were 
135.2 million aged people in 2015, and 8.5 million of them were oldest-old (beyond 
85 years and above). Based on age-specific prevalence of AD, China would have 
over 20 million AD patients in 2050 [6].

AD is a heterogeneous disease caused by a combination of environmental 
and genetic factors. Currently known risk factors for AD include age, sex, car-
diovascular risk factors and metabolic risk factors, sleep apnea, family history, 
and certain genetic variants [7]. In an attempt to explain the complexity and 
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and certain genetic variants [7]. In an attempt to explain the complexity and 
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multifactorial nature of AD, various hypotheses are established. These include Aβ 
aggregation, tau aggregation, metal dyshomeostasis, oxidative stress, cholinergic 
dysfunction, inflammation, and downregulation of autophagy [8]. However, none 
of the hypotheses is capable of independently explaining the pathological condi-
tions observed in AD. The amyloid cascade hypothesis is widely considered to be 
involved in the pathogenesis of AD [9]. The anatomic and temporal discordance 
between Aβ pathology, tau aggregation, and neurodegeneration has led to the pos-
tulation of Aβ being an initiator of a complex cascade that ends in tau-medicated 
neurodegeneration [7].

As the etiology and pathogenesis of AD have not been elucidated, none of the 
proposed pharmacologic treatments (medications) are authentic to slow or stop 
the neurodegeneration [10]. On the other hand, in clinical practice, a diagnosis of 
AD is primarily made on the base of clinical features, results of neurological and 
neuropsychological tests, and by exclusion of other causes of dementia, including 
vascular and frontotemporal dementia or other neurological diseases [11]. Although 
a variety of imaging techniques, and detection of levels of Aβ40, Aβ42, total tau 
protein (T-tau), and phosphorylated tau protein (P-tau) in CSF have been found 
to be able to support clinical diagnosis of mild cognitive impairment (MCI) and 
AD. However, CSF collection is invasive, and therefore, its sampling is quite dif-
ficult. Imaging techniques are expensive, which restrict their application either as 
routine screening tools or for repetition of tests to monitor the drug treatment or 
pathological progress [12].

The goal of precision medicine is to use biological knowledge and other related 
health information to predict individual disease risk, understand disease etiol-
ogy, identify disease subcategories, improve diagnosis, and provide personalized 
treatment strategies [7]. To date, none of the effective intervention is available, 
which can cure or halt the progression of AD. However, studies have consistently 
shown that active management of Alzheimer’s and other dementias can improve 
the quality of life of affected subjects and their caregivers [4]. The development of 
biomarkers for AD is making it possible to detect the disease and provide an accu-
rate diagnosis earlier, which is beneficial for diagnosed individuals, their caregivers 
and loved ones, as well as society as a whole [13]. In particular, pathophysiological 
alterations associated with AD are thought to begin several decades before the onset 
of the disease [14]. Thus, early diagnosis would provide a crucial opportunity for 
intervention in AD progression. In addition, the use of biomarkers in all stages 
of Alzheimer’s disease will facilitate to develop therapeutic strategy that targets 
the underlying brain changes at each stage. Moreover, the research of biomarkers 
discovery may contribute to enhance our understanding of the pathogenesis of the 
disease itself.

Therefore, the biomarker discovery is of utmost importance to improve diagnos-
tics and prevention of disease and to monitor treatment effects. In this chapter, we 
introduced the update of AD diagnostic criteria, genetic research, and imaging and 
fluid (CSF and blood) biomarkers, highlighting the progress of biomarker research 
and advances in methodology.

2. Advance in diagnostic criteria

2.1 Development of AD biomarkers in early guidance

The first set of criteria proposed for diagnosis of AD was launched in 1984 
by a workgroup from the National Institute of Neurological and Communicative 
Disorders and Stroke and the Alzheimer’s disease and Related Disorders Association 
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(NINCDS–ADRDA) [15]. At that time, Alzheimer’s pathological changes could 
not be measured in vivo. The criteria focused on clinical symptoms and required 
the presence of significant disability and impact on daily living. Thus, it allowed 
only a “probable” diagnosis of AD to be reached while the person was alive, and 
a definitive diagnosis could be made only if Alzheimer’s pathology was found at 
autopsy [15]. In terms of distinguishing AD from other types of dementia, its 
specificity was low [16]. In 2007, the AD Research Diagnostic Criteria proposed 
by the International Working Group (IWG) first included true biomarkers in the 
criteria for active diagnosis of AD and considered AD to progress from preclinical, 
pre-dementia to dementia [17].

In 2011, the National Institute on Aging and the Alzheimer’s Association 
(NIA-AA) proposed revised guidelines for diagnosing AD [18–21]. This updated 
diagnostic criteria and guidelines incorporated biomarker tests in addition to clini-
cal symptoms, and provided the researchers tools for diagnosing AD. It identified 
AD as a continuum with three distinct stages: preclinical stage, mild cognitive 
impairment (MCI), and dementia. There are two types of biomarker, the former 
including CSF Aβ42 or amyloid positron emission tomography (PET) and the latter 
including CSF tau/P-tau, MRI hippocampus or medial axillary atrophy, and low 
glucose metabolism on PET or SPECT [18]. In 2012, the NIA-AA also developed 
new guidelines to help pathologists to describe and categorize the brain changes 
associated with Alzheimer’s and other dementias on autopsy [22]. Parallel to the 
hypothetical pathophysiological sequence of AD, a biomarker model was proposed 
by Jack et al. [23, 24]. It revealed that the biomarker abnormality occurs first in 
Aβ levels, which can either be in the form of  an upregulation in plasma or down-
regulation in CSF in usually cognitively normal individuals and can be detected 
by biochemi cal analysis [6, 23, 24]. The next stage of biomarker abnormality was 
usually amyloid deposition in the brain detected by abeta PET. Subsequently, the 
changes of biomarkers include neuronal injury, indicated by increased levels of 
CSF total phosphorylated tau proteins, and cerebral atrophy revealed by structural 
MRI, as well as neurodegeneration and synaptic dysfunction detected by reduced 
fluorodeoxyglucose (FDG) uptake through PET. These results of biomarker studies 
showed that they are correlated with different disease stages, which thus correlate 
with and support the changes in the “abeta hypothesis” [6]. Furthermore, research 
criteria for diagnosing preclinical states of AD developed by the International 
Working Group (the IWG-2 criteria) require the individual to be asymptomatic 
and have a marker of AD pathology or an AD autosomal dominant mutation on 
chromosome 1, 14, or 21 [16]. This is describing an at-risk state where progression 
of AD is not inevitable.

2.2 NIA-AA 2018 update guidelines

Recently, NIA-AA guidelines for AD have been updated [25]. In these latest 
guidelines, Alzheimer’s biomarkers are divided into three categories (the A/T/N 
system). The classification uses three types of biomarkers as shown in Table 1. “A” 
refers to amyloid β (Aβ) as measured either by amyloid PET imaging of amyloid 
plaques or in the cerebrospinal fluid (CSF) as Aβ42 or the Aβ42 to Aβ40 ratio. “T” 
refers to tau pathology as measured by CSF phosphorylated tau or tau PET imag-
ing of parenchymal neurofibrillary tangles. “N” refers to neurodegeneration or 
neuronal injury and dysfunction, as measured by elevated levels of CSF total tau, 
decreased glucose metabolism shown on FDG-PET imaging, and brain atrophy 
shown with structural MRI. While “A” and “T” are considered to have diagnostic 
specificity for AD, “N” is not specific for AD diagnoses because it can reflect any 
number of etiologies in addition to AD. The A/T/N biomarkers may reflect the 
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multifactorial nature of AD, various hypotheses are established. These include Aβ 
aggregation, tau aggregation, metal dyshomeostasis, oxidative stress, cholinergic 
dysfunction, inflammation, and downregulation of autophagy [8]. However, none 
of the hypotheses is capable of independently explaining the pathological condi-
tions observed in AD. The amyloid cascade hypothesis is widely considered to be 
involved in the pathogenesis of AD [9]. The anatomic and temporal discordance 
between Aβ pathology, tau aggregation, and neurodegeneration has led to the pos-
tulation of Aβ being an initiator of a complex cascade that ends in tau-medicated 
neurodegeneration [7].

As the etiology and pathogenesis of AD have not been elucidated, none of the 
proposed pharmacologic treatments (medications) are authentic to slow or stop 
the neurodegeneration [10]. On the other hand, in clinical practice, a diagnosis of 
AD is primarily made on the base of clinical features, results of neurological and 
neuropsychological tests, and by exclusion of other causes of dementia, including 
vascular and frontotemporal dementia or other neurological diseases [11]. Although 
a variety of imaging techniques, and detection of levels of Aβ40, Aβ42, total tau 
protein (T-tau), and phosphorylated tau protein (P-tau) in CSF have been found 
to be able to support clinical diagnosis of mild cognitive impairment (MCI) and 
AD. However, CSF collection is invasive, and therefore, its sampling is quite dif-
ficult. Imaging techniques are expensive, which restrict their application either as 
routine screening tools or for repetition of tests to monitor the drug treatment or 
pathological progress [12].

The goal of precision medicine is to use biological knowledge and other related 
health information to predict individual disease risk, understand disease etiol-
ogy, identify disease subcategories, improve diagnosis, and provide personalized 
treatment strategies [7]. To date, none of the effective intervention is available, 
which can cure or halt the progression of AD. However, studies have consistently 
shown that active management of Alzheimer’s and other dementias can improve 
the quality of life of affected subjects and their caregivers [4]. The development of 
biomarkers for AD is making it possible to detect the disease and provide an accu-
rate diagnosis earlier, which is beneficial for diagnosed individuals, their caregivers 
and loved ones, as well as society as a whole [13]. In particular, pathophysiological 
alterations associated with AD are thought to begin several decades before the onset 
of the disease [14]. Thus, early diagnosis would provide a crucial opportunity for 
intervention in AD progression. In addition, the use of biomarkers in all stages 
of Alzheimer’s disease will facilitate to develop therapeutic strategy that targets 
the underlying brain changes at each stage. Moreover, the research of biomarkers 
discovery may contribute to enhance our understanding of the pathogenesis of the 
disease itself.

Therefore, the biomarker discovery is of utmost importance to improve diagnos-
tics and prevention of disease and to monitor treatment effects. In this chapter, we 
introduced the update of AD diagnostic criteria, genetic research, and imaging and 
fluid (CSF and blood) biomarkers, highlighting the progress of biomarker research 
and advances in methodology.

2. Advance in diagnostic criteria

2.1 Development of AD biomarkers in early guidance

The first set of criteria proposed for diagnosis of AD was launched in 1984 
by a workgroup from the National Institute of Neurological and Communicative 
Disorders and Stroke and the Alzheimer’s disease and Related Disorders Association 
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(NINCDS–ADRDA) [15]. At that time, Alzheimer’s pathological changes could 
not be measured in vivo. The criteria focused on clinical symptoms and required 
the presence of significant disability and impact on daily living. Thus, it allowed 
only a “probable” diagnosis of AD to be reached while the person was alive, and 
a definitive diagnosis could be made only if Alzheimer’s pathology was found at 
autopsy [15]. In terms of distinguishing AD from other types of dementia, its 
specificity was low [16]. In 2007, the AD Research Diagnostic Criteria proposed 
by the International Working Group (IWG) first included true biomarkers in the 
criteria for active diagnosis of AD and considered AD to progress from preclinical, 
pre-dementia to dementia [17].

In 2011, the National Institute on Aging and the Alzheimer’s Association 
(NIA-AA) proposed revised guidelines for diagnosing AD [18–21]. This updated 
diagnostic criteria and guidelines incorporated biomarker tests in addition to clini-
cal symptoms, and provided the researchers tools for diagnosing AD. It identified 
AD as a continuum with three distinct stages: preclinical stage, mild cognitive 
impairment (MCI), and dementia. There are two types of biomarker, the former 
including CSF Aβ42 or amyloid positron emission tomography (PET) and the latter 
including CSF tau/P-tau, MRI hippocampus or medial axillary atrophy, and low 
glucose metabolism on PET or SPECT [18]. In 2012, the NIA-AA also developed 
new guidelines to help pathologists to describe and categorize the brain changes 
associated with Alzheimer’s and other dementias on autopsy [22]. Parallel to the 
hypothetical pathophysiological sequence of AD, a biomarker model was proposed 
by Jack et al. [23, 24]. It revealed that the biomarker abnormality occurs first in 
Aβ levels, which can either be in the form of  an upregulation in plasma or down-
regulation in CSF in usually cognitively normal individuals and can be detected 
by biochemi cal analysis [6, 23, 24]. The next stage of biomarker abnormality was 
usually amyloid deposition in the brain detected by abeta PET. Subsequently, the 
changes of biomarkers include neuronal injury, indicated by increased levels of 
CSF total phosphorylated tau proteins, and cerebral atrophy revealed by structural 
MRI, as well as neurodegeneration and synaptic dysfunction detected by reduced 
fluorodeoxyglucose (FDG) uptake through PET. These results of biomarker studies 
showed that they are correlated with different disease stages, which thus correlate 
with and support the changes in the “abeta hypothesis” [6]. Furthermore, research 
criteria for diagnosing preclinical states of AD developed by the International 
Working Group (the IWG-2 criteria) require the individual to be asymptomatic 
and have a marker of AD pathology or an AD autosomal dominant mutation on 
chromosome 1, 14, or 21 [16]. This is describing an at-risk state where progression 
of AD is not inevitable.

2.2 NIA-AA 2018 update guidelines

Recently, NIA-AA guidelines for AD have been updated [25]. In these latest 
guidelines, Alzheimer’s biomarkers are divided into three categories (the A/T/N 
system). The classification uses three types of biomarkers as shown in Table 1. “A” 
refers to amyloid β (Aβ) as measured either by amyloid PET imaging of amyloid 
plaques or in the cerebrospinal fluid (CSF) as Aβ42 or the Aβ42 to Aβ40 ratio. “T” 
refers to tau pathology as measured by CSF phosphorylated tau or tau PET imag-
ing of parenchymal neurofibrillary tangles. “N” refers to neurodegeneration or 
neuronal injury and dysfunction, as measured by elevated levels of CSF total tau, 
decreased glucose metabolism shown on FDG-PET imaging, and brain atrophy 
shown with structural MRI. While “A” and “T” are considered to have diagnostic 
specificity for AD, “N” is not specific for AD diagnoses because it can reflect any 
number of etiologies in addition to AD. The A/T/N biomarkers may reflect the 
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presence (state) or progression (stage) of a disease. An individual with biomarker 
evidence of Aβ deposition alone (abnormal amyloid PET scan or low CSF Aβ42 or 
Aβ42/Aβ40 ratio) with a normal pathologic tau biomarker would be assigned the 
label “Alzheimer’s pathologic change” [25]. The term “Alzheimer’s disease” would be 
applied if biomarker evidence of both Aβ and pathologic tau is present. Alzheimer’s 
pathologic change and AD are not regarded as separate entities but earlier and later 
phases of the “Alzheimer’s continuum” (an umbrella term that includes both). These 
definitions are applied independently from clinical symptoms [25].

In addition, together with cognitive symptoms (C), AT (N)(C) measures have 
different roles for definition and staging, A and T indicate specific neuropathologic 
changes that define Alzheimer’s disease, that is, Aβ biomarkers determine whether 
or not an individual is in the Alzheimer’s continuum. Pathologic tau biomarkers 
determine if someone who is in the Alzheimer’s continuum has Alzheimer’s disease. 
(N) and (C) are not specific to AD and are therefore placed in parentheses. They 
indicate staging severity [25].

NIA-AA 2018 guidelines are still research framework and cannot be considered 
as routine clinical care [25]. However, clearly, with the update of these guidelines, 
the definition of AD shifts from symptom-based definition to biology-based defini-
tion. This is leading to a better understanding of the underlying mechanisms of 
the disease and aiding in the development of new interventions to delay or prevent 
disease progression and biomarker research [25].

3. Genetic susceptibility

AD can be divided into early-onset familial AD (EOAD) and late-onset AD 
(LOAD). Early-onset AD accounts for less than 1–5% and is caused by highly pen-
etrable variants, the majority of which are attributable to mutations in one of the 
three genes, amyloid precursor protein (APP), presenilin 1 (PSEN1), and presenilin 
2 (PSEN2) [26, 27]. Individuals with Alzheimer’s mutations in any of these three 
genes tend to develop symptoms before age 65, and the average age is 50 years [28]. 
More than 95% of AD cases are LOAD, which are “sporadic” with no apparent 
familial recurrence of the disease and are caused by a more complex underlying 
genetic architecture, and typically appear in older individuals (age 65 years and 
over) [29].

E4 allele of apolipoprotein E (APOE4) is the only verified genetic risk factor 
for late-onset AD. It is present in approximately 15% of the normal population; 
however, it occurs in 50% of those developing AD. APOE encodes a lipid carrier 
apolipoprotein E (ApoE) that is found both in the periphery and the central ner-
vous system [7]. APOE4 shows the complex interplay of mechanisms contributing 
to sporadic AD, including reduced cholesterol transport, less efficient Aβ clearance 
and more aggregation, triggering neurotoxicity through tau phosphorylation, 
increased brain neuronal activity and atrophy, reduced synaptic plasticity, and 
greater neuroinflammation [7].

Biomarker class CSF marker Imaging marker

Amyloid (A) CSF Aβ42,or Aβ42/Aβ40 ratio Amyloid PET

Tau (T) CSF phospho-tau Tau PET

Neurodegeneration (N) CSF total tau Anatomic MRI; FDG PET

Table 1. 
AT(N) biomarker grouping of the NIA-AA Framework.
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In addition to APOE4, genome-wide association study (GWAS) has identified 
more than 30 genomic loci that are associated with AD risk [7]. Ten susceptible 
loci for LOAD with the most consistent results include APOE, CLU, PICALM, CR1, 
BIN1, EPHA1, MS4A, ABCA7, CD33, and CD2AP. These AD risk loci are associ-
ated with different biological processes, including immune system, endocytosis, 
lipid homeostasis, and Aβ metabolism, highlighting the complexity of AD and 
point toward potentially novel directions for drug discovery and treatment [30]. 
Besides, rare variants (allele frequency < 1%) that influence the risk for LOAD have 
also been identified in several genes, including TREM2, PLD3, UNC5C, AKAP9, 
ADAM10, and ABI3 [7].

Genetics can provide a valuable starting point for advancement. To date, the 
vast majority of genetic work in AD has been the search for individual genes or 
combinations of genes associated with a dichotomous outcome of an AD diagnosis. 
For example, a study used survival analysis modeling to integrate AD risk variants 
and develop a polygenic hazard score for age of onset, which show a strong genetic 
component in AD that can be useful in predicting risk. Thus, genetic knowledge 
may also facilitate precision medicine. This approach has recently been proposed for 
dementia [7].

4. Biomarkers of AD

4.1 Imaging

As mentioned above, three Alzheimer’s neuroimaging biomarkers are currently 
used for research and, in some cases, are used to aid in clinical diagnosis. Elevated 
cortical tau shown with PET imaging is a biomarker for neurofibrillary tangles; 
decreased glucose metabolism shown by FDG-PET imaging and atrophy shown 
by structural MRI are biomarkers for neurodegeneration or neuronal injury [31]. 
Deposition of Aβ can be detected by amyloid-specific imaging agents for positron 
emission tomography-computed tomography (PET/CT) as early as 15 years before 
the onset of AD symptoms, whereas the next most sensitive metric, cerebral hypo-
metabolism (FDG-PET/CT) is detectable only 10 years prior to symptom onset. Aβ 
PET/CT is thought to precede by 10 years the declines in even the most sensitive 
cognitive metrics including episodic memory [32].

4.2 Fluid biomarkers for AD

In parallel to imaging biomarkers, additional types of biomarkers currently 
being studied in AD and used mainly for research purposes are found in CSF and 
blood.

4.2.1 CSF biomarker

The most validated CSF biomarkers for AD are Aβ42, total tau (T-tau), and tau 
phosphorylated at threonine 181 (P-tau181) [33]. These biomarkers have consis-
tently shown a marked change in AD dementia and also in the early prodromal 
phase of the disease. In CSF of AD patients, a decreased level of Aβ42 has consis-
tently been found, whereas the concentrations of tau and P-tau are increased [33]. 
The levels of CSF tau and P-tau have been found to correlate with brain atrophy in 
AD, while a reduction of Aβ42 in CSF is shown to correlate with brain atrophy in 
non-demented subjects indicating a potential preclinical stage [34]. In addition, 
high CSF T-tau and P-tau predict the progression of cognitive symptoms better 
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presence (state) or progression (stage) of a disease. An individual with biomarker 
evidence of Aβ deposition alone (abnormal amyloid PET scan or low CSF Aβ42 or 
Aβ42/Aβ40 ratio) with a normal pathologic tau biomarker would be assigned the 
label “Alzheimer’s pathologic change” [25]. The term “Alzheimer’s disease” would be 
applied if biomarker evidence of both Aβ and pathologic tau is present. Alzheimer’s 
pathologic change and AD are not regarded as separate entities but earlier and later 
phases of the “Alzheimer’s continuum” (an umbrella term that includes both). These 
definitions are applied independently from clinical symptoms [25].

In addition, together with cognitive symptoms (C), AT (N)(C) measures have 
different roles for definition and staging, A and T indicate specific neuropathologic 
changes that define Alzheimer’s disease, that is, Aβ biomarkers determine whether 
or not an individual is in the Alzheimer’s continuum. Pathologic tau biomarkers 
determine if someone who is in the Alzheimer’s continuum has Alzheimer’s disease. 
(N) and (C) are not specific to AD and are therefore placed in parentheses. They 
indicate staging severity [25].

NIA-AA 2018 guidelines are still research framework and cannot be considered 
as routine clinical care [25]. However, clearly, with the update of these guidelines, 
the definition of AD shifts from symptom-based definition to biology-based defini-
tion. This is leading to a better understanding of the underlying mechanisms of 
the disease and aiding in the development of new interventions to delay or prevent 
disease progression and biomarker research [25].

3. Genetic susceptibility

AD can be divided into early-onset familial AD (EOAD) and late-onset AD 
(LOAD). Early-onset AD accounts for less than 1–5% and is caused by highly pen-
etrable variants, the majority of which are attributable to mutations in one of the 
three genes, amyloid precursor protein (APP), presenilin 1 (PSEN1), and presenilin 
2 (PSEN2) [26, 27]. Individuals with Alzheimer’s mutations in any of these three 
genes tend to develop symptoms before age 65, and the average age is 50 years [28]. 
More than 95% of AD cases are LOAD, which are “sporadic” with no apparent 
familial recurrence of the disease and are caused by a more complex underlying 
genetic architecture, and typically appear in older individuals (age 65 years and 
over) [29].

E4 allele of apolipoprotein E (APOE4) is the only verified genetic risk factor 
for late-onset AD. It is present in approximately 15% of the normal population; 
however, it occurs in 50% of those developing AD. APOE encodes a lipid carrier 
apolipoprotein E (ApoE) that is found both in the periphery and the central ner-
vous system [7]. APOE4 shows the complex interplay of mechanisms contributing 
to sporadic AD, including reduced cholesterol transport, less efficient Aβ clearance 
and more aggregation, triggering neurotoxicity through tau phosphorylation, 
increased brain neuronal activity and atrophy, reduced synaptic plasticity, and 
greater neuroinflammation [7].

Biomarker class CSF marker Imaging marker

Amyloid (A) CSF Aβ42,or Aβ42/Aβ40 ratio Amyloid PET

Tau (T) CSF phospho-tau Tau PET

Neurodegeneration (N) CSF total tau Anatomic MRI; FDG PET

Table 1. 
AT(N) biomarker grouping of the NIA-AA Framework.

15

Precision Medicine: Role of Biomarkers in Early Prediction and Diagnosis of Alzheimer’s Disease
DOI: http://dx.doi.org/10.5772/intechopen.82035

In addition to APOE4, genome-wide association study (GWAS) has identified 
more than 30 genomic loci that are associated with AD risk [7]. Ten susceptible 
loci for LOAD with the most consistent results include APOE, CLU, PICALM, CR1, 
BIN1, EPHA1, MS4A, ABCA7, CD33, and CD2AP. These AD risk loci are associ-
ated with different biological processes, including immune system, endocytosis, 
lipid homeostasis, and Aβ metabolism, highlighting the complexity of AD and 
point toward potentially novel directions for drug discovery and treatment [30]. 
Besides, rare variants (allele frequency < 1%) that influence the risk for LOAD have 
also been identified in several genes, including TREM2, PLD3, UNC5C, AKAP9, 
ADAM10, and ABI3 [7].

Genetics can provide a valuable starting point for advancement. To date, the 
vast majority of genetic work in AD has been the search for individual genes or 
combinations of genes associated with a dichotomous outcome of an AD diagnosis. 
For example, a study used survival analysis modeling to integrate AD risk variants 
and develop a polygenic hazard score for age of onset, which show a strong genetic 
component in AD that can be useful in predicting risk. Thus, genetic knowledge 
may also facilitate precision medicine. This approach has recently been proposed for 
dementia [7].

4. Biomarkers of AD

4.1 Imaging

As mentioned above, three Alzheimer’s neuroimaging biomarkers are currently 
used for research and, in some cases, are used to aid in clinical diagnosis. Elevated 
cortical tau shown with PET imaging is a biomarker for neurofibrillary tangles; 
decreased glucose metabolism shown by FDG-PET imaging and atrophy shown 
by structural MRI are biomarkers for neurodegeneration or neuronal injury [31]. 
Deposition of Aβ can be detected by amyloid-specific imaging agents for positron 
emission tomography-computed tomography (PET/CT) as early as 15 years before 
the onset of AD symptoms, whereas the next most sensitive metric, cerebral hypo-
metabolism (FDG-PET/CT) is detectable only 10 years prior to symptom onset. Aβ 
PET/CT is thought to precede by 10 years the declines in even the most sensitive 
cognitive metrics including episodic memory [32].

4.2 Fluid biomarkers for AD

In parallel to imaging biomarkers, additional types of biomarkers currently 
being studied in AD and used mainly for research purposes are found in CSF and 
blood.

4.2.1 CSF biomarker

The most validated CSF biomarkers for AD are Aβ42, total tau (T-tau), and tau 
phosphorylated at threonine 181 (P-tau181) [33]. These biomarkers have consis-
tently shown a marked change in AD dementia and also in the early prodromal 
phase of the disease. In CSF of AD patients, a decreased level of Aβ42 has consis-
tently been found, whereas the concentrations of tau and P-tau are increased [33]. 
The levels of CSF tau and P-tau have been found to correlate with brain atrophy in 
AD, while a reduction of Aβ42 in CSF is shown to correlate with brain atrophy in 
non-demented subjects indicating a potential preclinical stage [34]. In addition, 
high CSF T-tau and P-tau predict the progression of cognitive symptoms better 
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than Aβ42 during a clinically relevant time period (1–2 years) [35]. Based on their 
high diagnostic performance, as state above, these core AD CSF biomarkers have 
been included in the diagnostic criteria for AD [18, 25]. However, CSF biomarkers 
show 20–30% interlaboratory and interassay variability [36]. In order to reduce 
this variability, standardization efforts include the creation of a mass spectrom-
etry (MS)-based reference measurement procedures (RMP) for CSF Aβ42 [37] 
and certified reference materials (CRM) for the main AD CSF biomarkers [38]. 
Precise measurements have also been achieved by novel assays developed on fully 
automated laboratory equipment [39]. Moreover, other Aβ protein levels and ratios 
(tau/Aβ42, Aβ42/Aβ40, Aβ42/Aβ38) also become abnormal with the signature of AD 
[40]. For example, reduced Aβ42/Aβ40 ratio is characteristic of AD dementia and 
prodromal AD [41].

Despite the promising CSF core biomarkers for the identification of presymp-
tomatic AD and discriminate AD cases well from healthy subjects, the inherent 
heterogeneity in the progression of mounting plaque and tangle load over time 
between patients, as well as the presence of mixed pathologies and different 
comorbidities, are considered [42]. For example, elevated amyloid deposition 
is frequently found in cognitively normal subjects, and CSF levels of Aβ and Aβ 
imaging with PIB-PET do not correlate with cognitive decline [43]. Thus, it is 
needed to augment the CSF core biomarkers with novel proteins to improve diag-
nostic accuracy in longitudinal studies [44]. Recently, new biomarkers reflecting 
other aspects of pathophysiology have been reported, for example, CSF neuro-
filament light chain (NFL), neurogranin, and YKL-40 proteins have reached at 
an advanced clinical validation stage [45]. A recent meta-analysis showed that 
the core CSF biomarkers of neurodegeneration (T-tau, P-tau, and Aβ42) and CSF 
NFL were strongly associated with AD, and NSE, VLP-1, HFABP, and YKL-40 
were moderately associated with AD [33]. Among these, NFL, NSE, VLP-1, and 
HFABP are related to neurodegeneration, and YKL-40 is associated with glial 
activation [33]. Of note, another protein, neuro granin, involved in synaptic 
dysfunction and degeneration, is found with higher CSF levels in patients with 
AD. It is seemingly specific for AD and does not change in the majority of other 
neurodegenerative disorders [35]. Taken together, the integration of comple-
mentary pathophysiological biomarker candidates covering additional key AD 
mechanisms will likely result in an incremental performance optimization for the 
detection, diagnosis, and differential diagnosis of primary neurodegenerative 
diseases and dementia disorders [45].

4.2.2 Blood-based biomarker

Blood collection is routinely performed, minimally invasive and cheap and 
suitable for recurrent measures. Blood-based biomarkers may allow for efficient 
monitoring of disease processes in AD and could be used as a screening tool in 
primary care [46]. Amyloid β (Aβ) is a widely researched plasma biomarker for 
AD. Evidence supporting the transport of Aβ across the blood-brain barrier and 
through CSF suggests that 30–50% of plasma Aβ originates from the CNS [47]. 
However, diagnostic relevance of plasma Aβ for AD process yields conflicting 
results [33, 48, 49]. In terms of this, a meta-analysis found that lower Aβ42:Aβ40 
ratios are significantly associated with the development of AD and dementia 
[49]. Another meta-analysis showed that plasma or serum concentration of 
Aβ40 did not differ significantly between patients with AD subjects and controls 
[33]. Recently, using the INNO-BIA kit based on a multiplex xMAP technique, 
Hanon et al. found that plasma Aβ42 and Aβ40 are lower in AD than in amnestic 
MCI and non-amnestic MCI, respectively. Plasma Aβ42 correlated with age, 
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Mini–Mental State Examination, and APOE ε4 allele [48]. Another AD pathol-
ogy, that is, tau, a meta-analysis suggested that plasma T-tau are strongly associ-
ated with AD [33].

Indeed, CNS-specific proteins with very low concentrations in the blood are 
difficult to quantify using standard immunochemical technologies, such as ELISA 
(enzyme-linked immunosorbent assay), which is a major challenge in developing 
blood biomarkers [20]. This might be one of the reasons for the inconsistency of the 
analysis results in the previous studies. Recent technical breakthroughs in the field 
of ultrasensitive assays have started to improve it [50]. These technologies include 
single-molecule array (Simoa) technology and immunomagnetic reduction (IMR) 
[50]. Simoa technology can detect single protein molecules in blood, which cap-
tured target proteins on microscopic beads decorated with specific antibodies and 
then labeled the immunocomplexes (one- or zero-labeled target protein molecules 
per bead) with an enzymatic reporter capable of generating a fluorescent product. 
After isolating the beads in 50-fl reaction chambers designed to hold only a single 
bead, fluorescence imaging is detected [51]. The average sensitivity improvement of 
the Simoa immunoassays versus conventional ELISA was >1200-fold, with coef-
ficients of variation of <10% [52]. By using this technique, Mattsson et al. found 
associations between elevated plasma tau and AD hallmarks, but these were mild 
and differed between cohorts, and high plasma tau is associated with rapid progres-
sion in later disease stages [53]. More recently, by using this platform, Tatebe et al. 
reported the quantitative data on the plasma levels of P-tau181 in controls and 
patients with AD and Down syndrome (DS). These data suggest that the plasma 
P-tau181 is a promising blood biomarker for brain AD pathology [54]. Mielke 
et al. reported that plasma total tau and P-tau181 levels are higher in AD dementia 
patients than those in cognitively unimpaired and total tau and P-tau181 levels are 
higher in AD dementia patients than those in cognitively unimpaired, and plasma 
P-tau181 are more strongly associated with both Aβ and tau PET [55]. Interestingly, 
the neuronal injury marker NFL mentioned above was also found to be increased in 
plasma of the patients with MCI and patients with AD dementia with Aβ pathologic 
features by using Simoa technology [46].

Another ultrahigh-sensitive technology is referred to as a superconducting 
quantum interference device (SQUID) immunomagnetic reduction (IMR) assay. 
Magnetic nanoparticles are coated with an antibody, and on binding of the analyte, 
the oscillation of the particles in an alternating magnetic field is decreased in a 
concentration-dependent manner [56]. Using the SQUID-based IMR, the low 
detection limit for amyloids and tau protein is found to be 1–10 pg/mL [57, 58]. 
Thus, it makes possible the measurement of plasma biomarkers for the diagnosis 
of AD [58–61]. For example, by IMR technology, the previous studies suggested 
that the plasma Aβ42 is a useful biomarker for AD. The Aβ42/Aβ40 ratio improves 
the diagnostic power of the plasma Aβ biomarkers [58], and plasma Aβ42 correlates 
with CSF Aβ42 in AD [59]. Additional researches indicated that plasma Aβ42 and tau 
can be used to assist in the clinical diagnosis of AD [60], and the concentration of 
P-tau181 in plasma can be used to differentiate memory disorder/cognitive decline 
in early-stage AD patients [61]. Clearly, these ultrahigh-sensitive assay technologies 
provide novel methods to measure low-level proteins especially in blood. These 
AD-specific proteins such as Aβ, and tau-related proteins or the protein biomarkers 
at low concentrations in the bloodstream for AD and may serve as clinical tools for 
the diagnosis of AD.

Besides, the studies of blood-based biomarkers also cover the following aspects: 
searching for other disease pathology related to proteins in blood; blood-based 
biomarker panels; and markers of inflammation, oxidative stress, mitochondrial 
dysfunction, and neuronal and microvascular injury [62].
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5. Mass spectrometry (MS)-based methods and approaches

Numerous reports have demonstrated that MS-based methods can be robust, 
and accurate MS has been playing an important role in studying peptide and protein 
identities, structures, modifications, and interactions that collectively drive their 
biological functions. MS-based technology has been used to study the pathogenesis 
of AD and biomarkers in body fluids, such CSF, plasma, urine, and saliva.

5.1 Proteomics

MS-based proteomics technology is well suited for the biomarker discovery for 
diseases such as AD [63–65]. During the last 10 years, apart from the gel-based 
techniques (e.g., 2D-PAGE and 2D-DIGE), gel-free techniques (e.g., stable isotope 
labeling or using label-free methods) have been dominating the field of MS-based 
quantitation in proteomics [66]. Including our previous study [67], the method 
of iTRAQ with multidimensional liquid chromatography and tandem mass spec-
trometry has been used to reveal many candidate proteins as potential biomarkers 
of MCI or AD [67–69]. One of our quantitative proteomics-based studies revealed 
the differentially expressed proteins in AD subjects [67]. These proteins were found 
involved in various biological processes and pathways, such as Aβ metabolism, 
inflammatory and immune response, and oxidative stress, which have previously 
been reported to be linked with AD, supporting the existing theories of AD patho-
physiology. Furthermore, some new technologies such as SWATH-MS will also be 
applied to further enhance probability of AD biomarkers. SWATH-MS is a specific 
further variant of data-independent acquisition (DIA) methods and is emerging as 
a technology that combines deep proteome coverage capabilities with quantitative 
consistency and accuracy [70].

Apart from quantitative proteomics, the development of assays to quantify 
particular post-translational modification of proteins is also being considered [65, 
71, 72]. For example, the carbonylation of proteins associated with oxidative stress 
has been studied in AD [72]. Using Western blotting with two-dimensional gel elec-
trophoresis (2D-Oxyblot), we investigated the specifically carbonylated proteins 
in the hippocampi [73] and serum [74] of triple transgenic mouse model of AD 
(3 × Tg-AD) at the early age of month, some carbonylated proteins were identified 
as significantly oxidized proteins compared with the control in both of the samples. 
This suggests that oxidative stress is an early event in AD progression, and these 
oxidized proteins in the serums may provide potential biomarkers of AD at the early 
stage. This is similar to two previous studies [75, 76]; where the authors observed 
serum protein carbonylation in MCI and found increased levels of carbonylation at 
this stage of cognitive decline.

Together, the proteomic approach is comparatively new and more advanced for 
biomarker analysis of proteins and provides a complementary way to obtain such a 
comprehensive data.

5.2 Targeted proteomic approaches

There are generally three different stages in the development of new biomark-
ers: the discovery phase (i.e., screening), the verification phase, and the validation 
phase. Multiple reaction monitoring (MRM), also known as selected reaction 
monitoring, is a targeted mass spectrometry approach to protein quantitation and 
is emerging to bridge the gap between biomarker discovery and clinical validation 
[77, 78]. Highly multiplexed MRM assays are readily configured and enable simul-
taneous verification of large numbers of candidates facilitating the development 
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of biomarker panels which can increase specificity [77, 78]. MRM can enhance the 
lower detection limit for peptides due to its ability to rapidly and continuously mon-
itor exclusively for the specific ions of interest. MRM analysis combine with stable 
isotope also offers multiplexing capability and increases the reliability of quantifi-
cation [77, 78]. As AD is a multifactorial disease, a panel of proteins is more suitable 
as biomarker for AD. Thus, MRM is a valuable tool to verify biomarker candidates 
for AD and possible future practical applications. Several studies have emerged 
using MRM to identify CSF-based protein biomarkers of AD [79–81]. In addition to 
MRM, parallel reaction monitoring (PRM) technique has also been used to evaluate 
biomarker candidates for AD [82, 83]. PRM is related to the SRM approach but has 
the advantage of acquiring full fragment spectra instead of a choice of preselected 
fragments; interfering signals are avoided, whereas quantitation and high sensitiv-
ity are conserved [64]. In this way, other biochemical pathways and proteins which 
are not directly correlated to Aβ accumulation could be monitored, such as synaptic 
function, secretory vesicle function, and in the innate immune system.

5.3 Immunoprecipitation (IP) methods coupled with mass spectrometry

Due to wide dynamic range and low abundance of Aβ peptides, the most com-
mon experimental procedure to quantitate Aβ peptides in CSF or blood requires 
a sample preparation step before MS analysis. Many methods are currently avail-
able to purify/concentrate the Aβ peptides, such as solid-phase extraction (SPE), 
immunoprecipitation (IP), size exclusion, ultrafiltration and liquid-liquid extrac-
tion, immunodepletion, etc. [64]. Among these, IP is a common method. By using 
IP coupled with SRM-MS method, a recent publication reported that plasma Aβ42 
concentration correlated with the CSF Aβ42/Aβ40 ratio and had good accuracy 
for predicting the sensitivity and specificity of elevated brain Aβ [25]. Similarly, 
Nakamura et al. recently proposed a set of plasma biomarkers, the amyloid-β pre-
cursor protein (APP) 669–711/Aβ42 and Aβ40/42 ratios and their composites, for AD 
diagnosis with high sensitivity and specificity. Their composites displayed an accu-
racy of 90% in predicting Aβ brain burden at an individual level, as confirmed with 
PET imaging [84]. Of note, as reviewed by Brinkmalm et al. [85], in normal APP 
and Aβ metabolism, Aβ is most likely regulated by amyloid-degrading enzymes 
[86]. Different lengths of Aβ peptides exist in vivo, depending on different degra-
dation pathways of APP [87]. To date, more than 40 different endogenous APP and 
Aβ peptides, including modifications, have been identified in the CSF [88]. Thus, 
these approaches can not only give a more accurate quantification of Aβ peptides in 
blood or CSF but also can be used to detect various Aβ species, which are beneficial 
to screen candidate biomarker for AD. For example, using the high selectivity 
of anti-Aβ antibodies in combination with mass spectrometry to determine the 
molecular mass with high accuracy, Vigo-Pelfrey et al. demonstrated the complex 
nature of Aβ peptides in the CSF and reported several different N- and C-terminal 
variants of Aβ [89]. In addition, IP-MS method has also been used to measure the 
protein levels in the CSF; using this method, a marked increase in the CSF levels of 
both synaptosomal-associated protein 25 (SNAP-25) and synaptotagmin-1 (SYT1) 
was found in AD dementia and prodromal AD cases [90, 91]. Interestingly, the 
levels of both SNAP-25 and SYT1 are reduced in cortical areas in the AD brain [90], 
thus suggesting that a set of synaptic proteins covering different components of the 
synaptic unit may be valuable tools in clinical studies on the relevance of synaptic 
dysfunction and degeneration in AD pathogenesis. This may also be used in the 
clinical evaluation of patients. The results indicate that this strategy is advantageous 
for detecting low abundance proteins, especially from CNS, or various Aβ peptides 
as a biomarker of AD.
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are not directly correlated to Aβ accumulation could be monitored, such as synaptic 
function, secretory vesicle function, and in the innate immune system.
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Due to wide dynamic range and low abundance of Aβ peptides, the most com-
mon experimental procedure to quantitate Aβ peptides in CSF or blood requires 
a sample preparation step before MS analysis. Many methods are currently avail-
able to purify/concentrate the Aβ peptides, such as solid-phase extraction (SPE), 
immunoprecipitation (IP), size exclusion, ultrafiltration and liquid-liquid extrac-
tion, immunodepletion, etc. [64]. Among these, IP is a common method. By using 
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for predicting the sensitivity and specificity of elevated brain Aβ [25]. Similarly, 
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[86]. Different lengths of Aβ peptides exist in vivo, depending on different degra-
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blood or CSF but also can be used to detect various Aβ species, which are beneficial 
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levels of both SNAP-25 and SYT1 are reduced in cortical areas in the AD brain [90], 
thus suggesting that a set of synaptic proteins covering different components of the 
synaptic unit may be valuable tools in clinical studies on the relevance of synaptic 
dysfunction and degeneration in AD pathogenesis. This may also be used in the 
clinical evaluation of patients. The results indicate that this strategy is advantageous 
for detecting low abundance proteins, especially from CNS, or various Aβ peptides 
as a biomarker of AD.
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6. Other technologies and methods

6.1 Metabolomics

Metabolomics is the newest omics platform that offers great potential for the 
diagnosis and prognosis of neurodegenerative diseases. This reflects alterations in 
genetics, transcription, and protein profiles and influences from the environment. 
Mass spectrometry (MS) and nuclear magnetic resonance (NMR) spectroscopy 
are two analytical platforms regularly used for detection. NMR is a particularly 
powerful tool for metabolite structural test. An MS-based approach is a sensitive 
one to identify and quantify in complex biological systems [65]. Metabolomics 
encompasses several techniques including untargeted metabolomics, targeted 
metabolomics, lipidomics, and fluxomics [92–94]. Untargeted metabolomics 
measures hundreds of metabolites in order to identify metabolic signatures related 
to a particular disease state or phenotype. This approach provides relative changes 
in metabolites and is useful for discovery projects where affected metabolic path-
ways are unknown. Targeted metabolomics provides quantitative measurements of 
a defined set of metabolites in a pathway of interest (e.g., glycolysis or TCA cycle). 
Lipidomics estimates changes in lipid profiles and requires specialized protocols for 
the detection and analysis of water-insoluble metabolites. Fluxomics incorporates 
stable isotope tracers to provide a dynamic, as opposed to static, assessment of 
metabolic changes and is performed in cells or in vivo [95]. Metabolomics has been 
widely used in the study of mechanisms and biomarkers of Alzheimer’s disease. 
Metabolomics analysis conducted with biological samples of patients with MCI 
and AD identified metabolic changes associated with preclinical and clinical AD, 
such as plasma, CSF, and saliva (Table 2) [95–104]. These findings suggest that 
metabolomics-based biomarkers could be used to improve disease diagnosis, which 
will allow target pathways altered earlier in AD.

6.2 MicroRNA (miRNA)

miRNAs are a class of small non-coding RNAs of 20–22 nucleotides in length, 
which regulate more than 50% of protein-coding genes [105], and are associated 
with many neurodegenerative diseases, such as AD [106]. Fransquet and Ryan 
comprehensively reviewed the methods and findings from 26 studies comparing 
the measurement of miRNA in blood between AD cases and controls [107]. Of 8098 
individually measured miRNAs, 23 that were differentially expressed miRNAs were 
found to be significant in two or more studies. Only six miRNAs (miR-107, miR-125b, 
miR-146a, miR-181c, miR-29b, and miR-342) were consistent in their direction of 
expression between these studies [107]. Interestingly, miR-107 has been found to be 
associated with the dysregulation of proteins involved in aspects of AD pathology, as 
well as being consistently downregulated in AD brains [107].Thus, the differentially 
expressed miRNAs and the corresponding targets will be potential biomarkers and 
provide evidence for new strategies for design of drugs for AD treatment.

6.3 Exosomes

Exosomes contain proteins, messenger RNAs (mRNAs), and microRNAs 
(miRNAs) that reflect their cellular origin, and they play a prominent role in 
cellular signaling, expulsion of toxic proteins, and transfer of cellular pathogens to 
other cells. CNS-derived exosomes (NEDs) are present in biological fluids (blood, 
CSF, and urine) and circulate in the interstitial space, both in the brain and in the 
periphery [108]. It may serve as markers of underlying CNS changes that occur in 
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advance of changes in circulating proteins. Importantly, CNS-derived exosomes 
have unique surface markers that reflect their origin. By using the correspond-
ing anti bodies, targeted examinations of neuron-, astrocyte-, or endothelial cells 
can be performed (Table 3) [109–113]. Several proteins in neural-derived plasma 
exosomes have been identified to associate with preclinical AD [112], and cargo 
proteins of plasma astrocyte-derived exosomes in AD have also been detected [110]. 
Interestingly, alterations in plasma NDE levels of P-tau, Aβ42, neurogranin, and 
repressor element 1-silencing transcription factor were found among AD and MCI 
cases that converted to AD within 36 months compared with stable MCI cases and 
normal control subjects [113]. In addition, miRNAs released from exosomes appear 
to be associated with multiple neurodegenerative conditions linking to AD, which is 
marked by hyperphosphorylated tau proteins and accumulation of Aβ plaques [114].  

Category Samples Methods Candidate metabolitesa References

Untargeted 
metabolomic

Plasma UPLC/HILIC 
-QTOF-MS

All groups: 4-aminobutanal ↓, 
spermine ↑
L-arginine ↑ L-ornithine ↑

[96]

Lipidomic Plasma UPLC-MS Ceramides ↑: Cer16:0 Cer18:0, 
Cer24:1
Phosphatidylcholines ↓: PC36:5, 
PC38:6

[97]

Lipidomics Plasma UPLC-QTOF-MS Phosphatidylcholine 40:4 ↑
Triglyceride 57:1 ↓
ChoE/triglyceride ↓

[98]

Targeted 
metabolomics

Serum UPLC-TQ-S-MS/
MS

Aβ pathology ↑: PCs and SMs
Tau pathology ↑: long-chain 
acylcarnitines,
PC ae C36:2, and SM.C20:2

[99]

Untargeted 
metabolomics

Serum FIA-MS/MS
UPLC-MS/MS

Glycerophospholipids ↓
Sphingolipids ↑

[100]

Untargeted 
metabolomic

Saliva FUPLC-Q-TOF/
MS

Phenyllactic acid ↑ 
hypoxanthine ↓
Sphinganine-1-phosphate ↑
Ornithine ↑, inosine ↓
3-Dehydrocarnitine ↓

[101]

Targeted 
metabolomic

Saliva 1H NMR Propionates ↑ [102]

Untargeted 
metabolomics

CSF UPLC-MS/MS S-adenosylhomocysteine ↓, 
glycine ↓,
S-adenosylmethionine ↑

[103]

Targeted 
metabolomics

PCSF FMOC-derivatized
UHPLC-MS/MS

Methionine sulfoxide ↑, 
guanine ↑,
Anthranilate ↓, 
diacetylspermine ↓,
3-Methoxy-anthranilate ↑,
Cadaverine ↑, histamine ↑,
3-HydroxyKynurenine ↓

[104]

Abbreviations: Cer: Ceramides; ChoE/TG: indicates co-elution of ChoE and TG molecules; FIA-MS/MS: flow 
injection analysis-MS/MS; FMOC: 9-fluorenylmethyl chloroformate; FUPLC: faster ultra-performance liquid 
chromatography; HILIC: hydrophilic interaction liquid chromatography; MS: mass spectrometry; NMR: nuclear 
magnetic resonance; PC: Phosphatidylcholines; PCSF: Postmortem cerebrospinal fluid; SM: sphingomyelin; TOF: 
Time of flight; UPLC: high-performance liquid chromatography.
aCompared with the control: ↑: upregulated; ↓: downregulated.

Table 2. 
AD-related metabolomics studies reported in the literatures.
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the measurement of miRNA in blood between AD cases and controls [107]. Of 8098 
individually measured miRNAs, 23 that were differentially expressed miRNAs were 
found to be significant in two or more studies. Only six miRNAs (miR-107, miR-125b, 
miR-146a, miR-181c, miR-29b, and miR-342) were consistent in their direction of 
expression between these studies [107]. Interestingly, miR-107 has been found to be 
associated with the dysregulation of proteins involved in aspects of AD pathology, as 
well as being consistently downregulated in AD brains [107].Thus, the differentially 
expressed miRNAs and the corresponding targets will be potential biomarkers and 
provide evidence for new strategies for design of drugs for AD treatment.

6.3 Exosomes

Exosomes contain proteins, messenger RNAs (mRNAs), and microRNAs 
(miRNAs) that reflect their cellular origin, and they play a prominent role in 
cellular signaling, expulsion of toxic proteins, and transfer of cellular pathogens to 
other cells. CNS-derived exosomes (NEDs) are present in biological fluids (blood, 
CSF, and urine) and circulate in the interstitial space, both in the brain and in the 
periphery [108]. It may serve as markers of underlying CNS changes that occur in 
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advance of changes in circulating proteins. Importantly, CNS-derived exosomes 
have unique surface markers that reflect their origin. By using the correspond-
ing anti bodies, targeted examinations of neuron-, astrocyte-, or endothelial cells 
can be performed (Table 3) [109–113]. Several proteins in neural-derived plasma 
exosomes have been identified to associate with preclinical AD [112], and cargo 
proteins of plasma astrocyte-derived exosomes in AD have also been detected [110]. 
Interestingly, alterations in plasma NDE levels of P-tau, Aβ42, neurogranin, and 
repressor element 1-silencing transcription factor were found among AD and MCI 
cases that converted to AD within 36 months compared with stable MCI cases and 
normal control subjects [113]. In addition, miRNAs released from exosomes appear 
to be associated with multiple neurodegenerative conditions linking to AD, which is 
marked by hyperphosphorylated tau proteins and accumulation of Aβ plaques [114].  

Category Samples Methods Candidate metabolitesa References

Untargeted 
metabolomic

Plasma UPLC/HILIC 
-QTOF-MS

All groups: 4-aminobutanal ↓, 
spermine ↑
L-arginine ↑ L-ornithine ↑

[96]

Lipidomic Plasma UPLC-MS Ceramides ↑: Cer16:0 Cer18:0, 
Cer24:1
Phosphatidylcholines ↓: PC36:5, 
PC38:6

[97]

Lipidomics Plasma UPLC-QTOF-MS Phosphatidylcholine 40:4 ↑
Triglyceride 57:1 ↓
ChoE/triglyceride ↓

[98]

Targeted 
metabolomics

Serum UPLC-TQ-S-MS/
MS

Aβ pathology ↑: PCs and SMs
Tau pathology ↑: long-chain 
acylcarnitines,
PC ae C36:2, and SM.C20:2

[99]

Untargeted 
metabolomics

Serum FIA-MS/MS
UPLC-MS/MS

Glycerophospholipids ↓
Sphingolipids ↑

[100]

Untargeted 
metabolomic

Saliva FUPLC-Q-TOF/
MS

Phenyllactic acid ↑ 
hypoxanthine ↓
Sphinganine-1-phosphate ↑
Ornithine ↑, inosine ↓
3-Dehydrocarnitine ↓

[101]

Targeted 
metabolomic

Saliva 1H NMR Propionates ↑ [102]

Untargeted 
metabolomics

CSF UPLC-MS/MS S-adenosylhomocysteine ↓, 
glycine ↓,
S-adenosylmethionine ↑

[103]

Targeted 
metabolomics

PCSF FMOC-derivatized
UHPLC-MS/MS

Methionine sulfoxide ↑, 
guanine ↑,
Anthranilate ↓, 
diacetylspermine ↓,
3-Methoxy-anthranilate ↑,
Cadaverine ↑, histamine ↑,
3-HydroxyKynurenine ↓

[104]

Abbreviations: Cer: Ceramides; ChoE/TG: indicates co-elution of ChoE and TG molecules; FIA-MS/MS: flow 
injection analysis-MS/MS; FMOC: 9-fluorenylmethyl chloroformate; FUPLC: faster ultra-performance liquid 
chromatography; HILIC: hydrophilic interaction liquid chromatography; MS: mass spectrometry; NMR: nuclear 
magnetic resonance; PC: Phosphatidylcholines; PCSF: Postmortem cerebrospinal fluid; SM: sphingomyelin; TOF: 
Time of flight; UPLC: high-performance liquid chromatography.
aCompared with the control: ↑: upregulated; ↓: downregulated.

Table 2. 
AD-related metabolomics studies reported in the literatures.
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Specific profiles of exosomal miRNAs from human biological fluids, such as 
plasma and CSF, have prompted the potential application of miRNAs as diagnostic 
 biomarkers (Table 3) [115–118]. These findings further support the search of 
exosome-based biomarkers for AD and other neurodegenerative diseases.

Samples Materials Exosomes-proteins/
miRNAsa

Methods References

AD = 57
Control = 57

Plasma Total tau ↑
P-T181-tau ↑
P-S396-tau ↑
Aβ1–42 ↑

ELISA [109]

AD = 12
Control = 10

Plasma GDNF ↓
P-T181-tau ↑
BACE-1 ↑
sAPPβ ↑
P-S396-tau ↑

ELISA [110]

AD = 26
Control = 26

Plasma P-serine-312-IRS-1 ↑ ELISA [111]

AD = 46
Control = 46

Plasma LAMP-1 ↑,
Ubiquitin ↑,
HSP70 ↓.

ELISA [112]

AD = 10
MCI = 20
Control = 10

Plasma P-T181-tau ↑
P-S396-tau ↑
Aβ1-42 ↑
NRGN ↓
REST ↓

ELISA [113]

MCI = 43
DAT = 51

Plasma, 
CSF

mir-193b ↓ qPCR, WB [115]

AD = 50
Control = 50

Plasma mir-342-3p ↓
mir-342-5p ↓
mir-23b-3p ↓
mir-24-3p ↓
mir-338-3p ↓
mir-3065-5p ↓

MicroRNA
sequencing

[116]

AD = 28
Control = 27

CSF mir-29c ↓
mir-136-3p ↓
mir-16-2 ↓
mir-331-5p ↓
mir-485-5p ↑

miRNA assay
qPCR

[117]

Health  
Control = 23/36
MCI = 3/8
AD = 23/16

Serum Fold change > 1.5
Adjust p-value < 0.05 (HC 
vs AD):
hsa-miR-20a-5p ↑
hsa-miR-3065-5pb ↑
hsa-miR-582-5p ↑
Fold change < 0.83
Adjust p-value < 0.05 (HC 
vs AD):
hsa-miR-342-3p ↓
hsa-miR-1306-5p ↓

RT-qPCR
Deep 
sequencing

[118]

Abbreviations: BACE-1: β-site amyloid precursor protein-cleaving enzyme 1; DAT: dementia of Alzheimer type; 
GDNF: glial-derived neurotrophic factor; HSP70: heat-shock protein 70; IRS: insulin receptor substrate; LAMP-1: 
lysosome-associated membrane protein 1; NRGN: neurogranin; REST: repressor element 1-silencing transcription 
factor; WB: Western blot analysis; RT-qPCR: Reverse transcription-quantitative real-time PCR.
aExpression changes in AD, compared with the control: ↑: upregulated; ↓: downregulated.

Table 3. 
AD-related CNS-derived exosomes (proteins/miRNAs) reported in the literatures.
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7. Conclusions

AD is the most common type of dementia and is becoming a major challenge for 
global health and social care. The last 20 years have seen an enormous expansion 
in research on biomarkers for AD. The use of biomarkers, such as T-tau, P-tau, and 
Aβ42 (and Aβ42/Aβ40 ratio), together with brain imaging now provides the ability 
to detect evidence of the AD pathophysiological process in vivo. However, CSF 
biomarker and brain imaging are not used as screening tools. Research efforts have 
focused on the development and validation of non-invasive blood-based biomark-
ers. Recent advances in technical developments of novel ultrasensitive immunoas-
say, mass spectrometry methods, metabolomics, and exosomes show promise for 
blood biomarkers with potential applications as screening tools for AD (Figure 1). 
These opened a window for the study of AD biomarkers.
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Chapter 3

Pharmacogenetics and Cancer 
Treatment: Progress and Prospects
Munindra Ruwali

Abstract

The response of cancer patients to chemotherapy follows a very heterogeneous 
pattern. Pharmacogenetics is the study of inherited differences in interindividual 
drug disposition and effects, with the goal of selecting the optimal drug therapy 
and dosage for each patient. Pharmacogenetics for cancer treatment is very signifi-
cant, as cancer therapies exhibit severe systemic toxicity and unpredictable efficacy. 
There is presence of genetic polymorphisms in the genes which code for the meta-
bolic enzymes and cellular targets for the majority of chemotherapy agents, but to 
predict the outcome of chemotherapy in patients is not currently possible for most 
treatments. A greater understanding of the genetic determinants of drug response 
can revolutionize the use of many medications. By identifying the patients at risk 
for severe toxicity, or those likely to benefit from a particular treatment, individual-
ized cancer therapy can be achieved for most cancer patients. The prediction of 
cancer treatment outcome based on gene polymorphisms is becoming possible for 
many classes of chemotherapy agents, and the most clinically significant examples 
of chemotherapy agents are discussed in the chapter. However, further studies are 
needed in well characterized and larger cancer populations with proper validation 
of pharmacogenetic markers in experimental settings before application in clinical 
routine diagnostics.

Keywords: cancer, pharmacogenetics, polymorphism, chemotherapy,  
genetic variations

1. Introduction

The treatment of cancer has witnessed major advances which have resulted from 
the recent revolution in medical interventions. It is commonly observed in clinical 
settings that the same doses of medication cause considerable variations in efficacy 
and toxicity across human populations [1, 2]. These variations can lead to unpre-
dictable life-threatening or even lethal adverse effects in cases receiving the medi-
cations [3, 4]. Genetic factors are important determinants for drug efficacy and 
toxicity since the interindividual variability in drug response cannot be explained 
only by physiological, life style, age, comedication, etc. factors (Figure 1). 
Pharmacogenetics is the study of how genetic inheritance influences response to 
drugs. The term “pharmacogenetics” was coined in the 1950s, with the discovery 
that there is an inherited basis for differences in the disposition and effects of 
drugs and xenobiotics [5]. The studies found that antimalarial drugs and certain 
foods (soy beans) cause hemolytic reactions in patients with glucose-6-phosphate 
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dehydrogenase (G6PD) deficiency. The term pharmacogenomics and pharmaco-
genetics are often used interchangeably. Pharmacogenetics was first used in the 
literature in 1997 and ever since the developments in this field have been greatly 
facilitated by rapid progress in molecular technology, in particular, high throughput 
DNA sequencing, microarrays and genotyping [6].

Figure 1. 
Inter-individual variations in drug response.

Gene Significant 
polymorphisms

Target drug Action Clinical relevance

TPMT TPMT*2, 
*3A,*3B,*3C

6-Mercaptopurine 
(6-MP)

Increased 
levels of 
6-MP

Myelotoxicity

DPD DPD*2A 5-FU Increased 
levels of 
5-FU

Neurologic, 
hematological 
toxicities

UGT1A1 UGT1A1*28 Irinotecan Increased 
levels of 
SN-38

Severe diarrhea, 
neutropenia

GST Deletion, Ile105Val Platinum agents Increased 
DNA 
damage

Drug toxicity 
increased

XRCC1 Arg194Trp, 
Arg280His, 
Arg399Gln

Platinum agents Increased 
DNA 
damage

Drug toxicity 
increased

ERCC1 K751Q Platinum agents Increased 
DNA 
damage

Drug toxicity 
increased

TPMT: thiopurine S-methyltransferase, DPD: dihydropyrimidine dehydrogenase, UGT1A1: UDP 
glucuronosyltransferase family 1 member A1, GST: glutathione S-transferase, XRCC1: X-ray repair cross 
complementing 1, ERCC1: excision repair 1, endonuclease non-catalytic subunit.

Table 1. 
Pharmacogenetic biomarkers and their clinical impact.
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Cancer pharmacogenetics has started getting a lot of attention due to the poten-
tial for individualisation of cancer therapy, minimizing toxicity, while maximizing 
efficacy. Cancer pharmacogenetics allows identification of patients at risk for severe 
toxicity, or those likely to benefit from a particular treatment and thus helps us move 
toward the ultimate goal of individualized cancer therapy. There are significant dif-
ferences between cancer and other disease pharmacogenomics. In cancer, both germ-
line genome of the patient and the somatic genome of the tumor are involved. The 
former is responsible for the inter-individual inherited genetic differences while the 
latter is due to accumulation of acquired somatic mutations resulting in inconsistent 
responses. Cancer pharmacogenomics also faces the problem of conducting human 
studies, availability of healthy volunteers for receiving cancer drugs and multigenic 
control of drug response. Table 1 lists some of the major biomarkers which are 
associated with cancer treatment toxicities while Table 2 lists some of the biomark-
ers associated with cancer treatments mentioned in US FDA-approved drug labels.

2. Candidate genes

The prediction of cancer treatment outcome based on gene polymorphisms is 
becoming a reality for many classes of chemotherapy agents, and the most clinically 
significant examples are discussed below.

2.1 Thiopurines

Thiopurines are a family of drugs that includes 6-mercaptopurine (6-MTP) 
which is a daily component of maintenance therapy for childhood acute 

Cancer Biomarkers Drugs

Breast HER2 Trastuzumab, lapatinib

ESR1 Exemestane, letrozole

Colorectal KRAS Cetuximab, panitumumab

EGFR Cetuximab, panitumumab

DPD 5-Fluorouracil, capecitabine

UGT1A1 Irinotecan

Lung ALK Crizotinib, ceritinib

EGFR Erlotinib, gefitinib

Gastrointestinal stromal tumor c-Kit Imatinib

Melanoma BRAF Vemurafenib, dabrafenib, trametinib

Pancreatic EGFR Erlotinib

Head and neck EGFR Cetuximab

Acute promyelocytic leukemia PML-RARα Arsenic trioxide, tretinoin

Cutaneous T-cell lymphoma CD-25/IL2RA Denileukin diftitox

HER2: human epidermal growth factor receptor 2, ESR1: estrogen receptor 1, KRAS: Ki-ras2 Kirsten rat sarcoma 
viral oncogene homolog, EGFR: epidermal growth factor receptor, DPD: dihydropyrimidine dehydrogenase, 
UGT1A1: UDP glucuronosyltransferase family 1 member A1, ALK: anaplastic lymphoma receptor tyrosine kinase, 
c-Kit: stem cell growth factor receptor, BRAF: B-Raf proto-oncogene, PML-RARα: promyelocytic leukemia/retinoic 
acid receptor alpha, CD-25/IL2RA: cluster of differentiation 25/interleukin 2 receptor subunit alpha.

Table 2. 
Cancer pharmacogenetic biomarkers in FDA drug labelling.
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lymphoblastic leukemia treatment [7], thioguanine and azathioprine. There are 
three major metabolic pathways for 6-MTP namely activation of 6-MTP into 
6-TGN (activating and cytotoxic route for thiopurines) by hypoxanthine gua-
nine phosphoribosyl transferase (HGPRT), inactivation of 6-MTP into thiouric 
acid via oxidation catalyzed by xanthine oxidase and inactivation of 6-MTP via 
S-methylation of the thiol moiety in the liver and red blood cells by thiopurine 
methyltransferase (TPMT). This methylation shunts the active drug away from 
TGN formation. Thiopurines are inactive prodrugs that require metabolism to 
thioguanine nucleotides (TGN) to exert cytotoxicity by incorporation of TGN into 
DNA. This activation is catalyzed by methylation by thiopurine methyltransferase 
(TPMT) of the thiopurine agents azathioprine, mercaptopurine, and thioguanine 
[7, 8], thereby shunting drug away from TGN formation. Genetic variants present 
in TPMT may alter the treatment response in cases receiving chemotherapeutic 
drugs. TPMT exhibits huge variations in enzyme activity with a major portion 
of population (90%) exhibiting high activity while about 10% have intermediate 
activity, and 0.3% have low or no detectable enzyme activity [9, 10]. Out of several 
genetic variants, TPMT*2 (238G>C), *3A (460G>A and 719A>G), *3B (460G>A), 
and *3C (719A>G) account for about 95% of intermediate or low enzyme activity 
cases [7, 11–14]. Caucasians have more prevalence of TPMT polymorphisms and a 
trimodal distribution of TPMT enzyme activity while southeast Asians have less 
prevalence and a unimodal distribution [15–17].

Several studies have shown that TPMT-deficient patients are at very high risk 
of developing severe hematopoietic toxicity if treated with conventional doses of 
thiopurines [18, 19]. Studies have also been carried out to show that patients who 
are heterozygous at the TPMT locus are at intermediate risk of dose-limiting toxic-
ity [20, 21]. In one of our studies, a poor treatment response was observed in head 
and neck cancer patients receiving chemotherapy with cisplatin and 5-FU which 
might be due to the higher intracellular concentration of cisplatin due to lower or 
intermediate TPMT enzyme activity [22]. Liu et al. [23] examined primary eryth-
rocyte TPMT activity in children with leukemia in a genome-wide association study 
and found that TPMT was the only gene that reached genome-wide significance. 
In another study of 67 patients treated with azathioprine for rheumatic disease, 6 
patients (9%) were heterozygous for mutant TPMT alleles, and therapy was discon-
tinued in 5 of 6 patients because of low leukocyte count within 1 month of starting 
treatment [20].

2.2 5-Fluorouracil (5-FU)

5-Fluorouracil (5-FU) is a uracil analog that is widely used to treat solid 
tumors, such as colorectal and breast cancer and requires activation to 5-fluoro-
2-deoxyuridine monophosphate (5-FdUMP). At least 85% of 5-FU is inactivated by 
dihydropyrimidine dehydrogenase (DPD) to dihydrofluorouracil in the liver. [24] 
5-FdUMP acts by inhibiting the tumor cell replication via inhibition of thymidylate 
synthase (TS), an enzyme that is required for de novo pyrimidine synthesis. DPD 
inactivates 5-FU in the liver and has huge differences in activity among individuals 
leading to excessive amounts of 5-FdUMP in patients with low activity which causes 
gastrointestinal, hematopoietic, and neurological toxicities [25–32].

The DPD gene has several reported polymorphisms associated with reduced 
DPD activity [32, 33]. In general, 3–5% of individuals are heterozygous carriers of 
mutations that inactivate DPD, and 0.1% of individuals are homozygous for muta-
tions that inactivate DPD [27, 34–36]. DPD*2A allele is caused by a G>A transi-
tion at a GT splice donor site flanking exon 14 of the DPD gene (IVS14+1G>A). 
A decreased DPD activity has been found to be associated with severe or fatal 
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toxicity from standard doses of 5-FU [37]. Another mutation at codon 534 leads to 
a 1601G>A nucleotide change. In one of our study, head and neck cancer patients 
exhibited a poor treatment response which had IVS14+1G>A genetic variant. [22] 
Similarly, it was also reported that IVS14+1G>A was associated with increased 
toxicity and poor treatment response in patients of invasive ductal carcinoma and 
head and neck cancer. Zhao et al. [38] found that DPD variant c.85T>C (rs1801265, 
DPYD*9A) was associated with treatment outcome in acute lymphoblastic 
leukemia.

2.3 Irinotecan

Irinotecan, a topoisomerase I inhibitor, is used to treat various solid tumors, 
and requires activation by carboxylesterase to its active metabolite, SN-38. The 
toxicities associated with Irinotecan, namely diarrhea and leucopenia, are due to 
increased levels of SN-38. UDP-glucuronosyltransferase 1A1 (UGT1A1) present in 
liver metabolizes SN-38 by glucuronidation to produce the more polar and inactive 
SN-38 glucuronide, which is removed in the bile and urine [39]. In chemotherapy, 
a decreased rate of glucuronidation has been shown to be an important factor in 
prediction of toxicity. The rate of glucuronidation is reduced as a consequence of 
reduced transcription rate due to abnormal dinucleotide repeat sequences  
(5–8 repeats) within the TATA box of the UGT1A1 gene promoter [40]. An inverse 
relationship exists between the number of TA repeats and the UGT1A1 transcrip-
tion rate. The variant allele UGT1A1*28 results from the presence of seven repeats, 
instead of the wild-type number of six. The UGT1A1*28 allele is associated with 
reduced UGT1A1 expression, and leads to reduced SN-38 glucuronidation [41].

(TA)n TAA promoter polymorphisms are more frequent in Caucasians than in 
Asians which have more missense polymorphisms in the exons [42]. Studies have 
shown that the UGT1A1*28 allele leads to significantly increased amounts of the 
active metabolite SN-38, and consequently an increased chance of developing side 
effects such as diarrhea and leukopenia during irinotecan therapy. [41, 43]. In one 
study of 20 patients with solid tumors treated by irinotecan, severe toxicity was 
observed in UGT1A1*28 heterozygotes and homozygotes [41]. In another retrospec-
tive study of 118 cancer patients treated with irinotecan, a significant proportion of 
the 26 patients suffered from severe diarrhea or neutropenia. Upon examination, 
all 26 were UGT1A1*28 homozygotes or heterozygotes (15 and 31%, respectively), 
whereas only 3% UGT1A1*28 homozygotes and 11% UGT1A1*28 homozygotes were 
found among 92 patients without toxicity [43]. Font et al. [44] reported that 34% of 
non-small cell lung carcinoma (34%) patients with the common genotype achieved 
disease control (partial response or stable disease) compared with 13 of 24 patients 
(54%) with the variant genotypes.

2.4 Platinum agents

Platinum agents like cisplatin, carboplatin and oxaliplatin act by inhibiting cell 
replication as a result of formation of DNA adducts. However, sometimes the effect 
of platinum agents is compromised as a result of decreased drug accumulation, 
detoxification, reduced or no DNA adduct formation and an increased activity 
of DNA repair system. One of the factors that can influence response to platinum 
chemotherapy agents is polymorphisms in glutathione (GSH)-dependent enzymes. 
Glutathione-S-transferases (GSTs) catalyze the conjugation of GSH to platinum 
agents, forming less toxic and more water-soluble conjugates. There are five sub-
classes of the GST family (GSTA1, GSTP1, GSTM1, GSTT1, and GSTZ1) [61] that 
influence cytotoxicity to a variety of chemotherapeutic agents [45].



Molecular Medicine

38

lymphoblastic leukemia treatment [7], thioguanine and azathioprine. There are 
three major metabolic pathways for 6-MTP namely activation of 6-MTP into 
6-TGN (activating and cytotoxic route for thiopurines) by hypoxanthine gua-
nine phosphoribosyl transferase (HGPRT), inactivation of 6-MTP into thiouric 
acid via oxidation catalyzed by xanthine oxidase and inactivation of 6-MTP via 
S-methylation of the thiol moiety in the liver and red blood cells by thiopurine 
methyltransferase (TPMT). This methylation shunts the active drug away from 
TGN formation. Thiopurines are inactive prodrugs that require metabolism to 
thioguanine nucleotides (TGN) to exert cytotoxicity by incorporation of TGN into 
DNA. This activation is catalyzed by methylation by thiopurine methyltransferase 
(TPMT) of the thiopurine agents azathioprine, mercaptopurine, and thioguanine 
[7, 8], thereby shunting drug away from TGN formation. Genetic variants present 
in TPMT may alter the treatment response in cases receiving chemotherapeutic 
drugs. TPMT exhibits huge variations in enzyme activity with a major portion 
of population (90%) exhibiting high activity while about 10% have intermediate 
activity, and 0.3% have low or no detectable enzyme activity [9, 10]. Out of several 
genetic variants, TPMT*2 (238G>C), *3A (460G>A and 719A>G), *3B (460G>A), 
and *3C (719A>G) account for about 95% of intermediate or low enzyme activity 
cases [7, 11–14]. Caucasians have more prevalence of TPMT polymorphisms and a 
trimodal distribution of TPMT enzyme activity while southeast Asians have less 
prevalence and a unimodal distribution [15–17].

Several studies have shown that TPMT-deficient patients are at very high risk 
of developing severe hematopoietic toxicity if treated with conventional doses of 
thiopurines [18, 19]. Studies have also been carried out to show that patients who 
are heterozygous at the TPMT locus are at intermediate risk of dose-limiting toxic-
ity [20, 21]. In one of our studies, a poor treatment response was observed in head 
and neck cancer patients receiving chemotherapy with cisplatin and 5-FU which 
might be due to the higher intracellular concentration of cisplatin due to lower or 
intermediate TPMT enzyme activity [22]. Liu et al. [23] examined primary eryth-
rocyte TPMT activity in children with leukemia in a genome-wide association study 
and found that TPMT was the only gene that reached genome-wide significance. 
In another study of 67 patients treated with azathioprine for rheumatic disease, 6 
patients (9%) were heterozygous for mutant TPMT alleles, and therapy was discon-
tinued in 5 of 6 patients because of low leukocyte count within 1 month of starting 
treatment [20].

2.2 5-Fluorouracil (5-FU)

5-Fluorouracil (5-FU) is a uracil analog that is widely used to treat solid 
tumors, such as colorectal and breast cancer and requires activation to 5-fluoro-
2-deoxyuridine monophosphate (5-FdUMP). At least 85% of 5-FU is inactivated by 
dihydropyrimidine dehydrogenase (DPD) to dihydrofluorouracil in the liver. [24] 
5-FdUMP acts by inhibiting the tumor cell replication via inhibition of thymidylate 
synthase (TS), an enzyme that is required for de novo pyrimidine synthesis. DPD 
inactivates 5-FU in the liver and has huge differences in activity among individuals 
leading to excessive amounts of 5-FdUMP in patients with low activity which causes 
gastrointestinal, hematopoietic, and neurological toxicities [25–32].

The DPD gene has several reported polymorphisms associated with reduced 
DPD activity [32, 33]. In general, 3–5% of individuals are heterozygous carriers of 
mutations that inactivate DPD, and 0.1% of individuals are homozygous for muta-
tions that inactivate DPD [27, 34–36]. DPD*2A allele is caused by a G>A transi-
tion at a GT splice donor site flanking exon 14 of the DPD gene (IVS14+1G>A). 
A decreased DPD activity has been found to be associated with severe or fatal 

39

Pharmacogenetics and Cancer Treatment: Progress and Prospects
DOI: http://dx.doi.org/10.5772/intechopen.83424

toxicity from standard doses of 5-FU [37]. Another mutation at codon 534 leads to 
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Several genetic variants exist in the GSTs which may lead to complete absence 
(GSTM1 and GSTT1) or partially deficient enzyme (GSTP1) activity. Ethnic differ-
ences are reported in the distribution of null or variant allele frequencies of GSTM1, 
GSTT1 and GSTP1. Studies from our laboratory have shown association of poly-
morphism in drug metabolizing cytochrome P450s (CYPs) and GSTs with head and 
neck cancer [46]. Studies also revealed significant increase in head and neck cancer 
risk in cases with null genotypes of GSTM1 or GSTT1, though inconsistent reports 
are also available. Likewise, no consistent data is available on the association of 
GSTP1 polymorphism with head and neck cancer risk [47]. Further, site specificity 
is also reported in the expression of GSTs in the squamous mucosa of head and neck 
which may lead to the differences in the susceptibility when analyzed according 
to the tumor location. An association between the GSTM1 and GSTT1 null geno-
type for non-laryngeal upper aero-digestive tract (UADT) or oral cancer risk was 
reported in smokers or tobacco chewers. In contrast, no site specific differences in 
the distribution of GST variant forms have also been observed in few studies [48].

The null genotypes for GSTM1 or GSTT1 were associated with a reduction in 
risk of relapse in several tumor types treated with chemotherapy such as acute 
lymphoblastic leukemia, acute myeloblastic leukemia, breast cancer, ovarian 
cancer, and lung cancer. In addition to null phenotypes, single nucleotide polymor-
phisms (SNPs) also affect response to chemotherapy and survival of patients as 
seen in breast cancer patients with an I105V SNP in the GSTP1 gene. Women with 
the low-activity VV genotype had better survival upon cyclophosphamide-based 
chemotherapy [49]. Dasgupta et al. [50] compared the role of the I105V genotype 
in multiple myeloma treated with standard or high dose chemotherapy and found 
that the patients with the 105VV homozygote allele had an improved progression 
free survival. The substitution of isoleucine with valine at position 105 reduces 
enzyme activity against alkylating agents. Stoehlmacher et al. [51] showed that 
SNP in GSTP1 was associated with overall survival in 107 patients with metastatic 
colorectal cancer who received 5-FU/oxaliplatin combination chemotherapy. In 
this study, 10 patients (9%) were homozygous for valine, 45 patients (42%) were 
heterozygous, and 52 (49%) were homozygous for isoleucine. Interestingly, GSTM1 
and GSTT1 mutations that abolish enzyme activity had no predictive power for 
patient outcome.

Anticancer agents act by causing DNA damage in tumor cells which is subse-
quently repaired by the DNA repair machinery of the cell. Thus, more the active 
DNA repair system, less will be the treatment outcome. XRCC1 is a prominent 
gene involved in DNA repair via the base excision repair pathway which repairs 
single strand breaks through interaction of XRCC1 with PARP-1, PNK, Polb, and 
Lig3a [52]. XRCC1 has several genetic variants out of which the prominent ones 
are Arg194Trp on exon 6, Arg280His on exon 9, and Arg399Gln on exon 10 [53]. 
A study conducted by Quintela-Fandino et al. [54] in head and neck cancer cases 
found that XRCC1 Gln/Gln was responsible for 61.5% of cases with complete 
response. The role of XRCC1-Gln399Gln genotype was also investigated by Duell 
et al. [55]. It was reported that the allele results in high rate of sister chromatid 
exchange after exposure to ionizing radiation in human lymphocytes. There are 
also reports which suggest the role of XRCC1 G28152A Arg399Gln polymorphism 
in development of lower grade of fibrosis as a result of radiotherapy in 60 naso-
pharyngeal cancer patients [56]. Mahimkar et al. [57] studied clinical outcome in 
advanced oral cancer patients treated with postoperative radiotherapy and did not 
observe a significant association between polymorphisms of XRCC1 and clinical 
outcome. Zhai et al. [58] observed that Codon399 Gln/Gln allele was associated 
with a higher tumor regression ratio after radiotherapy for primary nasopharyngeal 
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neoplasm and metastatic lymph nodes. Ghazali et al. [59] conducted a systematic 
review and found that risk of severe acute mucositis was associated with the G allele 
of XRCC1 (1196A>G) in head and neck cancer patients treated with radiotherapy 
alone or chemotherapy.

Excision-repair cross-complementing 1 (ERCC1) gene encodes a helicase which 
is required for the nucleotide excision repair pathway. Several polymorphisms 
in ERCC1 which result in differing DNA repair capacities have been identified. 
Lowered mRNA production was observed as a result of a silent C118T SNP in 
ovarian carcinoma cell lines [60]. The TT genotype resulted in a reduction in codon 
usage by half with a reduction in ERCC1 mRNA production and therefore be associ-
ated with reduced DNA repair capacity [61]. Platinum is a standard chemotherapy 
for advanced non-small cell lung cancer (NSCLC), and platinum-induced DNA 
lesions are repaired by ERCC1. Studies have shown that patients homozygous for 
the ERCC1 118C allele demonstrated a significantly better survival. In colorectal 
carcinoma patients treated with 5-fluorouracil and oxaliplatin, the K751Q SNP 
of the ERCC2 (Xeroderma pigmentosum group D gene, XPD) determined in 
peripheral blood lymphocytes was of prognostic relevance. The patients having KK 
homozygotes responded more frequently to chemotherapy and lived significantly 
longer than did heterozygotes or QQ homozygotes [62]. Time to progression was 
significantly higher in cisplatinum-treated patients with non-small cell lung cancer 
harboring the K751Q ERCC2 genotype than those harboring the K751K genotype. 
However, contradictory results on the association of ERCC2/XPD variant alleles 
with decreasing overall survival of non-small cell lung cancer patients after cis-
platinum-based therapy were also reported [63]. A nonsynonymous SNP, altering 
a lysine to glutamine at codon 751 of the XPD protein, was significantly associated 
with treatment outcome in patients with metastatic colorectal cancer [62].

3. Pharmacogenetics: challenges and next generation approaches

The current pharmacogenetics approaches face many stumbling blocks. 
Candidate gene-based approaches do not provide a reliable prediction of tumor 
drug response and normal tissue toxicity because of a lack of understanding of the 
precise role of all participating factors. Genome wide association study provide 
a more robust platform for pharmacogenetic analysis as has been demonstrated 
by Watters et al. [64]. A number of other issues plague SNP genotyping in the 
clinical settings such as quality control which is due phenotypic heterogeneity, a 
long duration involved in validation of pharmacogenetic markers in experimental 
settings, the combined effects of many low-risk polymorphisms, selection of the 
most appropriate panel of SNPs, analyzing the correlation between genotype, 
gene expression, and enzyme activity, criteria for risk assessment and thresholds, 
consideration of ethnic variations as the distribution and frequency of SNPs vary 
among different ethnic groups which makes it difficult to extrapolate the findings 
of one group on another [65]. Newer targeted therapies are also gaining popularity. 
Trastuzumab (herceptin), a humanized recombinant monoclonal antibody (IgG) 
targets Human Epidermal Growth Factor Receptor 2 (HER2), Gefitinib (Iressa) 
inhibits the tyrosine kinase activity of the Epidermal Growth Factor Receptor, 
Bevacizumab (Avastin) is an anti-angiogenesis agent, the addition of which to 
standard chemotherapy regimens has shown improved response rates and survival 
rates in the treatment of metastatic colorectal cancer [66]. Likewise, Cetuximab 
(Erbitux), a monoclonal antibody, targeting EGFR has also shown promising 
results in colorectal cancer and head and neck cancers.
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Future developments in some key areas will play a critical role in decid-
ing the overall influence of pharmacogenetics data on therapeutic decisions. 
Improvements are needed in genome-wide technologies such as development of 
gene expression arrays, high throughput technologies, SNP chips, genome-wide 
scans which could potentially identify previously unidentified, functionally 
important candidate genes and SNPs. Mouse models could be used for genome-
wide scans in offspring from phenotypically distinct mice from resistant and 
susceptible strains. Knockout and transgenic techniques could also be used for 
establishing the key elements that contribute to drug response and disposition. 
Candidate gene approach could be enhanced by knowledge gained from genome 
wide techniques and by incorporating a metabolic pathway approach. The cost of 
SNP/genomic technology should reduce which needs to be counterbalanced by 
the huge costs incurred due to adverse drug reactions/toxicities. For inclusion of a 
genetic test into clinical practice, it must provide reliable, predictive, and action-
able information that would have otherwise been unknown [67]. Before clinical 
implementation, strong evidence from randomized controlled clinical trials is 
needed.

The future of pharmacogenetics should focus on specimen collection of both 
germline and tumor DNA from early and later phase clinical trials with prospec-
tively collected efficacy and toxicity data which will be vital in the discovery and 
validation of pharmacogenomic associations. At next steps, genes that have under-
gone replication and validation should be assessed for clinical implementation. 
A large retrospective case-control validation and replication studies and Phase II 
biomarker-driven clinical trials may allow for a more efficient and rapid method of 
translation from bench to bedside.

4. Conclusions

The major problems of cancer chemotherapy are the development of drug resis-
tance and the severe side effects. Since many chemotherapeutic agents have modest 
tumor specificity, normal tissues are also damaged. This prevents the application of 
sufficient high doses of drugs to eradicate the less sensitive tumor cell populations. 
Thereby, tumors develop drug resistance that leads to treatment failure and fatal 
consequences for patients. Genetic variations in genes have explained a great deal 
of interindividual variation in response and toxicity of anticancer drugs. Cancer 
treatment utilizes multiple therapeutic agents with a wide variety of toxicities, 
often with narrow therapeutic indices. Pharmacogenetics has the potential to 
revolutionize cancer therapy. Though there has been substantial success in situ-
ations where single genes play a large role in overall drug response, the future of 
cancer treatment lies in whole-genome approaches. Reduction of the toxicogenetic 
and toxicogenomic side effects has been one of the major goals in the search for new 
anticancer drugs and therapy protocols. SNP genotyping should be introduced into 
clinical settings to facilitate clinical decision making regarding treatment strategies 
to avoid adverse drug reactions while achieving the best drug response. Few of 
the studies discussed do provide a stronger scientific basis for the use of genomic 
information for the individualization of cancer therapy based on a patient’s genetic 
profile.
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Abstract

A few years ago, the analysis of circulating tumor cells (CTCs) in the blood 
of patients with cancer was defined by the term “real-time liquid biopsy.” Blood 
samples can be obtained and analyzed at the time of diagnosis and repeatedly 
during the systemic treatment. The analysis of the liquid biopsy has provided new 
insights into the biology of metastasis with important implications for the clinical 
management of cancer patients. In this review, we updated all technical strategies 
developed to improve enrichment, detection, and characterization of CTCs. We also 
focused on their biological properties as well as on their clinical relevance in differ-
ent cancer types. At the end, we opened the discussion to all the other circulating 
biomarkers used as liquid biopsy.
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1. Introduction

A few years ago, the analysis of circulating tumor cells (CTCs) in the blood of 
patients with cancer was defined by the term “liquid biopsy” [1]. Blood samples 
can be obtained and analyzed at the time of diagnosis and during the systemic 
treatment. Detection of CTCs in circulation gives important information on the 
molecular properties of tumor lesions. This information contributes to the early 
detection of metastatic lesions and participates in the personalized treatment of 
cancer patients such as prognostic evaluation, stratification of patients for targeted 
therapies, real-time monitoring of treatment efficacy, identification of therapeutic 
target, and resistance mechanism.

The analysis of the liquid biopsy has provided new insights into the biology 
of metastasis with important implications for the clinical management of cancer 
patients (Figure 1). Numerous clinical studies and meta-analyses including large 
cohorts of patients have shown that the number of CTCs is an important indica-
tor of the risk of progression or death in patients with metastatic solid cancer 
(e.g., breast, prostate, colon, etc.) [2–6].

Despite the remarkable advances made in recent years, so far, liquid biopsy 
analyses are rarely implemented in routine patient testing. In-depth investigation of 
CTCs remains technically challenging. CTCs occur at the very low concentrations 
of one tumor cell in the background of millions of blood cells. Their identification 
and characterization require extremely sensitive and specific analytic methods. 
Moreover, up to now, results obtained with liquid biopsy analysis did not lead yet to 
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molecular properties of tumor lesions. This information contributes to the early 
detection of metastatic lesions and participates in the personalized treatment of 
cancer patients such as prognostic evaluation, stratification of patients for targeted 
therapies, real-time monitoring of treatment efficacy, identification of therapeutic 
target, and resistance mechanism.

The analysis of the liquid biopsy has provided new insights into the biology 
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patients (Figure 1). Numerous clinical studies and meta-analyses including large 
cohorts of patients have shown that the number of CTCs is an important indica-
tor of the risk of progression or death in patients with metastatic solid cancer 
(e.g., breast, prostate, colon, etc.) [2–6].

Despite the remarkable advances made in recent years, so far, liquid biopsy 
analyses are rarely implemented in routine patient testing. In-depth investigation of 
CTCs remains technically challenging. CTCs occur at the very low concentrations 
of one tumor cell in the background of millions of blood cells. Their identification 
and characterization require extremely sensitive and specific analytic methods. 
Moreover, up to now, results obtained with liquid biopsy analysis did not lead yet to 
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validated guidelines for treatment and patient management. Nevertheless, technical 
advances and encouraging clinical studies demonstrated that liquid biopsy holds 
great promise for revolutionizing cancer diagnostics in a soon future.

Here, we will outline the advantages and challenges of CTCs as liquid biopsy in 
oncology by discussing the strategies for enrichment, detection, and characteriza-
tion linked to the biology of these cells. Moreover, the potential of CTC analysis for 
clinical utility will be argued as well as other circulating biomarkers.

2.  Technical strategies for enrichment, detection, and characterization 
of CTCs

At the moment, in-depth investigation of CTCs still remains technically chal-
lenging as they are every rare events in blood circulation. Their identification and 
characterization require extremely sensitive and specific analytic methods, which 
are usually a combination of enrichment and detection procedures (Figure 2). 
The different strategies to analyze CTCs are described in this chapter, and all the 
advantages/disadvantages plus the commercial status are summarized in Table 1.

2.1 Strategies for CTC enrichment

Up to date, a large panel of technologies was designed to enrich CTCs from the 
surrounding normal hematopoietic cells. These enrichment methods rely on differ-
ent properties of CTCs: (a) biological properties (e.g., surface protein expression) 
and (b) physical properties (e.g., size, density, electric charges, and deformability).

Biological properties are mainly used in immunological procedures with anti-
bodies against either tumor-associated antigens (positive selection) or common 
leukocytes antigen CD45 (negative selection). Positive enrichment typically attains 
high cell purity, which depends on antibody specificity. Among the current positive 
systems, most of the technologies targeted the epithelial cell adhesion molecule 
(EpCAM) antigen, as the FDA-cleared CELLSEARCH® system which is frequently 
compared for all new CTC detection methods as the gold standard. However, 

Figure 1. 
From the blood sample toward the precision medicine in cancer patients.
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capturing CTCs lacking EpCAM expression has involved the use of cocktails of 
antibodies against various other epithelial cell surface antigens (e.g., EGFR, MUC1) 
or against tissue-specific antigen (e.g., PSA, HER2) and against mesenchymal or 
stem-cell antigens (e.g., Snail, ALDH1) [7]. Positive selection of CTCs requires 
an assumption about the unknown nature of CTCs in an individual blood sample. 
This bias is avoided by negative selection in which the blood sample is depleted 
of unwanted cells. Indeed, negative enrichment targets and removes background 
cells, such as leukocytes, using antibodies against CD45 (which is not expressed on 
carcinomas or other solid tumors) and other leukocyte antigens, to achieve a CTC-
enriched sample. Moreover, negative enrichment technologies evade some of the 
pitfalls of positive enrichment; for example, CTCs are not tagged with a difficult-
to-remove antibody, they are not activated or modified via an antibody-protein 

Figure 2. 
Strategies for enrichment, detection, and characterization of CTCs.
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interaction, and antibody selection does not bias the subpopulation of CTCs 
captured. However, these advantages come at the cost of purity, as negative enrich-
ment strategies typically have a much lower purity than positive enrichment [8–10] 
and require a suitable CTC detection step.

Table 1. 
Advantages, disadvantages, and commercial status of technologies for enrichment, detection, and 
characterization of CTCs.
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These last years, numerous marker-independent techniques have been devel-
oped for CTC isolation and detection. Label-free enrichment process based on 
physical properties, such as density, size, deformability, and electric charge, have 
come to avoid molecular bias induced by variability of cell biomarker expression 
associated with tumor heterogeneity. Mostly used, size and density technologies 
like microfiltration technologies, based on the precedent that CTCs generally 
exhibit a larger morphology than leukocytes, or microfluidic devices using inertial 
focusing to separate CTCs from blood are developed by several companies such 
as ScreenCell® [11], ISET® [12], CellSieve™ [13, 14], Parsortix™ [15], or Vortex 
[16]. Such technologies or approaches have the advantages of being less compli-
cated, sometimes rapid, and require minimal equipment. However, some of these 
approaches may be prone to clogging, and the release of the CTCs into suspension 
for further analysis is challenging.

2.2 Strategies for CTC detection

After enrichment, the CTC fraction still contains a substantial number of leuko-
cytes, and CTCs need to be specifically identified at the single-cell level by a robust 
and reproducible method that can distinguish them from normal blood cells.

Immunological technologies are the most frequent methods used for CTC detec-
tion using a combination of membrane and/or intracytoplasmic anti-epithelial, 
anti-mesenchymal, and anti-tissue-specific marker or antitumor-associated 
antibodies [7]. However, many CTC assays use the same identification step as the 
CELLSEARCH® system: cells are fluorescently stained for cytokeratins (CK), the 
common leukocyte antigen CD45, and a nuclear dye (DAPI).

Nucleic acid-based CTC detection methods are the most widely used alternatives 
to immunological assays to identify CTCs. These techniques identify specific tumor 
DNA or mRNA to confirm the presence of CTCs indirectly [17]. Detection involves 
designing specific primers supposedly associated with CTC-specific genes. These 
genes either code for tissue-, organ-, or tumor-specific proteins or, more specifi-
cally, contain known mutations, translocations, or methylation patterns found in 
cancer cells [18]. These methods have the highest sensitivity but lack specificity, 
owing to the potential of captured noncancerous cells to generate false-positive 
signals, thus decreasing the overall accuracy. Considering the genetic heterogeneity 
of CTCs, multiplex PCR, such as the AdnaTest kit (AdnaGen AG), could overcome 
this limitation [19, 20].

Furthermore, functional assays that exploit aspects of live cellular activity for 
CTC detection have the particularity to focus on the discovery of the “metastasis-
competent cells.” The functional epithelial immunospot (EPISPOT) assay was 
introduced for in vitro CTC detection and focuses only in viable CTCs [21]. This 
technology assesses the presence of CTCs based on secretion, shedding, or release 
of specific proteins during 24–48 h of short-term culture [22]. More recently, Tang 
et al. described a high-throughput metabolic-based assay for rapid detection of rare 
metabolically active tumor cells in pleural effusion and peripheral blood of lung 
cancer patients [23]. In vivo, important information can be obtained by transplan-
tation of patient-derived CTCs into immunodeficient mice: tumors that could grow 
after xenotransplantation of enriched CTCs have the characteristics of metastasis-
initiator cells [8].

2.3 Strategies for CTC characterization

CTCs hold the key to understand the biology of metastasis and provide a bio-
marker to noninvasively measure the evolution of tumor subclone during treatment 
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and disease progression. Improvements in technologies to yield purer CTC popula-
tions make better cellular and molecular investigation. Characterization of CTCs 
allows better insight into tumor heterogeneity, within most assays, including 
immunofluorescence, array CGH, next-generation sequencing (NGS) of both DNA 
and RNA, and fluorescence in situ hybridization.

Protein analyses on single CTCs are currently performed by immunostaining 
with antibodies directed against protein of interest. Multiple labeling is possible 
but usually restricted to a few proteins of interest for tumor cell biology and cancer 
therapy. This may help to identify signaling pathways relevant to metastasis devel-
opment and treatment responses. In breast cancer patient, the HER2 status of CTCs 
could be assessed and shows discrepancies with primary tumor status [24, 25]. 
More recently, immune checkpoint regulators such as programmed death-ligand 1 
(PD-L1) have become exciting new therapeutic targets and could be used for liquid 
biopsy in future clinical trials on patients undergoing immune checkpoint blockage 
[26, 27].

Immunological detection and characterization offer the advantage of allowing 
isolation of stained CTCs for subsequent molecular characterization. While manual 
isolation by micromanipulation of CTCs is possible [28], it is rather arduous and 
time-consuming. An alternative automated single-cell selection device has been 
therefore developed. The DEPArray™ technology based on a dielectrophoresis 
strategy by trapping single cells in DEP cages [29] is designed for single-cell recov-
ery of CTCs. Multiple clinical studies have used DEPArray™ to detect and recover 
single CTCs for subsequent genetic analyses [30–32].

Among single-cell sequencing to identify genomic and transcriptomic 
characteristics of CTCs, most studies have focused on genomic analyses and 
carried out whole genome amplifications (WGAs) to increase the amount of 
DNA, which is subsequently subjected to the analyses of specific mutations and 
copies number variations using conventional and next-generation sequencing 
technologies [28, 33, 34]. As an example, CTCs with mutated KRAS genes will 
escape anti-EGFR therapy, and their early detection might help to guide therapy 
in individual patients. Besides isolation of single CTCs, a 3–4 log units enrich-
ment step are enough to detect CTCs based on recently developed highly sensi-
tive technologies (e.g., droplet digital PCR) [35].

Another approach is fluorescence in situ hybridization (FISH) analysis of 
single CTCs identified by immunocytochemistry [36, 37]. Such an immuno-FISH 
approach can be combined with automated detection of CTCs and might be easier 
to implement in future clinical diagnostics. Recently, padlock probe technology, 
which enables in situ analysis of AR-V7 in CTCs, showed that 71% (22 of 31) of 
CRPC patients had detectable AR-V7 expression ranging from low to high expres-
sion [38]. Patients with AR-V7-positive circulating tumor cells (CTCs) have greater 
benefit of taxane-based chemotherapy than novel hormonal therapies, indicating a 
treatment-selection biomarker [39, 40].

Finally, these last years, many teams tried to obtain CTC lines by culturing CTCs 
ex vivo. The establishment of in vitro cultures and permanent lines from CTCs has 
become a challenging task. Indeed, CTC lines could be used to identify proteins 
and pathways involved in cancer cell stemness and dissemination and also to test 
new drugs to inhibit metastasis-competent CTCs. Ex vivo CTC cultures have been 
established for breast [41, 42], prostate [43], lung [44], colon [22], and head and 
neck cancer [45]. To our knowledge, permanent CTC lines have been described only 
from circulating colon cancer cells: one before (CTC-MCC-41) [22, 46] and eight 
after the initiation of the anticancer treatment [47].
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3. Biology of CTCs

3.1 Epithelial to mesenchymal plasticity

Epithelial to mesenchymal transition (EMT), which is characterized by the 
downregulation of epithelial proteins and upregulation of mesenchymal proteins, 
is a complex process that supports the migratory capacity of epithelial tumor cells 
and is thought to play a crucial role in promoting cancer metastasis. EMT led to 
increased motility via rearrangements of cellular contact junctions and loss of cell 
adhesion (i.e., E-cadherin, N-cadherin, claudins), plus epithelial cell morphology 
through cytoskeleton modification (i.e., cytokeratin, vimentin, fibronectin, etc.) 
[48]. This invasive phenotype enables cancer cells to pass through the basal mem-
brane and endothelial barriers of blood vessels to reach bloodstream. However, it is 
still unclear what degree of EMT is needed in tumor cells to attain the circulation.

Despite the wealth of experimental data, the exact role of EMT in cancer 
patients remains more controversial. Over the past 10 years, the development of 
sensitive technologies that allow the detection and molecular characterization of 
CTCs helped to shed new light into the importance of EMT for human tumor cell 
dissemination [7, 49]. All these data lead now to a new trend, focused on plasticity 
of tumor cell: epithelial to mesenchymal plasticity (EMP) associated with stemness. 
This process is today considered as a central actor of the metastatic cascade, provid-
ing tumor cells the ability to adapt to the different microenvironments encountered 
during metastatic spread to colonized organs (i.e., adjacent stroma, blood, newly 
colonized organs).

CTCs with mesenchymal and stemness features can be attributed in some 
clinical studies to higher disease stages and metastasis [50–52] and even to therapy 
response and worse outcome [53–55]. However, the published studies addressing 
the impact of mesenchymal-like CTCs show heterogeneity with regard to assay 
specificity, size of cancer and control groups, and endpoint parameters.

To conclude, evaluation of the EMT and stem-cell markers in CTCs may provide 
information of clinical interest, and using these markers to classify CTCs can eluci-
date CTC heterogeneity. Nevertheless, studies still suffer from lack of standardized 
procedures and small sample sizes. Therefore, larger well-designed clinical trials are 
needed to further illuminate the potential values of EMT markers in CTCs.

3.2 Anoikis resistance

In normal tissue, adhesion to appropriate extracellular matrix proteins is 
essential for survival. Loss of this adhesion induces cell death which has been 
termed “anoikis.” Anoikis is a physiologically relevant process for tissue homeostasis 
and development because it prevents detached epithelial cells from colonizing 
elsewhere, thereby inhibiting dysplastic cell growth or attachment to an inappropri-
ate matrix [56]. Dysregulation of anoikis, such as anoikis resistance, is a critical 
mechanism in tumor metastasis. If cells acquire oncogenic signals that are able to 
overcome this machinery, they gain the ability to survive outside their normal envi-
ronment in the absence of adhesion to the extracellular matrix. The tumor cells that 
acquire anoikis resistance can survive detachment from their primary site, traveling 
through the circulatory and lymphatic systems to disseminate to ectopic locations 
[57]. Different studies have shown that the death receptor pathway of caspase 
activation mediates anoikis; thus, defects in this pathway such as overexpression of 
the caspase-8 inhibitor FLIP can turn cell resistant to anoikis. Similarly, resistance 
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which enables in situ analysis of AR-V7 in CTCs, showed that 71% (22 of 31) of 
CRPC patients had detectable AR-V7 expression ranging from low to high expres-
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to anoikis can be conferred by roadblocks in the mitochondrial pathway, such as 
overexpression of the Bcl-2 family of anti-apoptotic proteins [57].

The investigation of molecular mechanisms involved in cancer cell survival 
while they are leaving the adherent microenvironment of the tumor to the circula-
tory system is important to understand the process by which cancer can spread to 
distant organs, as well as to design new therapeutics to inhibit the spread of the 
disease.

3.3 Escape to the immune system

Once in the bloodstream, CTCs face several natural obstacles that hinder the 
metastatic process. One of the main obstacles that CTCs face in the blood is the 
attack of the immune system. Lots of work was done to understand mechanisms 
involve in the battle between the immune system’s capabilities to fight cancer and 
the immune-suppressive processes that promote tumor growth. Several biomark-
ers showed up from this work; for example, in colorectal cancer, immune escape 
was observed by the upregulation of CD47, a “don’t eat me signal” that prevents 
CTCs from macrophage and dendritic cell attack [58]. The most clinically advanced 
biomarkers are the programmed death-1 (PD-1) and its ligand (PD-L1). PD-L1 
expressed in tumors has been highlighted to function as a key component of the 
cancer-immunity cycle by preventing the immune system from destroying cancer 
cells. PD-1 receptor is a surface protein expressed on activated T-cells, and its ligand 
PD-L1 is expressed on the surface of antigen-presenting cells. The formation of the 
PD-1/PD-L1 complex induces a strong inhibitory signal in the T-cell, which leads 
to a reduction of cytokine production and a suppression of T-cell proliferation [59]: 
the immune system is misled by the cancer cells expressing PD-L1 and does not 
destroy them. That understanding led to the development of immune checkpoint 
inhibitor therapies, antibodies against both PD-1 and PD-L1, and remarkable clini-
cal responses which have been seen in several different malignancies including, but 
not limited to, melanoma, lung, kidney, and bladder cancers [59].

However, CTCs can use several mechanisms to survive in the circulatory system. 
For example, these cells can couple to reactive platelets. Several hypotheses propose 
that the surface coating of platelets may serve as a shield against immune assault 
or that platelets may load the major histocompatibility complex to CTCs to imitate 
host cells and therefore avoid immune surveillance [60]. The aggregation of CTCs 
with platelets, stromal fibroblasts, and leukocytes leads to the formation of floating 
complexes and increases the survival of CTCs in the bloodstream by avoiding anoi-
kis and killing by immune cells [61]. In addition, the vascular endothelial growth 
factor (VEGF), secreted by platelets, is able to affect the maturation of dendritic 
cells that play a key role in antigen presentation [62].

3.4 CTC microemboli

An alternative mechanism for metastasis has emerged from recent studies, the 
collective migration of tumor cells by clusters of CTCs. CTC clusters are defined 
as groups of tumor cells (more than two or three cells, varied among studies) that 
travel together in the bloodstream. Thus, in the blood circulation, CTCs can be 
found both as single tumor cells and clusters of tumor cells in patients with an 
advanced stage of the cancer. Study using mouse models with tagged mammary 
tumors demonstrates that these clusters arise from oligoclonal tumor cell groupings 
and not from intravascular aggregation events [63]. Moreover, CTC clusters have 
23- to 50-fold increased metastatic potential. Even fewer in number, clusters of 
CTCs possess much higher metastatic potential than individual CTCs.
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Patients with CTC microemboli or clusters in their bloodstream have signifi-
cantly worse overall and progression-free survival than those with only individually 
migrating single CTCs [63]. The prognostic value of CTC clusters can be estimated 
by clinical observations.

Current studies have partially elucidated the reasons for CTC clusters to have 
higher potential of metastasis. First, tumor cells within CTC clusters showed 
prolonged survival and decreased apoptosis [64]. Second, the physical specialty 
of CTC clusters allows for a greater likelihood of it residing in distant organs. 
Microvasculature of viscera can retain large CTCs; thus, it can retain CTC clusters 
more easily [65].

4. Clinical relevance of CTCs

Despite many clinical validation studies, CTCs have not been included yet into 
the clinical guidelines (e.g., ASCO guidelines at http://www.asco.org/practice-
guidelines/quality-guidelines/guidelines). Although CTC enumeration can improve 
current tumor staging and contribute to the early assessment of therapy effects, the 
clinical utility of CTCs remains to be addressed in interventional studies (i.e., its 
capacity to decide adopting or to rejecting a therapeutic action).

In this chapter, we highlighted the clinical relevance of CTCs in breast, prostate, 
colon, and lung cancer. Figure 3 illustrates how CTCs as liquid biopsy can guide 
clinicians to personalized medicine.

4.1 Breast

More advanced studies, regarding clinical utility of CTCs, are related to meta-
static breast cancer (MBC). Sequential CTC enumeration has been shown in a large 
multicenter prognostic study to be superior to conventional serum protein markers 
(CA-15-3, CEA) for early detection of therapy failure in MBC [5]. However, in the 

Figure 3. 
CTC as liquid biopsy for precision medicine.
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interventional trial SWOG 0500 (NCT00382018), although the prognostic sig-
nificance of CTCs was confirmed, the CTC-driven switch to an alternate cytotoxic 
therapy was not effective in prolonging overall survival for MBC patients with 
persistently increased CTCs after 21 days of therapy [66]. The inconvenient of 
these kinds of interventional biomarker-driven studies is the fact that the result is 
dependent of the therapy efficacy. This strategy can only work if there is an effi-
cient therapy for the cohort identified by the test.

Another promising approach is the stratification of patients to chemotherapy 
or hormonal therapy based on CTC enumeration like in the interventional STIC 
CTC METABREAST clinical trial (NCT0 1,710,605) for MBC patients [67]. Besides 
CTC enumeration, stratification based on CTC phenotype might become also an 
important strategy. Stratification of MBC patients based on HER2 status of CTCs is 
currently tested in the DETECT III trial [67].

Other possible uses for CTC detection include prognostication in early stage 
patients, identifying patients requiring adjuvant therapy. The SUCCESS study 
provides strong evidence of the prognostic relevance of CTCs in early breast cancer 
before and after adjuvant chemotherapy in a large patient cohort [68]. This study 
outlines the potential of the CTC analysis at primary diagnostic to evaluate indi-
vidual risk and points that they may use for treatment management in early stage 
of cancer. These data have been confirmed by Bidard et al. who conducted a meta-
analysis in nonmetastatic breast cancer patients treated by neoadjuvant chemother-
apy (NCT) to assess the clinical validity of CTC detection as a prognostic marker 
[69]. They showed that CTC count is an independent and quantitative prognostic 
factor in early breast cancer patients treated by NCT. Liquid biopsy complements 
current prognostic models based on tumor characteristics and response to therapy. 
Moreover, Trapp et al. demonstrated recently that the presence of CTCs 2 years 
after chemotherapy was associated with decreased OS and DFS. Based on these 
results, active individualized surveillance strategies for breast cancer survivors 
based on biomarkers should be reconsidered [70].

4.2 Prostate

For men with metastatic castration-resistant prostate cancer (mCRPC), the 
CELLSEARCH® system method for CTCs enumeration is the only FDA-cleared 
CTC test available clinically. The CTC count has been shown to provide prognostic 
value and was associated with treatment response in mCRPC patients, in several 
recent studies [4, 71–73], indicating a clear value as a patient-level indicator of 
survival. However, despite increasing evidence that CTCs could be used to monitor 
disease progression in mCRPC [18], CTC use is still limited to clinical trials in aca-
demic centers. Clinical utility of CTCs, reflecting the ability of this test to favorably 
change outcomes, is still an unmet clinical need in prostate cancer [74]. The first 
interventional clinical trial in prostate cancer that will show the clinical utility of 
CTCs should start in 2019 (TACTIK project—NCT03101046).

Moreover new data suggest that CTCs may harbor genetic information (such as 
the androgen receptor splice variant 7, AR-V7) relevant to changing clinical man-
agement and predicting treatment sensitivity or resistance to cancer therapies such 
as enzalutamide, abiraterone, and taxane-based chemotherapies [39].

Regarding nonmetastatic cancer patient, a recent European TRANSCAN study 
CTC-SCAN investigated the feasibility of detecting CTCs in nonmetastatic high-
risk prostate cancer (PCa) patients by combining the CELLSEARCH® platform, 
the in vivo CellCollector® capture system, and the EPISPOT assay. The observed 
correlation, with established risk factors and the persistence of CTCs 3 months 
after surgery, suggested a potential clinical relevance of CTCs as markers of 
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minimal residual disease (MRD) in PCa [75]. CTC-based liquid biopsies have the 
potential to monitor MRD in patients with nonmetastatic prostate cancer although 
follow-up evaluations are now required to assess how to provide independent 
prognostic information. A new European project (Transcan—PROLIPSY) will 
assess whether CTCs in combination with exosomes and ctDNA as noninvasive 
liquid biopsy allow the diagnosis of prostate cancer and the evaluation of its 
aggressiveness.

4.3 Colon

In 2008, Cohen et al. demonstrated the independent prognostic and predictive 
value of CTCs for patients initiating chemotherapy for metastatic colorectal cancer 
(mCRC) [2]. Since this first publication defining a cutoff of three CTCs, different 
meta-analyses have confirmed that baseline levels of CTC count is an important 
prognostic factor for PFS and OS in patients with mCRC [76–78].

Despite the strong evidence of a prognostic significance of CTC count, there is no 
solid evidence demonstrating the interest of CTC count for therapeutic strategy, and 
this biomarker is rarely used in the management of patients with mCRC. However, 
patients with high CTC counts recruited in a phase II study could benefit from a 
more intense chemotherapeutic regimen [79]. These preliminary data require valida-
tion in randomized trials. Moreover, Lalmahomed et al. failed to show a prognostic 
effect of CTCs for early relapse after the resection of colorectal liver metastases [80].

4.4 Lung

The role of CTCs in non-small cell lung cancer (NSCLC) has been addressed 
in several clinical trials. More specifically, the prediction of the outcome of 
patients with early and advanced NSCLC based on the CTC enumeration has been 
explored. The CTC count with the CELLSEARCH® system in advanced NSCLC 
patients who received standard chemotherapy was associated with a shorter PFS 
and OS, but standardize cutoff could not be observed [81–84]. Furthermore, 
analysis of CTCs from patients with metastatic NSCLC identified the expected 
EGFR-activating mutation in CTCs from 11 of 12 patients (92%) and in matched 
free plasma DNA from 4 of 12 patients (33%) [85]. The T790 M mutation, which 
confers drug resistance, was revealed in CTCs from patients who had received 
tyrosine kinase inhibitors, suggesting the strong potential gain of noninvasive 
liquid biopsy. Moreover, serial increases in CTC counts were associated with 
tumor progression, with the emergence of additional EGFR mutations in some 
cases. Recently, KRAS and EGFR mutations, relevant for treatment decisions, 
could be detected in CTCs and in the corresponding primary tumors of the same 
patients [86].

5. Other circulating biomarkers as liquid biopsy

Even if the term “liquid biopsy” was originally used for CTC analysis, currently, 
it includes all different circulating biomarkers like circulating cell-free DNA 
(cfDNA), microRNA (miRNA), and exosomes that are shed into the bloodstream 
by tumors and/or metastatic deposits, as well as tumor-educated platelets which are 
described to have a role in tumor metastasis. Like CTCs, all these other circulating 
biomarkers need to be validated in clinical trials. Table 2 summarizes observational 
and interventional clinical trials on breast, lung, prostate, and colorectal cancer 
registered in clinical.gov (A) and the applications (B).
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minimal residual disease (MRD) in PCa [75]. CTC-based liquid biopsies have the 
potential to monitor MRD in patients with nonmetastatic prostate cancer although 
follow-up evaluations are now required to assess how to provide independent 
prognostic information. A new European project (Transcan—PROLIPSY) will 
assess whether CTCs in combination with exosomes and ctDNA as noninvasive 
liquid biopsy allow the diagnosis of prostate cancer and the evaluation of its 
aggressiveness.
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meta-analyses have confirmed that baseline levels of CTC count is an important 
prognostic factor for PFS and OS in patients with mCRC [76–78].

Despite the strong evidence of a prognostic significance of CTC count, there is no 
solid evidence demonstrating the interest of CTC count for therapeutic strategy, and 
this biomarker is rarely used in the management of patients with mCRC. However, 
patients with high CTC counts recruited in a phase II study could benefit from a 
more intense chemotherapeutic regimen [79]. These preliminary data require valida-
tion in randomized trials. Moreover, Lalmahomed et al. failed to show a prognostic 
effect of CTCs for early relapse after the resection of colorectal liver metastases [80].

4.4 Lung

The role of CTCs in non-small cell lung cancer (NSCLC) has been addressed 
in several clinical trials. More specifically, the prediction of the outcome of 
patients with early and advanced NSCLC based on the CTC enumeration has been 
explored. The CTC count with the CELLSEARCH® system in advanced NSCLC 
patients who received standard chemotherapy was associated with a shorter PFS 
and OS, but standardize cutoff could not be observed [81–84]. Furthermore, 
analysis of CTCs from patients with metastatic NSCLC identified the expected 
EGFR-activating mutation in CTCs from 11 of 12 patients (92%) and in matched 
free plasma DNA from 4 of 12 patients (33%) [85]. The T790 M mutation, which 
confers drug resistance, was revealed in CTCs from patients who had received 
tyrosine kinase inhibitors, suggesting the strong potential gain of noninvasive 
liquid biopsy. Moreover, serial increases in CTC counts were associated with 
tumor progression, with the emergence of additional EGFR mutations in some 
cases. Recently, KRAS and EGFR mutations, relevant for treatment decisions, 
could be detected in CTCs and in the corresponding primary tumors of the same 
patients [86].

5. Other circulating biomarkers as liquid biopsy

Even if the term “liquid biopsy” was originally used for CTC analysis, currently, 
it includes all different circulating biomarkers like circulating cell-free DNA 
(cfDNA), microRNA (miRNA), and exosomes that are shed into the bloodstream 
by tumors and/or metastatic deposits, as well as tumor-educated platelets which are 
described to have a role in tumor metastasis. Like CTCs, all these other circulating 
biomarkers need to be validated in clinical trials. Table 2 summarizes observational 
and interventional clinical trials on breast, lung, prostate, and colorectal cancer 
registered in clinical.gov (A) and the applications (B).
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5.1 Circulating tumor DNA

Apoptotic and necrotic tumor cells are known to discharge cell-free nucleic 
acid fragments into the bloodstream of cancer patients. Although most circulating 
DNA is believed to originate from nonmalignant cells, an increased level of cfDNA 
was observed in blood of patients with late stage cancer [87]. Among the pool of 
total cfDNA, there is circulating tumor DNA (ctDNA) which cannot be specifi-
cally isolated from the total pool but can be detected by tumor-specific mutations 
[88]. In general, cfDNA can be analyzed from plasma by targeted or untargeted 
approaches. The targeted approaches involve the detection of known genetic 
changes, e.g., “druggable” mutations, with impact on therapy decisions [89]. The 
interest of cfDNA was demonstrated by Douillard et al. [90] by determining the 
EGFR mutational status in NSCLC and can represent a substitute for tissue biopsies 
when these are not available. Moreover, in 2016, the detection of EGFR gene muta-
tions in cfDNA using the cobas EGFR Mutation Test v2 achieved FDA approval as 
a companion diagnostic for erlotinib, becoming the first blood-based biopsy test 
approved for implementation in clinical decisions [91].

However, despite the evidence of potential clinical utility and even if it has 
been recommended (e.g., by the FDA) that the blood could be analyzed first to 
reduce the number of invasive biopsies in cancer patients, the lower sensitivity of 
ctDNA analyses prevents its use in clinical management for the moment, and the 

Table 2. 
(A) Number of observational and interventional clinical trials (clinical.gov) involving liquid biopsy in the 
main cancer types and (B) the applications of each circulating biomarkers (CTCs, circulating DNA, exosomes, 
microRNA, and TEPs).
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primary tumor analysis still remains the gold standard in NSCLC diagnostics of 
EGFR mutations.

5.2 MicroRNAs

MicroRNAs (miRNAs, miR-x), consisting in approximately 22 nucleotides, 
represent another potential blood biomarker in oncology. These noncoding small 
RNAs are master regulators of genic expression and consequently of many cellular 
processes. Alterations in the expression of microRNA genes have been shown to 
play in important role in human malignancies. These alterations can be caused by a 
variety of mechanisms, including deletions, amplifications, or mutations involving 
microRNA loci, by epigenetic silencing or by dysregulation of transcription factors 
targeting specific microRNAs [92]. The three major detection techniques for circu-
lating cell-free miRNA (cfmiRNA) analysis, following RNA extraction, comprise 
quantitative RT-PCR, microarray analyses, and deep sequencing. The assessment 
of cfmiRNA has been suggested for early diagnosis, prognosis, therapy monitoring, 
and therapeutic response prediction in different cancer types (e.g., lung, breast, 
colon, prostate, and ovary cancers and melanoma), as reviewed by Armand-Labit 
and Pradines [93].

5.3 Exosomes

Tumor and normal cells are known to release microvesicles such as exosomes 
(40–150 nm) into the circulation, discharging cellular content. Currently, one chal-
lenge for the analyses of circulating cell-free nucleic acids in blood is their instabil-
ity. Thus, due to their protective environment, the exosomes represent a valuable 
source for analysis of proteins, DNA, RNA, miRNA, lipids, and metabolites [94]. 
Ultracentrifugation, density-based separation, or immune-affinity capture using 
magnetic beads coated with anti-EpCAM antibodies can be used to isolate exosomes 
[95]. They are important regulators of the cellular niche, and their altered charac-
teristics in many diseases, such as cancer, suggest their importance for diagnostic 
and therapeutic applications and as drug delivery vehicles. Hoshino et al. demon-
strated that the composition of exosomal integrins could predict organ-specific 
metastasis and that tumor-derived exosomes participate in preparing the pre-
metastatic niche [96]. Correspondingly, the same group shows that a pro-metastatic 
phenotype of bone marrow progenitor cells is promoted by education through 
melanoma exosomes [97].

5.4 Tumor-educated platelets

A new emerging class of components for liquid biopsy is tumor-educated 
platelets (TEPs). These anucleated blood cells (second most abundant cell type in 
circulation) could be educated by tumor cells by the transfer of tumor-associated 
biomolecules, mostly RNA. Platelets are isolated by centrifugation and RNA can 
be subjected to RT-PCR [45]. Performing mRNA sequencing on TEPs, Best and his 
colleagues showed that cancer patients with different tumor types could be dis-
criminated from healthy individuals with 96% accuracy and that the primary tumor 
was correctly located with a precision of 71% [98]. Studies have shown that platelet 
count and platelet size can already provide clinically relevant information about the 
presence of cancer [99]. High platelet count is associated with increased mortality 
in a variety of cancers.

Furthermore, biomarkers (MET or HER2 expression/KRAS, EGFR, and PIK3CA 
mutations) were identified in surrogate TEP mRNA profiles, which might be tested 
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in future studies as potential predictors for targeted therapies. Recently, Diem et al. 
showed that elevated pretreatment platelet-to-lymphocyte ratios correlate with a 
reduced response rate to nivolumab anti-PD-L1 immunotherapy in NSCLC [100], 
indicating that circulating platelets may enhance a pro-tumorigenic effect in the 
presence of an antitumor immune response.

6. Conclusion

CTC as liquid biopsy represents a promising approach for personalized treatment 
in oncology. Lots of efforts have been made to overcome technical challenges for 
enrichment, detection, and characterization of these tumor cells. Nevertheless, low 
number (or even absence) of CTCs can weaken the reliability of CTC-based assays 
in some patients with current detection techniques. This points the need for further 
technological advances and procedure standardization. To introduce CTC tests into 
clinical trials, an intense validation of the technical aspects of the applied assays 
is currently executed in Europe by the EU-funded CANCER-ID network (www.
cancer-id.eu) that will be continued by the European Liquid Biopsy Society (ELBS).

Additionally, an extensive work has been made to understand biological pro-
cesses of cancer dissemination and metastasis, underlying different aspects for 
CTCs survival in bloodstream. This knowledge could improve pharmaceutical 
drug researches and therapeutic strategies for better clinical management of cancer 
patients.

Beside CTC analysis several other circulating biomarkers are under investiga-
tions and demonstrate real valuable data. It is now well accepted that there is not a 
perfect unique biomarker and that combining different circulating biomarkers can 
bring a huge benefit for precision medicine for cancer patients.

In conclusion, liquid biopsy diagnostics might help to focus the current cancer 
screening modalities, which would reduce side and healthcare costs. However, 
despite promising first results and the enormous interest by diagnostic companies 
and the public press, disease monitoring and early detection of cancer face serious 
challenges of both sensitivity and specificity.
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Based Molecular Biomarkers for 
Ovarian Cancer
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Abstract

Energy metabolism heterogeneity is a hallmark in ovarian cancer; namely, the 
Warburg and reverse Warburg effects coexist in ovarian cancer. Exploration of 
energy metabolism heterogeneity benefits the discovery of the effective biomarkers 
for ovarian cancers. The integrative analysis of transcriptomics (20,115 genes in 419 
ovarian cancer samples), proteomics (205 differentially expressed proteins), and 
mitochondrial proteomics (1198 mitochondrial differentially expressed proteins) 
revealed (i) the upregulations of rate-limiting enzymes PKM2 in glycolysis, IDH2 in 
Krebs cycle, and UQCRH in oxidative phosphorylation (OXPHOS) pathways, (ii) 
the upregulation of PDHB that converts pyruvate from glycolysis into acetyl-CoA 
in Krebs cycle, and (iii) that miRNA (hsa-miR-186-5p) and RNA-binding protein 
(EIF4AIII) had target sites in those key proteins in energy metabolism pathways. 
Furthermore, lncRNA SNHG3 interacted with miRNA (hsa-miR-186-5p) and 
RNA-binding protein (EIF4AIII). Those results were confirmed in the ovarian 
cancer cell model and tissues. It clearly concluded that lncRNA SNHG3 regulates 
energy metabolism through miRNA (hsa-miR-186-5p) and RNA-binding protein 
(EIF4AIII) to regulate the key proteins in the energy metabolism pathways. SNHG3 
inhibitor might interfere with the energy metabolism to treat ovarian cancers. These 
findings provide more accurate understanding of molecular mechanisms of ovarian 
cancers and discovery of effective energy-metabolism-heterogeneity therapeutic 
drug for ovarian cancers.

Highlights

• Mitochondrial proteomics revealed the energy metabolism heterogeneity in 
ovarian cancers.

• LncRNA SNHG3 was related to ovarian cancer survival and energy metabolism 
with ovarian cancer TCGA analysis.

• SNHG3 was related to energy metabolism by regulating miRNAs and EIF4AIII 
based on GSEA and Starbase analyses.

• MiRNAs and EIF4AIII regulate the glycolysis, Krebs cycle, and OXPHOS path-
ways by targeting PKM, PDHB, IDH2, and UQCRH.

Keywords: ovarian cancer, iTRAQ, mitochondrial proteomics, TCGA,  
energy metabolism, SNHG3
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1. Introduction

Ovarian cancer is a common gynecologic cancer with high mortality [1]. Despite 
chemotherapy, radiotherapy, surgery, and target therapy has previously been 
developed in ovarian cancers [2], the 5-year overall survival rate for patients who 
diagnosed with late stage III−IV disease is still very poor (about 30%). Because of 
the site of the ovaries and the certain clinical characteristics of epithelial cancers, 
it is a challenge to make early diagnosis [3]. Women with high-risk factors (e.g., 
family history, or BRCA mutations) plan for a follow-up visit with cancer antigen 
125 (CA-125) monitoring and ultrasound, however, prospective validation of 
these physical examination or lab tests remain elusive [4]. The changes of energy 
metabolism are common in cancer cells, which might be potential biomarkers and 
therapeutics targets [5]. During the last decade, a great attention has been paid to 
metabolic reprogramming of cancer. However, cancer basic studies fail to reach a 
consistent conclusion on mitochondrial function in cancer energy metabolism [6]. 
The traditional view of Warburg was that cancer cells undergo aerobic glycolysis, 
which refers to the fermentation of glucose to lactate in the presence of oxygen as 
opposed to the complete oxidation of glucose, thus brought attention to the role 
of mitochondria in tumorigenesis [7]. A previous study found that the glycolysis 
enzyme PKM2 is important for cancer metabolism and tumor growth, which can 
improve activity and expression of PKM2 [8]. On the contrary, mitochondria 
were observed dysfunction, including the decreased effectiveness of Krebs cycle 
and electron transfer chain (ETC) complexes decoupling [9]. However, a novel 
‘reverse Warburg effect’, was put forward in 2009 and impacted previous percep-
tions on cancer metabolism [10]. In this model of reverse Warburg chain, cancer 
cells and the cancer-associated fibroblasts (CAFs) become metabolically coupled. 
Interactions between cancer cells and tumor-microenvironment (TME) highly 
affect proliferation, energy metabolism, metastasis, and relapse of carcinoma [11]. 
Cancer cells secrete a large amount of ROS into microenvironment to enhance 
oxidative stress in CAFs. If the inflammatory reaction, autophagy, loss of stromal 
caveolin-1 (Cav-1), and nitric oxide synthase (NOS) are increased in CAFs, there is 
a good chance for progression of aerobic glycolysis [12]. Consequently, CAFs secrete 
plenty of energy-rich fuels to TME, including ketone bodies, lactate, pyruvate, and 
fatty acids. In turn, the nourishment ‘feed’ mitochondrial oxidative phosphoryla-
tion and ATP supplements [13]. In this process, mono-carboxylate transporters 
(MCTs) were highly expressed in both cancer cells and CAFs to be involved in some 
regulations. Immunochemistry result demonstrates that MCT4 was distributed 
specifically in CAFs in human breast cancers, which implicated in lactate efflux 
progress; while MCT1 participated in lactate uptake, and significantly upregulated 
specifically in kinds of cancer cells [14]. Thus evidence indicates limitations of ‘the 
Warburg effect’. However, some studies demonstrated that aerobic glycolysis was 
not the dominant energy metabolism approach for many human cancer cell lines. In 
the past decades, studies on Warburg and reverse Warburg effects in cancers have 
formed a new frontier regarding additional roles of mitochondria in a cancer, and 
multiple functions of mitochondria have been identified in tumorigenesis [15].

High-throughput proteomics approach provides a scientific evaluation of 
protein expression. Functional proteomics offers more subtle clues, due to a greater 
attention paid to subcellular proteome research [16]. However, the subcellular 
proteomics of ovarian cancer mitochondrial proteins has not been elucidated. 
Mitochondria are the center of energy metabolism in eukaryotic cells, and also 
involved in other functions, such as cell signaling, cellular differentiation, cell 
death, and maintaining control of the cell cycle and oxidative stress regulation 
[17]. Those mitochondria-mediated biological processes are so closely associated 
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with tumor relapse or metastasis. Thus, cancer therapeutics should urgently find a 
way to explore molecular mechanisms of mitochondrion during tumorigenesis and 
tumor progression [18]. Inside the cancer cell appeared structural and morphologi-
cal alterations of the mitochondria, and variations of morphology and performance 
are presumably associated with mitochondrial differentially expressed proteins 
(mtDEPs) [19]. A slight increase in research on ovarian cancer has occurred in 
recent years, quantitative proteomic analysis of mitochondria from human ovarian 
cancer cells and their paclitaxel-resistant sublines proved that the chemoresistance 
mechanisms were partly related to the mitochondria [20]. Mitochondria similarly 
impart considerable flexibility for tumor cell growth and survival in otherwise 
harsh environments such as during nutrient depletion, hypoxia and cancer treat-
ments, and are therefore key players in tumorigenesis [15]. The subcellular pro-
teomics of ovarian cancer mitochondrial proteins may offer new insights into aspect 
of tumor development.

Regeneration of energy metabolism plays crucial roles in the pathogenesis and 
development of cancer since it accelerates cancer cell growth, cell cycle, prolifera-
tion and metastasis [21]. The impact of non-coding RNAs (ncRNAs) has profoundly 
touched the fields of human cancers, cell biology, functional genomics, and drug 
therapy. Long non-coding RNAs (lncRNAs) (>200 nucleotides) and microRNAs 
(20–24 nucleotides) have attracted much attention, which acted as key regulators in 
the cellular biological processes, gene expression, gene regulation, basic biological 
functions of eukaryotic genomes, and post-transcriptional regulation of mRNA 
[22]. Recent studies demonstrated that lncRNAs were widely used as biomarkers 
for the diagnosis and prognosis of malignant tumors [23], and some lncRNAs can 
even act as the new therapeutic targets [24]. More and more researchers have turned 
attention to the mechanism between non-coding RNAs and malignant tumors. 
LncRNAs affects on energy metabolism-related signaling pathways induced epi-
genetic regulation [25]. MicroRNAs can silence gene expression by binding to 3′ 
untranslated region (3’UTR) sequences in their target messenger RNAs (mRNAs), 
resulting in the inhibition of translation or mRNA degradation, but the interac-
tion of lncRNAs with microRNAs can hamper this effect [26]. The present results 
revealed that lncRNA FOXD2-AS1 acted as a tumor promoters partly through EphB3 
inhibition by directly interacting with lysine (K)-specific demethylase 1A (LSD1) 
and zeste homolog 2 (EZH2), which indicates that lncRNA-target gene- 
carcinogenesis axis for cancers does exist [27]. Here, it emphasizes important sci-
entific associations of lncRNAs with energy metabolism in cancer cells. Increasing 
evidence indicates that lncRNAs play significant roles in cancer metabolism, and 
explore the potential mechanisms that could help elucidate regulation axis or net-
work and provide a new direction for clinical management of different malignant 
phenotypes [28]. In our previous research, iTRAQ-based quantitative proteomics 
identified 1198 mitochondrial differentially expressed proteins (mtDEPs) between 
mitochondria samples isolated from human ovarian cancer and control tissues [29] 
and 205 differentially expressed proteins (DEPs) between human ovarian cancers and 
controls tissues [39]. The TCGA database includes 20,115 genes in 419 ovarian cancer 
samples. The conjoint analysis of 1198 mtDEPs, 205 DEPs, and 20,115 TCGA data in 
ovarian cancers investigated the biological pathways and molecular mechanisms of 
SNHG3-downstream genes-energy metabolism axis. LncRNA SNHG3 was associated 
with survival for ovarian cancers, and further gene set enrichment analysis proved 
the roles of SNHG3 in the energy metabolism through miRNAs and RNA binding 
protein EIF4AIII to target genes, including PKM, PDHB, IDH2, and UQCRH [29].

Figure 1 showed the experimental flow-chart of integrative analysis of 1198 
mtDEPs [29], 205 DEPs [39], and 20,115 TCGA data in ovarian cancers [29] to 
reveal energy heterogeneity and its molecular mechanisms.
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reveal energy heterogeneity and its molecular mechanisms.
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2. Methods

2.1 Ovarian cancer mitochondrial DEP data and bioinformatic analysis

Mitochondria were separated from 7 ovarian cancer tissues (high-degrade, poorly 
or moderately differentiated carcinoma cells) (cancer group) and 11 control ovaries 
with benign gynecologic diseases (fibroids, adenomyosis, ovary serous cystad-
enoma, cervical intraepithelial neoplasia, atypical hyperplasia of endometrium, and 
pelvic organ prolapse) (control group), respectively [29]. The separated mitochon-
dria were validated with electron microscopy and Western blotting. The extracted 
proteins from the prepared mitochondrial samples were used for iTRAQ-quantitative 
proteomics analysis. The extracted mitochondrial proteins from ovarian cancers 
and controls were analyzed with 6-plex iTRAQ labeling, SCX fraction, and LC-MS/
MS. MS/MS data were used to determine proteins, and the intensities of iTRAQ 
reporter ions were used to determine each mitochondrial DEP. The mitochondrial 
DEPs were further analyzed by bioinformatics including GO functional enrichment 
and KEGG pathway enrichment with DAVID Bioinformatics Resources 6.7.

2.2 Ovarian cancer DEP data and bioinformatic analysis

Proteins were extracted from ovarian cancer and control tissues. The extracted 
proteins from ovarian cancers and controls were analyzed with 6-plex iTRAQ label-
ing, SCX fraction, and LC-MS/MS. MS/MS data were used to determine proteins, 
and the intensities of iTRAQ reporter ions were used to determine each mitochon-
drial DEP [39]. The mitochondrial DEPs were further analyzed by bioinformatics 
including GO functional enrichment and KEGG pathway enrichment with DAVID 
Bioinformatics Resources 6.7.

2.3 TCGA data of ovarian cancer patients and bioinformatic analysis

TCGA (http://cancergenome.nih.gov/) includes 20,115 genes of 419 ovarian 
cancer patients, in the level of transcriptome. Those genes were classified as coding/

Figure 1. 
The experimental flow-chart to study energy metabolic heterogeneity and its molecular mechanisms.
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non-coding RNAs (mRNAs/ncRNAs) provided by the GENCODE/ENSEMBL pipe-
line. lncRNA genes were considered as a type of genes that exclusively produce tran-
scripts of the ‘antisense’. The lncRNA survival analysis was performed by TANRIC 
(http://ibl.mdanderson.org/tanric/_design/basic/index.html). The Kaplan-Meier 
method was used to calculate overall survival. According to median value (3.39) of 
SNHG3 RNA expressions, 419 ovarian cancer patients were divided into SNHG3 
high (>3.39; n = 210) vs. low (<3.39; n = 209) expression groups. TCGA data of 
two groups were analyzed with GSEA enrichment analysis. Moreover, the lncRNA 
expressions from Cancer Cell Line Encyclopedia (https://portals.broadinstitute.
org/ccle), and chemosensitivity of tamoxifen from Genomics of Drug Sensitivity 
in Cancer (http://www.cancerrxgene.org/) were obtained for ovarian cancer cell 
lines. GraphPad Prism v6.0 (GraphPad Software, San Diego, CA, USA) was used to 
construct histogram.

2.4 Integrative analysis of mitochondrial DEPs, tissue DEPs, and TCGA data 
with bioinformatics

The integrated miRNA-lncRNA SNHG3, miRNA-target gene, RNA binding pro-
tein-lncRNA SNHG3, RNA binding protein-mRNA, and protein-protein signatures 
were identified. STRING 10.0 was used predict interactions of chemicals and pro-
teins. Chemicals were linked to other chemicals and proteins by evidence derived 
from experiments, databases and literature (http://string-db.org/cgi/input.pl). The 
large-scale CLIP-Seq data by starBasev 2.0 (http://starbase.sysu.edu.cn/mirCir-
cRNA.php) was used to construct SNHG3-miRNA, protein-miRNA, SNHG3-RNA 
binding protein, mRNA-RNA binding protein, and mRNA-microRNA-lncRNA 
interaction networks. The mitochondrial DEPs in ovarian cancers were input 
into STRING for protein–protein interaction analysis. Network visualizations 
were performed with Cytoscape 3.4.0 (http://www.cytoscape.org/). The binding 
sites of 3′UTR region of targeted genes were predicted with three publicly avail-
able databases (TargetScan, NCBI, and RNAhybrid), sequences of microRNA 
(>hsa-miR-186-5p MIMAT0000456 CAAAGAAUUCUCCUUUUGGGCU) and 
PDHB 3′UTR region. MicroRNA binding sites with PDHB were predicted with 
RNAhybrid database.

2.5 Experimental validation in cell models

Three ovarian cancer cell lines (TOV-21G, SK-OV3, and OVCAR-3), and one 
normal control cell line (IOSE80) from Keibai Academy of Science (Nanjing, 
China) were used. RPMI-1640 medium were used to culture TOV-21G and 
OVCAR-3 cells in 5% CO2 atmosphere at 37°C. DMEM medium (Corning, NY, 
USA) were used to culture IOSE80 and SK-OV3 in 5% CO2 atmosphere at 37°C, with 
supplementation of 10% fetal bovine serum (FBS, GIBCO, South America, NY, 
USA). (i) Transient transfection was performed with Lipofectamine 3000 reagents 
according to the manufacturer’s instructions (Invitrogen, USA). SK-OV3, OVCAR-
3, and TOV-21G were seeded in 6-well plates at 30–50% density. Cells were collected 
at 24–48 h after transfection, for next-step experiments. (ii) RNA extraction and 
quantitative real-time PCR (qRT-PCR) analyses. TRizol® Reagent (Invitrogen, CA, 
USA) was used to extract total RNAs. total RNAs were reversely transcribed into 
cDNAs and then used to perform qRT-PCR analysis to detect SNHG3 and its target 
genes, with β-actin as an internal control. (iii) 1D-SDS-PAGE and Western blotting 
was used to detect PKM, PFKM, PDHB, IDH2, CS, OGDHL, and UQCRH against 
the corresponding antibodies, with β-actin as internal control. (iv) Data were 
expressed as the mean ± SD of triplicates. Each experiment was repeated at least 
three times. In all cases, P < 0.05 was considered as statistical significance.
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scripts of the ‘antisense’. The lncRNA survival analysis was performed by TANRIC 
(http://ibl.mdanderson.org/tanric/_design/basic/index.html). The Kaplan-Meier 
method was used to calculate overall survival. According to median value (3.39) of 
SNHG3 RNA expressions, 419 ovarian cancer patients were divided into SNHG3 
high (>3.39; n = 210) vs. low (<3.39; n = 209) expression groups. TCGA data of 
two groups were analyzed with GSEA enrichment analysis. Moreover, the lncRNA 
expressions from Cancer Cell Line Encyclopedia (https://portals.broadinstitute.
org/ccle), and chemosensitivity of tamoxifen from Genomics of Drug Sensitivity 
in Cancer (http://www.cancerrxgene.org/) were obtained for ovarian cancer cell 
lines. GraphPad Prism v6.0 (GraphPad Software, San Diego, CA, USA) was used to 
construct histogram.

2.4 Integrative analysis of mitochondrial DEPs, tissue DEPs, and TCGA data 
with bioinformatics

The integrated miRNA-lncRNA SNHG3, miRNA-target gene, RNA binding pro-
tein-lncRNA SNHG3, RNA binding protein-mRNA, and protein-protein signatures 
were identified. STRING 10.0 was used predict interactions of chemicals and pro-
teins. Chemicals were linked to other chemicals and proteins by evidence derived 
from experiments, databases and literature (http://string-db.org/cgi/input.pl). The 
large-scale CLIP-Seq data by starBasev 2.0 (http://starbase.sysu.edu.cn/mirCir-
cRNA.php) was used to construct SNHG3-miRNA, protein-miRNA, SNHG3-RNA 
binding protein, mRNA-RNA binding protein, and mRNA-microRNA-lncRNA 
interaction networks. The mitochondrial DEPs in ovarian cancers were input 
into STRING for protein–protein interaction analysis. Network visualizations 
were performed with Cytoscape 3.4.0 (http://www.cytoscape.org/). The binding 
sites of 3′UTR region of targeted genes were predicted with three publicly avail-
able databases (TargetScan, NCBI, and RNAhybrid), sequences of microRNA 
(>hsa-miR-186-5p MIMAT0000456 CAAAGAAUUCUCCUUUUGGGCU) and 
PDHB 3′UTR region. MicroRNA binding sites with PDHB were predicted with 
RNAhybrid database.

2.5 Experimental validation in cell models

Three ovarian cancer cell lines (TOV-21G, SK-OV3, and OVCAR-3), and one 
normal control cell line (IOSE80) from Keibai Academy of Science (Nanjing, 
China) were used. RPMI-1640 medium were used to culture TOV-21G and 
OVCAR-3 cells in 5% CO2 atmosphere at 37°C. DMEM medium (Corning, NY, 
USA) were used to culture IOSE80 and SK-OV3 in 5% CO2 atmosphere at 37°C, with 
supplementation of 10% fetal bovine serum (FBS, GIBCO, South America, NY, 
USA). (i) Transient transfection was performed with Lipofectamine 3000 reagents 
according to the manufacturer’s instructions (Invitrogen, USA). SK-OV3, OVCAR-
3, and TOV-21G were seeded in 6-well plates at 30–50% density. Cells were collected 
at 24–48 h after transfection, for next-step experiments. (ii) RNA extraction and 
quantitative real-time PCR (qRT-PCR) analyses. TRizol® Reagent (Invitrogen, CA, 
USA) was used to extract total RNAs. total RNAs were reversely transcribed into 
cDNAs and then used to perform qRT-PCR analysis to detect SNHG3 and its target 
genes, with β-actin as an internal control. (iii) 1D-SDS-PAGE and Western blotting 
was used to detect PKM, PFKM, PDHB, IDH2, CS, OGDHL, and UQCRH against 
the corresponding antibodies, with β-actin as internal control. (iv) Data were 
expressed as the mean ± SD of triplicates. Each experiment was repeated at least 
three times. In all cases, P < 0.05 was considered as statistical significance.
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Figure 2. 
The changes of key proteins in oxidative phosphorylation, Krebs cycle, and glycolysis pathways. A. The network 
derived from identified genes and pathways. The square box was pathways. The circular box was DEPs. 
The edge was the gene–gene and gene-pathway interactions. The node color from green to red was the gene 
expression level from low to high. The edge color was the correlation level from low to high (gray = 0.70–0.90, 
black = 0.90–1.00). B. Oxidative phosphorylation, Krebs cycle, and glycolysis pathways were altered in ovarian 
cancers. Reproduced from Li et al. [29], with permission from Elsevier, copyright 2018.

3. Results and discussion

3.1 The changes of key proteins in the energy metabolism signaling pathways

The iTRAQ-based quantitative proteomics identified 1198 DEPs between 
mitochondria samples isolated from ovarian cancer and control tissues [29]. The 
statistically significant KEGG pathways were mined with DAVID Bioinformatics 
Resources from those mitochondrial DEPs between EOCs and controls, among 
which those DEPs were significantly enriched in the processes of Krebs cycle, and 
oxidative phosphorylation (OXPHOS) pathways. The key proteins (PDHB, IDH2, 
and UQCRH) were associated with aerobic oxidation to supply in the Krebs cycle, 
and oxidative phosphorylation was upregulated (Figure 2). Interestingly, those 
results were coincided with the reverse Warburg effect proposed in 2009 [10].

The iTRAQ-based quantitative proteomics identified 205 DEPs between ovarian 
cancer and control tissues [13], which revealed the upregulation of the key enzyme 
PKM2 in glycolysis pathway I in ovarian cancers. It was coincided with the Otto 
Warburg effect proposed in 1956 [30]. Warburg discovered that cancer cells tend to 
produce ATP by aerobic glycolysis, even though it is a less efficient pathway con-
trasted with OXPHOS. This popular system, called ‘Warburg effect’, has been the 
dominant mechanism of tumors for energy generations, while its relationship with 
tumorigenesis remains still unclear.

The research of the ‘Warburg effect’ mechanism of a cancer cell has never 
interrupted at home and abroad. PKM2, a splice isoform of the pyruvate kinase, 
serves as a major metabolic reprogramming regulator with an adjustable activity 
subjected to numerous allosteric effectors and post-translational modifications [31]. 
One observed that PKM2 modification was associated with an enhanced glucose 
consumption, level of lipid and DNA synthesis, and lactate productions, indicating 
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that PKM2 transformation promotes the Warburg effect [32]. Then, a novel series 
of inhibitors were developed to anti-Warburg-effect drugs for cancer treatment. 
For example, erastin-like anti-Warburg agents prevent mitochondrial depolariza-
tion induced by free tubulin and decrease lactate formation in cancer cells [33]. 
However, Warburg effect also has some limitations, because it completely ignored 
these facts that cancer cells had a great interaction with tumor microenvironment.

In the 2009, a new model for understanding the Warburg effect was proposed 
in tumor energy metabolism. The hypothesis is that cancer cells induce the aerobic 
glycolysis in neighboring stromal fibroblasts. These cancer-associated fibroblasts 
(CAFs) secrete energy-rich substances, including lactate and pyruvate, to tumor 
microenvironment. These energy-rich metabolites were eaten up by adjacent cancer 
cell and used by mitochondrial TCA cycle, resulting in a higher energy producing 
capacity. It termed this new idea as the “reverse Warburg effect” [10]. Taken all 
together, the reverse Warburg effect is a new energy metabolic pattern identified 
between cancer cells and CAFs, but this novel pattern does not deny Warburg 
effect status and still cannot replace it. Actually, the reverse Warburg effect extends 
energy metabolism content, which explained the nature of the heterogeneity 
and plasticity of cancer metabolism [34]. Although it’s validated that the ‘reverse 
Warburg effect’ can be initiated by oxidative stress in two compartment metabolic 
coupling and change of cellular electromagnetic filed, detailed mechanisms remain 
still unclear.

In order to verify the above of views, each EOC cell line (SK-OV3, TOV-21G, and 
OVCAR-3) showed high expression of energy metabolism-related genes relative to 
control cells IOSE80 by qRT PCR, such as PKM, PDHB, IDH3A, IDH3B, ND5, ND2, 
and CYB in EOC cell lines relative to IOSE80 (Figure 3).

Figure 3. 
The gene expression changes of key proteins in glycolysis, Krebs cycle, and oxidative phosphorylation pathways 
confirmed by qRT-PCR analysis in ovarian cancer cells. *p < 0.05; **p < 0.01; ***p < 0.001. N.S., non-
significance. Reproduced from Li et al. [29], with permission from Elsevier, copyright 2018.
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Figure 4. 
SNHG3 was significantly related to ovarian cancer survival through the key molecules in the energy metabolism 
pathways by their RNA-binding proteins or miRNA. A. Overlapping analysis of identified proteins and RNA 
binding proteins. B. Target DEPs-based protein-protein interaction network (STRING 10.0). C. Overlapping 
analysis of EIF4AIII-binding lncRNAs and lncRNAs involved in ovarian cancer survival. D. Kaplan–Meier 
survival analysis based on ovarian cancer SNHG3. E and F. SNHG3 expressions in ovarian cell lines. 
**p < 0.01; ***p < 0.001. Reproduced from Li et al. [29], with permission from Elsevier, copyright 2018.

3.2 SNHG3 was significantly related to EOC survival through the key molecules 
in the energy metabolism pathways by their RNA-binding proteins or miRNA

Among identified 1198 mitochondrial DEPs and 205 tissue DEPs, PFKM, PKM, 
PDHB, CS, IDH2, IDH3A, IDH3B, OGDHL, ND2, ND5, CYB, and UQCRH were 
enriched in glycolysis, Krebs cycle, and oxidative phosphorylation pathways. Six 
RNA-binding proteins (EIF4AIII, IGF2BP2, C22ORF28, UPF1, SFRS1, and EWSR1) 
were the iTRAQ-identified proteins in ovarian cancers (Figure 4A) based on Starbase 
v2.0 database. However, only EIF4AIII was associated with energy metabolic pathway, 
when did protein-protein network by STRING 10.0 software (Figure 4B).  
Furthermore, overlapping analysis between survival-related lncRNAs of EOC 
and lncRNAs binding with EIF4AIII obtained 16 lncRNAs (LINC00517, SNHG3, 
LBX2-AS1, ZNRF3-AS1, LINC00565, AL109767.1, WWTR1-AS1, HCG15, LEMD1-AS1, 
PDCD4-AS1, KIF9-AS1, SOS1-IT1, STARD13-IT1, PLCH1-AS1, ZNF674-AS1, and 
HOXC-AS3) existed those two groups. Among those 16 overlapped lncRNAs, only 
lncRNA SNHG3 was associated with energy metabolic pathways by GSEA analysis 
(Figure 4C and D and Figure 4A and B). The expression levels of lncRNA SNHG3 in 
different ovarian cancer cell lines indicated that poorly differentiated cell lines existed 
high SNHG3 expression, such as TYK-nu ovarian cancer cell line (Figure 4E).  
Additionally, q-PCR data demonstrated that SNHG3 was upregulated in SKOV3, 
TOV21G, and OVCAR3 relative to control cell line (IOSE80) (Figure 4F).
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One should also notice that gene sets were also significantly enriched in pathway 
of tamoxifen response (Figure 5), which indicated SNHG3 was associated with 
drug sensitivity or multidrug resistance. The comprehensive evaluation on SNHG3 
may lead to ways to improve drug sensitivity of tamoxifen in EOCs.

Gene sets enrichment analysis showed that mRNA metabolism and 3′UTR-
mediated translational regulation (Figure 6). Overlap analysis of RNAs-RNAs 
interaction networks showed that SNHG3 may regulated PDHB through binding 
hsa-miR-186-5p or hsa-miR-590-3p (Figure 7A), especially, hsa-miR-186-5p 
obtained high stringency to target PDHB with Starbase 2.0 analysis. Meanwhile, 
two binding sites were predicted between putative hsa-miR-186-5p and PDHB 
3’UTR with RNAhybrid database (Figure 7B and C). Here, it can be forecasted 
boldly that SNHG3 might regulate the EOC energy metabolism by binding EIF4AIII 
and hsa-miR-186-5p, functioned as efficient sponges to regulate energy metabolism 
pathways though mitochondrial key molecules (Figures 7D and 8A and B).

To further verify that SNHG3 can lead to the carcinogenesis in vivo, SKOV3 cells 
were transfected with either si-SNHG3 or a si-RNA negative control. Target genes, 
including PFKM, PKM, PDHB, CS, IDH2, IDH3A, IDH3B, OGDHL, ND5, ND2, 
CYB and UQCRH turned significant decrease expression (Figure 9). The results 
were further validated to a reasonable degree by Western blot (Figure 10).

Non coding RNAs, as one of epigenetic regulation form, play an important 
role in activation and suppression in a tumor by altering cell energy metabolism 
or biological behaviors [35]. However, lncRNAs have been identified and reported 
to be related to many kinds of carcinomas, little is known about lncRNAs whole 
molecular mechanisms in tumor energy metabolism. Recently, discovery of novel 
biomarkers focuses on ncRNAs, such as miR-125a, MALAT1, let-7a, miR-196a, 
HOXA11-AS, and lncRNA FAL1 [36]. Some biomarkers have been verified consis-
tency in both tissues and serum, which improved clinical application value to use 
in early diagnosis or monitoring patient prognosis [37]. A number of studies have 
shown that lncRNAs can play an important role in tumorigenesis and progression 
through a variety of mechanisms, such as binding transcription factor, acting as 
miRNA sponge, ceRNA (competing endogenous RNAs) [38].

Therefore, lncRNA as an effective screening and their potential mechanisms in 
tumor energy metabolism would be rather influential in EOCs.

3.3 Potential therapeutic targets in metabolic symbiosis

Tumor tissues were made up by parenchymal cells and stromal elements. 
Parenchymal cells probably showed metabolism heterogeneity. So some cancer 
cells were high glycolytic cancer cells consisting with “Warburg effect”, while 

Figure 5. 
The results of SNHG3 by GSEA analysis revealed tamoxifen pathway. A. Genes were enriched in response 
to tamoxifen. B. IC50 of tamoxifen in EOC cell lines. Reproduced from Li et al. [29], with permission from 
Elsevier, copyright 2018.
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Figure 6. 
The results of SNHG3 by GSEA analysis revealed mRNA metabolism and reactome 3′UTR-mediated 
translational regulation. A. Genes were enriched in metabolism of mRNAs. B. Genes were mainly enriched 
in reactome 3′UTR-mediated translational regulation. Reproduced from Li et al. [29], with permission from 
Elsevier, copyright 2018.

other cancer cells were oxidative cancer cells consisting with “reverse Warburg 
effect”. Cancer cells and stroma cells (especially CAFs) have metabolic symbio-
sis, so cancer cells induce oxidative stress of CAFs by secreting ROS to enhance 
aerobic glycolysis of CAFs. In turn, CAFs produced lots of nourishment to be 
‘eaten’ up by cancer cells for producing ATP through Krebs cycle and oxidative 
phosphorylation [13].

MCT-1 and MCT-4 were overexpressed in EOC cells by qRT-PCR experiments, 
including SKOV3, TOV21G and OVCAR3 (Figure 11). Even though tumors were 
characterized by metabolic heterogeneity, MCT-1 and MCT-4 were just like lactate 
shuttle between cancer cells and stroma cells. The nanomaterial-siRNAs of SNHG3 
might be promising for EOC patients to block the abnormal energy metabolism 
(Figure 12).

Figure 7. 
Overlapping analysis of the microRNA/mRNA and microRNA/lncRNAs interactive network. Reproduced 
from Li et al. [29], with permission from Elsevier, copyright 2018.
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Figure 8. 
Schematic model of the potential signaling mechanisms between SNHG3 and energy metabolism in the EOC 
regulation. Reproduced from Li et al. [29], with permission from Elsevier, copyright 2018.

Figure 9. 
The mRNA expression levels of target genes of SNHG3 in EOC cells were determined by qRT-PCR. *p < 0.05, 
** p < 0.01. N.S., non-significance. Reproduced from Li et al. [29], with permission from Elsevier, copyright 
2018.

Figure 10. 
The protein expression levels of target genes of SNHG3 in EOC cells were determined by Western blot. 
Reproduced from Li et al. [29], with permission from Elsevier, copyright 2018.
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4. Conclusions

The identified 1198 mitochondrial DEPs, 205 tissue DEPs, and TCGA data in 
ovarian cancers provide new insights into human ovarian cancers, particularly 
the energy metabolism heterogeneity that ‘Warburg effect’ and ‘reverse Warburg 
effect’ were coexisted in ovarian cancer tissues. It emphasizes the important 
scientific merit in identity of new useful biomarkers within EOC energy metabo-
lism heterogeneity system for the diagnosis and prognosis of ovarian cancer, and 
discovery of some potential therapeutic targets in energy metabolic interactions. 
Moreover, SNHG3 was related to energy metabolism through regulating hsa- 
miR-186-5p or RNA binding protein EIF4AIII, and those two molecules had target 

Figure 11. 
The expression levels of MCT-1 and MCT-4 in EOC cells were determined by qRT-PCR.  **p < 0.01, 
***p < 0.001. N.S., non-significance. Reproduced from Li et al. [29], with permission from Elsevier, copyright 
2018.

Figure 12. 
Energy metabolic heterogeneity-based potential therapeutic targets model. Parenchymal cells demonstrated 
energy metabolic heterogeneity. Some cancer cells showed the “Warburg effect” with highly glycolytic functions, 
and other cancer cells showed the “reverse Warburg effect” with oxidative cancer cells. The metabolic symbiosis 
existed between tumor cells and CAFs through MCTs. The RNA interference sequence of SNHG3 might be 
effective. Modified from Li et al. [29], with permission from Elsevier, copyright 2018.
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sites with key proteins in TCA cycle and oxidative phosphorylation pathways 
(PDHB, IDH2, and UQCRH). Therefore, energy metabolism-based target treat-
ments might be very promising for ovarian cancer patients to block both ‘Warburg 
effect’ and ‘reverse Warburg effect’.
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Chapter 6

A Novel P53/POMC/Gas/
SASH1 Autoregulatory 
Feedback Loop and Pathologic 
Hyperpigmentation
Ding’an Zhou, Jiawei Zeng, Xing Zeng, Yadong Li, 
Zhixiong Wu, Xin Wan, Pingshen Hu and Xiaodong Su

Abstract

P53-regulated proteins in transcriptional level are associated with many signal 
transduction pathways and p53 plays a pivotal role in a number of positive and neg-
ative autoregulatory feedback loops. Although POMC/α-MSH productions induced 
by ultraviolet (UV) are directly mediated by p53, p53 is related to UV-independent 
pathological pigmentation. In the process of identifying the causative gene of 
dyschromatosis universalis hereditaria (DUH), three mutations encoding amino 
acid substitutions were found in the gene SAM and SH3 domain containing 1 
(SASH1). SASH1 was identified to interact with guanine nucleotide-binding protein 
subunit-alpha isoforms short (Gαs). However, for about 90 years, the pathological 
gene and the pathological mechanism of DUH are unclear. Our study indicates that 
SASH1 is physiologically medicated by p53 upon UV stimulation and a reciprocal 
SASH-p53 inducement is existed physiologically and pathophysiologically. A novel 
p53/POMC/α-MSH/Gαs/SASH1 signal cascade regulates SASH1 to foster melano-
genesis. SASH1 mutations control a novel p53/POMC/Gαs/SASH1 autoregulatory 
positive feedback loop to promote pathological hyperpigmentation phenotype in 
DUH-affected individuals. Our work illustrates a novel p53/POMC/Gαs/SASH1 
autoregulatory positive feedback loop that is mediated by SASH1 mutations to foster 
pathological hyperpigmentation phenotype.

Keywords: SASH1 substitution mutations, p53, autoregulatory feedback loop, DUH, 
pathological hyperpigmentation phenotype

1. Introduction

The skin pigmentation is formed by the synthesis of melanin in the melano-
cytes. Melanocyte is a kind of epithelial cells mainly locating basal cell layers of 
epidermis, and a few number of melanocytes are located in mucosa. Pigment 
granules constituted with melanin can distribute and transport to neighboring 
keratinocytes [1]. Mutations in melanocortin-1-receptor (MC1R) are pivotal for 
human skin’s tanning and pigmentation. MC1R belongs to a G-protein-coupled 
receptor (GPCR) that is expressed in epidermal melanocytes in a preferential 
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manner [2]. α-Melanocyte-stimulating hormone (α-MSH), the GPCR’s ligand, 
is a propigmentation hormone which is generated and secreted by both kerati-
nocytes and melanocytes in the skin. After UV irradiation, α-MSH can activate 
GPCR. Pro-opiomelanocortin (POMC) is a multicomponent precursor for α-MSH 
(melanotropic), ACTH (adrenocorticotropic), and the opioid peptide β-endorphin, 
and α-MSH and other bioactive peptides are the cleavage products of POMC [2]. 
Normal synthesis of α-MSH and ACTH is extremely important to constitutive 
human pigmentation and the cutaneous response to UV [2].

In melanocytes, the amount and type of pigment production are regulated by 
MC1R. So MC1R is an important determiner of skin phototype, sensitivity to UV 
radiation-induced damage, and skin cancer risk [3]. The heterotrimeric G proteins 
consist of α, β, and γ subunits. Upon ligand binding, a signal is transmitted by 
GPCRs to heterotrimeric G proteins, which results in the separation of the α subunit 
from the Gβγ subunit of G proteins. ATP is catalyzed to be directly transformed 
to cAMP by the G proteins of the Gαs class and cAMP is in charge of melanogen-
esis including the sensitization of tyrosinase in melanin biosynthesis upon being 
activated by ligands such as α-MSH [4].

p53 is not only a transcriptional factor but also a tumor-suppressor protein, 
which is documented to directly sensitize the transcription of a lot of genes includ-
ing those that control cell cycle, apoptosis, and others. POMC/MSH inducement by 
UV irradiation in skin is directly regulated by p53 and POMC promoter is stimu-
lated in response to UV irradiation. p53 involves in UV-independent pathologic 
pigmentation and could imitate the tanning response [1]. Dipyrimidine C to T sub-
stitutions including CC to TT frameshift mutations in the p53 gene can be uniquely 
induced by UV in the skin of UV-irradiated mice months before tumor development 
[5]. In addition, p53 has been demonstrated to be necessary to the presentation of 
“sunburn cells,” which are a sign of sunburns [5].

DUH characterized by extensively mottled pigmentation is a heterogeneous 
disorder, which was first diagnosed by two Japanese researchers in two genera-
tions of two pedigrees for about 80 years [6, 7]. Similar Chinese DUH pedigrees 
with dyschromatosis symmetrica hereditaria (DSH) with autosomal dominant 
DUH had been reported by us in 2003 [8] and diagnosed as DUH rather than DSH 
afterward. Although novel mutations of SASH1 have been identified to be associ-
ated with dyschromatosis universalis hereditaria [9], less pathogenesis of DUH has 
not been investigated. The pathogenesis of DUH remain unclear and indefinite for 
80 years [7].

SASH1, a previously described novel family of putative adapter and scaffold 
proteins transmitting signals from the ligand to the receptor, was first showed to be 
a candidate tumor-suppressor gene in breast cancer and colon carcinoma [10–12]. 
Our previous study demonstrates that SASH1 interacts with Gαs, the downstream 
player of α-MSH/MC1R signaling pathway [13]. Our previous report indicated that 
in the several affected DUH individuals, hyperpigmented macules became more 
obvious after strong UV irradiation particularly in summer [8], but no further 
investigations was performed to identify the reasons of photosensitivity [14]. 
The significance of expression of p53/POMC/α-MSH in UV-photopigmentation 
response and UV-independent hyperpigmentation has been explained [1]. However, 
few investigations were performed to reveal that the mutations in SASH1 gene are 
related to hyperpigmentation and how these mutations result in hyperpigmentation 
phenotype.

In a word, we assume that a novel p53/POMC/α-MSH/Gαs that SASH1 involves 
in regulating UV-photopigmentation response and pathological hyperpigmentation 
phenotype.
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2. Materials and methods

2.1 DUH pathologic gene sequencing and SASH1 mutation analysis

Two Chinese pedigrees recruited from the Henan and Yunnan provinces of China 
and one American pedigree with typical features of DUH were involved in this study. 
Three DUH pedigrees with an autosomal dominant inheritance pattern were diag-
nosed by skilled clinical dermatologists. The small American pedigree only offered 
peripheral blood samples of the affected individuals for investigations. This study 
was recognized by the ethical review committees from the appropriate institutions. 
Genotyping was implemented, and the two-point LOD score was counted as our 
previous description [8]. In total, 50 family members and 500 normal individuals 
(controls) involved in the research were provided with informed consent and speci-
mens of peripheral blood DNA were acquired from all obtainable family members. 
PCR and sequencing were executed as our previous description [8]. ABI BigDye 
Terminator Cycle Sequencing Kit (Applied Biosystems, CA) was used to perform 
the sequencing on an ABI PRISM 3130 DNA Analyzer (Applied Biosystems) and 
sequence analysis software, version 3.4.1 (Applied Biosystems) were used to analyze 
the data. Sequencher 4.10.1 (Gene Codes Corp.) was used to compare the sequence 
data with SASH1 reference sequence (GenBank NM_015278.30). Nucleotide number-
ing reflects complementary DNA (cDNA) numbering, with +1 corresponding to the 
A of the ATG translation initiation codon in the reference sequence [8].

2.2 Constructing expression vectors of SASH1, Gαs, POMC, and p53

Wild-type and mutant SASH1-PEGFP-C3 and wild-type and mutant SASH1-
PBABE-Flag-puro were constructed according to the protocol of our previous study 
[13]. To generate the p53-HA-Pcna3.0, POMC-myc-Pcdna3.0 and Gαs-Pegfp-C3 
vectors, high fidelity DNA polymerase (Phusion Hot Start High Fidelity Polymerase 
from New England Biolabs, Inc. or GXL Polymerase from Takara) and the primers 

Name of primers or probes Sequences (5′–3′)

Gαs forward primer (SalI site 
included)

ACGCGTCGACATGGGCTGCCTCGGGAAC

Gαs reverse primer (XhoI site 
included)

CCGCTCGAGTTAGAGCAGCTCGTACTGACG

p53 forward primer (BamHI site 
included)

CGCGGATCCGCCACCACCATGGAGGAGCCGCAGTCAGATCCTA

p53 reverse primer (XhoI site 
included)

CCGCT CGAG TCAGTCTGAG TCAGGCCCTTCTGT

POMC forward primer (BamHI 
site included)

CGCGGATCCATGCCGAGATCGTGCTGC

POMC reverse primer (XhoI site 
included)

CCCAAGCTTTCACTCGCCCTTCTTGTAGGCGTTCTTGAT

SASH1 probe 1# GCCCAAGCTTTCACACTTGTTT

SASH1 probe 2# CCAAGACTTGCTAGAAGGAACGAGTCG

SASH1 probe 3# CGTGGCCACCTAG ACCCGAGGTG

Table 1. 
Sequences of primers or probes used in gene cloning and EMSA in this study.
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indicated in Table 1 were used to amplify the bacteria (obtained from Han Jiahuai 
Lab, Xiamen University, Xiamen, China) containing the vector of full-length CDS 
sequences of and Gαs, p53 and POMC. Mammalian expression vector (Invitrogen) 
via the relative restriction sites and sequenced.

2.3 Culture of cell and vector transfection

SK-MEL-28, HEK-293T, and A375 cells were cultured according to our previ-
ous description [15]. Normal human epithelial melanocytes (NHEMs, C-12402, 
PromoCell, Germany) were maintained in M2 medium. Lipofectamine 2000 
(11668-027, Invitrogen) as previously described [15, 16] or Entranster-D (18668-01, 
Engreen Biosystem Co., Ltd.) or polyethyleneimine (PEI) prepared by ourselves 
were, respectively, used for the transfection of SK-MEL-28, A375, B16, and HEK-
293T cells. The transfected A375 and SK-MEL-28 cells were screened with 1.5 μg/
ml puromycin or 2.0 μg/ml G418 to construct stable cell lines. Wild-type and 
mutant SASH1-pEGFP-C3 or co-transfected with wild-type SASH1-Pbabe-Flag-
puro and Gαs-Pegfp-C3 vectors were transiently introduced into HEK-293T cells 
for immunoprecipitation experiments. p53-HA-Pcdna3.0, POMC-myc-Pcdna3.0, 
Gαs-Pegfp-C3, and wild-type SASH1-pEGFP-C3 according to pairwise combination 
were introduced into NHEMs and HEK-293 or HEK-293T cells to detect the expres-
sion of exogenous p53, POMC, Gαs, and SASH1 using PEI or PromoFectin (PK-CT-
2000-MAC-1, PromoCell).

Gαs-GFP, HA-p53, myc-POMC, and GFP-SASH1 recombined vector were 
introduced into HEK-293T cells. 24 h later, Entranster™-R transfection reagent 
(18668-06, Engreen Biosystem Co., Ltd) was used to transfect Gαs- and POMC-
specific siRNAs synthesized by Shanghai GenePharma Co., Ltd. (Shanghai, China) 
to silence the expression of exogenous Gαs, p53, and SASH1 in the transfected 
HEK-293T cells. The sense/antisense sequences of each siRNA for Gαs, POMC are 
documented in Table 2.

Gene name Forward primer (5′–3′) Reverse primer (5′–3′)

SASH1 CGGGAAACGTCAAGTCGGA ATCTCCTTTCTTGAGCTTGAG

TYRP1 CACAGGCACAGGTACCACCTC CTGAACTACCCTAGGTCTTCGTT

Pmel17 AAGGTCCAGATGCCAGCTCAA CTTTCACGGCTCTAGGACGTC

Rab 27a AACTAGTGCTGCCAATGGGACA TTTGATCGCACCACTCCTTC

Gαs GTCCTTGCTGGGAAATCG CGCAGGTGAAATGAGGGTAG

p53 CCACCATCCACTACAACTACAT TCCCAGCACAGGCACAAA

POMC AGTTCAAGAGGGAGCTGACTGG CATGAAACCGCCGTAGCG

GAPDH CACCCACTCCTCCACC TTTG ACCACCCTGTTGCT GTAGCC

Gαs siRNA 1 GAGGACUACUUUCCAGAAUTT AUUCUGGAAAGUAGUCCUCTT

Gαs siRNA 2 GCAGCUACAACAUGGUCAUTT AUGACCAUGUUGUAGCUGCTT

POMC siRNA1 ACCUCACCACGGAAAGCAATT UUGCUUUCCGUGGUGAGGUTT

POMC siRNA2 AGUACGUCAUGGGCCACUUTT AAGUGGCCCAUGACGUACUTT

GAPDH GUAUGACAACAGCCUCAAGTT CUUGAGG CUGUUGUCAUACTT

Negative control UUCUUCGAACGUGUCACGUTT ACGUGACACGUUCGG AGAATT

Table 2. 
Primers used for site directed mutagenesis, real time RT-PCR and RNAi.
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2.4 Pull-down experiments and nanoflow LC-MS/MS and bioinformatic assays

Procedure of the pull-down assay, LC-MS/MS analyses, database search, and 
bioinformatic analyses for functional classification are mainly as performed as our 
previous description [13].

2.5 Immunoprecipitation and westernblotting

Transfected HEK-293T cells or HEK-293 cells or NHEMs with ectopic exog-
enous genes were washed in a gentle way for three times with PBS and lysed in 
IP-western blot lysis buffer (P0013, Beyond Time BioScience and Technology 
Company) in the presence of a complete protease inhibitor cocktail, 1 μM sodium 
orthovanadate, and 1 mM sodium fluoride per 10 cm dish on ice for 20 min to 
acquire lysisprotein. Cell lysates were centrifuged for 10 min at 12,000 rpm at 
4°C. 600 μl of supernatants of cell lysates were pre-cleaned with Protein A/G 
PLUS-Agarose (Santa Cruz Biotechnology, Inc.) for 1 h. GFP-Tag (7G9) mouse 
mAb (Shanghai Abmart, Inc.) or DYKDDDDK-Flag-Tag mouse mAb (Shanghai 
Abmart) or HA-Tag mouse mAb (Shanghai Genomics) was used to immunopre-
cipitate the corresponding proteins at 4°C for 2 h. Then, the cell lysates were mixed 
with 20 μl of Protein A/G PLUS-Agarose (Santa Cruz Biotechnology, Inc.) at 4°C 
for 10 h for co-immunoprecipitation or immunoprecipitation analyses. Finally, 
immunoprecipitates were washed for three times with PBS and subjected to west-
ern blotting. GFP-Tag mouse Ab, Flag-tag mouse mAb, DYKDDDDK-Flag mouse 
mAb, GAPDH mouse mAb and anti-β-tubulin mouse mAb (Shanghai Abmart, 
Inc.), anti-Gαs rabbit polyclonal Ab (Gene Tex, Inc.), myc-tag mAb and HA-tag 
mouse mAb (Shanghai Genomics), SASH1 Rabbit mAb (Bethyl Laboratories, 
Inc.), TYRP1 (TA99) mouse mAb and melanoma gp100 Rabbit mAb (Abcam), 
Rab 27a mouse mAb (Abnova) were used for immunoblotting assay as previously 
described [17, 18].

2.6 Immunohistochemical analyses and immunofluorescence staining and 
melanin staining

2.6.1 Immunohistochemistry

All participating patients in this study were given the written informed con-
sent regarding tissue and data use for scientific purposes. Epithelial tissues from 
affected individuals with the Y551D SASH1 mutation from pedigree I were fixed 
and embedded in paraffin. Paraffin sections (5 μm) were baked at 56°C for 3 h, and 
then deparaffinized and rehydrated using xylene and an ethanol gradient. SASH1 
monoclonal antibody, rabbit anti-ACTH antibody, MiTF polyclonal antibody, the 
antibodies of melanogenesis related molecules including HMB45, TYRP1, and Rab 
27a and p53 monoclonal antibody was used to bind the corresponding proteins 
on paraffin sections, respectively. Finally, counterstaining of hematoxylin was 
performed and the sections were photographed under the positive position micro-
scope BX51.

2.6.2 Immunofluorescence (IF) and confocal microscopy detection

A375 stable cells with ectopic wild-type or mutant SASH1 in 6-well chamber 
slides were analyzed with indirect immunofluorescence analysis. SASH1 rabbit 
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HEK-293T cells. The sense/antisense sequences of each siRNA for Gαs, POMC are 
documented in Table 2.

Gene name Forward primer (5′–3′) Reverse primer (5′–3′)

SASH1 CGGGAAACGTCAAGTCGGA ATCTCCTTTCTTGAGCTTGAG

TYRP1 CACAGGCACAGGTACCACCTC CTGAACTACCCTAGGTCTTCGTT

Pmel17 AAGGTCCAGATGCCAGCTCAA CTTTCACGGCTCTAGGACGTC

Rab 27a AACTAGTGCTGCCAATGGGACA TTTGATCGCACCACTCCTTC

Gαs GTCCTTGCTGGGAAATCG CGCAGGTGAAATGAGGGTAG

p53 CCACCATCCACTACAACTACAT TCCCAGCACAGGCACAAA

POMC AGTTCAAGAGGGAGCTGACTGG CATGAAACCGCCGTAGCG

GAPDH CACCCACTCCTCCACC TTTG ACCACCCTGTTGCT GTAGCC

Gαs siRNA 1 GAGGACUACUUUCCAGAAUTT AUUCUGGAAAGUAGUCCUCTT

Gαs siRNA 2 GCAGCUACAACAUGGUCAUTT AUGACCAUGUUGUAGCUGCTT

POMC siRNA1 ACCUCACCACGGAAAGCAATT UUGCUUUCCGUGGUGAGGUTT

POMC siRNA2 AGUACGUCAUGGGCCACUUTT AAGUGGCCCAUGACGUACUTT

GAPDH GUAUGACAACAGCCUCAAGTT CUUGAGG CUGUUGUCAUACTT

Negative control UUCUUCGAACGUGUCACGUTT ACGUGACACGUUCGG AGAATT

Table 2. 
Primers used for site directed mutagenesis, real time RT-PCR and RNAi.

93

A Novel P53/POMC/Gas/SASH1 Autoregulatory Feedback Loop and Pathologic…
DOI: http://dx.doi.org/10.5772/intechopen.81567

2.4 Pull-down experiments and nanoflow LC-MS/MS and bioinformatic assays

Procedure of the pull-down assay, LC-MS/MS analyses, database search, and 
bioinformatic analyses for functional classification are mainly as performed as our 
previous description [13].

2.5 Immunoprecipitation and westernblotting

Transfected HEK-293T cells or HEK-293 cells or NHEMs with ectopic exog-
enous genes were washed in a gentle way for three times with PBS and lysed in 
IP-western blot lysis buffer (P0013, Beyond Time BioScience and Technology 
Company) in the presence of a complete protease inhibitor cocktail, 1 μM sodium 
orthovanadate, and 1 mM sodium fluoride per 10 cm dish on ice for 20 min to 
acquire lysisprotein. Cell lysates were centrifuged for 10 min at 12,000 rpm at 
4°C. 600 μl of supernatants of cell lysates were pre-cleaned with Protein A/G 
PLUS-Agarose (Santa Cruz Biotechnology, Inc.) for 1 h. GFP-Tag (7G9) mouse 
mAb (Shanghai Abmart, Inc.) or DYKDDDDK-Flag-Tag mouse mAb (Shanghai 
Abmart) or HA-Tag mouse mAb (Shanghai Genomics) was used to immunopre-
cipitate the corresponding proteins at 4°C for 2 h. Then, the cell lysates were mixed 
with 20 μl of Protein A/G PLUS-Agarose (Santa Cruz Biotechnology, Inc.) at 4°C 
for 10 h for co-immunoprecipitation or immunoprecipitation analyses. Finally, 
immunoprecipitates were washed for three times with PBS and subjected to west-
ern blotting. GFP-Tag mouse Ab, Flag-tag mouse mAb, DYKDDDDK-Flag mouse 
mAb, GAPDH mouse mAb and anti-β-tubulin mouse mAb (Shanghai Abmart, 
Inc.), anti-Gαs rabbit polyclonal Ab (Gene Tex, Inc.), myc-tag mAb and HA-tag 
mouse mAb (Shanghai Genomics), SASH1 Rabbit mAb (Bethyl Laboratories, 
Inc.), TYRP1 (TA99) mouse mAb and melanoma gp100 Rabbit mAb (Abcam), 
Rab 27a mouse mAb (Abnova) were used for immunoblotting assay as previously 
described [17, 18].

2.6 Immunohistochemical analyses and immunofluorescence staining and 
melanin staining

2.6.1 Immunohistochemistry

All participating patients in this study were given the written informed con-
sent regarding tissue and data use for scientific purposes. Epithelial tissues from 
affected individuals with the Y551D SASH1 mutation from pedigree I were fixed 
and embedded in paraffin. Paraffin sections (5 μm) were baked at 56°C for 3 h, and 
then deparaffinized and rehydrated using xylene and an ethanol gradient. SASH1 
monoclonal antibody, rabbit anti-ACTH antibody, MiTF polyclonal antibody, the 
antibodies of melanogenesis related molecules including HMB45, TYRP1, and Rab 
27a and p53 monoclonal antibody was used to bind the corresponding proteins 
on paraffin sections, respectively. Finally, counterstaining of hematoxylin was 
performed and the sections were photographed under the positive position micro-
scope BX51.

2.6.2 Immunofluorescence (IF) and confocal microscopy detection

A375 stable cells with ectopic wild-type or mutant SASH1 in 6-well chamber 
slides were analyzed with indirect immunofluorescence analysis. SASH1 rabbit 
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mAb (Betheyl Laboratories, Inc.) and DYKDDDDK-Flag mouse mAb (Shanghai 
Genomics, China) were used to assess SASH1 localization and expression, as 
described previously [13].

2.6.3 Melanin staining

The melanin staining of paraffin sections obtained from epithelial tissues were 
performed as our previous descriptions and observed under a light microscope [18].

2.7 Quantitative RT-PCR

TRIzol reagent (Invitrogen) was used to isolate the total RNA from the different 
groups of SK-MEL-28 cells. Reverse transcription was performed according to the 
manufacturer’s protocol for the PrimeScript™ RT Reagent Kit (DRR037A, TaKaRa) 
for qRT-PCR. The sense and antisense primer sequences for SASH1, TYRP1, Pmel17, 
Rab27a, Gαs, POMC, and GAPDH are showed in Table 2. The PCR products were 
identified by agarose gel electrophoresis. The Applied Biosystems 7500 System 
was applied to detect the expression of corresponding genes with SYBR Premix Ex 
Taq™ (DRR041A, TaKaRa). The quantity of each mRNA was normalized to that of 
GAPDH mRNA.

2.8 UV irradiation

Human foreskin tissues from a 14 year-old boy were irradiated for enough 
time under a ultraviolet phototherapy instrument (NBUVB SS-05, Sigma) 
to reach the expected UV intensity. The irradiated tissues were fixed in 10% 
formalin and embedded in paraffin for immunohistochemistry analyses. We 
conformed to the guidelines of the World Medical Assembly (Declaration of 
Helsinki) to acquire the human foreskin tissues. In vitro UV experiments were 
mainly referred to the protocol of our institute [19]. HEK-293T cells and NHEMs 
transiently with ectopic myc-POMC were subcultured to approximately 70–80% 
confluence and were irradiated with 100 mJ/cm2 UVC delivered via a HL-2000 
HybriLinker with a 254 nm wavelength and followed by the indicated recovery 
time. Finally, immunobloting was performed to identify the corresponding 
proteins’ levels.

2.9 Electrophoretic mobility shift assay

Three probes binding with/without biotin targeting the promoter sequence of 
SASH1 gene were synthesized. The sequences of probes were as indicated in Table 1. 
Electrophoretic mobility shift assay was performed as described as the protocol pro-
vided with LightShift® Chemiluminescent EMSA (20148, Thermo Scientific, Pierce 
Biotechnology) to detect the bindings of SASH1 with p53 [18].

2.10 Statistical analyses

The data are indicated as mean ± standard error of the mean (SEM)s. The 
homogeneity of variance test was first used to analyze the variance homogeneity 
of data and the data were analyzed the change of variable test. Statistical signifi-
cance was determined by a one-factor analysis of variance (ANOVA) using LSD on 
SPSS version 16.0 to produce the required p-values. Cartograms were plotted with 
GraphPad Prism 5.
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3. Results

3.1  Mutations in SASH1 gene in the DUH-affected individuals result in 
up-regulated SASH1 in vitro and in vivo

The gene that is responsible for DUH had been localized to chromosome 6q24.2-
q25.2. The 10.2 Mb region on chromosome 6 (6q24.2-q25.2) containing more than 
50 candidate genes is flanked by the markers D6S1703 and D6S1708 [8]. Direct 
sequencing of the PCR products of exons amplified from genomic DNA of affected, 
unaffected, and control individuals was performed to screen the selected genes in 
this region for possible pathological mutations. 50 candidate genes were sequenced. 
Finally, in the probands in each of the two nonconsanguineous Chinese DUH-
affected pedigrees (families I and II) and in one nonconsanguineous American DUH-
affected pedigree (family III), three heterozygous mutations encoding amino acid 
substitutions in SAM and SH3 domain containing I (SASH1) were found in the three 
pedigrees. The substitution mutations in SASH1 gene were as follows: a TAC → GAC 
substitution at nucleotide 2126 in exon 14, causing a Y551D (p.Tyr 551 Asp) muta-
tion at codon 551 in family I, a CTC → CCC substitution at nucleotide 2019 in 
exon 13, causing a L515P (p.Leu to Pro) mutation at codon 515 in family II, and a 
GAA → AAA substitution at nucleotide 2000 in exon 13, resulting in a E509K (p.Glu 
to Lys) mutation in family III. These sequence alterations were identified in all of the 
affected pedigree members, but were not observed in unaffected pedigree members, 
correlating the presence of the mutations with the presence of the phenotype. In any 
of the 500 normal controls or in any of the current databases, including the HapMap 
database, these three SASH1 mutations were not found [18]. So, these three muta-
tions are impossible to be common single nucleotide polymorphisms (SNPs) [8].

In A375 stable cells with ectopic SASH1 gene mutants, mutated SASH1 were 
found to be significantly up-regulated (Figure 1B). Western blot showed that 
up-regulation of SASH1 was found in A375 cells stably expressing either wild-
type (WT-A375 cells) or mutant SASH1, when compared to the expression of 
endogenous SASH1 in A375 cells with expression of pBABE-puro empty vector 
(VECTOR-A375 cells) or BLANK-A375 cells (Figure 1B) [18].

To identify the stability of SASH1 proteins, 20 μg/ml of the protein synthesis 
inhibitor cycloheximide (CHX) was used to treat HEK-293T stable cells with ectopic 
wild-type or mutant SASH1 expressing for the indicated times to assess the half-life 
of SASH1. SASH1 protein levels were induced to decrease by CHX treatment in 
a time-course-dependent manner. Wild-type SASH1 levels was decreased with a 
half-life of approximately 4 h, however, mutant SASH1 proteins began to degrade 
with CHX treatment for 6 h or longer. Therefore, it is deduced that the three mutant 
SASH1 proteins were more steady than the wild-type, confirming the conclusion 
offered above that expression levels of mutated SASH1(s) are higher levels than that 
of wild-type (Figure 2A and B). Endogenous SASH1 was not a stable protein with 
an half-life of approximately 3 h as identified by western blot (Figure 2C) [18].

The subcellular localization of SASH1 in A375 cells and skin epithelial layers was 
further characterized. A homogenous pattern of expression of SASH1 protein was 
observed in VECTOR-A375 cells and the skin epithelial layers from normal controls 
(Figures 1C and 3-a4). However, heterogeneity expression of SASH1 protein was 
showed in WT-A375 cells and mutant-A375 cells (Figure 3-b4–e4) as well as in the 
epithelial tissues of affected individuals (Figure 1C). In addition, as identified by 
Mitf, a melanocyte indicator, most of the SASH1-positive cells were Mitf-nucleic posi-
tive-melanocytes in the epithelial tissues of DUH-affected individuals. These Mitf-
nucleic positive-melanocytes in the affected epithelial layer showed a heterogeneous 
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mAb (Betheyl Laboratories, Inc.) and DYKDDDDK-Flag mouse mAb (Shanghai 
Genomics, China) were used to assess SASH1 localization and expression, as 
described previously [13].

2.6.3 Melanin staining

The melanin staining of paraffin sections obtained from epithelial tissues were 
performed as our previous descriptions and observed under a light microscope [18].

2.7 Quantitative RT-PCR

TRIzol reagent (Invitrogen) was used to isolate the total RNA from the different 
groups of SK-MEL-28 cells. Reverse transcription was performed according to the 
manufacturer’s protocol for the PrimeScript™ RT Reagent Kit (DRR037A, TaKaRa) 
for qRT-PCR. The sense and antisense primer sequences for SASH1, TYRP1, Pmel17, 
Rab27a, Gαs, POMC, and GAPDH are showed in Table 2. The PCR products were 
identified by agarose gel electrophoresis. The Applied Biosystems 7500 System 
was applied to detect the expression of corresponding genes with SYBR Premix Ex 
Taq™ (DRR041A, TaKaRa). The quantity of each mRNA was normalized to that of 
GAPDH mRNA.

2.8 UV irradiation

Human foreskin tissues from a 14 year-old boy were irradiated for enough 
time under a ultraviolet phototherapy instrument (NBUVB SS-05, Sigma) 
to reach the expected UV intensity. The irradiated tissues were fixed in 10% 
formalin and embedded in paraffin for immunohistochemistry analyses. We 
conformed to the guidelines of the World Medical Assembly (Declaration of 
Helsinki) to acquire the human foreskin tissues. In vitro UV experiments were 
mainly referred to the protocol of our institute [19]. HEK-293T cells and NHEMs 
transiently with ectopic myc-POMC were subcultured to approximately 70–80% 
confluence and were irradiated with 100 mJ/cm2 UVC delivered via a HL-2000 
HybriLinker with a 254 nm wavelength and followed by the indicated recovery 
time. Finally, immunobloting was performed to identify the corresponding 
proteins’ levels.

2.9 Electrophoretic mobility shift assay

Three probes binding with/without biotin targeting the promoter sequence of 
SASH1 gene were synthesized. The sequences of probes were as indicated in Table 1. 
Electrophoretic mobility shift assay was performed as described as the protocol pro-
vided with LightShift® Chemiluminescent EMSA (20148, Thermo Scientific, Pierce 
Biotechnology) to detect the bindings of SASH1 with p53 [18].

2.10 Statistical analyses

The data are indicated as mean ± standard error of the mean (SEM)s. The 
homogeneity of variance test was first used to analyze the variance homogeneity 
of data and the data were analyzed the change of variable test. Statistical signifi-
cance was determined by a one-factor analysis of variance (ANOVA) using LSD on 
SPSS version 16.0 to produce the required p-values. Cartograms were plotted with 
GraphPad Prism 5.
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3. Results

3.1  Mutations in SASH1 gene in the DUH-affected individuals result in 
up-regulated SASH1 in vitro and in vivo

The gene that is responsible for DUH had been localized to chromosome 6q24.2-
q25.2. The 10.2 Mb region on chromosome 6 (6q24.2-q25.2) containing more than 
50 candidate genes is flanked by the markers D6S1703 and D6S1708 [8]. Direct 
sequencing of the PCR products of exons amplified from genomic DNA of affected, 
unaffected, and control individuals was performed to screen the selected genes in 
this region for possible pathological mutations. 50 candidate genes were sequenced. 
Finally, in the probands in each of the two nonconsanguineous Chinese DUH-
affected pedigrees (families I and II) and in one nonconsanguineous American DUH-
affected pedigree (family III), three heterozygous mutations encoding amino acid 
substitutions in SAM and SH3 domain containing I (SASH1) were found in the three 
pedigrees. The substitution mutations in SASH1 gene were as follows: a TAC → GAC 
substitution at nucleotide 2126 in exon 14, causing a Y551D (p.Tyr 551 Asp) muta-
tion at codon 551 in family I, a CTC → CCC substitution at nucleotide 2019 in 
exon 13, causing a L515P (p.Leu to Pro) mutation at codon 515 in family II, and a 
GAA → AAA substitution at nucleotide 2000 in exon 13, resulting in a E509K (p.Glu 
to Lys) mutation in family III. These sequence alterations were identified in all of the 
affected pedigree members, but were not observed in unaffected pedigree members, 
correlating the presence of the mutations with the presence of the phenotype. In any 
of the 500 normal controls or in any of the current databases, including the HapMap 
database, these three SASH1 mutations were not found [18]. So, these three muta-
tions are impossible to be common single nucleotide polymorphisms (SNPs) [8].

In A375 stable cells with ectopic SASH1 gene mutants, mutated SASH1 were 
found to be significantly up-regulated (Figure 1B). Western blot showed that 
up-regulation of SASH1 was found in A375 cells stably expressing either wild-
type (WT-A375 cells) or mutant SASH1, when compared to the expression of 
endogenous SASH1 in A375 cells with expression of pBABE-puro empty vector 
(VECTOR-A375 cells) or BLANK-A375 cells (Figure 1B) [18].

To identify the stability of SASH1 proteins, 20 μg/ml of the protein synthesis 
inhibitor cycloheximide (CHX) was used to treat HEK-293T stable cells with ectopic 
wild-type or mutant SASH1 expressing for the indicated times to assess the half-life 
of SASH1. SASH1 protein levels were induced to decrease by CHX treatment in 
a time-course-dependent manner. Wild-type SASH1 levels was decreased with a 
half-life of approximately 4 h, however, mutant SASH1 proteins began to degrade 
with CHX treatment for 6 h or longer. Therefore, it is deduced that the three mutant 
SASH1 proteins were more steady than the wild-type, confirming the conclusion 
offered above that expression levels of mutated SASH1(s) are higher levels than that 
of wild-type (Figure 2A and B). Endogenous SASH1 was not a stable protein with 
an half-life of approximately 3 h as identified by western blot (Figure 2C) [18].

The subcellular localization of SASH1 in A375 cells and skin epithelial layers was 
further characterized. A homogenous pattern of expression of SASH1 protein was 
observed in VECTOR-A375 cells and the skin epithelial layers from normal controls 
(Figures 1C and 3-a4). However, heterogeneity expression of SASH1 protein was 
showed in WT-A375 cells and mutant-A375 cells (Figure 3-b4–e4) as well as in the 
epithelial tissues of affected individuals (Figure 1C). In addition, as identified by 
Mitf, a melanocyte indicator, most of the SASH1-positive cells were Mitf-nucleic posi-
tive-melanocytes in the epithelial tissues of DUH-affected individuals. These Mitf-
nucleic positive-melanocytes in the affected epithelial layer showed a heterogeneous 
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distribution compared to those of unaffected individuals (Figure 1C). Some Mitf-
tenuigenin-positive staining is of false positivity (Figure 1C). Melanocytes or SASH1-
positive epithelial cells not only localized at the basal layers, but also the suprabasal 
layers of the affected epidermal tissue, the phenomenon of which coincides with our 
previous descriptions that SASH1 mutations promotes melanocyte movement from 
the affected basal layers to the superficial ones [13].

3.2 SASH1 binds to Gαs and is induced by the canonical p53/POMC/Gαs cascade

SASH1 contains two functional domains, SAM and SH3 domain, which indicates 
SASH1 may plays an important role in a signaling pathway acting as a signaling mol-
ecule adapter or an associated scaffolding protein [8, 9]. Therefore, we performed 
a pull-down assay and a mass spectrometry analysis to investigate which signaling 

Figure 1. 
Increased SASH1 expression is induced by mutations in SASH1 in vitro and in vivo. (A) Substitution 
mutation sites in the SASH1 gene in three DUH pedigrees. (B) Differential and increased expression 
of mutant SASH1 proteins is detected compared to that of wild-type SASH1 in different A375 cells by 
immunoblot. (C) Immunohistochemistry detection of SASH1 and Mitf. Heterogeneous SASH1 protein 
was detected in all of the DUH-affected epithelial layers compared to that of normal controls (NC). 
Heterogeneous distribution of melanocytes is detected in the epithelial layers of DUH-affected individuals 
using Mitf compared to that of normal controls. 400× magnification. Scale bar = 20 μm. The representative 
positive cells of SASH1 and Mitf were denoted by red arrows.
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pathways are regulated by SASH1. Pull-down experiments and nanoflow LC-MS/MS 
analysis demonstrated that SASH1 interacts with Gαs and CALM, both of which are 
important in melanogenesis process (Tables 3 and 4) in WT-A375 cells. Gαs connects 
receptor-ligand associations with the activation of adenylyl cyclase and many cellular 
responses, serving as a pivotal player in the conventional signal cascades [20]. To 
investigate the associations between SASH1 and Gαs, HEK-293T cells were co-trans-
fected with Flag-SASH1 and GFP-Gαs. Exogenous SASH1 was immunoprecipitated 
with both exogenous Gαs (GFP-Gαs) and endogenous Gαs. Immunoprecipitates of 
exogenous SASH1 had different observed band sizes of Gαs (Figure 4B and C) [18].

Gαs mediates cAMP production in melanocytes which is stimulated by α-MSH 
and melanocortins [21] and our study here shows that Gαs is associated with 
SASH1. Hence, we examine whether Gαs is required for the induction of SASH1 
and how Gαs mediates SASH1 expression, we introduced exogenous p53, POMC, 
Gαs, and SASH1 gene into HEK-293T and NHEMs (normal human epithelial 

Figure 2. 
Endogenous SASH1 protein is unstable and mutation of SASH1 induces the heterogeneous expression of SASH1 
in vitro. (A) Mutant SASH1 proteins are more stable than the wild-type SASH1 protein. Stable HEK-293T 
cells were treated with CHX (20 μg/ml) for the indicated times and analyzed by western blotting. The amount 
of SASH was quantified by densitometry and normalized to β-tubulin. CHX resulted in the degradation of 
wild-type SASH1 protein, which had a half-life of 4 h. Under a 6-h or longer treatment with CHX, CHX 
began to induce the degradation of mutant SASH1 proteins. (B) The intensity of GFP-SASH1 was quantified 
by densitometry and normalized to β-tubulin (n = 3). (C) Endogenous SASH1 is an unstable protein. HEK-
293T cells were deprived of FBS for the indicated time and lysed and subjected to western blot to detect the 
endogenous SASH1 levels.
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pathways are regulated by SASH1. Pull-down experiments and nanoflow LC-MS/MS 
analysis demonstrated that SASH1 interacts with Gαs and CALM, both of which are 
important in melanogenesis process (Tables 3 and 4) in WT-A375 cells. Gαs connects 
receptor-ligand associations with the activation of adenylyl cyclase and many cellular 
responses, serving as a pivotal player in the conventional signal cascades [20]. To 
investigate the associations between SASH1 and Gαs, HEK-293T cells were co-trans-
fected with Flag-SASH1 and GFP-Gαs. Exogenous SASH1 was immunoprecipitated 
with both exogenous Gαs (GFP-Gαs) and endogenous Gαs. Immunoprecipitates of 
exogenous SASH1 had different observed band sizes of Gαs (Figure 4B and C) [18].

Gαs mediates cAMP production in melanocytes which is stimulated by α-MSH 
and melanocortins [21] and our study here shows that Gαs is associated with 
SASH1. Hence, we examine whether Gαs is required for the induction of SASH1 
and how Gαs mediates SASH1 expression, we introduced exogenous p53, POMC, 
Gαs, and SASH1 gene into HEK-293T and NHEMs (normal human epithelial 

Figure 2. 
Endogenous SASH1 protein is unstable and mutation of SASH1 induces the heterogeneous expression of SASH1 
in vitro. (A) Mutant SASH1 proteins are more stable than the wild-type SASH1 protein. Stable HEK-293T 
cells were treated with CHX (20 μg/ml) for the indicated times and analyzed by western blotting. The amount 
of SASH was quantified by densitometry and normalized to β-tubulin. CHX resulted in the degradation of 
wild-type SASH1 protein, which had a half-life of 4 h. Under a 6-h or longer treatment with CHX, CHX 
began to induce the degradation of mutant SASH1 proteins. (B) The intensity of GFP-SASH1 was quantified 
by densitometry and normalized to β-tubulin (n = 3). (C) Endogenous SASH1 is an unstable protein. HEK-
293T cells were deprived of FBS for the indicated time and lysed and subjected to western blot to detect the 
endogenous SASH1 levels.
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melanocytes) to assess the effects of p53 and POMC on Gαs. Exogenous Gαs was 
induced in the co-existence of exogenous p53 and POMC (Figure 4C lane 5 and 
Figure 4D lane 5) and both inducements of exogenous Gαs and exogenous SASH1 
were observed in the co-existence of exogenous p53 and POMC in two types of 
normal cells (Figure 4C lane 6 and Figure 4D lane 6). Meanwhile, in the pres-
ence of GFP-SASH1, GFP-Gαs was also induced (Figure 4C lane 4 and Figure 4D 

Figure 3. 
Subcellular localization of SASH1. The fluorescence signals that were detected by confocal microscopy indicate 
that the overexpression or mutation of SASH1 results in the heterogeneous expression of SASH1 in vitro in A375 
stable cells. The green fluorescence represents the Flag-tag label. Both exogenous and endogenous SASH1 are 
labeled with a red fluorescent tag. The nuclei are labeled with DAPI (in blue). The yellow fluorescence indicates 
the overlap of the green and red fluorescent staining. The red arrowheads indicate the activated SASH1-
Flag fusion proteins that were expressed in the cytoplasm of WT-A375 cells or mutant-A375 cells. The blue 
arrowheads indicate the regions that do not express the activated SASH1-Flag fusion protein in the cytoplasm 
of WT-A375 or mutant-A375 cells. The endogenous SASH1 presents a uniform pattern of expression in all of 
the VECTOR-A375 cells (Figure 3A-a4). Scale bar = 5 μm.
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lane 4), which indicated that SASH1 is necessary for activation of GFP-Gαs. And 
immunoblot showed that Gαs was identified to be induced by exogenous p53 and 
SASH1 (Figure 4E and F). Our results also demonstrated that POMC was mediated 
by p53 in HEK-293T and melanocytes, which were consistent with previous conclu-
sions [1] (Figure 4G and H).

To confirm the fact that POMC, p53, and Gαs are needed for the induction of 
SASH1 and exogenous POMC, p53, Gαs, and SASH1 were transfected into HEK-
293T cells and followed by silence of Gαs and POMC by two specific pairs of siRNA, 
respectively. As identified in HEK-293 cells, deletion of Gαs gene directly induced 
significant reduction of SASH1 (Figure 5C and D). Deletion of POMC by siRNA 
resulted in the downregulation of Gαs and SASH1 (Figure 5E and F). Taken above, 

Protein name Score Protein possibility Total peptide Unique peptide

SASH1 200.3 1 37 20

Gαs 20.2 1 8 5

CALM1 10.2 1 7 3

Affinity-purified proteins were identified by MS analysis and the detailed peptide sequences are summarized in  
Table 2.

Table 3. 
Proteins interacting with SASH1 were identified by MS analysis.

Protein name Peptide sequence

SASH1 (O94885) K.KPSTEGGEEHVFENSPVLDERS
R.AVLLTAVELLQEYDSNSDQSGSQEKL
K.GEDVGYVASEITMSDEERI
R.VSQDLEVEKPDASPTSLQLR.S
R.VHTDFTPSPYDTDSLKI
K.LLEEEDLDELNIRD
K.LHAEGIDLTEEPYSDKH
K.PGAGTSEAFSR.L
KPLFFDGSPEKPPEDDSDSLTTSPSSSSLDTWGAG
K.MGTFFSYPEEEKA
KMITIEEALARL
RSLHVGSNNSDPMGKE
SLHVGSNNSDPMGK
ITIEEALAR
MITIEEALARL
RGVDLETLTENKL
IPSQPPPVPAK
TIEEALAR
KYFWQNFRK
SALYSGVHK

Gαs (P63092) EAIETIVAAMSNLVPPVELANPENQFR
YTTPEDATPEPGEDPR
IEDYFPEFAR
MFDVGGQR
VLTSGIFETK

CALM1 (P62158) R.EADIDGDGQVNYEEFVQMMTAK

A375 stable cells with ectopic SBP-FLAG-SASH1 expressing were lysed, immunoprecipitated with SBP beads and 
digested with trypsin. The liquid supernatant was collected, dried, and dissolved in 10% (v/v) acetonitrile and 0.8% 
formic acid solution. Nanoflow LC-MS/MS analyses were performed to identify the peptides.

Table 4. 
SBP-FLAG-SASH1 affinity purification was performed to identify the peptide sequences of the binding 
complex of SASH1 protein.
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melanocytes) to assess the effects of p53 and POMC on Gαs. Exogenous Gαs was 
induced in the co-existence of exogenous p53 and POMC (Figure 4C lane 5 and 
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normal cells (Figure 4C lane 6 and Figure 4D lane 6). Meanwhile, in the pres-
ence of GFP-SASH1, GFP-Gαs was also induced (Figure 4C lane 4 and Figure 4D 

Figure 3. 
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Flag fusion proteins that were expressed in the cytoplasm of WT-A375 cells or mutant-A375 cells. The blue 
arrowheads indicate the regions that do not express the activated SASH1-Flag fusion protein in the cytoplasm 
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it is believed that Gαs serves as a pivotal downstream of p53/POMC cascade and 
SASH1 is regulated by a novel p53/POMC/Gαs cascade.

3.3 P53 physiologically triggers SASH1 upon UV irradiation

To reveal the phenomenon that P53 physiologically triggers SASH1, discarded 
normal human foreskin samples were irradiated to gradually increased dose of 
UV and stained for the histological analyses of p53, ACTH/POMC, and SASH1. 

Figure 4. 
Gαs binds to SASH1 and is a central downstream player of p53/POMC cascade. (A) Immunoprecipitation-
Western blot (IP-WB) was performed to identify the interactions between GFP-SASH1 and endogenous 
Gαs in HEK-293T cells. pEGFP-C3-SASH1-recombined vectors were introduced into HEK-293T cells. At 
24 h after transfection, GFP-SASH1 was immunoprecipitated and the associated endogenous Gαs was 
identified by immunoblot analysis using a Gαs antibody. (B) Exogenous Gαs binds to exogenous SASH1. 
pEGFP-C3-Gαs and pBABE-puro-Flag-SASH1 vectors were co-introduced into HEK-293T cells. At 36 h 
after transfection, exogenous SASH1 (Flag-SASH1) was immunoprecipitated and the associated GFP-Gas 
was detected by western blot analysis using an anti-GFP antibody. At 36-h post-transfection, Flag-SASH1 
was immunoprecipitated and the associated exogenous Gαs (GFP-Gas) was detected by immuoblot using an 
anti-GFP antibody. (C) and (D) P53, POMC, and SASH1 are essential to the activation of Gαs. HA-p53, 
myc-POMC, and GFP-SASH1, respectively, according to different manners of combination were introduced 
into HEK-293 cells and NHEMs. After 36 h after transfection, immunoblotting was performed to detect the 
protein levels in two normal cells along with GAPDH as loading control. (E) Exogenous Gαs (GFP-Gαs) 
is induced by exogenous p53 (HA-p53). HEK-293 cells were transfected with HA-p53 and GFP-Gαs. At 36-h 
post-transfection, the transfected HEK-293 cells were lysed and subjected to western blot analyses. GFP-Gαs was 
induced by gradually increased amounts of HA-p53. (F) Exogenous Gαs (GFP-Gαs) is induced by exogenous 
SASH1 (GFP-Gαs). GFP-Gαs and GFP-SASH1 were transfected into HEK-293T cells. GFP-Gαs was induced 
by gradually increased doses of GFP-SASH1. (G) and (H) Exogenous POMC (myc-POMC) was induced by 
increased dose of exogenous p53 in HEK-293T cells and NHEMs. Different amounts of HA-p53 vector and a 
certain amounts of myc-POMC vector were introduced into HEK-293T cell for expression. Exogenous POMC 
RNA levels were quantified by quantitative RT-PCR and normalized to GAPDH. The expression of HA-p53 
and myc-POMC was analyzed by immunoblot using GAPDH as loading control.
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Immunohistochemical (IHC) analyses demonstrated p53 is quickly induced in basal 
layers at the 0.5 J/cm2 dose of UV exposure. The quick inducement of SASH1 and 
POMC/ACTH at UV irradiation 1.0 J/cm2 dose in melanocytes is followed closely 

Figure 5. 
Expression of SASH1 was mediated by a novel p53/POMC/Gαs/SASH1 signal cascade. (A) and (B) 
Endogenous and exogenous SASH1 (GFP-Gαs) are both induced by Gαs. HEK-293T cells were transfected with 
gradually increasing doses of exogenous Gαs and exogenous SASH1, or only different amounts of exogenous 
Gαs. The protein levels of endogenous or exogenous SASH1 were assessed by immunoblot. (C) and (D) Gαs is 
essential for the induction of SASH1. Exogenous Gαs, POMC, and SASH1 as well as increasing doses of HA-p53 
according to different combinations were transfected into HEK-293 cells. Among the transfected HEK-293 
cells, two groups of cells were afterward transfected with two pairs of effective Gαs siRNAs and negative 
control (NC) siRNA. The corresponding protein levels were assessed by western blot. (E) and (F) POMC is 
essential for the induction of SASH1 and Gαs. HEK-293 cells were transfected with GFP-Gαs, myc-POMC, and 
GFP-SASH1 as well as increasing dose of HA-p53 according to different manner of combinations. Among the 
transfected HEK-293 cells, two groups of HEK-293 cells were later silenced with two pairs of effective POMC 
siRNAs and NC siRNA.
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by p53 up-regulation (Figure 6A). Previous study had indicated that up-regulated 
POMC gene is induced at both protein and mRNA levels following UV exposure of 
skin [22, 23]. Followed the previous reports [1], a 100 J/m2 UVB dose was admin-
istered in this study. The 100 J/m2 UVB dose equates to the standard erythema 
dose (SED), which is commonly used as a measure of sunlight [24]. Therefore, 
both endogenous p53 and SASH1 protein levels in HEK-293T cells and NHEMs 
with ectopic exogenous POMC after UV irradiation were assessed by immunoblot. 
Expression of exogenous POMC and endogenous SASH1 was markedly induced 
by 6 h after UV irradiation, which accords with its known stabilization by UV in 
NHEMs. At 24 h, in NHEMs, UV irradiation maximally promoted the expression 
of POMC, p53, and SASH1 protein (Figure 6B). Similar induction of exogenous 
POMC and endogenous p53 and SASH1 was detected in HEK-293T cells after UV 
irradiation (Figure 6C). Hence, it is believed that both POMC and SASH1 serve as 
novel downstream players which respond to p53 inducement by UV irradiation.

Figure 6. 
SASH1 is induced physiologically by p53 after UV irradiation. (A) Upon UV irradiation or without UV 
irradiation, immunohistochemistry analyses of p53, POMC, and SASH1 in human foreskin indicated that 
p53 is activated by UV-induced-increase of POMC and SASH1. The human foreskin tissues obtained from a 
14-year-old boy were irradiated at different doses of UV intensity, then fixed in 10% formalin and embedded 
in paraffin for immunohistochemical analyses. Scale bar: 20 μm. The representative positive cells of p53, 
ACTH, and SASH1 were donated by red arrows. (B) and (C) NHEMs and HEK-293T cells with ectopic 
exogenous POMC (myc-POMC) expression were irradiated with UV irradiation (100 mJ/cm2) and recovered 
for the indicated times. Transfected cells were lysed and at different time-points after irradiation as indicated. 
Western blot was used to detect the protein levels of endogenous p53, endogenous SASH1, and exogenous POMC 
along with GAPDH or beta-tubulin as a loading control.
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3.4 p53-SASH1 reciprocal inducement in normal cells

To assess whether p53 is required for the inducement of SASH1, exogenous p53, 
and POMC gene were transfected into HEK-293T and NHEMs to test the induction 
of p53 and POMC to SASH1. In NHEMs and HEK-293T cells with ectopic of POMC 
(myc-POMC) in NHEMs and HEK-293T cells, exogenous SASH1 were induced to 
up-regulate by p53 (Figure 7). Increased protein levels of exogenous SASH1 was 
induced by increasing amounts of exogenous p53 in two normal cells (Figure 8A 
and B). On the contrary, exogenous p53 (HA-p53) was also triggered by increasing 
amounts of exogenous SASH1 (Figure 8C and D). The induction of exogenous 
SASH1 to endogenous p53 was also identified. It has been documented that, in two 
types of normal cells, increased endogenous p53 was induced by increasing doses of 
exogenous SASH1 (Figure 8E and F).

Since SASH1 is mediated by p53, we want to investigate whether there is a direct 
relationship between SASH1 and p53. As indicated in Figure 9A and B, HA-p53 did 
not bind to GFP-SASH. So, we tested the proximal 1 kb promoter region of the SASH1 
gene to find the consensus transcription-factor-binding elements that are conserved 
between human, rat, and mouse. Among the various consensus elements searched 
for, p53 gene was remarkable. A most possible p53-binding site, sequence of which is 
“tgcccaagctttcacacttgttt” was identified in the SASH1 5′ flanking region about 550 bp 
upstream of the transcription initiation site in humans (Figure 9C). So, three synthe-
sized probes were used to investigate the associations of p53 protein with SASH1 gene 
promoter. However, analyses of electrophoretic mobility shift assay (EMSA) revealed 
that there was no p53 protein bind the promoter region of the SASH1 gene (Figure 9D).

In summary, it is believed that SASH is regulated by the p53/POMC/α-MSH/
Gαs signal cascade and p53/POMC/α-MSH/Gαs cascade and SASH1 constitute a 
novel autoregulatory loop. The p53/POMC/α-MSH/Gαs/SASH1 regulatory loop 
acts as an auto-feedback circuit to regulate the p53-SASH1 reciprocal inducement 
(Figure 8G).

Figure 7. 
Exogenous p53 triggers expression of SASH1. (A) Exogenous p53 caused up-regulation of exogenous SASH1 in 
HEK-293T cells. HA-TP53, GFP-SASH1, and myc-POMC were transfected into HEK-293T cells for transient 
expression. Cells were lysed in 0.5% NP40 buffer containing protease inhibitors and subjected to western blot 
along with GAPDH as loading control. (B) Exogenous p53 caused up-regulation of exogenous SASH1 in NHEMs.
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and POMC gene were transfected into HEK-293T and NHEMs to test the induction 
of p53 and POMC to SASH1. In NHEMs and HEK-293T cells with ectopic of POMC 
(myc-POMC) in NHEMs and HEK-293T cells, exogenous SASH1 were induced to 
up-regulate by p53 (Figure 7). Increased protein levels of exogenous SASH1 was 
induced by increasing amounts of exogenous p53 in two normal cells (Figure 8A 
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Figure 9. 
p53 is not associated with SASH1 and SASH1 is not transcriptionally regulated by p53. (A) and (B) HEK-293T 
cells were co-transfected with the pEGFP-C3-SASH1 and Pcdna 3.0-HA-p53 vectors. At 24-h post-transfection, 
GFP-SASH1 was immunoprecipitated and the associated HA-p53 was detected by western blot analysis using 
an anti-HA antibody. Similarly, HA-p53 was immunoprecipitated and the associated GFP-SASH was detected 
by western blot analysis using an anti-GFP antibody. (C) Showed a schematic representation of the SASH1 
locus, which indicates location of a p53-binding consensus sequence. (D) EMSA analyses demonstrated that 
there was none of among three probes of SASH1 gene promoter to bind p53 recombined protein.

Figure 8. 
There is a reciprocal induction between p53 and SASH1 in normal cells. (A) and (B) Exogenous SASH1 was 
triggered by exogenous p53 (HA-p53) in a dose-dependent manner. Different amounts of HA-TP53 plasmid 
were introduced into HEK-293T cells and NHEMs as indicated. After 48-h post-transfection or transfection, 
total RNA of HEK-293T cells and NHEMs was extracted and exogenous SASH1 RNA levels were assessed 
by quantitative RT-PCR and normalized to GAPDH. Expression of exogenous p53 protein and SASH1 were 
analyzed by western blot along with GAPDH as a loading control. (C) and (D) Protein and RNA levels of 
exogenous p53 were promoted by exogenous SASH1 promotes expression. Different amounts of GFP-SASH1 
plasmid and a certain amount of exogenous p53 were transfected to HEK-293T cells and NHEMs cells. As 
revealed by QRT-PCR and western blot, enhanced expression of exogenous TP53 was induced by increasing 
amounts of GFP-SASH1. (E) and (F) Increased endogenous p53 was induced by exogenous SASH1. Different 
amounts of GFP-SASH1 were transfected in to HEK-293T cells and NHEMs. At 36 h after transfection, cells 
were lysed and subjected to western blot to analyze the expression of GFP-SASH1 with GAPDH as loading 
control. Results are the representative of three independent experiments. (G) A novel reciprocal induction of 
p53 and SASH1 is mediated by an autoregulatory p53/POMC/Gαs/SASH1 loop. p53 is activated by different 
types of stress, which fosters POMC, Gαs, and SASH1 successively. The inducement of SASH1 by p53/POMC/
Gαs cascade promotes the up-regulation p53 in nucleus, then induced nucleic p53 conversely activates POMC/
Gαs/SASH1 cascade, which consists an autoregulatory p53/POMC/Gαs/SASH1 loop.
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3.5 Enhance expression of p53 and POMC is induced by SASH1 mutations

SASH1 up-regulation is mediated by SASH1 mutations, which is unfathomable 
enigma to us for lone time. Therefore, HEK-293T cells and NHEMs were transfected 
with wild-type or mutant SASH1 (wt SASH1 or mut SASH1), exogenous p53 and 
exogenous POMC to assess the effects of SASH1 mutations on p53 and POMC. As 
demonstrated in Figure 10A and B, increased expression of p53 and POMC was 
induced by SASH1 mutations. The effects of SASH1 mutations on endogenous p53 
at protein level were also assessed. Increased endogenous p53 was also induced by 
mutated SASH1 (Figure 10C and D). In order to identify that p53 is induced by 
SASH1 mutations in vivo, immunostaining of p53 in the affected epithelial tissues 
with SASH1 Y551D mutation was performed. IHC analyses indicated that more 
nucleic expression of p53 in epithelial tissues and more p53-positive cells in affected 
epithelia layers were induced by SASH1 Y551D mutation (Figure 10E).

All of these indicate that not only SASH1 is positively regulated by the p53/POMC/
α-MSH/Gαs/SASH1 autoregulatory loop, but also SASH1 mutations serve more as 
molecular rheostats rather than an on-off switch to control this regulatory loop.

3.6 Expression of melanosomes matrix molecules was triggered by SASH1 
mutations

Since there is a SASH1-p53 autoregulatory loop, the changes of downstream 
partners of SASH1 need to be tested. Therefore, we further identified the effects 

Figure 10. 
p53 and POMC are induced to be increased SASH1 mutations. (A) and (B) Up-regulated SASH1 induced 
by SASH1 mutations promotes the expression of exogenous p53 and exogenous POMC in HEK-293T cells and 
NHEMs. Wt and mutant SASH1, exogenous p53 and exogenous POMC were introduced into HEK-293T cells 
and NHEMs. At 48-h post-transfection, immunoblot were performed to detect the corresponding protein levels. 
(C) As identified by IHC analyses, high expression of endogenous p53 was induced by Y551D-SASH1 mutation 
and more p53-positive epithelial cells were detected in the affected epithelial tissues. Affected epithelial tissues 
with Y551D SASH1 mutation from pedigree I as well as normal epithelial tissues were fixed and embedded 
in paraffin for immunohistochemistry detection. Scale bar: 20 μm. The representative positive cells of p53 are 
donated by red arrows. (D) and (E) Western blot indicated that increased endogenous p53 was induced by 
SASH1 mutations in HEK-293 cells and NHEMs.
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Figure 9. 
p53 is not associated with SASH1 and SASH1 is not transcriptionally regulated by p53. (A) and (B) HEK-293T 
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3.5 Enhance expression of p53 and POMC is induced by SASH1 mutations
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Since there is a SASH1-p53 autoregulatory loop, the changes of downstream 
partners of SASH1 need to be tested. Therefore, we further identified the effects 
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by SASH1 mutations promotes the expression of exogenous p53 and exogenous POMC in HEK-293T cells and 
NHEMs. Wt and mutant SASH1, exogenous p53 and exogenous POMC were introduced into HEK-293T cells 
and NHEMs. At 48-h post-transfection, immunoblot were performed to detect the corresponding protein levels. 
(C) As identified by IHC analyses, high expression of endogenous p53 was induced by Y551D-SASH1 mutation 
and more p53-positive epithelial cells were detected in the affected epithelial tissues. Affected epithelial tissues 
with Y551D SASH1 mutation from pedigree I as well as normal epithelial tissues were fixed and embedded 
in paraffin for immunohistochemistry detection. Scale bar: 20 μm. The representative positive cells of p53 are 
donated by red arrows. (D) and (E) Western blot indicated that increased endogenous p53 was induced by 
SASH1 mutations in HEK-293 cells and NHEMs.
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of mutated SASH1 on the protein levels of matrix proteins and transport proteins. 
Enhanced expression of TYRP1, Rab 27a, Pmel17, and tyrosinase in SK-MEL-28 
cells, a pigmented melanoma cell line and NHEMs was significantly induced by 
SASH1 mutations (Figure 11A and B). QRT-PCR also indicated that Pmel17, TYRP1, 
and Rab 27a were up-regulated by mutations of SASH1 in SK-MEL-28 stable cells 
(Figure 11C). Pmel17, TYRP1, and Rab 27a was heterogeneously distributed in the 
epithelial cells in the tissues of DUH-affected individuals as demonstrated by IHC 
analyses (Figure 11D and E). Increased levels of melanogenesis molecules were 
observed in some hyperpigmentation areas in the affected epithelial layers. In the 
hyperpigmentation plaques, the superfluous production and secretion of melanin 
was clearly presented in the basal layers and in the suprabasal layers of the affected 
epidermal as (Figure 11D).

4. Conclusion

Our study reveals that a novel p53-SASH1 reciprocal induction triggers pig-
mentation of skin through an autoregulatory p53/POMC/α-MSH/Gαs/SASH1 loop. 
SASH1 mutations enhance SASH1-mediated induction of p53 and POMC. POMC 
is induced by p53 overexpression and resulted in UV-dependent hyperpigmenta-
tion UV-independent pathological hyperpigmentation [1]. Our work indicates that 
POMC up-regulation is induced by SASH1 mutations, which ultimately results 

Figure 11. 
Increased production of melanogenic components and heterogeneous distribution of melanin in vivo were 
induced by SASH1 mutations. (A) Up-regulation of melanogenic components including TYRP1, Pmel17, 
tyrosinase, and Rab 27a were induced by SASH1 mutations in stable SK-MEL-28 cells. (B) Up-regulation 
of Rab 27a and tyrosinase was also induced by SASH1 mutations. The SASH1 gene (wt and mutant) was 
introduced into NHEMs and western blot was performed to determine the effect of SASH1 mutations on 
melanogenic components. (C) As identified by QRT-PCR, up-regulation of Pmel17, TYRP1, and Rab 27a in 
stable SK-MEL-28 cells was induced by SASH1 mutations (n = 4, mean ± standard error). (D) As identified 
by immunochemistry detection, heterogeneous distribution of Rab 27a and melanin were observed in the 
epithelial layers of the affected individuals. (E) Immunochemical analyses indicated that expression of Pmel17 
and TYRP1 was heterogeneously distributed in all of the epithelial layers of the epidermal tissues from the 
DUH-affected individuals. Pmel17, TYRP1, and Rab 27a: 400× magnification, bar = 20 μm; melanin: 1000 
magnification. Scale bar: 20 μm. The representative positive cells of Rab 27a, Pmel17, TYRP1, and melanin 
were indicated by red arrows.
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in the pathological hyperpigmentations of affected DUH individuals. These data 
indicate that SASH1 activation induced by mutations in melanocytes acts as a “UV 
sensor/effector” for skin pigmentation or SASH1 mutations-mediated up-regulation 
is the “chief criminal” of pathological hyperpigmentation of DUH, and its underly-
ing mechanistic role is SASH1-p53 reciprocal inducement. Our data indicate that 
the definitions of the positive feedback p53/POMC/α-MSH/Gαs/SASH1 loop help us 
to recognize an important linkage between the p53 pathway and MC1R pathway by 
SASH1.

Recently, a c.1067T>C (p.Leu356Pro) mutation in exon 3 of ABCB6 (ATP-
binding cassette subfamily B, member 6) was found in a large five-generation 
Chinese family with DUH family. Two additional missense mutations, c.508A>G 
(p.Ser170Gly) in exon 1 and c.1736G>A (p.Gly579Glu) in exon 12 of ABCB6 were 
found in two out of six patients using sporadic DUH patients [25]. Ac.1663C>A, 
(p.Gln555Lys) missense mutation in ABCB6 was identified in a Chinese family 
with typical features of autosomal dominant DUH. Two deletion mutations (g.776 
delC, c.459 delC) in ABCB6 were found in an unrelated sporadic affected individual 
[26]. In addition, missense mutations in ABCB6 were also found in the sporadic 
affected DUH individuals [27, 28]. Silence of ABCB6 by siRNA destroyed PMEL 
amyloidogenesis in early melanosomes and resulted in aberrant increase of multi-
lamellar aggregates in pigmented melanosomes. In the retinal pigment epithelium 
of ABCB6 knockout mice, morphological analysis indicated an obvious decrease of 
melanosome numbers [29]. All of these sequencing results and functional analyses 
of causing genes responsible for DUH indicate there exist novel pathogenicity genes 
and novel gene variations which is responsible for pathogenesis of DUH or there 
exists novel subtype of DUH.

The transcriptional network of p53-responsive genes produces proteins that 
interact with a large number of other signal transduction pathways in the cell and 
a number of positive and negative autoregulatory feedback loops act upon the p53 
response [30]. Feedback loops of p53 and p53-responsive genes provide a means to 
connect the p53 pathway with other signal transduction pathways and coordinate 
the cellular signals for growth and division [30]. Our findings suggest that SASH1 
serves as a “Hinge” to connect p53/POMC/α-MSH pathway with MC1R/Gαs/cAMP/
PKA cascade to form an autoregulatory p53/POMC/Gαs/SASH1 circuit to mediate 
the melanogenesis process [18, 31].

Most recently, SASH1 is showed to involve in autosomal-dominant lentiginous 
[32] and autosomal-recessive SASH1 variants (c.1849G>A; p.Glu617Lys), which are 
associated with a new genodermatosis with a pigmentation defects, palmoplantar 
keratoderma and skin carcinoma and SASH1 is first reported to be predisposed 
to skin cancer [33]. Dyschromatosis universalis hereditaria (DUH) is a clinically 
heterogeneous disorder that presents as generalized mottled pigmentation and 
was first reported by Ichigawa and Hiraga in 1933 [7]. Stuhrmann and colleagues 
identified the first locus responsible for autosomal-recessive DUH, and this findings 
is consistent with recent evidence demonstrating that DSH and DUH are genetically 
distinct disorders [34]. Zhang et al. mapped the causative gene of DSH to 1q11-1q21 
and found that a novel mutation of a heterozygous nucleotide A → G at position 
2879 in exon 10 of the DSRAD gene is involved in DSH [35]. Subsequent research on 
dyspigmentation has demonstrated that the pathogenic genetic variant that causes 
DSH is localized to the DSRAD gene on chromosome 1q [15, 36–41]. Expanding 
Stuhrmann and Nuber’s findings and our own previous work providing photo-
graphic evidence of dyschromatosis presenting as large hyperpigmented bodies on 
DUH-affected individuals [6, 8, 34], we believe that we have discovered the first 
locus associated with autosomal dominant DUH, identifying SASH1 as the causative 
gene of autosomal dominant DUH.
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of mutated SASH1 on the protein levels of matrix proteins and transport proteins. 
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in the pathological hyperpigmentations of affected DUH individuals. These data 
indicate that SASH1 activation induced by mutations in melanocytes acts as a “UV 
sensor/effector” for skin pigmentation or SASH1 mutations-mediated up-regulation 
is the “chief criminal” of pathological hyperpigmentation of DUH, and its underly-
ing mechanistic role is SASH1-p53 reciprocal inducement. Our data indicate that 
the definitions of the positive feedback p53/POMC/α-MSH/Gαs/SASH1 loop help us 
to recognize an important linkage between the p53 pathway and MC1R pathway by 
SASH1.

Recently, a c.1067T>C (p.Leu356Pro) mutation in exon 3 of ABCB6 (ATP-
binding cassette subfamily B, member 6) was found in a large five-generation 
Chinese family with DUH family. Two additional missense mutations, c.508A>G 
(p.Ser170Gly) in exon 1 and c.1736G>A (p.Gly579Glu) in exon 12 of ABCB6 were 
found in two out of six patients using sporadic DUH patients [25]. Ac.1663C>A, 
(p.Gln555Lys) missense mutation in ABCB6 was identified in a Chinese family 
with typical features of autosomal dominant DUH. Two deletion mutations (g.776 
delC, c.459 delC) in ABCB6 were found in an unrelated sporadic affected individual 
[26]. In addition, missense mutations in ABCB6 were also found in the sporadic 
affected DUH individuals [27, 28]. Silence of ABCB6 by siRNA destroyed PMEL 
amyloidogenesis in early melanosomes and resulted in aberrant increase of multi-
lamellar aggregates in pigmented melanosomes. In the retinal pigment epithelium 
of ABCB6 knockout mice, morphological analysis indicated an obvious decrease of 
melanosome numbers [29]. All of these sequencing results and functional analyses 
of causing genes responsible for DUH indicate there exist novel pathogenicity genes 
and novel gene variations which is responsible for pathogenesis of DUH or there 
exists novel subtype of DUH.

The transcriptional network of p53-responsive genes produces proteins that 
interact with a large number of other signal transduction pathways in the cell and 
a number of positive and negative autoregulatory feedback loops act upon the p53 
response [30]. Feedback loops of p53 and p53-responsive genes provide a means to 
connect the p53 pathway with other signal transduction pathways and coordinate 
the cellular signals for growth and division [30]. Our findings suggest that SASH1 
serves as a “Hinge” to connect p53/POMC/α-MSH pathway with MC1R/Gαs/cAMP/
PKA cascade to form an autoregulatory p53/POMC/Gαs/SASH1 circuit to mediate 
the melanogenesis process [18, 31].

Most recently, SASH1 is showed to involve in autosomal-dominant lentiginous 
[32] and autosomal-recessive SASH1 variants (c.1849G>A; p.Glu617Lys), which are 
associated with a new genodermatosis with a pigmentation defects, palmoplantar 
keratoderma and skin carcinoma and SASH1 is first reported to be predisposed 
to skin cancer [33]. Dyschromatosis universalis hereditaria (DUH) is a clinically 
heterogeneous disorder that presents as generalized mottled pigmentation and 
was first reported by Ichigawa and Hiraga in 1933 [7]. Stuhrmann and colleagues 
identified the first locus responsible for autosomal-recessive DUH, and this findings 
is consistent with recent evidence demonstrating that DSH and DUH are genetically 
distinct disorders [34]. Zhang et al. mapped the causative gene of DSH to 1q11-1q21 
and found that a novel mutation of a heterozygous nucleotide A → G at position 
2879 in exon 10 of the DSRAD gene is involved in DSH [35]. Subsequent research on 
dyspigmentation has demonstrated that the pathogenic genetic variant that causes 
DSH is localized to the DSRAD gene on chromosome 1q [15, 36–41]. Expanding 
Stuhrmann and Nuber’s findings and our own previous work providing photo-
graphic evidence of dyschromatosis presenting as large hyperpigmented bodies on 
DUH-affected individuals [6, 8, 34], we believe that we have discovered the first 
locus associated with autosomal dominant DUH, identifying SASH1 as the causative 
gene of autosomal dominant DUH.
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Our findings first identify the pathological gene of DUH and reveal the patho-
logical mechanism of hyperpigmentation patches of DUH-affected individuals. In 
addition, our work will enrich the crosstalk of p53 pathway with other transduc-
tion pathways in cells and give a new definition of the p53-responsive genes and 
their associations, which will perfect the p53 programmed responses to stress and 
pathologic conditions.
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Abstract

Invasive aspergillosis (IA) is a disease that is difficult to manage and is associated 
with a significantly high morbidity and mortality, caused by different species of 
the genus Aspergillus, and closely related to immunocompromised patients; thus, 
it is important to understand the distribution and molecular epidemiology of the 
species causing this disease. Even though Aspergillus fumigatus sensu stricto is the 
most common species that cause IA, in recent years, there has been an increase in 
the number of species in the different sections which makes the diagnosis of this 
invasive fungal disease a great challenge. Conventional tests for the diagnosis of 
IA present limitations in sensitivity and specificity, while molecular tests have the 
potential to improve diagnosis by offering a more sensitive and rapid identification, 
but they are not yet standardized for reliable use in clinic. Nevertheless, there are 
some tests for the presumptive diagnosis of aspergillosis which, although are not 
specific for the identification of species, have been decisive in the case of IA. Among 
these are the Galactomannan test (GM), the Beta-D-glucan assay and volatile 
organic compounds (VOCs) testing. In this chapter, the recent advances and chal-
lenges in the molecular diagnosis of IA are revised.

Keywords: molecular diagnosis, invasive aspergillosis, PCR, epidemiology,  
molecular markers

1. Introduction

Aspergillosis is defined as tissue damage caused by fungi of the genus Aspergillus 
[1], which belongs to the class Ascomycetes. This genus consists of 8000 opportu-
nistic and saprobic fungal species that have been reclassified as 250 species in nine 
primary sections: Flavi, Fumigati, Nigri, Udagawae, Cricumdati, Versicolor, Usti, 
Terrei and Emericella [2, 3]. Members of the genus Aspergillus are filamentous fungi 
that are ubiquitous in the environment [4, 5] and primarily develop close to decom-
posing plants, organic waste and soil, where they produce large numbers of conidia 
that are disseminated through the air [6].

Aspergillus is a cosmopolitan fungus that primarily infects immunocompromised 
hosts and individuals with the underlying lung disease. Some Aspergillus species are 
capable of causing a wide variety of diseases in humans and animals, collectively 
known as aspergillosis, which have increased significantly in recent years [7]. 
Approximately, 45 species have been reported to cause disease in humans [2, 8].
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Aspergillosis can cause several clinical symptoms in humans, especially in immu-
nocompromised individuals [8]. A. fumigatus sensu stricto is the most important oppor-
tunistic human pathogen, producing thousands of airborne conidia, which, due to 
their small size (2.5–3.5 μm in diameter), can be disseminated great distances by atmo-
spheric disturbances such as wind convection currents and can survive under a wide 
range of environmental conditions. These airborne conidia can eventually be inhaled 
into the lungs of humans and animals, where an efficient innate immune response is 
required to prevent infection [8]. The primary diseases associated with this pathogen 
are allergic bronchopulmonary aspergillosis, chronic pulmonary aspergillosis, and 
IA, the latter of which is difficult to manage, leading to a significantly high morbidity 
and mortality. IA is the most serious disease caused by this fungus since it involves the 
invasion of fungal hyphae into tissue, and in some cases, haematogenously spread to 
other organs, particularly the brain [8]. The primary site of IA infection is the lungs. 
Infections of the skin and cornea may also occur, but fungal colonization of these sites 
is much less frequent. IA is rare in healthy individuals and almost exclusively affects 
patients with compromised immune systems [8–13]. The prognosis for these patients is 
often poor due to the scarcity of effective treatments combined with the already com-
promised state of health of these individuals, with mortality rates ranging between 30 
and ≥90% depending on the immune status of the patient [14]. To reduce mortality 
in patients with IA, von Eiff et al. [15] administered empirical antifungal therapies to 
patients with severe neutropaenia (absolute granulocytosis of ≤500/μl) and observed 
a 90–41% reduction in mortality. However, this non-specific strategy has caused an 
increase in resistance to antifungals in patients undergoing long-term treatment [16]. 
In addition, some species belonging to the complex A. fumigatus sensu latu (Fumigati 
section) have been recognized as occasional causes of IA [17–20], and other IA-causing 
species belong to different Aspergillus sections or complexes (Table 1).

Country *Total Rate/100,000 Reference

Algeria 2865 7.1 [21]

Bangladesh 5166 3.2 [22]

Belgium 675 6.08 [23]

Brazil 8664 4.47 [24]

Burkina Faso 54a 0.3 [25]

Cameroon 1175 5.3 [26]

Canada 566 1.59 [27]

Chile 296 1.7 [28]

Colombia 2820 5.7 [29]

Czech Republic 297 2.8 [30]

Ecuador 594 1.3 [31]

Egypt 9001 10.7 [32]

France 1185 1.8 [33]

Greece 1125 10.4 [34]

Guatemala 671 4.4 [35]

Hungary 319b 3.2 [36]

Jordan 84 1.34 [37]

Kazakhstan 511 2.8 [38]

Korea 2150 4.48 [39]

Malaysia 1018 3.3 [40]
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2. Taxonomy of the genus Aspergillus

The genus Aspergillus belongs to the order Eurotiales and includes over 344 spe-
cies, more than 40 of which are aetiological agents of opportunistic human infec-
tions, although some of them do so only occasionally [59].

Aspergillus is traditionally classified based on morphological characteristics, 
such as the size and arrangement of the aspergillary heads, the color of the conidia, 
the growth rate in different media and physiological characteristics. According 
to these morphological characteristics, Raper and Fennell [60] divided the genus 
Aspergillus into 18 groups. However, because this classification did not have any 
status in the nomenclature, Gams et al. [61] introduced the use of Aspergillus 
subgenera and sections. These studies showed that the groups organized by Raper 
and Fennell [60], which were based on phenotypic characteristics, largely coincide 
with the current classifications. However, because morphological variations in 
several sections resulted in controversial taxonomic groups, polyphasic identifica-
tion was used, which involves the morphological, physiological, molecular and 
ecological characterization of a species [3]. Peterson [62] established the acceptance 
of five subgenera (Aspergillus, Circumdati, Fumigati, Nidulantes and Ornati) with 16 
sections from a phylogenetic analysis rDNA region sequences. By contrast, Samson 

Country *Total Rate/100,000 Reference

Mexico 20c 0.017 [41]

4d 0.0036

Nepal 1119 4 [42]

Norway 278 5.3 [43]

Pakistan 10949 5.9 [44]

Peru 1621 5 [45]

Portugal 240 2.3 [46]

Philippines 3085 3 [47]

Qatar 11 0.6 [48]

Romania 1524 7.7 [49]

Russia 3238 2.27 [50]

Spain 4318 9.19 [51]

Thailand 941 1.4 [52]

Tanzania 20 0.05 [53]

Trinidad and Tobago 8 0.6 [54]

Ukraine 1233 2.7 [55]

Uruguay 773 22.4 [56]

United Kingdom 2001-2912e 4.59-4.6 [57]

Vietnam 14523 15.9 [58]
aHaematological malignancies
bChronic obstructive pulmonary disease.
cRenal, heart and liver transplant recipients.
dAllogenic- hematopoietic stem cell transplant.
eAll risk groups except critical care patients.
*Total expected number of cases.

Table 1. 
Estimated burden of invasive aspergillosis.
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Aspergillosis can cause several clinical symptoms in humans, especially in immu-
nocompromised individuals [8]. A. fumigatus sensu stricto is the most important oppor-
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Country *Total Rate/100,000 Reference
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Belgium 675 6.08 [23]

Brazil 8664 4.47 [24]

Burkina Faso 54a 0.3 [25]

Cameroon 1175 5.3 [26]

Canada 566 1.59 [27]

Chile 296 1.7 [28]

Colombia 2820 5.7 [29]

Czech Republic 297 2.8 [30]

Ecuador 594 1.3 [31]

Egypt 9001 10.7 [32]

France 1185 1.8 [33]

Greece 1125 10.4 [34]

Guatemala 671 4.4 [35]

Hungary 319b 3.2 [36]

Jordan 84 1.34 [37]

Kazakhstan 511 2.8 [38]

Korea 2150 4.48 [39]

Malaysia 1018 3.3 [40]
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2. Taxonomy of the genus Aspergillus
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Aspergillus into 18 groups. However, because this classification did not have any 
status in the nomenclature, Gams et al. [61] introduced the use of Aspergillus 
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with the current classifications. However, because morphological variations in 
several sections resulted in controversial taxonomic groups, polyphasic identifica-
tion was used, which involves the morphological, physiological, molecular and 
ecological characterization of a species [3]. Peterson [62] established the acceptance 
of five subgenera (Aspergillus, Circumdati, Fumigati, Nidulantes and Ornati) with 16 
sections from a phylogenetic analysis rDNA region sequences. By contrast, Samson 
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4d 0.0036
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Portugal 240 2.3 [46]
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Romania 1524 7.7 [49]

Russia 3238 2.27 [50]

Spain 4318 9.19 [51]

Thailand 941 1.4 [52]
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Trinidad and Tobago 8 0.6 [54]

Ukraine 1233 2.7 [55]

Uruguay 773 22.4 [56]

United Kingdom 2001-2912e 4.59-4.6 [57]

Vietnam 14523 15.9 [58]
aHaematological malignancies
bChronic obstructive pulmonary disease.
cRenal, heart and liver transplant recipients.
dAllogenic- hematopoietic stem cell transplant.
eAll risk groups except critical care patients.
*Total expected number of cases.

Table 1. 
Estimated burden of invasive aspergillosis.
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and Varga [63], based on phylogenetic analysis using multilocus sequence typing 
(using calmodulin, RNA polymerase 2 and the rRNA gene), subdivided Aspergillus 
into eight subgenres: the subgenus Aspergillus, with the sections Aspergillus and 
Restricti; the subgenus Fumigati, with the sections Fumigati, Clavati and Cervini; 
the subgenus Circumdati, with the sections Circumdati, Nigri, Flavi and Cremei; the 
subgenus Candidi, with the section Candidi; the subgenus Terrei, with the sections 
Terrei and Flavipedes; the subgenus Nidulantes, with the sections Nidulantes, Usti 
and Sparsi; the subgenus Warcupi, with the sections Warcupi and Zonati; and the 
subgenus Ornati, with the section Ornati. Later, Varga et al. [64], based on mul-
tilocus sequence typing (using β-tubulin, calmodulin and the intergenic spacing 
regions [ITS] region), added the subgenus Nidulantes to the Aenei section.

Subsequently, based on different studies [62, 64–66], a new classification was 
proposed for the genus Aspergillus that included four subgenres and 19 sections in 
which the subgenera Ornati and Warcupi were transferred to other genera, since 
they did not belong to the genus Aspergillus. Similarly, the Cremei section, which 
had been classified into the subgenus Aspergillus [62], was reclassified into the 
subgenus Circumdati by Houbraken and Samson [66], resulting in the following 
classification: the subgenus Aspergillus, with the sections Aspergillus (teleomorph 
Eurotium) and Restricti (teleomorph Eurotium); the subgenus Circumdati, with 
the sections Candidi, Circumdati (teleomorph Neopetromyces), Flavi (Petromyces), 
Flavipedes (Fennellia), Nigri and Terrei; the subgenus Fumigati, with the sec-
tions Cervini, Clavati (teleomorph Neocarpenteles, Dichotomomyces) and Fumigati 
(Neosartorya); and the subgenus Nidulantes, with sections Aeni (teleomorph 
Emericella), Bispori, Cremei (teleomorph Chaetosartorya), Nidulantes (teleomorph 
Emericella), Ochraceorosei, Silvati, Sparsi and Usti (teleomorph Emericella). Finally, 
the current classification consists of four subgenera (Aspergillus, Circumdati, 
Fumigati and Nidulantes) and 20 sections [67, 68], with 339 correctly identified spe-
cies [59]. There are currently 45 species of Aspergillus described as human pathogens 
[2], although the number of clinically relevant fungal species has been steadily 
increasing in recent years and is likely to increase further in the future (Table 1).

Colonies of the genus Aspergillus are typically fast growing and can exhibit a 
range of colors, including white, yellow, yellow-brown, brown and black or exhibit 
shades of greenish-gray or blue-green. Aspergillus species are characterized by the 
production of specialized structure, called conidiophores, which in some cases can 
be dramatically different [59]. Although it is a unicellular structure, the conidio-
phore has three distinct parts: the vesicle (swollen apical end), the stipe (cylindri-
cal section located below the vesicle) and the foot cell (final section, sometimes 
separated by a septum that joins the conidiophore with the mycelium). The vesicle 
is partially or entirely covered by an enclosure of phialides (uniseriate). In many 
species, other cells called metulae are located between the vesicle and the phialides 
that support a small number of compact phialides (biseriate). The set forms what 
is called the aspergilar head, which can be strictly uniseriate, biseriate or mixed. 
The conidia are unicellular, round, oval, elliptical, smooth or rough, hyaline or 
pigmented, with thick or thin walls, produced in long chains that can be divergent 
(radiated) or aggregated in compact (columnar) or lax columns (that tend to open). 
Few species produce other types of conidia besides the phialides and metulae on the 
vesicle, and most develop directly on the vegetative hyphae as round or ovoid forms 
called aleuroconidia. Some species can produce Hülle cells, which can be solitary 
or envelop the cleistothecia form of one of the associated teleomorphs. The types 
of known ascomata present great morphological variation, ranging from those 
surrounded by loose hyphae with a smooth pseudoparenchymatous appearance to 
those exhibiting compact sclerotium structures, with variations in size, ornamenta-
tion and type of ascospore surfaces also observed [69].
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The classification of the genus Aspergillus into subgenres and sections is made 
based on four fundamental characteristics: the presence of a teleomorph, the pres-
ence or absence of metulae, the disposition of the metulae or phialides on the vesicle 
and the colouration of the colonies [69].

3. Epidemiology

The number of IA cases has increased in recent years. Recent data provided 
by Bongomin et al. [70] estimate approximately 250,000 cases that occur world-
wide each year, with an associated increase in morbidity and mortality rates. This 
increase is of great importance for health-care systems, since the epidemiological 
surveillance systems in several countries are inefficient. When combined with 
the difficulties in diagnosing IA, the resulting delay in the application of timely 
treatment can lead to the death of patients (Table 2). Given the importance of 
this disease, several research groups have developed ‘The Aspergillus guide’, which 
includes diagnostic and therapeutic guidance, focusing on life-threatening diseases 
caused by Aspergillus spp., primarily in Europe [71].

The major risk factors for developing IA are neutropaenia, allogeneic trans-
plantation of hematopoietic stem cells or solid organ transplantation (particu-
larly lung), haematologic malignancy and chemotherapy with cytotoxic cancer. 
Patients with chronic granulomatous disease and advanced AIDS also have a high 
risk of developing IA, as do patients receiving treatment with chronic steroid 
therapies and tumor necrosis factor as well as those with long-term chronic 

Species Identification method Reference

A. ustus (100) Culture and molecular typing (RAPD) [72]

Emericella quadrilineata (4) Sequence-based analysis
[ITS region, β-tubulin (benA) and calmodulin (caM)]

[73]

A. viridinutans Sequence-based analysis
(β -tubulin and rodlet A gene)

[74]

A. udagawae Sequence-based analysis
[β-tubulin (benA)]

[75]

A. fumigatus (32)
A. lentulus (4)
A. calidoustus (2)
A. tubingensis (1)
A. sydowii (1)
A. flavus (1)
A. terreus (1)
E. rugulosa (1)

Sequence-based analysis
[ITS region, β-tubulin (benA) and calmodulin (caM)]

[76]

Section Usti:
A. calidoustus
Section Fumigati:
A. novofumigatus
A. viridinutans

Sequence-based analysis
[β-tubulin (benA)]

[77]

E. nidulans
var. echinulata

Sequence-based analysis
[ITS region, β-tubulin (benA) and calmodulin (caM)]

[78]

A. lentulus Sequence-based analysis
[ITS region, β-tubulin (benA) and calmodulin (caM)]

[79]

A. lentulus Culture
Thermotolerence

Sequence-based analysis
[ITS region, β-tubulin (benA)

[80]
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is partially or entirely covered by an enclosure of phialides (uniseriate). In many 
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by Bongomin et al. [70] estimate approximately 250,000 cases that occur world-
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The major risk factors for developing IA are neutropaenia, allogeneic trans-
plantation of hematopoietic stem cells or solid organ transplantation (particu-
larly lung), haematologic malignancy and chemotherapy with cytotoxic cancer. 
Patients with chronic granulomatous disease and advanced AIDS also have a high 
risk of developing IA, as do patients receiving treatment with chronic steroid 
therapies and tumor necrosis factor as well as those with long-term chronic 

Species Identification method Reference

A. ustus (100) Culture and molecular typing (RAPD) [72]

Emericella quadrilineata (4) Sequence-based analysis
[ITS region, β-tubulin (benA) and calmodulin (caM)]

[73]

A. viridinutans Sequence-based analysis
(β -tubulin and rodlet A gene)

[74]

A. udagawae Sequence-based analysis
[β-tubulin (benA)]

[75]

A. fumigatus (32)
A. lentulus (4)
A. calidoustus (2)
A. tubingensis (1)
A. sydowii (1)
A. flavus (1)
A. terreus (1)
E. rugulosa (1)

Sequence-based analysis
[ITS region, β-tubulin (benA) and calmodulin (caM)]

[76]

Section Usti:
A. calidoustus
Section Fumigati:
A. novofumigatus
A. viridinutans

Sequence-based analysis
[β-tubulin (benA)]

[77]

E. nidulans
var. echinulata

Sequence-based analysis
[ITS region, β-tubulin (benA) and calmodulin (caM)]

[78]

A. lentulus Sequence-based analysis
[ITS region, β-tubulin (benA) and calmodulin (caM)]

[79]

A. lentulus Culture
Thermotolerence

Sequence-based analysis
[ITS region, β-tubulin (benA)

[80]



Molecular Medicine

118

diseases and other conditions, such as diabetes mellitus, rheumatological condi-
tions, liver disease and chronic obstructive disease [8–13, 86–88]. It is also impor-
tant to know the distribution and molecular epidemiology of Aspergillus species 
obtained from clinical and environmental sources in different geographical 
regions of the world, since different Aspergillus species can cause IA. In addition, 
although the Fumigati section (complex A. fumigatus) has been reported as the 
most frequent cause of IA, data suggest that IA can be caused by other species in 
immunocompromised hosts (Table 2), especially A. niger, A. terreus and species 
of the complex A. flavus. Therefore, the precise identification of Aspergillus spe-
cies isolated from patients is of great importance for the selection of an effective 
antifungal therapy [84].

Because Aspergillus species are widely distributed fungi in the environment, 
and their conidia are dispersed primarily through air currents, their relation-
ship with hosts in hospital environments is of great relevance. Standards have 
been established for hospital environments for adults and immunosuppressed 
children who require special attention. Ullmann et al. [71] recommend that 
patients should be separated from areas under construction or renovation and 
from potted plants and flowers in patient rooms and living quarters. In addition, 
they recommend placing patients in special rooms with positive air pressure 
and HEPA filters or laminar air flow and rooms with filters for water supplies, 
especially in showers.

Species Identification method Reference

Culture:
A. fumigatus (72.7)
A.flavus (27.3)
Nested PCR:
A. fumigatus (30)
A.flavus (20)
Real-time PCR:
A. fumigatus (6.25)
A. flavus (12.5)

Culture (standard morphological procedures)
Nested PCR

Real-time PCR

[81]

Section Circumdati:
A. pallidofulvus (6.66)
A. ochraceus (2.22)
Section Flavi:
A. tamari (8.88)
Section Terrei:
A. niveus (6.66)
Section Versicolor:
A. sydowii (8.88)
Section Aspergillus:
A. montevidensis (6.66)
Section Nigri:
A. brunneoviolaceus (4.44)

Culture (standard morphological procedures)
Sequence-based analysis

[β-tubulin (benA) and calmodulin (caM)]
MALDI-TOF MS

[82]

A. fumigatus (28.8)
A. flavus (7.2)

Sequence-based analysis:
[ITS region, β-tubulin (benA)]

[83]

A. flavus complex (15)
A. tubingensis (3)
A. fumigatus (2)

Sequence-based analysis:
(region, β-tubulin (benA)

[84]

Section Nidulantes:
A. sublatus (1)

Scanning electron microscopy of ascospores
Sequencing of calmodulin gene

[85]

Table 2. 
Species associated with invasive aspergillosis (IA).
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4. Molecular diagnosis

Accurate and early diagnosis of an active Aspergillus infection is necessary to 
initiate effective antifungal therapy, particularly in critically ill patients [89]. The 
IA diagnosis is made based on the criteria defined for proven, probable or possible 
infection, implemented by the European Organization for Cancer Research and 
Treatment/Study Group on Mycoses (EORTC/MSG). These criteria depend on the 
clinical manifestations, host and fungal factors as well as the results of traditional 
laboratory methods (histopathology and culture) [90, 91]. However, the diagnosis 
of IA continues to be a challenge, since histopathology and cultures have limita-
tions in their sensitivity and specificity as well as in the time required to obtain 
the results, which leads to significant delays in the initiation of treatment [89]. To 
achieve an accurate diagnosis and timely and effective treatment, molecular tests 
have been developed that overcome the limitations of conventional methods and 
can reduce the mortality rate associated with IA [92]. Thus, Samson et al. [59] sug-
gested using a polyphasic approach (morphological characterization, physiological 
tests, ecological data, extrolite analysis and DNA sequencing) as a gold standard 
for the identification of Aspergillus species. However, because these methodologies 
are time and labour intensive, they are not practical in most clinical laboratories. 
Therefore, different PCR modalities have been developed through the use of specific 
molecular markers for the detection of Aspergillus species of medical importance to 
quickly identify the aetiological agent of aspergillosis [93, 94].

Molecular tests for the diagnosis of IA have been developed for both home 
and commercial use to directly detect and identify Aspergillus spp. in different 
clinical specimens, including the following: whole blood, serum, plasma, bron-
choalveolar lavage (BAL), sputum, bronchial aspirate, tissue, pleural effusion and 
cerebrospinal fluid (CSF), allowing for the PCR amplification of fungal DNA via 
nested, multiplex and real-time PCR [89, 93, 95–105] and with minor frequency via 
isothermal amplification (loop-mediated isothermal amplification, LAMP) [106]. 
The efficiency of these tests is variable and depends on many factors, including the 
DNA extraction method, clinical sample type, type of PCR, amplification target 
and detection method. The lack of standardization of these technical problems 
represents the most important barrier for the widespread application of PCR as a 
diagnostic modality for the diagnosis of IA [107].

4.1 DNA extraction methods

The quality and quantity of DNA available for amplification depends on the 
extraction method used. Home, commercial and automated methods for DNA 
extraction are available. In the home, enzymatic, chemical or physical agents are 
used to break the cell wall, while sodium dodecyl sulphate, beta-mercaptoethanol 
and ethylenediaminetetraacetic acid are used to lyse the membrane. The elimination 
of proteins and purification of the DNA is performed by an extraction with phenol-
chloroform, after which the purified DNA is precipitated with alcohol [91]. DNA 
can also be extracted using commercial methods or kits, such as the Qiagen QIAmp 
Tissue Kit (Hilden, Germany), but they are disadvantageous in that the efficiency of 
fungal DNA extraction can vary considerably between different commercial brands. 
Furthermore, for both the home-based and commercial methods, contamination of 
the extraction systems and reagents has been reported, which contributes to varia-
tions in the sensitivity and specificity of the tests. The use of automated methods, 
such as MagNA Pure LC (Roche Diagnostics, Basel, Switzerland), is a viable and 
high-performance option for DNA extraction but may be cost-prohibitive in many 
in-hospital laboratories with limited resources [91, 108].
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Sequence-based analysis

[β-tubulin (benA) and calmodulin (caM)]
MALDI-TOF MS

[82]

A. fumigatus (28.8)
A. flavus (7.2)

Sequence-based analysis:
[ITS region, β-tubulin (benA)]

[83]

A. flavus complex (15)
A. tubingensis (3)
A. fumigatus (2)

Sequence-based analysis:
(region, β-tubulin (benA)

[84]

Section Nidulantes:
A. sublatus (1)

Scanning electron microscopy of ascospores
Sequencing of calmodulin gene

[85]

Table 2. 
Species associated with invasive aspergillosis (IA).
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4. Molecular diagnosis

Accurate and early diagnosis of an active Aspergillus infection is necessary to 
initiate effective antifungal therapy, particularly in critically ill patients [89]. The 
IA diagnosis is made based on the criteria defined for proven, probable or possible 
infection, implemented by the European Organization for Cancer Research and 
Treatment/Study Group on Mycoses (EORTC/MSG). These criteria depend on the 
clinical manifestations, host and fungal factors as well as the results of traditional 
laboratory methods (histopathology and culture) [90, 91]. However, the diagnosis 
of IA continues to be a challenge, since histopathology and cultures have limita-
tions in their sensitivity and specificity as well as in the time required to obtain 
the results, which leads to significant delays in the initiation of treatment [89]. To 
achieve an accurate diagnosis and timely and effective treatment, molecular tests 
have been developed that overcome the limitations of conventional methods and 
can reduce the mortality rate associated with IA [92]. Thus, Samson et al. [59] sug-
gested using a polyphasic approach (morphological characterization, physiological 
tests, ecological data, extrolite analysis and DNA sequencing) as a gold standard 
for the identification of Aspergillus species. However, because these methodologies 
are time and labour intensive, they are not practical in most clinical laboratories. 
Therefore, different PCR modalities have been developed through the use of specific 
molecular markers for the detection of Aspergillus species of medical importance to 
quickly identify the aetiological agent of aspergillosis [93, 94].

Molecular tests for the diagnosis of IA have been developed for both home 
and commercial use to directly detect and identify Aspergillus spp. in different 
clinical specimens, including the following: whole blood, serum, plasma, bron-
choalveolar lavage (BAL), sputum, bronchial aspirate, tissue, pleural effusion and 
cerebrospinal fluid (CSF), allowing for the PCR amplification of fungal DNA via 
nested, multiplex and real-time PCR [89, 93, 95–105] and with minor frequency via 
isothermal amplification (loop-mediated isothermal amplification, LAMP) [106]. 
The efficiency of these tests is variable and depends on many factors, including the 
DNA extraction method, clinical sample type, type of PCR, amplification target 
and detection method. The lack of standardization of these technical problems 
represents the most important barrier for the widespread application of PCR as a 
diagnostic modality for the diagnosis of IA [107].

4.1 DNA extraction methods

The quality and quantity of DNA available for amplification depends on the 
extraction method used. Home, commercial and automated methods for DNA 
extraction are available. In the home, enzymatic, chemical or physical agents are 
used to break the cell wall, while sodium dodecyl sulphate, beta-mercaptoethanol 
and ethylenediaminetetraacetic acid are used to lyse the membrane. The elimination 
of proteins and purification of the DNA is performed by an extraction with phenol-
chloroform, after which the purified DNA is precipitated with alcohol [91]. DNA 
can also be extracted using commercial methods or kits, such as the Qiagen QIAmp 
Tissue Kit (Hilden, Germany), but they are disadvantageous in that the efficiency of 
fungal DNA extraction can vary considerably between different commercial brands. 
Furthermore, for both the home-based and commercial methods, contamination of 
the extraction systems and reagents has been reported, which contributes to varia-
tions in the sensitivity and specificity of the tests. The use of automated methods, 
such as MagNA Pure LC (Roche Diagnostics, Basel, Switzerland), is a viable and 
high-performance option for DNA extraction but may be cost-prohibitive in many 
in-hospital laboratories with limited resources [91, 108].
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4.2 Types of clinical samples

The direct detection of Aspergillus DNA has primarily been performed in whole 
blood, serum, plasma, and BAL, and occasionally in other specimens, such as spu-
tum, bronchial aspirate, tissue, pleural effusion, peritoneal fluid and cerebrospinal 
fluid. It has been observed that the interpretation of results is easier when sterile 
samples are used than when non-sterile samples are used, such as BAL, since the 
ubiquity of the fungus can promote its presence in the upper respiratory tract, mak-
ing colonization, invasion or contamination difficult to determine. To date, the most 
appropriate clinical sample for the diagnosis of IA has not been defined. However, 
the use of total blood and its fractions (serum or plasma) are the most widely used, 
the ease at which both blood can be obtained and the interpretation of results. The 
optimal blood fraction for the detection of Aspergillus DNA is unknown. Studies 
have been conducted to identify the ideal hematological sample to detect Aspergillus 
DNA, taking into account that the processing of whole blood and plasma requires 
the use of an anticoagulant, such as EDTA, which could inhibit PCR. It has been 
observed that the greatest inhibition occurs when using heparin or sodium citrate as 
an anticoagulant [109]. Some authors consider that from a practical point of view, 
serum is the best hematological sample for the detection of Aspergillus DNA, since it 
is easier to process and allows for antigens to be detected at the same time [98]. Other 
authors have shown that the sensitivity of PCR in serum and blood is similar, since 
the levels of circulating A. fumigatus DNA are between 100 fg/ml and 1 ng/ml, both in 
serum and in whole blood. They also report that the sensitivity may increase when a 
combination of serum and blood is used, which can perhaps be explained by the fact 
that the performance of DNA detection improves when large volumes of samples are 
used, rather than by the combination of the two per se [95, 98, 109, 110]. Meanwhile, 
Springer et al. [111] reported that PCR performed using plasma showed a higher 
sensitivity (91%) than for serum (80%) and whole blood (55%). These observations 
contrast with previous reports, possibly due to differences in sample processing [107].

BAL has also been used to detect Aspergillus by PCR, showing promising and 
contradictory results. In clinical studies, the general ranges of sensitivity and 
specificity varied widely, from 73 to 100% and 80 to 100%, respectively, depending 
on the characteristics of the trial and the type of patients evaluated. The majority of 
PCR studies using BAL have been performed using patients with haemato-oncologi-
cal disorders. While some studies demonstrated a high specificity [100], others have 
shown greater sensitivity [112] or high sensitivity and specificity [99].

Other types of samples that have been used are lung or other deep-tissue biop-
sies, CSF and pleural effusion, which provided acceptable values of sensitivity and 
specificity [102, 103, 113]. However, its applicability in routine laboratory diagnos-
tics is limited by the difficulty in obtaining this type of specimen.

4.3 Types of PCR

Nested PCR has been successfully used to detect Aspergillus spp. [102]. However, 
this technique is not the most suitable format, since although the process allows for 
great sensitivity, there is also the possibility of contamination and the generation of 
false-positive results. Multiplex PCR has also been used to detect Aspergillus spp., 
particularly in BAL samples. However, despite its adequate specificity and sensitivity 
(0.01 ng of DNA) [93], the detection method required (electrophoresis in an agarose 
gel) limits its application as a diagnostic tool, since results in this setting are expected 
to be obtained as quickly as possible. The primary limitation of these end-point 
PCR formats is the inability to differentiate between colonization or active infec-
tion. In 2006, the European Aspergillus PCR Initiative (EAPCRI) sought proposals 
for a technical consensus. This consensus was possible thanks to the generalization 
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of real-time quantitative PCR (qPCR). This technique drastically reduces the risk 
of contamination, allows quantitative management of the amplification reaction 
(quantification of the fungal load), differentiates between several pathogenic species 
when multiple probes are used in a single assay and allows for the result to be known; 
at the same time, the amplification is carried out, which helps establish an effective 
treatment in a timely manner [114]. Therefore, most of the PCR assays that have 
been developed for the diagnosis of IA are in a real-time format, primarily using 
hydrolysis probes (TaqMan) directed at the 18S, 28S and ITS regions [91].

Another alternative to detect Aspergillus is LAMP. This technique offers several 
potential advantages over PCR, among which is a more efficient amplification, 
the possibility of evaluating cell viability, a reduction in the contamination of the 
genetic material to be amplified and the possibility of using RNA as a target instead 
of DNA. The latter advantage allows for a greater sensitivity since highly expressed 
genes produce thousands of transcripts within a cell [106, 107].

4.4 Molecular marker or amplification targets

The selection of a molecular marker or a target region for PCR amplification to 
diagnose IA is of great importance, since it must favor a sensitive and specific ampli-
fication. The most commonly used markers to achieve high sensitivity in detecting 
Aspergillus spp., both in home and in commercial PCR assays, are multicopy genes, 
such as the ribosomal 18S and 28S genes, for which hundreds of copies are present in 
the genomes of Aspergillus spp. [89, 95, 97, 99, 102–105]. The disadvantage of using 
multicopy genes is that they involve highly conserved sequences in fungi, leading to a 
limited specificity (panfungal PCR). This type of amplification target does not always 
allow the differentiation of phylogenetically related species, such as species that are 
within the same section, which can often be important. For example, in the Fumigati 
section, although A. fumigatus, A. lentulus and N. udagawe are closely related, the latter 
two species are more resistant to antifungals than A. fumigatus. This PCR method may 
not even be able to distinguish between phylogenetically related genera (Aspergillus, 
Penicillium and Paecilomyces spp.), representing a problem in the selection of antifungal 
treatments [99]. Strategies have been designed to overcome the lack of specificity of 
multicopy genes, such as hybridization with species-specific probes [112]. Similarly, the 
variable regions of the rRNA gene, the ITS regions and D1/D2 are used [98, 100, 115]. 
ITS sequences may lack sufficient variation for the resolution of some Aspergillus spe-
cies, and a bar code or a secondary identification marker is typically needed to identify 
an isolate at the species level. Based on these observations, the use of sequencing gene 
fragments, such as α-tubulin (benA) or calmodulin (caM), has been recommended for 
the identification of individual species within sections [107]. Single-copy genes have 
also been used as molecular markers in the diagnosis of IA, which provide a greater 
specificity to the assay but a lower sensitivity. The single-copy genes that have been used 
include aspHS, SCW4 and anxC4, which have shown promising results for detecting  
A. fumigatus, A. flavus, A. niger, A. nidulans, A. terreus and A. versicolour in BAL samples 
[93, 101, 106]. Because the aspHS gene encodes a haemolysin that is overexpressed in 
vivo during infection, its detection provides specificity to differentiate an active infec-
tion (germinated conidia) from a non-active one (non-germinated conidia) [101].

4.5 Resistance markers

PCR has also been used to detect resistance to antifungals, since an increasing 
number of environmental and clinical A. fumigatus isolates with a lower suscep-
tibility to azoles have been observed. Infections caused by azole-resistant fungi 
are associated with a very high mortality rate. The available evidence suggests that 
resistance may be emerging as a result of the widespread use of these compounds in 
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(quantification of the fungal load), differentiates between several pathogenic species 
when multiple probes are used in a single assay and allows for the result to be known; 
at the same time, the amplification is carried out, which helps establish an effective 
treatment in a timely manner [114]. Therefore, most of the PCR assays that have 
been developed for the diagnosis of IA are in a real-time format, primarily using 
hydrolysis probes (TaqMan) directed at the 18S, 28S and ITS regions [91].

Another alternative to detect Aspergillus is LAMP. This technique offers several 
potential advantages over PCR, among which is a more efficient amplification, 
the possibility of evaluating cell viability, a reduction in the contamination of the 
genetic material to be amplified and the possibility of using RNA as a target instead 
of DNA. The latter advantage allows for a greater sensitivity since highly expressed 
genes produce thousands of transcripts within a cell [106, 107].

4.4 Molecular marker or amplification targets

The selection of a molecular marker or a target region for PCR amplification to 
diagnose IA is of great importance, since it must favor a sensitive and specific ampli-
fication. The most commonly used markers to achieve high sensitivity in detecting 
Aspergillus spp., both in home and in commercial PCR assays, are multicopy genes, 
such as the ribosomal 18S and 28S genes, for which hundreds of copies are present in 
the genomes of Aspergillus spp. [89, 95, 97, 99, 102–105]. The disadvantage of using 
multicopy genes is that they involve highly conserved sequences in fungi, leading to a 
limited specificity (panfungal PCR). This type of amplification target does not always 
allow the differentiation of phylogenetically related species, such as species that are 
within the same section, which can often be important. For example, in the Fumigati 
section, although A. fumigatus, A. lentulus and N. udagawe are closely related, the latter 
two species are more resistant to antifungals than A. fumigatus. This PCR method may 
not even be able to distinguish between phylogenetically related genera (Aspergillus, 
Penicillium and Paecilomyces spp.), representing a problem in the selection of antifungal 
treatments [99]. Strategies have been designed to overcome the lack of specificity of 
multicopy genes, such as hybridization with species-specific probes [112]. Similarly, the 
variable regions of the rRNA gene, the ITS regions and D1/D2 are used [98, 100, 115]. 
ITS sequences may lack sufficient variation for the resolution of some Aspergillus spe-
cies, and a bar code or a secondary identification marker is typically needed to identify 
an isolate at the species level. Based on these observations, the use of sequencing gene 
fragments, such as α-tubulin (benA) or calmodulin (caM), has been recommended for 
the identification of individual species within sections [107]. Single-copy genes have 
also been used as molecular markers in the diagnosis of IA, which provide a greater 
specificity to the assay but a lower sensitivity. The single-copy genes that have been used 
include aspHS, SCW4 and anxC4, which have shown promising results for detecting  
A. fumigatus, A. flavus, A. niger, A. nidulans, A. terreus and A. versicolour in BAL samples 
[93, 101, 106]. Because the aspHS gene encodes a haemolysin that is overexpressed in 
vivo during infection, its detection provides specificity to differentiate an active infec-
tion (germinated conidia) from a non-active one (non-germinated conidia) [101].

4.5 Resistance markers

PCR has also been used to detect resistance to antifungals, since an increasing 
number of environmental and clinical A. fumigatus isolates with a lower suscep-
tibility to azoles have been observed. Infections caused by azole-resistant fungi 
are associated with a very high mortality rate. The available evidence suggests that 
resistance may be emerging as a result of the widespread use of these compounds in 
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agricultural and clinical settings. The predominant resistance mechanism involves 
mutations in the cyp51A gene (L98H, Y121F, T289A and TR34), which encodes sterol 
demethylase, the target of azoles, and it has been shown that a variety of these 
mutations confer resistance to azoles. Molecular resistance tests have been used to 
assess fungal isolates as part of epidemiological surveillance studies of drug resis-
tance and have been used to assess clinical isolates as a complement to phenotypic 
susceptibility testing. Real-time multiplex PCR has also been used to directly detect 
azole-resistant Aspergillus in BAL samples from patients at IA risk. However, more 
studies are needed to determine its potential utility in clinical care [107, 112].

5. Other diagnostic methods

Nowadays, there are some tests for the presumptive diagnosis of aspergillosis 
which, although are not specific for the identification of species, have been decisive 
in the case of IA. Among these are the Galactomannan test (GM), the Beta-D-glucan 
(BDG) assay and volatile organic compounds (VOCs) testing.

5.1 Galactomannans

The GM is a polysaccharide, the main component of the Aspergillus cell wall, 
which binds to and is released from the hyphae during growth [116, 117]. The 
galactomannan is not only found in the walls of Aspergillus but also in the cell walls 
of other fungi such as Fusarium spp., Histoplasma capsulatum, Penicillium spp., 
Paecilomyces spp. and to a lesser extent in other fungi [109, 118–121].

One of the most widely used tests for its determination is Platelia™ 
Aspergillus EIA (immunoenzymatic sandwich microplate assay), which uses 
monoclonal antibodies that are directed against the GM of Aspergillus  
[117, 122–124]. The real interest of this test in the diagnosis of aspergillosis lies 
in the fact that the galactomannan represents a good indirect indicator of the 
fungus [119] once it is released into the bloodstream; furthermore, it can be 
detected in body fluids such as serum, bronchoalveolar lavage (BAL), cerebro-
spinal fluid or pleural fluid [118].

Currently, it is considered as a serological method that facilitates the diagnosis 
of IA [125], even though it presents a highly variable sensitivity which ranges from 
40 to 100% and depends on the population to be evaluated. Hachem et al. [118] 
showed in a study with patients suffering from haematologic malignancies associ-
ated to IA produced by Aspergillus non-fumigatus a sensitivity of 49%, whereas 
patients that presented IA by A. fumigatus sensu stricto showed a sensitivity of 
13%, and the specificity was of 99% in both groups. Another study conducted by 
Maschmeyer et al. [126] reported that in patients undergoing chemotherapy for 
cancer or patients with hematopoietic stem cell transplantation, the sensitivity of 
the GM was of 67–100% and the specificity was of 86–99%. The meta-analysis con-
ducted by Leeflang et al. [117] in patients with neutropaenia showed a sensitivity 
and a specificity of 78 and 81%, respectively. Pfeiffer et al. [116] found a sensitivity 
and a specificity of 95% in patients with hematopoietic stem cell transplant and 
solid organ transplants, respectively. It is important to highlight that the detection 
of GM in patients on antibacterial treatment results in the reduction of the test’s 
specificity, while in patients on antifungal treatment, the sensitivity decreases in 
most cases. However, this does not occur when using caspofungin which increases 
the sensitivity [109, 127]. It is necessary to consider that when using bronchoalveo-
lar lavage (BAL) to determine galactomannans, the test increases its sensitivity and 
turns out to be a more useful mortality prediction test [128].
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5.2 ΒDG

The ß-glucans are glucose polymers (polysaccharides) of high-molecular weight 
that are found naturally in the cell wall of various organisms, such as bacteria, yeasts, 
fungi and plants. The BDG is produced by most fungi of medical importance such 
as Candida spp., Aspergillus spp. and Pneumocystis jirovecii. Among the fungi that 
release little BDG in serum, there can be found Mucorales fungi and Cryptococcus 
[129]. This antigen is important in fungal infections as it is released during the infec-
tion and has a higher sensitivity for the diagnosis of IA compared to GM and can be 
detected in the plasma of patients with mycosis. Therefore, this antigen can be used 
as a marker of fungal infection although it does not allow the identification of species 
[130] and is included as a diagnostic criterion in the European Organization for 
Research and Treatment of Cancer/Mycosis Study Group (EORTC/MSG) [90, 131].

For the detection of BDG, the Fungitell assay (Cape Cod Associates, Inc.) is 
used, which was approved by the Food and Drug Administration in 2003 for the 
presumptive diagnosis of IFI [132]. For this test, the results are variable in differ-
ent studies, with sensitivity values ranging from 80 to 90% and specificity values 
from 36 to 92%, according to the cut-off value used [133, 134]. In studies with 
patients suffering from haematologic malignancies who develop IA, the sensibility 
of the test varies from 55 to 95%, and the specificity from 77 to 96% [133, 135]. It 
is important to mention that data from existing clinical studies for the Fungitell 
assay, which is the most widely used test today, suggest that the use of a detection 
limit of 80 pg/ml is associated with a greater precision than those with a result of 
60–80 pg/ml, which are considered as indefinite. The above indicates that higher 
cut-off values dramatically decrease the sensitivity of the test, whilst increasing its 
specificity [135, 136].

The β-D-glucan assay is often useful in combination with culture, as it improves 
conditions for success [135]. Several factors that may increase the levels of BDG 
on IFI have been identified, such as thrombocyte infusions with leukocyte deple-
tion filters, hemodialysis with cellulose membranes [137], the use of antibiotics 
such as amoxicillin-clavulanic acid or piperacillin-tazobactam [138], the use of 
surgical gauzes containing glucan, the administration of human blood products 
(immunoglobulins or albumin), severe mucositis and the presence of serious bacte-
rial infections [129]. On the other hand, Pickering et al. [139] reported that high 
concentrations of bilirubin and triglycerides inhibit the levels of BDG and cause 
false-negative results, while hemolysis causes false-positive results.

5.3 Volatile organic compounds (VOCs)

The air exhaled by patients with invasive diseases contains a large number of 
VOCs, produced by different metabolic pathways, which can be used as biomarkers 
of pulmonary disease [109, 140]. Several techniques have been used to determine 
VOCs, like the gas chromatography and mass spectrometry which is impractical for 
use in the clinic [141–143]. One alternative seems to be the use of electronic noses 
and artificial olfactory systems that use a series of sensors that help discriminate 
each smell that represents a unique blend of VOCs, which function through pattern 
recognition algorithms called ‘breathprints’ [144, 145]. Several volatile organic com-
pounds characteristic of Aspergillus spp. have been identified such as 3-octanone, 
isoamyl alcohol, ethanol, cyclohexanone, 2-methyl-2-propanol, 2-methylfuran, 
2-ethyl-1-hexanol and 2-pentylfuran, among others [141–143, 146].

Among the advantages of these devices are their low cost, most of them are 
manual, easy to operate and provide results in few minutes. With regard to the 
benefits for the patient, they are non-invasive tests, safe, fast and easy to perform. 
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that are found naturally in the cell wall of various organisms, such as bacteria, yeasts, 
fungi and plants. The BDG is produced by most fungi of medical importance such 
as Candida spp., Aspergillus spp. and Pneumocystis jirovecii. Among the fungi that 
release little BDG in serum, there can be found Mucorales fungi and Cryptococcus 
[129]. This antigen is important in fungal infections as it is released during the infec-
tion and has a higher sensitivity for the diagnosis of IA compared to GM and can be 
detected in the plasma of patients with mycosis. Therefore, this antigen can be used 
as a marker of fungal infection although it does not allow the identification of species 
[130] and is included as a diagnostic criterion in the European Organization for 
Research and Treatment of Cancer/Mycosis Study Group (EORTC/MSG) [90, 131].

For the detection of BDG, the Fungitell assay (Cape Cod Associates, Inc.) is 
used, which was approved by the Food and Drug Administration in 2003 for the 
presumptive diagnosis of IFI [132]. For this test, the results are variable in differ-
ent studies, with sensitivity values ranging from 80 to 90% and specificity values 
from 36 to 92%, according to the cut-off value used [133, 134]. In studies with 
patients suffering from haematologic malignancies who develop IA, the sensibility 
of the test varies from 55 to 95%, and the specificity from 77 to 96% [133, 135]. It 
is important to mention that data from existing clinical studies for the Fungitell 
assay, which is the most widely used test today, suggest that the use of a detection 
limit of 80 pg/ml is associated with a greater precision than those with a result of 
60–80 pg/ml, which are considered as indefinite. The above indicates that higher 
cut-off values dramatically decrease the sensitivity of the test, whilst increasing its 
specificity [135, 136].

The β-D-glucan assay is often useful in combination with culture, as it improves 
conditions for success [135]. Several factors that may increase the levels of BDG 
on IFI have been identified, such as thrombocyte infusions with leukocyte deple-
tion filters, hemodialysis with cellulose membranes [137], the use of antibiotics 
such as amoxicillin-clavulanic acid or piperacillin-tazobactam [138], the use of 
surgical gauzes containing glucan, the administration of human blood products 
(immunoglobulins or albumin), severe mucositis and the presence of serious bacte-
rial infections [129]. On the other hand, Pickering et al. [139] reported that high 
concentrations of bilirubin and triglycerides inhibit the levels of BDG and cause 
false-negative results, while hemolysis causes false-positive results.

5.3 Volatile organic compounds (VOCs)

The air exhaled by patients with invasive diseases contains a large number of 
VOCs, produced by different metabolic pathways, which can be used as biomarkers 
of pulmonary disease [109, 140]. Several techniques have been used to determine 
VOCs, like the gas chromatography and mass spectrometry which is impractical for 
use in the clinic [141–143]. One alternative seems to be the use of electronic noses 
and artificial olfactory systems that use a series of sensors that help discriminate 
each smell that represents a unique blend of VOCs, which function through pattern 
recognition algorithms called ‘breathprints’ [144, 145]. Several volatile organic com-
pounds characteristic of Aspergillus spp. have been identified such as 3-octanone, 
isoamyl alcohol, ethanol, cyclohexanone, 2-methyl-2-propanol, 2-methylfuran, 
2-ethyl-1-hexanol and 2-pentylfuran, among others [141–143, 146].

Among the advantages of these devices are their low cost, most of them are 
manual, easy to operate and provide results in few minutes. With regard to the 
benefits for the patient, they are non-invasive tests, safe, fast and easy to perform. 
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The sensitivity and specificity of this test is of 100 and 83.3%, respectively, which 
makes it one of the best options for the diagnosis of IA [140].

It is necessary to consider that in order to validate all these tests, more studies 
that provide additional advantages for their use must be conducted.

6. Discussion and conclusions

Currently, IA has become very important among fungal infections around the world 
since the number of cases has increased coupled with a high rate of morbidity and mor-
tality, detected mainly in immunocompromised patients. The A. fumigatus complex has 
been reported as the most frequent cause of IA in immunocompromised hosts. During 
the last few years, new species have been described that belong to other complexes that 
also cause this disease, which represents a challenge to understand the epidemiology 
of this nosological entity. On the other hand, the appearance of new species causing 
IA generates problems to establish its diagnosis since conventional methods continue 
to be used, which fail to discriminate between closely related species, such as imaging, 
histopathology, microscopy and culture procedures. These last ones are still considered 
the gold standards even though they have a low sensitivity and are time-consuming 
[109]. Other methods that have been considered important are immunological methods 
to detect GM and BDG antigens in serum and other biological fluids. They also have 
limitations, such as cross reactions with other fungal species and interference with 
antibiotics such as b-lactams or with plasma infusion solutions [147]. In addition, these 
methods only identify the fungus at the complex level. It is important to identify the 
species, since recently, the presence of ‘cryptic’ Aspergillus species has been revealed in 
clinical samples of IA, which present differences in the susceptibility to antifungals, as 
is the case of voriconazole considered as the therapy of choice for invasive aspergillosis. 
The effectiveness of this drug is uncertain in the cryptic Aspergillus species, since it has 
been shown that resistance to multiple antifungal drugs is frequent, particularly in  
A. lentulus, A. alliaceus, A. sydowii, A. calidoustus, A. keveii, A. insuetus and A. fumiga-
tiaffinis [19]. Currently, there is more awareness of the need to identify Aspergillus at the 
species level. This can be achieved through a polyphasic strategy [3]. In addition to the 
phenotypic characteristics, it includes the analysis of multilocus sequences, as well as 
PCR with specific probes for each species, such as multiplex qPCR, to identify clinically 
relevant Aspergillus species from the complex A. fumigatus, A. terreus, A. flavus, A. niger 
and A. nidulans [112]. However, molecular methods have not yet been recognized as 
diagnostic criteria for the identification of invasive fungal infection (IFI) by EORTC/
MSG, due to the lack of standardization protocols, and the significant rates of false 
positives and false negatives. In addition, it should be considered that before its imple-
mentation in routine clinical practice, each diagnostic test must follow a long validation 
process, which involves various aspects such as limit of sensitivity, reproducibility and 
precision, so that the task is nothing simple; however, its use is paramount, so several 
recent studies have evaluated its application [108, 109, 148].

Therefore, it is clear that despite the efforts made so far to implement effective 
diagnostic methods, there is still no consensus about which is the ideal method. 
Therefore, as long as these methods are not standardized and their reliability is not 
guaranteed to improve the detection of Aspergillus spp. in an effective and timely 
manner, the diagnosis of IA will continue to represent a challenge.
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Chapter 8

Metabolomics: Basic Principles
and Strategies
Sinem Nalbantoglu

Abstract

Metabolomics is the study of metabolome within cells, biofluids, tissues, or
organisms to comprehensively identify and quantify all endogenous and exogenous
low-molecular-weight (<1 kDa) small molecules/metabolites in a biological system
in a high-throughput manner. Metabolomics has several applications in health and
disease including precision/personalized medicine, single cell, epidemiologic popu-
lation studies, metabolic phenotyping, and metabolome-wide association studies
(MWAS), precision metabolomics, and in combination with other omics disciplines
as integrative omics, biotechnology, and bioengineering. Mass spectrometry (MS)-
based metabolomics/lipidomics provides a useful approach for both identification
of disease-related metabolites in biofluids or tissue and also encompasses classifica-
tion and/or characterization of disease or treatment-associated molecular patterns
generated from metabolites. Here, in this review, we provide a brief overview of
the current status of promising MS-based metabolomics strategies and their
emerging roles, as well as possible challenges.

Keywords: metabolomics, untargeted metabolomics, targeted metabolomics,
omics, mass spectrometry

1. Introduction

Metabolomics is an evolving field to comprehensively identify and quantify all
endogenous and exogenous low-molecular-weight (<1 kDa) small molecules/
metabolites in a biological system in a high-throughput manner. The composition of
these endogenous compounds is affected by the upstream influence of the proteome
and genome as well as environmental factors, lifestyle factors, medication, and
underlying disease. Metabolomics is reported as the reflection of the phenotype.
The metabolome is downstream of the transcriptome and proteome and is consid-
ered to be complementary to genomics, transcriptomics, and proteomics. It has
been reported that due to the close relation of metabolome to the genotype, physi-
ology, and environment of an organism, genotype-phenotype as well as genotype-
envirotype relationships could be successfully documented by metabolomics [1–3].

Metabolomics is the study of metabolome within cells, biofluids, tissues, or
organisms and applied in molecular and personalized medicine involved in clinical
chemistry, transplant monitoring, newborn screening, pharmacology, and toxicol-
ogy. Metabolome can be defined as the small molecules and their interactions
within a biological system which has been estimated as 3000–20,000 global metab-
olite profiles under a given genetic, nutritional, environmental conditions. Since the
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ogy. Metabolome can be defined as the small molecules and their interactions
within a biological system which has been estimated as 3000–20,000 global metab-
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metabolome is the final downstream product, changes and interactions between
gene expression, protein expression, and the environment are directly reflected in
metabolome making it more physically and chemically complex than the other
“omes.” The metabolome is closest to the phenotype among other omics
approaches, and metabolomics best modulates and represents the molecular phe-
notype of health and disease [4]. It has been demonstrated that relations of
genotype-genomics and phenotype-metabolomics refer to specific gene variations
and resultant metabolite changes which ultimately give information about genetic
epigenetic phenotypic changes [1, 5–8]. In this regard, metabolomics is a brilliant
source for biomarker discovery with advantages over other omics approaches.

An overview of first metabolomics experiments has demonstrated metabolite
quantitation in biofluids which was first utilized in 1971 [9, 10]. After that, in the
same year, the first use of the definition of “metabolic profiling” was observed
[9, 11], while “metabolome” was first used in 1998 [9, 12]. In 1999, the term
“metabonomics” was described as the quantitative measurement of the dynamic
multiparametric metabolic response of living systems to pathophysiological stimuli
or genetic modification [13].

Due to the complexity of the metabolome, a wide variety of chemically diverse
compounds such as lipids, organic acids, carbohydrates, amino acids, nucleotides,
and steroids, among others, have not yet been validated and reported totally; thus,
we do not know the complete number of metabolites present in the human [14].
Human Metabolome Database (HMDB; http://www.hmdb.ca, version 4.0, 2018)
reported 114,098 (April 2019) metabolite entries including both water-soluble and
lipid-soluble metabolites as well as metabolites that would be regarded as either
abundant (>1 uM) or relatively rare (<1 nM). Those small molecules, which have
been identified and experimentally confirmed in various human tissues and
biofluids, have been suggested as only 20% of the total metabolome [15]. Addition-
ally, 5702 protein sequences are linked to these metabolite entries. The database also
contained listing normal and abnormal concentrations of different metabolites for
23 different biospecimens.

Metabolomics strategies cover two primary analysis platforms including
“untargeted-discovery-global” and “targeted-validation-tandem” based on the
objective of the study (Figure 1). In order to systematically identify and quantify
metabolites from a biological sample and achieve comprehensive characterization
of biomarker targets, the analysis considers both endometabolome and
exometabolome. Untargeted discovery metabolomics has a hypothesis-generating
manner and allows for full scanning of the metabolome, pattern identification, and
“metabolic fingerprinting” for the global classification of phenotypes with
interacting pathway interactions. Targeted metabolomics is hypothesis testing and
generally performed for validation of an untargeted analysis. In the targeted
approaches (tandem-MS/MS), using a known standard, a quantitative analysis is
performed on specific small molecules/metabolites or perturbations along a meta-
bolic pathway [9] also known as “biased or directed metabolomics” or “metabolic
profiling.” Hypothesis-generating metabolomics covers different strategies as
(i) nontargeted profiling, (ii) fingerprinting, and (iii) footprinting [16], while
hypothesis-testing strategies are target analysis and diagnostic analysis.
Nontargeted global metabolomics profiling refers to comprehensive metabolite/
small molecule analysis. This analysis performs semiquantitative analysis with
putative identifications of the detected features. Metabolomics fingerprint exam-
ines global snapshot of the intracellular metabolome enabling classification and
screening, while metabolomics footprint analysis explores global snapshot of the
extracellular fluid metabolome (secretions from cells or changes in metabolites
consumed from the exometabolome). Quantification and identification of the
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features do not comply with fingerprint and footprint metabolomics. Metabolomics
strategies for validation purposes refer to quantitative tandem/targeted analysis
and diagnostic analysis of a known clinical associated compound/biomarker [16].
Untargeted and targeted approaches should be performed consecutively in order to
achieve an accurate identification and absolute quantitation of the metabolites [9].
Here, in this review, we provide a brief overview of the current status of promising
MS-based metabolomics strategies and their emerging roles, as well as possible
challenges.

2. Basic workflow of MS-based metabolomics

MS is used to identify and quantify metabolites even at very low concentrations
(femtomolar to attomolar) with high resolution, sensitivity, and dynamic range
[17]. MS-based analyses basically include sample preparation, extraction, capillary
electrophoresis (CE), and/or chromatographic separation, introduction of sample
for ionization process (charged molecules), and detection of possible metabolites on
the basis of their mass-to-charge ratio (m/z). In this review, the main aspects of
MS-based untargeted metabolomics strategies are briefly outlined below:

1.Sample acquisition: Metabolome analysis can be performed in various
biological samples including tissue, biofluids (blood, urine, feces, seminal
fluid, saliva, bile, cerebrospinal fluid), and cell culture [18] (Table 1). Careful
sampling, sample preparation and management, and sample biobanking/
biorepositories together with sample labeling are critical and essential for an

Figure 1.
Metabolomics workflow with main bulleted points.
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Types of biospecimen Sample acquisition and preparation

Tissue • Mechanical and nonmechanical homogenization
can be performed for tissues, cells, and other
biological samples

• Mechanical homogenization include
homogenizer, ultrasound, microwave, manual
grinding, ball mill, and grinding in a liquid
nitrogen-cooled mortar and pestle

• Aliquoting
• Storage at �80°C
• Freeze-thaw cycles avoided

Suspension-
cultured
mammalian cells

Cells (intracellular-
fingerprint-metabolite
profiling)

• Quenching with ice-cold 50 mM ammonium
bicarbonate + methanol

• Centrifuge at 1000�g for 1 min at �20°C
• Removal of the media/quenching solution from

the cells
• Snap freeze in liquid nitrogen
• Aliquoting
• Storage at �80°C
• Freeze-thaw cycles avoided

Cell medium (extracellular-
footprint-metabolite
profiling)

• Centrifuge the media at 500�g for 5 min (remove
cells)

• Remove supernatant
• Snap freeze in liquid nitrogen
• Aliquoting
• Storage at �80°C
• Freeze-thaw cycles avoided

Biofluids Serum • Blood samples should be collected into serum
separator tubes and incubate 30 min and no
longer than 60 min for clotting procedure on ice
instead of room temperature to minimize residual
metabolic activity

• At the end of the clotting time, the blood sample is
centrifuged or 20 min at 1100–1300�g at ambient
temperature

• The serum visible in the upper layer of the tube as
supernatant is collected and stored at �80°C, and
freeze-thaw cycles are avoided

Plasma • Blood samples collected into heparin, citrate,
or EDTA-containing tubes under fasting
conditions

• Centrifuge at 13,000�g, 15 min, 4°C
• Supernatant isolation and removal
• Aliquoting
• Storage at �80°C
• Freeze-thaw cycles avoided
• Various coagulants such as heparin, citrate, or

EDTA represent different retention time peaks

Cerebrospinal fluid (CSF) • CSF sampling via lumbar puncture
• Aliquoting
• Storage at �80°C
• Freeze-thaw cycles avoided
• To obtain highly resolved chromatograms, careful

handling is essential in case of blood-
contaminated CSF sample

Urine • Sodium azide addition to the sample as
bacteriostatic agent during sample storage

• 0.2 μm filtration for each sample in order to avoid
any particulates
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optimum, reproducible, and high-throughput analysis with high recovery,
extraction, and enriched metabolite coverage.

2.Sample preparation/extraction: During sample preparation different
extraction solvents/methods are used for high recovery of both polar and
nonpolar compounds based on nontargeted and targeted approaches on

Types of biospecimen Sample acquisition and preparation

• Centrifuge at 1000–3000 rcf for 5 min
• Removing supernatant
• Aliquoting
• Storage at �80°C
• Freeze-thaw cycles avoided

Saliva • 3 mL saliva samples collected into sample tubes
under fasting conditions

• Aliquoting
• Storage at �80°C

Sweat • Sweat secretion is stimulated by exercise, heat, or
chemicals such as pilocarpine

• The skin area is cleaned with ethanol and then
with distilled water

• The sweat is collected by using a micropipette
(from 20 to 200 μL at least 100 μL)

• The minimum sweat rate demanded to obtain a
valid sweat sampling is 1 g/m2 per min

• The use of deodorants, perfumes, and cosmetics
was excluded at least 1 day prior to sweat
collection

• Aliquoting
• Storage at �80°C
• Freeze-thaw cycles avoided

Feces • A single spot 1–2 g of feces
• Storage at �80°C

Breath • Exhaled breath condensate (EBC) upon 8 h of
fasting including smoking is performed

• Collecting time for EBC is 20 min, producing
approximately 1 mL condensate sample

• Commercial collection samplers, bags, and
devices are used

• Compatible with GC, GC-MS
• Aliquoting
• Storage at �80°C
• Freeze-thaw cycles avoided

Seminal plasma • Semen is centrifuged at 700�g, 4°C, 10 min
• Supernatant (seminal plasma) is separated
• Supernatant seminal plasma is recentrifuged at

10,000�g, 60 min, 4°C
• Aliquoting
• Storage at �80°C
• Freeze-thaw cycles avoided

Bile • 2 mL gallbladder bile is collected intraoperatively
• Aliquoting
• Storage at �80°C
• Freeze-thaw cycles avoided

Table 1.
Systematic collection and storage of human samples for metabolomics/lipidomics strategies.
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different biological samples involving tissue, blood, plasma, serum, cells,
urine, etc. Basically applied approaches include optimized methanol-water-
chloroform combinations to extract both hydrophilic and hydrophobic
compounds. For high recovery of both hydrophilic and hydrophobic
compounds, separate extraction applications give better results. During sample
preparation after the centrifugation process, a biphasic mixture of the upper
(aqueous) and lower (organic) layers is extracted separately. In the two
sequential or two-phase extraction applications optimized for both polar and
nonpolar metabolites such as lipids, an aqueous extraction using polar organic
solvents (e.g., methanol or acetonitrile) mixed with water followed by
organic extraction (lipid extraction) with dichloromethane or chloroform-
methanol is carried out [16, 19]. The first one of the two-phase extractions
involves aqueous solvent (e.g., methanol-water) followed by extraction with a
nonpolar solvent (e.g., chloroform) of the centrifuged pellet.

3.Separation: Chromatographic separation techniques including liquid
chromatography (LC) and gas chromatography (GC) are used coupling to MS
systems (GC-MS, HPLC-MS, UPLC-MS), while direct injection techniques
include direct infusion MS [20] and direct analysis in real-time MS (DART-
MS) [21, 22]. In addition, capillary electrophoresis (CE) coupled to MS systems
(CE-MS) is an important technique for separation and profiling of polar
metabolites in biological samples. Reversed-phase LC using C18 columns is
used for separation of nonpolar compounds, while hydrophilic interaction
chromatography (HILIC) is used for separation of polar compounds [23].

Gas chromatography/mass spectrometry (GC/MS) is one of the widely used
untargeted and targeted metabolomics platforms which offer high chromatographic
resolution. In addition to other compounds, volatile organic compounds (VOCs)
such as fatty acids and organic acids which are important biomarker candidates in
biological samples can be successfully achieved by GC-MS. Analysis by GC-MS
requires derivatization with reactions of alkylation, acylation, and silylation in order
to increase detection or retention of the compound [24].

Volatile organic compounds are important components of the metabolome and
include metabolites such as alcohols, alkanes, aldehydes, furans, ketones, pyrroles,
and terpenes. Volatilomics is a new field with adductomics into the metabolomics.
For the extraction of VOCs, solvent-free sample preparation/extraction method
“solid-phase microextraction (SPME)” is used, which enables extraction of organic
compounds from gaseous, aqueous, and solid materials [24].

LC/MS and GC-MS have different sensitivities for detecting metabolites with
high recovery/coverage. Compared to GC/MS, a wide range of molecular features
can be analyzed via LC-MS. GC-MS is capable of analyzing less polar biomolecules
involving alkylsilyl derivatives, eicosanoids, essential oils, esters, perfumes,
terpenes, waxes, volatiles, carotenoids, flavonoids, and lipids. LC-MS is capable of
analyzing more polar biomolecules involving organic acids, organic amines,
nucleosides, ionic species, nucleotides, and polyamines and does not require
derivatization. Both LC-MS and GC-MS are able to analyze alcohols, alkaloids,
amino acids, catecholamines, fatty acids, phenolics, polar organics, prostaglandins,
and steroids [25].

4.Ionization: After chromatographic separation, samples are pumped through
MS capillary to obtain positive or negative electrically charged ions in gas
phase. Introduction of heat and dry nitrogen in the MS cause the droplets to
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evaporate. Then the resultant evaporated droplets transfer the charge to the
analytes and ionize them both in the positive and negative mode via charge
transfer [26]. Polarity of the ionization/ion sources has great importance for
avoiding metabolites’ losses. Based on the polarity of the molecule, applied
ionization sources include electron ionization (EI), chemical ionization (CI),
electrospray ionization source (ESI), atmospheric pressure chemical ionization
(APCI), atmospheric pressure photo-ionization (APPI), and matrix assisted
laser desorption ionization (MALDI) [27–31].

5.Detection: High-resolution mass spectrum composed of mass-to-charge (m/z)
ratios of fragment ions created by ionized biomolecules is detected by MS at
sub-femtomole levels. Mass analyzers include time of flight (TOF),
quadrupole time of flight (QTOF), quadrupole, ion trap, and orbitrap. For
targeted metabolomics analysis, tandem or MS/MS is performed for validation
of potentially discovered metabolites during untargeted analysis. For MS/MS,
ion trap or triple quadrupole (QQQ) with multiple reaction monitoring
(MRM) is generally used with high sensitivity, mass resolution, and accuracy
(<1 ppm mass error) [9].

6.Data analysis and metabolite identification: The large amounts of complex
raw data involving specific metabolic signals are extracted from MS and
analyzed in specialized software to properly interpret the data and identify
the metabolite of interest. Commercially available and free software
bioinformatic analysis tools automatically perform processing of peak
selection, assessment, and relative quantitation. Raw data signal spectrum
preprocessing includes background spectral filtering (noise elimination),
retention time correction, appropriate peak assignment for the same
compound (identification of matching m/z and assigning adducts
appropriately), peak detection, peak alignment (matching peaks across
multiple samples) and peak normalization (adjusting peak intensities and
reducing analytical drift), and chromatogram alignment. Following this, data
preparation includes data integrity checking, data normalization, and
compound name identification using the univariate, multivariate, clustering,
and classification statistical analyses [32]. Following data processing, data
interpretation, and metabolite identification from mass spectrum can be
performed with the following: functional interpretation, enrichment analysis,
pathway analysis, and metabolite pathway networks mapping. Commonly
used tools include XCMS [33], Metaboanalyst [34], Progenesis [35], MetaCore
[36], and 3Omics [37], with different analysis capabilities. The software
processes raw mass spectrum data, perform various statistical analyses to find
significantly altered ions/features, and for metabolite identifications connect
to the metabolite database search such as Human Metabolome Database
(HMDB) [14], Metabolite and Tandem MS Database (METLIN) [38], LIPID
MAPS [39], Madison Metabolomics Consortium Database (MMCD) [40],
BiGG [41], SetupX [42], KNApSAcK [43], and MetaboLights [44]. Compound
or compound-specific databases include PubChem [45], Chemical Entities of
Biological Interest (ChEBI) [46], ChemSpider [47], The KEGG GLYCAN [48],
KEGG COMPOUND [49], and In Vivo/In Silico Metabolites Database
(IIMDB) [50]. Metabolic pathway databases include Kyoto Encyclopedia of
Genes and Genomes (KEGG) [51], BiKEGG [52], KEGG PATHWAY [53],
MetaCyc [54], BioCyc [54], Model SEED [55], Reactome [56], and Ingenuity
Pathway Analysis (IPA) [57].
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3. Challenges and affecting factors

Though there are extensive tools and databases for analysis and identification of
metabolites, challenges remain in the field of data analysis/integration, pathway
analysis, and metabolite identification in untargeted metabolomics due to the high-
throughput heterogeneous omics data which essentially requires improved bioin-
formatics and computational techniques to comprehensively evaluate the
metabolomic profiles and completion of the human metabolome [32, 58–62].

Chromatographic resolution, absolute MS signals, and compound identification
can be affected during ionization process due to polarity, ion sources, ion suppres-
sion, flow rates, and MS vacuum, sample preparation strategies, purity and tem-
perature (prechilled) of reagents and solvents, different laboratory staff and
techniques in different analysis days (typical sources of variance), different mass
analyzers, chromatographic separation columns and compositions that cause
forming of different fragments of the same molecule, frequent detection of the
most abundant molecules, ion suppression, and day-day variation. Another chal-
lenge is the existence of isomers with identical masses and highly similar spectra
which complicates distinguishing and differentiation during metabolite assignment
to spectrum features [63, 64].

During the analytical process, a plot of the area internal standard (IS) response
ratio vs. analyte concentration of each sample within a batch is performed to obtain
calibration curves, which are needed to control for accuracy and reproducibility of
the system. Performance monitoring in terms of plots of absolute MS signals,
retention time points, and mass patterns/chromatographic peak shape of the
analytes/ISs are required for maintaining sensitivity, integrity, and robustness of
the analytical results. It has been reported that high system pressure and short
columns with small particle sizes (<2 μm) lead to better signal:noise ratios than
columns with larger particle sizes. Small particle-sized columns also affect the
fastness of screening feature of MS [65–68].

Quality control (QC) sample plots of analytical parameters vs. retention times
and peak shapes during calibration, sample preparation, and the analysis belonging
to each batch as a quality check are essential for optimum standardization. All QC
samples of each batch collected from each sample to create the pooled QC should be
identical to each other and placed 1 in 5–1 in 10 samples in the analyses [16]. During
sample preparation, a general contamination due to matrix compounds occurs and
degrades the analytical system. In order to eradicate those possibilities,
monitorization and randomization using technical QC and pooled QC samples
which involve small aliquots of each biological sample, batch samples, and blanks
considering peak shapes and retention times should be performed. Using a set of
ISs, control samples, and blanks, performance of the method and monitorization
have to be performed. In addition, randomization has to be performed on both
sample preparation and the analysis order of system.

In order to eliminate or minimize methodological challenges, systematic errors,
and bias factor due to analytical drift such as batch effect and obtain analytical
sensitivity and specificity, reproducibility, accurate quantitation, and high recov-
ery + low metabolite losses, each analysis should be carried out specifically under
conditions of method optimization and optimum performance monitoring. Fur-
thermore, using quality control samples and ISs during sample preparation, injec-
tion, extraction, fractionation, separation, detection, and normalization periods is
essential. Generally, stable isotopes are used as the most identical ISs to compounds
of interest in order to obtain accurate identification and to eliminate metabolite
losses and ion suppression.
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4. Metabolomics in health and disease

Metabolomics has several applications in health and disease including precision/
personalized medicine, single cell, epidemiologic population studies, metabolic
phenotyping and metabolome-wide association studies (MWAS), precision
metabolomics, and in combination with other omics disciplines as integrative omics
[69]. Single-cell metabolomics and single-cell lipidomics technologies allow high-
dimensional characterizations of individual cells, disease heterogeneity and com-
plexity, identification, expression and abundance of disease-associated small mole-
cules, metabolites, and by LC-MS/MS, GC-MS/MS, and live single-cell mass
spectrometry (LSCMS) [70]. Imaging MS analysis of human breast cancer samples
at the single-cell level revealed cell-cell interactions and tumor heterogeneity [71].

Clinical biomarkers and different metabotypes of disease severity correlated to
exposures [72], and biological outcomes [73] have been studied and identified
through metabolomics profiling, MWAS, and metabolomics fingerprinting and
footprinting techniques in individuals and populations which will enable precision
medicine and public healthcare [74–79]. Studies moving from genome-wide associ-
ation studies (GWAS) to metabolome-wide association studies (MWAS) were first
described in 2008 as “environmental and genomic influences to investigate the
connections between phenotype variation and disease risk factors” [78–80]. Rattray
and colleagues suggested exposotypes on single individual phenotypes and
populations, in epidemiologic research, and disease risk using metabolome-wide
association studies and impacts on precision medicine [79].

In conclusion, MS-based metabolomics/lipidomics provides a useful approach
for both identification of disease-related metabolites in biofluids or tissue and also
encompasses classification and/or characterization of disease or treatment-
associated molecular patterns generated from metabolites [81, 82].
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