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Preface

This book contains two sections: Section 1 ‘Power System Stability - Small Signal 
Stability and Dynamics’ and Section 2 ‘Power System Stability - Power Oscillations 
and Electrical Infrastructures’. The book is relevant to academia and industries 
because it contains information from several authors with sound academic and 
industrial background in the field of power system technology.

Section 1 Power System Stability - Small Signal Stability and Dynamics - This section 
has three chapters. Chapter 1 introduces the book by giving an overview of power 
systems and stability criteria. This chapter presents a brief overview of power 
system structure, power system components and power system stability based on 
the swing equation. Stability studies considering synchronous generator models 
are also discussed. Steady state small disturbances and transient stability stud-
ies are also covered. The equal area criterion could be used for a quick prediction 
of stability. In this chapter, the various scenarios for stability analysis in a power 
network considering the equal area criterion for sudden change of load, maximum 
power limit, three phase fault at the sending end and three phase fault away from 
the sending end are presented for a one machine connected system to an infinite 
bus. Chapter 2 describes the application of the trajectory sensitivity theory to small 
signal stability analysis. This chapter presents a practical approach for assessing 
the stability of power system equilibrium points in real time based on the concept 
of trajectory sensitivity theory. The Mexican power system was used as a case 
study to evaluate and demonstrate the approach in a general sense and also to 
show how power systems could be effectively operated and control, considering 
effective energy management systems. Complementary information to those given 
by selective modal analysis is also obtained using this approach in order to find 
how the state variables that are linked with critical eigenvalues are affected by the 
parameters of the system. Also, this chapter provides solutions for how to evaluate 
the oscillatory behavior of a power system based on the parameters of the system. In 
Chapter 3, power system small signal stability as affected by grid-connected Smart 
Park is investigated. In this chapter, Damping Torque Analysis (DTA) was employed 
to examine the effects of the integration of smart charging station on the dynamic 
stability of transmission system. A single-machine infinite bus power system with 
a smart charging station was used in this work as an aggregate of several charging 
stations. The results obtained from DTA, according to this chapter, show that the 
damping ratio and optimal charging capacity should be considered in the design of 
the smart charging station. This is because the power system that can achieve the 
best maintained dynamic stability and damping ratio would be able to reach the 
crest value. The chapter further proposes the Phillips-Heffron model to design the 
stabilizer through regulation of the active and reactive power of the smart charging 
station, considering phase compensation methods. The power oscillation in tie-
line can be suppressed more quickly and accurately with the help of the stabilizer, 
damping of the system oscillation under certain operating conditions.

Section 2 Power System Stability- Power Oscillations and Electrical Infrastructures - 
This section has two chapters. Power oscillations due to ferroresonance and Sub 
Synchronous Resonance (SSR) is presented in Chapter 4. Ferroresonance and SSR 
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are the phenomena that cause power oscillation of rotary systems. These ideas 
are presented in this chapter of the book. Ferroresonance is likely to occur due to 
traversing capacitance line of the system across non-linear area of transformer satu-
ration curve as a result of several configurations such as; breaker failure, voltage 
transformer connected to grading capacitor circuit breaker, line and plant outage, 
and others. This chapter argues that changes in these variables cause misshaping of 
the waveforms and frequency differences between points in the network. In addi-
tion, the chapter addresses the issue of SSR causing an increase of the magnitudes 
of voltage and current in the network. Consequently, increasing the voltage causes 
saturation of iron core of the transformers or reactors, which leads to the occur-
rence of ferroresonance in the presence of series capacitance connected in the net-
work. The effects of climate change in electric power infrastructures are addressed 
in Chapter 5. The chapter explains several ways in which electric power infrastruc-
ture has contributed to climate change, how climate change affects electric power 
infrastructures, the mitigation options to reduce its effects and adaptation methods 
to be implemented. The electricity infrastructures considered in this study include; 
the technologies of power generation, transmission lines, substations and loads. 
The following climate change categories were used; atmospheric greenhouse gas 
concentration levels, rising sea levels, changes in precipitation patterns, river flows, 
and extreme air temperatures. The United States of America desert southwest 
was considered as a case study. Based on long-term forecasting of infrastructure 
performance, various supply and demand side strategic options to maintain reliable 
operations, were considered as quantitative studies, in providing estimated vulner-
ability from heat waves.

Dr. Kenneth Eloghene Okedu
National University of Science and Technology

Glasgow Caledonian University
Muscat, Oman
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Chapter 1

Introductory Chapter: Power
System Stability
Kenneth Eloghene Okedu

1. Technical Background

Among the various available energy systems, electrical energy is the most popu-
lar form, because it can be transported easily at high efficiency and reasonable
cost from one place to the other. Electrical machine is a device that converts
mechanical energy to electrical energy or vice versa. In the earlier case, the machine
is known as a generator, while in the latter case, it is called a motor. The action of
magnetic field is used in both machines for the conversion of energy from one form
to the other. A power system is a network of components that is well designed
and structured to efficiently transmit and distribute electrical energy produced by
generators to locations where they are utilized. Generators, motors and other utility
loads are connected by a power system.

1.1 Overview of power system structure

Earlier electric network stations supplied DC (direct current) power for light-
ning. The power was generated by DC generators and distributed by underground
cables. Due to excessive power loss (I2R), at low voltage, the energy delivered from
such system could only travel short distances from their stations. When electrical
transformers were invented, it created room for the prevalence of the AC (alter-
nating current) system over the DC system. This is because the electrical trans-
formers were able to raise the level of AC voltage for transmission and distribution.
The AC system was further boosted with the invention of induction motors to
replace DC motors. In addition, the merits of the AC system became apparent due
to the fact that more power can be produced at higher voltages at convenience
because of the lack of commutators in the AC generators [1].

As a result of the apparent advantages of the AC system, the single-phase and
three-phase AC systems emerged. Many electric companies and independent power
producers were operating at different frequencies. However, as the need for inter-
connection and parallel operation became imperative, a standard frequency of
either 50 or 60Hz was adopted. Consequently, transmission voltages rose steadily
and gave birth to extra high voltages (EHVs) mostly used for commercial purposes.

It may be more economical to convert EHV based on AC to EHV based on DC,
when considering power transmission over long distances. This would involve
transmission of the power via a two-line system and its inversion from DC back to
AC at the other terminal. From the literature, it was reported that it is of more
benefit to consider DC lines when the transmission distance is 500 km or more. It
should be noted that DC lines possesses no reactance and they have the ability of
transferring more power considering the same conductor size than AC lines. The
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main advantage of DC transmission is in the scenario where two remotely located
large power systems are to be connected via a tie line. In this case, the DC tie line
transmission system acts as a synchronous link between the two rigid power sys-
tems eliminating the instability problem that is common with the AC links. How-
ever, the production of harmonics that requires filtering in addition to the large
amount of reactive power compensation required at both ends of the line is a major
setback of the DC link system [1, 2].

The interconnection of the entire or overall network system is known as the
power grid. When the system is divided into several geographical regions, they are
called power pools. In an interconnected system or grid network, there exist fewer
generators that are required as reserve for peak load and spinning reserve. The
power grid allows energy penetration and transmission in a more reliable and
economical way due to the fact that power can readily be transferred from one area
to another. Most times, it may be cheaper for a power-producing company to
purchase bulk power from the interconnected system instead of generating its own
power.

1.2 Power system components

The major components of modern power systems are as follows.

1.2.1 Generators

Generators are one of the essential components of a power system. They pro-
duce electrical energy distributed by a power system. Most generators produce
electrical energy by converting mechanical energy to electrical energy through the
action of a magnetic field. The converted mechanical energy comes from a prime
mover, which is a device that spins the generator. Steam and water turbines are
some usual forms of prime movers, but in remote locations diesel engines have been
used. Prime movers can operate based on many energy sources like water, coal,
natural gas, oil, and nuclear energy. The prime mover based on water appears to be
one of the best because it is non-polluting and requires no fuel cost. Nuclear power
plants are expensive to construct and elaborate safety measures are required.
Although, the cost of fuel is low and they are non-polluting energy sources in
nature. Therefore, a combination of hydroelectric and nuclear power generators to
power a given system would result in low fuel cost and the system can effectively
run for long at full power rating. Coal plants are the most common source of
electrical power generation because coal is a relatively cheap fuel. But it is unfortu-
nate that coal is one of the most polluting fuel sources. Antipollution features are
required in coal-fired plants in order to control pollution. Natural gas is a much
cleaner and better energy source compared to coal. Its burning process emits little
pollution and it is relatively cheaper. The main drawback of natural gas is that it is
difficult to transport over long distances due to the fact that it is flammable in
nature. Oil is much easier to transport; however, it is more polluting and more
expensive than natural gas. Generally, coal, oil, and natural gas are the traditional
non-renewable energy sources and this is a demerit of these energy sources. Wind,
solar, biomass, and geothermal resources are other sources of energy that are
renewable in nature; however, they are not yet economical when compared to the
traditional sources of energy [1–3]. It should be noted that no source of electrical
energy has all it takes to be perfect in producing electricity. All the available sources
have their pros and cons and sometimes, a combination of two or more energy mix
used in hybrid energy system is encouraged.
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1.2.2 Transformers

Transformers are another major component of a power system that allows power
to be transmitted with minimal loss over a long distance. Power is transferred with
very high efficiency from one level of voltage to another level by the use of the
transformers. In a transformer, the power transferred to the secondary side is almost
the same as the primary side except for losses in the transformer. The product VI on
the secondary side of the transformer is approximately same as that of the primary
side. Hence, a step-up transformer of turns ratio awill reduce the secondary current
by a ratio of 1=a. Consequently, this will reduce losses in the line, which makes the
transmission of power over long distance possible. Due to the insulation require-
ments and practical design problems, the generated voltage is limited to low values.
Therefore, the step-up transformers are used for transmission of power, while at the
receiving end of the transmission line, the step-down transformers are used to
reduce the voltage to the required values for distribution and utilization. The trans-
mitted power might undergo several transformations between generator and end
users. Recent generators usually generate electrical power at voltages of 13.8–24 kV
and transmission lines operate at very high voltages in order to reduce transmission
losses. Electrical loads consume power at various voltage levels of 110 and 220 V,
for residential and up to 4160 V for industrial applications [1, 2, 4].

1.2.3 Transmission and distribution (power lines)

The transmission and distribution lines are also known as power lines. They
connect generators to loads, and transmit electrical power from one place to the
other at minimal loss. Transmission lines also interconnect neighboring utilities,
which permits not only economic dispatch of power within regions during steady-
state or normal working conditions but also transfer of power between regions
during emergencies. Thus, transmission lines are designed to efficiently transfer
electrical power over long distances. In order to reduce resistive losses (I2R) in the
lines, they run at very high voltages [1, 2]. Upon receiving the power at the area of
the end user, the transmission voltage is stepped down and the power is supplied
through distribution lines to the final customer. Much less power is carried by the
distribution lines and they operate for shorter distances at lower voltages without
prohibitive losses compared to the transmission lines. The distribution system could
be either overhead or underground. In recent times, the growth of the underground
distribution has been rapid in modern residential constructions.

1.2.4 Loads

The loads on a power system are of different types. These loads could be electric
motors, electric lighting, and others. However, a broad division of loads in a power
system could be: industrial, commercial, and residential. The transmission system
could serve very large industrial loads directly, while small industrial loads are
served by the primary distribution network. The industrial loads are mainly com-
posite loads and induction motors. The composite loads depend on voltage and
frequency and they form bulk of the system load. Commercial and residential loads
are made of lighting, heating, and cooling loads and they are independent of fre-
quency with small or negligible reactive power consumption. Kilowatts or mega-
watts are used to define and express the real power of loads. The real power should
be available to the end users and the magnitude of the load varies throughout the
day. A composite of the demands made by various classes of utility end users gives
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day. A composite of the demands made by various classes of utility end users gives
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the daily load curve, and the greatest value of load during a period of 24 h is known
as maximum or peak demand. Some key factors like the load factor (ratio of average
load over a designated period of time to the peak load occurring in that period),
utilization factor (ratio of maximum demand to the installed capacity), and plant
factor (product of 8760 h and the ratio of annual energy generation to the plant
capacity) help judge the performance of the system. In order for the a power system
plant to operate economically, the load factor must be high, while the utilization
and plant factors indicate how well the system capacity is usually operated and
utilized [1, 5, 6].

1.2.5 Protection system

The protection system for a power system involves a variety of protective
devices like current, voltage, power sensors, relays, fuses, and circuit breakers. The
protective devices that are connected directly to the circuits are known as
switchgears (e.g., instrument transformers, circuit breakers, disconnect switches,
fuses, and lighting arresters). The presence of these devices is required in order to
de-energize the power system either in scenarios of normal operation or in the
occurrence of faults [1, 2]. The control house contains the associated control equip-
ment and protective relays. There are basically two types of failures in a power
system: overloads and faults. Overload conditions occur when the components in
the power system are supplying more power than they were designed to carry
safely. This scenario usually occurs when the total demand on the power system
surpasses the capability of the system to supply power. Overloads often occur in
new residential or industrial construction areas of the power system due to expan-
sion. There are measures in place for the power system operator to immediately
correct and control overload conditions due to the robustness of the system in order
to avoid damage to the power network. On the other hand, fault conditions occur
when one or more of the phases in a power system are shorted to ground or to each
other (i.e., single phase to ground, three phases to ground, line to line, etc.). When a
phase is open circuited, faults also occur in such situation. During periods of short
circuit, very large currents flow and damage the entire power system if no measures
are in place to quickly stop it. Faults must be cleared as quickly as possible in a
power system when they occur, unlike overloads. For this reason, relays are
employed to automatically open circuit breakers and isolate faulty areas; then, they
are sensed in a power system [7, 8].

1.3 Power system stability

The tendency of a power system to develop restoring forces equal to or greater
than the disturbing forces to maintain the state of equilibrium is known as stability.
Power system stability problems are usually divided into two parts: steady state and
transient. Steady-state stability refers to the ability of the power system to regain
synchronism after small or slow disturbances like gradual power change. An exten-
sion of steady-state stability is dynamic stability [1]. Dynamic stability is concerned
with small disturbances lasting for a long time with inclusion of automatic control
devices. Transient stability deals with effects of large, sudden disturbances like fault
occurrence, sudden outage of a line, and sudden application or removal of loads.

1.4 The swing equation

The position of the rotor axis and the resultant magnetic field axis is fixed under
normal working conditions based on their relations. The angle between the two is
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called the power angle or torque angle. During disturbances, the rotor accelerates/
decelerates with respect to the synchronously rotating air gap, thus a relative
motion begins. The equation describing this relative motion is known as the swing
equation given below [1, 2].

H
πf 0

d2δ
dt2

¼ Pm � Pe (1)

where δ is the electrical radian; H is the per unit inertia constant; Pm∧Pe are the
per unit mechanical and electrical power, respectively; and f 0 is the frequency of
the system. With δ in degrees, then

H
180f 0

d2δ
dt2

¼ Pm � Pe (2)

1.5 Stability studies for synchronous generator models

Consider a generator connected to a major substation of a very large system via a
transmission line as shown below (Figures 1 and 2).

The substation bus voltage and frequency are assumed to remain constant (infi-
nite bus). This is because its characteristics do no change regardless of power
supplied or consumed by it. The generator is represented by a constant voltage
behind the direct axis transient reactance X0

d. The node representing the generator
terminal voltage Vg can be eliminated by converting the Y connected impedances to
Δ with admittances as [1]

Figure 1.
One machine connected to an infinite bus.

Figure 2.
Equivalent circuit of one machine connected to an infinite bus.
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ð3Þ

Writing the node equations for the above diagram gives

ð4Þ

The above equations can be written in terms of the bus admittance matrix

ð5Þ

The diagonal elements of the bus admittance are Y11 ¼ y10 þ y12 and
Y22 ¼ y20 þ y12. The off-diagonal elements are Y12 ¼ Y21 ¼ �y12: Expressing the
voltages and admittances in polar form, the real power at node 1 is given by the
following expression [1, 6].

ð6Þ

In most systems, ZL∧ZS are predominantly inductive. If all resistances are
neglected, θ11 ¼ θ12 ¼ 90o, then Y12 ¼ B12 ¼ 1=X12. The simplified expression for
power is

ð7Þ

The above equation is the simplified form of the power equation and basic to the
understanding of all stability problems. The equation shows that the power trans-
mitted depends upon the transfer reactance and the angle between the two voltages.
The curve Pe versus δ is known as the power angle curve shown below (Figure 3).

Maximum power is transferred at a displacement of 90°. The maximum power is
called the steady-state stability limit and is given by:

ð8Þ

A further increase of the electrical power causes loss of synchronism, thus,

Pe ¼ Pmaxsinδ (9)
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1.6 Small disturbances’ steady-state stability

The steady-state stability refers to the ability of the power system to remain in
synchronism when subjected to small disturbances. Substituting the electrical
power in Eq. (9) into Eq. (1) gives [1]

ð10Þ

Solving the above differential equation results in synchronizing coefficient
denoted by PS: This coefficient plays an important part in determining the system
stability and is given by:

ð11Þ

The natural frequency of the marginally stable oscillation is

ð12Þ

The damping power and dimensionless damping ratio are respectively defined as

ð13Þ

ð14Þ

where δ is the damping coefficient. The response time constant and settling time
for the system are given respectively by

Figure 3.
Power angle curve.
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ð15Þ

ð16Þ

1.7 Transient stability

Transient stability studies involve the determination of whether or not synchro-
nism is maintained after the machine has been subjected to severe disturbances. A
method known as the equal area criterion can be used for a quick prediction of
stability. Consider a synchronous machine connected to an infinite bus bar. The
swing equation with damping neglected is given by

ð17Þ

where Pa is the accelerating power. Scenarios for the equal area criterion are
described below (Figure 4).

For a sudden step increase in input power, this is represented by the horizontal
line Pm1. Since Pm1>Pe0, the accelerating power on the rotor is positive and the
power angle δ increases. The excess energy stored in the rotor during the initial
acceleration is [1]

ð18Þ

With increase in δ, the electrical power increases, and when δ ¼ δ1, the electrical
power matches the new input power Pm1. For a situation where Pm <Pe, the rotor
decelerates toward synchronous speed until δ ¼ δmax: The energy given up by the
rotor as it decelerates back to synchronous speed is

ð19Þ

Figure 4.
Equal area criterion—sudden change of load.
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Figure 5.
Equal area criterion—maximum power limit.

Figure 6.
One machine system connected to infinite bus, three-phase fault at F, at the sending end.

Figure 7.
Equal area criterion for a three-phase fault at the sending end.

Figure 8.
One machine system connected to infinite bus, three-phase fault at F, away from the sending end.
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The equal area criterion is used to determine the maximum additional power Pm
which can be applied for stability to be maintained. This could be termed as appli-
cation to sudden increase in power input as shown in Figure 5. Figures 6–9 show
the application to three-phase fault considering the equal area criterion [1].
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Chapter 2

Application of the Trajectory
Sensitivity Theory to Small Signal
Stability Analysis
Enrique Arnoldo Zamora Cárdenas,
Alejandro Pizano Martínez
and Claudio Rubén Fuerte Esquivel

Abstract

The security assessment of power systems represents one of the principal studies
that must be carried out in energy control centers. In this context, small-signal
stability analysis is very important to determine the corresponding control strategies
to improve security under stressed operating conditions of power systems. This
chapter details a practical approach for assessing the stability of power system’s
equilibrium points in real time based on the concept of trajectory sensitivity theory.
This approach provides complementary information to that given by selective modal
analysis: it determines how the state variables linked with the critical eigenvalues are
affected by the system’s parameters and also determines the way of judging how the
system’s parameters affect the oscillatory behavior of a power system. The WSCC 9-
bus and a 190-buses equivalent system of the Mexican power system are used to
demonstrate the generality of the approach as well as how its application in energy
management systems is suitable for power system operation and control.

Keywords: small-signal stability, equilibrium points, selective modal analysis, Hopf
bifurcation, parameter sensitivities

1. Introduction

Small-signal stability (SSS) is the ability of a power system to maintain synchro-
nism when subjected to small disturbances such as small load and/or generation
changes [1]. The analysis of SSS consists of assessing the stability of an equilibrium
point (EP), as well as determining the most influential state variables in the stability
of the operating point. For small enough disturbances, the system behavior can be
studied via the theory of linear systems around an equilibrium point [2]. The
stability of an EP is assessed by eigenvalue analysis (eigenanalysis) according to the
Lyapunov criterion [3], which states that an EP will be stable in the small-signal
sense, if all system eigenvalues of the system matrix are located on the left side of
the complex plane. On the contrary, the EP will be unstable if at least one eigen-
value is located on the right side of the imaginary axis. In this context, the resulting
dominant eigenvalue from the eigen-analysis is called the critical eigenvalue, and its
association to the state variables is investigated by selective modal analysis (SMA)
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[4, 5]. Based on the participation factors analysis (PFA), the SMA provides those
state variables having the highest influence in the EP stability by means of their
coupling to the critical eigenvalue [6, 7]. Since the system eigenvalues are directly
related to its dynamic performance, different forms of instability in a power system
can be studied by means of well-defined structures of eigenvalues which are called
bifurcations.

The theory of bifurcations is a powerful mathematical tool based on eigen-
analysis to assess the stability of EPs in nonlinear systems [8]. This theory consists
of searching for specific eigenvalue structures associated to different instability
forms that appear on power systems [9]. One of the most common local bifurca-
tions that can appear in the power system operation is the Hopf bifurcation (HB),
which occurs when the system matrix contains a pair of purely imaginary eigen-
values causing undamped oscillatory behavior [10–13]. Any parameter variation
in the system may result in complicated behavior until the system stability changes.
This point, where the stability changes, is defined as a bifurcation point. In this
chapter the system loads are changed in order to analyze the stability of the EPs.
The maximum load in a specific direction that a power system can provide before
the appearance of a bifurcation point establishes the loading limit in that direction.
Thus, the loading limit is directly associated with the stability margin of the
system. The critical eigenvalue of an EP is used as an index of the stability margin.
After a load change, an eigen-analysis permits us to assess the stability margin
closeness. A small margin indicates closeness to a bifurcation point (instability).

SSS analysis is very important to determine the corresponding control strategies
to improve security under stressed operating conditions of power systems. Control
strategies employed in electric power systems are usually tested by means of an
assessment of the stability improvement. Thus, the influence of parameters and
components in the EP stability provides an insight to achieve the best control. In
this context, the participation factors let us know the highest association between
state variables and the critical eigenvalue dominating the EP stability [6, 7]. In this
way, PFA allows the selection via the associated states to the critical eigenvalue of
those components that will provide the best control in EP stability. Although the
PFA selects the most sensitive states in the EP stability, it is not possible to identify
in a direct form the most influential parameters, e.g., those most sensitive loads
influencing the stability. In order to achieve this, the PFA must be combined with
other methods providing parameter sensitivity features. In [14, 15] the authors
combined the PFA and modal controllability of the weak damping oscillatory modes
to obtain an optimal location of static VAR compensators (SVCs). In [16] the
authors presented an approach to examine the effect of loads in the system stability
by using participation factors and mode shape analysis. In Ref. [7], both a voltage
stability analysis and a low-frequency oscillation analysis were performed by using
the SSS analysis in the EPs. As the system faces increased loading conditions,
bifurcation points appear, and the participating generators are identified by means
of the most associated states obtained from the SMA.

This chapter presents an alternative method based on the trajectory sensitivity
(TS) theory [17, 18] to investigate the stability of the EPs by using a time-domain
simulation. In this approach which will be referred to as selective modal analysis
and trajectory sensitivities (SMA-TS), the TS were computed with respect to the
load parameters; therefore, besides the stability assessment and the participating
states, this approach also has the ability to identify those most sensitive load
parameters influencing the critical states. The stability assessment consists of just
examining the TS oscillations. However, the stability analysis of the EP is never
perturbed. The TS oscillations required for the stability assessment are produced
by means of the initial condition values selected for the sensitivity variables. The
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SMA-TS approach uses an index of sensitivity quantification, which facilitates identify-
ing the influence of the system loads around the HB points. The index allows to rank the
power system loads in order to predict the most critical loading directions toward a B
point. Its application is suitable to monitoring in real time the power system opera-
tion and improve the security. The results of the study cases of two real systems,
i.e., WSCC 9-bus and an equivalent of the Mexican power system of 190-buses, are
used to show the performance and applicability of the proposed approach.

2. Trajectory sensitivity theory

An electric power system can be represented analytically by a set of differential-
algebraic equations (DAEs), as given by (1), where x is a n-dimensional vector of
dynamic state variables with initial conditions x t0ð Þ ¼ x0, y is a m-dimensional
vector of instantaneous state (algebraic) variables, (usually the real and imaginary
parts or the magnitudes and phase angles of the complex node voltages) with initial
conditions y t0ð Þ ¼ y0, and β is a set of time-invariant parameters of the system. The
dynamics of the equipment, e.g., generators and controls, is explicitly modeled by
the set of differential equations through the function f �ð Þ. The set of algebraic
equations 0 ¼ g �ð Þ represents the stator algebraic equations and mismatch power
flow equations at each node:

_x ¼ f x; y; βð Þ f : Rnþmþp ! Rn

0 ¼ g x; y; βð Þ g : Rnþmþp ! Rm

x∈X⊂Rn y∈Y⊂Rm β∈β⊂Rp:

(1)

2.1 Analytical formulation

Let β0 be the nominal values of β, and assume that the nominal set of DAEs
_x ¼ f x; y; β0ð Þ, 0 ¼ g x; y; β0ð Þ has a unique nominal trajectory solution x t; x0; y0; β0

� �
and y t; x0; y0; β0

� �
over t∈ t0; tend½ �, where t0 and tend are the initial and final times,

respectively, of the study time period. Thus, for all β sufficiently close to β0, the set
of DAEs (1) has a unique perturbed trajectory solution x t; x0; y0; β

� �
and

y t; x0; y0; β
� �

over t∈ t0; tend½ � that is close to the nominal trajectory solution. This
perturbed solution is given by (2) and (3) [19, 20]:

x �ð Þ ¼ x0 þ
ðtend
t0

f x �ð Þ; y �ð Þ; βð Þds (2)

0 ¼ g x �ð Þ; y �ð Þ; βð Þ: (3)

The sensitivities of the dynamic and algebraic state vectors with respect to a
chosen system’s parameter, xβ ¼ ∂x �ð Þ=∂β and yβ ¼ ∂y �ð Þ=∂β, at a time t along the
trajectory are obtained from (4) and (5), which in turn are obtained from the partial
derivative of (2) and (3) with respect to β:

∂x �ð Þ
∂β

¼
ðtend
t0

∂f �ð Þ
∂x

∂x
∂β

þ ∂f �ð Þ
∂y

∂y
∂β

þ ∂f �ð Þ
∂β

� �
ds (4)

0 ¼ ∂g �ð Þ
∂x

∂x
∂β

þ ∂g �ð Þ
∂y

∂y
∂β

þ ∂g �ð Þ
∂β

: (5)
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[4, 5]. Based on the participation factors analysis (PFA), the SMA provides those
state variables having the highest influence in the EP stability by means of their
coupling to the critical eigenvalue [6, 7]. Since the system eigenvalues are directly
related to its dynamic performance, different forms of instability in a power system
can be studied by means of well-defined structures of eigenvalues which are called
bifurcations.

The theory of bifurcations is a powerful mathematical tool based on eigen-
analysis to assess the stability of EPs in nonlinear systems [8]. This theory consists
of searching for specific eigenvalue structures associated to different instability
forms that appear on power systems [9]. One of the most common local bifurca-
tions that can appear in the power system operation is the Hopf bifurcation (HB),
which occurs when the system matrix contains a pair of purely imaginary eigen-
values causing undamped oscillatory behavior [10–13]. Any parameter variation
in the system may result in complicated behavior until the system stability changes.
This point, where the stability changes, is defined as a bifurcation point. In this
chapter the system loads are changed in order to analyze the stability of the EPs.
The maximum load in a specific direction that a power system can provide before
the appearance of a bifurcation point establishes the loading limit in that direction.
Thus, the loading limit is directly associated with the stability margin of the
system. The critical eigenvalue of an EP is used as an index of the stability margin.
After a load change, an eigen-analysis permits us to assess the stability margin
closeness. A small margin indicates closeness to a bifurcation point (instability).

SSS analysis is very important to determine the corresponding control strategies
to improve security under stressed operating conditions of power systems. Control
strategies employed in electric power systems are usually tested by means of an
assessment of the stability improvement. Thus, the influence of parameters and
components in the EP stability provides an insight to achieve the best control. In
this context, the participation factors let us know the highest association between
state variables and the critical eigenvalue dominating the EP stability [6, 7]. In this
way, PFA allows the selection via the associated states to the critical eigenvalue of
those components that will provide the best control in EP stability. Although the
PFA selects the most sensitive states in the EP stability, it is not possible to identify
in a direct form the most influential parameters, e.g., those most sensitive loads
influencing the stability. In order to achieve this, the PFA must be combined with
other methods providing parameter sensitivity features. In [14, 15] the authors
combined the PFA and modal controllability of the weak damping oscillatory modes
to obtain an optimal location of static VAR compensators (SVCs). In [16] the
authors presented an approach to examine the effect of loads in the system stability
by using participation factors and mode shape analysis. In Ref. [7], both a voltage
stability analysis and a low-frequency oscillation analysis were performed by using
the SSS analysis in the EPs. As the system faces increased loading conditions,
bifurcation points appear, and the participating generators are identified by means
of the most associated states obtained from the SMA.

This chapter presents an alternative method based on the trajectory sensitivity
(TS) theory [17, 18] to investigate the stability of the EPs by using a time-domain
simulation. In this approach which will be referred to as selective modal analysis
and trajectory sensitivities (SMA-TS), the TS were computed with respect to the
load parameters; therefore, besides the stability assessment and the participating
states, this approach also has the ability to identify those most sensitive load
parameters influencing the critical states. The stability assessment consists of just
examining the TS oscillations. However, the stability analysis of the EP is never
perturbed. The TS oscillations required for the stability assessment are produced
by means of the initial condition values selected for the sensitivity variables. The
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SMA-TS approach uses an index of sensitivity quantification, which facilitates identify-
ing the influence of the system loads around the HB points. The index allows to rank the
power system loads in order to predict the most critical loading directions toward a B
point. Its application is suitable to monitoring in real time the power system opera-
tion and improve the security. The results of the study cases of two real systems,
i.e., WSCC 9-bus and an equivalent of the Mexican power system of 190-buses, are
used to show the performance and applicability of the proposed approach.

2. Trajectory sensitivity theory

An electric power system can be represented analytically by a set of differential-
algebraic equations (DAEs), as given by (1), where x is a n-dimensional vector of
dynamic state variables with initial conditions x t0ð Þ ¼ x0, y is a m-dimensional
vector of instantaneous state (algebraic) variables, (usually the real and imaginary
parts or the magnitudes and phase angles of the complex node voltages) with initial
conditions y t0ð Þ ¼ y0, and β is a set of time-invariant parameters of the system. The
dynamics of the equipment, e.g., generators and controls, is explicitly modeled by
the set of differential equations through the function f �ð Þ. The set of algebraic
equations 0 ¼ g �ð Þ represents the stator algebraic equations and mismatch power
flow equations at each node:

_x ¼ f x; y; βð Þ f : Rnþmþp ! Rn

0 ¼ g x; y; βð Þ g : Rnþmþp ! Rm

x∈X⊂Rn y∈Y⊂Rm β∈β⊂Rp:

(1)

2.1 Analytical formulation

Let β0 be the nominal values of β, and assume that the nominal set of DAEs
_x ¼ f x; y; β0ð Þ, 0 ¼ g x; y; β0ð Þ has a unique nominal trajectory solution x t; x0; y0; β0

� �
and y t; x0; y0; β0

� �
over t∈ t0; tend½ �, where t0 and tend are the initial and final times,

respectively, of the study time period. Thus, for all β sufficiently close to β0, the set
of DAEs (1) has a unique perturbed trajectory solution x t; x0; y0; β

� �
and

y t; x0; y0; β
� �

over t∈ t0; tend½ � that is close to the nominal trajectory solution. This
perturbed solution is given by (2) and (3) [19, 20]:

x �ð Þ ¼ x0 þ
ðtend
t0

f x �ð Þ; y �ð Þ; βð Þds (2)

0 ¼ g x �ð Þ; y �ð Þ; βð Þ: (3)

The sensitivities of the dynamic and algebraic state vectors with respect to a
chosen system’s parameter, xβ ¼ ∂x �ð Þ=∂β and yβ ¼ ∂y �ð Þ=∂β, at a time t along the
trajectory are obtained from (4) and (5), which in turn are obtained from the partial
derivative of (2) and (3) with respect to β:

∂x �ð Þ
∂β

¼
ðtend
t0

∂f �ð Þ
∂x

∂x
∂β

þ ∂f �ð Þ
∂y

∂y
∂β

þ ∂f �ð Þ
∂β

� �
ds (4)

0 ¼ ∂g �ð Þ
∂x

∂x
∂β

þ ∂g �ð Þ
∂y

∂y
∂β

þ ∂g �ð Þ
∂β

: (5)
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Lastly, the smooth evolution of the sensitivities along the trajectory (6) and (7)
is obtained by differentiating (4) and (5) with respect to t:

_xβ ¼ ∂f �ð Þ
∂x

∂x
∂β

þ ∂f �ð Þ
∂y

∂y
∂β

þ ∂f �ð Þ
∂β

� f xxβ þ f yyβ þ f β; xβ t0ð Þ ¼ 0 (6)

0 ¼ ∂g �ð Þ
∂x

∂x
∂β

þ ∂g �ð Þ
∂y

∂y
∂β

þ ∂g �ð Þ
∂β

� gxxβ þ gyyβ þ gβ; yβ t0ð Þ ¼ 0 (7)

where f x, f y, f β, gx, gy, and gβ are time-varying matrices computed along the
system trajectories.

3. Trajectory sensitivity analysis

3.1 Sensitivity discretization

TS computation is obtained by means of the sequential solution of the nonlinear
DAE system (1) and the linear time-varying DAE system (6) and (7). By applying
the trapezoidal rule to algebraize the differential equations, both DAE systems are
converted into the following systems of algebraic difference Eqs. (8)–(11).

F1 �ð Þ ¼ xkþ1 � xk � Δt
2

f kþ1 þ f k
� �

¼ 0 (8)

F2 �ð Þ ¼ gkþ1 ¼ 0 (9)

F3 �ð Þ ¼ xkþ1
β � xkβ �

Δt
2

f kþ1
x xkþ1

β þ f kþ1
y ykþ1

β þ f kþ1
β þ f kxx

k
β þ f kyy

k
β þ f kβ

� �
¼ 0 (10)

F4 �ð Þ ¼ gkþ1
x xkþ1

β þ gkþ1
y ykþ1

β þ gkþ1
β ¼ 0 (11)

where Δt is the integration time step and the superscript k is an index for the
time instant tk at which variables and functions are evaluated, e.g., xk ¼ x tkð Þ and
f k ¼ f xk; yk

� �
.

3.2 Linear sensitivity computation

Once algebraized both DAE systems (8)–(11), the Newton-Raphson (NR)
algorithm is used to provide an approximate solution of the algebraized nonlinear
systems (8) and (9). In this case, the resulting linearized system JiΔXi ¼ �F Xð Þi,
whose representation in expanded form is given in (12), provides the approximate

solution ΔXi = Δxk Δyk
� �T

, which is updated at each NR ith iteration, i.e.,

xkþ1 ¼ xk þ Δxk ykþ1 ¼ yk þ Δyk
� �T, until a selected convergence criterion is
satisfied. Note also that J is the Jacobian matrix resulting of the linearization around
an EP.

The initial guess xkþ1
0 ¼ xk ykþ1

0 ¼ yk
� �T is used to start the NR algorithm from

given values xk yk
� �T :

I � Δt
2 f

kþ1
x � Δt

2 f
kþ1
y

gkþ1
x gkþ1

y

" #i

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Ji

Δxk

Δyk

" #i

|fflfflfflffl{zfflfflfflffl}
ΔXi

¼ � F1 �ð Þ
F2 �ð Þ

� �i

|fflfflfflfflffl{zfflfflfflfflffl}
F �ð Þi

: (12)
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Once the states have been computed for a new time step, the TS can be
calculated. To do this, the linear time-varying systems (10) and (11) rearranged as
indicated in (13) should be evaluated with the recently computed states and solved

for the TS xkþ1
β ykþ1

β

h iT
:

I � Δt
2
f kþ1
x �Δt

2
f kþ1
y

gkþ1
x gkþ1

y

2
4

3
5

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
J

xkþ1
β

ykþ1
β

" #

|fflfflfflffl{zfflfflfflffl}
S

¼ xkβ þ
Δt
2

f kxx
k
β þ f kyy

k
β þ f kβ þ f kþ1

β

� �

�gkþ1
β

2
4

3
5

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
B

: (13)

It is very important to note that at each time step Δt, the solution of (13) for the
TS calculation xkþ1

β and ykþ1
β uniquely requires a forward/backward substitution,

which represents a very small computational burden [17]. This is because the
coefficient matrix on the left side of (13) corresponds to the Jacobian matrix already
factored used in the final NR iteration to solve (12).

3.3 Multiparameter sensitivity

It is clear that the solution of the linear time-varying system (13) uses the
same Jacobian matrix already factored for solving the TS calculation with
respect to any β parameter. Taking advantage of this observation, the solution
approach described in Section 3.2 can be directly extended to provide an effi-
cient linear computation of multiparameter trajectory sensitivities, as shown in
(14). In this case, it is only necessary to carry out Np forward/backward sub-
stitutions to calculate all TS vectors with respect to Np parameters of the
system, i.e., xkþ1

βi and ykþ1
βi ∀i ¼ 1,…, Np, where S is a nþmð Þ �NP sensitivity

matrix whose Np columns are the nþmð Þ-dimension TS vectors with respect to
Np parameters:

I � Δt
2
f kþ1
x �Δt

2
f kþ1
y

gkþ1
x gkþ1

y

2
4

3
5

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
J

Sβ1 Sβ2 ⋯ SβNp
� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

S

¼ Bβ1 Bβ2 ⋯ BβNp
� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

B

: (14)

3.4 Sensitivity quantification

As numerically demonstrated in [19–23], when the system approaches an unsta-
ble operation condition, the sensitivities of state trajectories have more rapid
changes in magnitudes and larger excursions than the state trajectories. Hence, as
the system approaches its stability boundary, the TS approach infinity [19]. In this
sense, it is possible to associate the sensitivity information with the stability level of
the system for a particular system parameter. For this purpose, an Euclidian norm
of the trajectory sensitivity vector, referred to as a sensitivity norm, is proposed in
[23] as a measure of proximity to instability. This sensitivity norm also permits the
computation of the critical parameters whose variations steer the system much
faster to an unstable operation condition. In this chapter, such a sensitivity norm is
used to provide a time-varying index of proximity to oscillatory instability for a ng-
generator system defined at each integration time step Δt, as shown in (15), which
by computing sensitivities of rotor angle and speed trajectories with respect to
active power loads measures the load power’s effect on the system’s small-signal
stability:
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Lastly, the smooth evolution of the sensitivities along the trajectory (6) and (7)
is obtained by differentiating (4) and (5) with respect to t:

_xβ ¼ ∂f �ð Þ
∂x

∂x
∂β

þ ∂f �ð Þ
∂y

∂y
∂β

þ ∂f �ð Þ
∂β

� f xxβ þ f yyβ þ f β; xβ t0ð Þ ¼ 0 (6)

0 ¼ ∂g �ð Þ
∂x

∂x
∂β

þ ∂g �ð Þ
∂y

∂y
∂β

þ ∂g �ð Þ
∂β

� gxxβ þ gyyβ þ gβ; yβ t0ð Þ ¼ 0 (7)

where f x, f y, f β, gx, gy, and gβ are time-varying matrices computed along the
system trajectories.

3. Trajectory sensitivity analysis

3.1 Sensitivity discretization

TS computation is obtained by means of the sequential solution of the nonlinear
DAE system (1) and the linear time-varying DAE system (6) and (7). By applying
the trapezoidal rule to algebraize the differential equations, both DAE systems are
converted into the following systems of algebraic difference Eqs. (8)–(11).

F1 �ð Þ ¼ xkþ1 � xk � Δt
2

f kþ1 þ f k
� �

¼ 0 (8)

F2 �ð Þ ¼ gkþ1 ¼ 0 (9)

F3 �ð Þ ¼ xkþ1
β � xkβ �

Δt
2

f kþ1
x xkþ1

β þ f kþ1
y ykþ1

β þ f kþ1
β þ f kxx

k
β þ f kyy

k
β þ f kβ

� �
¼ 0 (10)

F4 �ð Þ ¼ gkþ1
x xkþ1

β þ gkþ1
y ykþ1

β þ gkþ1
β ¼ 0 (11)

where Δt is the integration time step and the superscript k is an index for the
time instant tk at which variables and functions are evaluated, e.g., xk ¼ x tkð Þ and
f k ¼ f xk; yk

� �
.

3.2 Linear sensitivity computation

Once algebraized both DAE systems (8)–(11), the Newton-Raphson (NR)
algorithm is used to provide an approximate solution of the algebraized nonlinear
systems (8) and (9). In this case, the resulting linearized system JiΔXi ¼ �F Xð Þi,
whose representation in expanded form is given in (12), provides the approximate

solution ΔXi = Δxk Δyk
� �T

, which is updated at each NR ith iteration, i.e.,

xkþ1 ¼ xk þ Δxk ykþ1 ¼ yk þ Δyk
� �T, until a selected convergence criterion is
satisfied. Note also that J is the Jacobian matrix resulting of the linearization around
an EP.

The initial guess xkþ1
0 ¼ xk ykþ1

0 ¼ yk
� �T is used to start the NR algorithm from

given values xk yk
� �T :
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x gkþ1

y
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Once the states have been computed for a new time step, the TS can be
calculated. To do this, the linear time-varying systems (10) and (11) rearranged as
indicated in (13) should be evaluated with the recently computed states and solved

for the TS xkþ1
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It is very important to note that at each time step Δt, the solution of (13) for the
TS calculation xkþ1

β and ykþ1
β uniquely requires a forward/backward substitution,

which represents a very small computational burden [17]. This is because the
coefficient matrix on the left side of (13) corresponds to the Jacobian matrix already
factored used in the final NR iteration to solve (12).

3.3 Multiparameter sensitivity

It is clear that the solution of the linear time-varying system (13) uses the
same Jacobian matrix already factored for solving the TS calculation with
respect to any β parameter. Taking advantage of this observation, the solution
approach described in Section 3.2 can be directly extended to provide an effi-
cient linear computation of multiparameter trajectory sensitivities, as shown in
(14). In this case, it is only necessary to carry out Np forward/backward sub-
stitutions to calculate all TS vectors with respect to Np parameters of the
system, i.e., xkþ1

βi and ykþ1
βi ∀i ¼ 1,…, Np, where S is a nþmð Þ �NP sensitivity

matrix whose Np columns are the nþmð Þ-dimension TS vectors with respect to
Np parameters:
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|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

S

¼ Bβ1 Bβ2 ⋯ BβNp
� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

B
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3.4 Sensitivity quantification

As numerically demonstrated in [19–23], when the system approaches an unsta-
ble operation condition, the sensitivities of state trajectories have more rapid
changes in magnitudes and larger excursions than the state trajectories. Hence, as
the system approaches its stability boundary, the TS approach infinity [19]. In this
sense, it is possible to associate the sensitivity information with the stability level of
the system for a particular system parameter. For this purpose, an Euclidian norm
of the trajectory sensitivity vector, referred to as a sensitivity norm, is proposed in
[23] as a measure of proximity to instability. This sensitivity norm also permits the
computation of the critical parameters whose variations steer the system much
faster to an unstable operation condition. In this chapter, such a sensitivity norm is
used to provide a time-varying index of proximity to oscillatory instability for a ng-
generator system defined at each integration time step Δt, as shown in (15), which
by computing sensitivities of rotor angle and speed trajectories with respect to
active power loads measures the load power’s effect on the system’s small-signal
stability:
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SNρ tkð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
ng

m¼1

∂δm tkð Þ
∂βρ

� ∂δj tkð Þ
∂βρ

 !2

þ ∂ωm tkð Þ
∂βρ

 !2
0
@

1
A

vuuut ∀ρ ¼ 1,⋯, Np, (15)

where j denotes the reference generator.
In this case, the time evolution of sensitivities is necessary to quantify the loads’

influence on the possible occurrence of an oscillatory instability, where the highest
values of the sensitivity norms SNρ indicate the most sensitive loads for the EP’s
stability. Thus, it should be noted that the critical load powers are those with the
largest values of sensitivity index within the integration period, not the largest final
value.

Note that this sensitivity norm has been successfully applied before for devel-
oping suitable approaches to improve the transient stability of power systems, e.g.,
for the estimation of the critical clearing time of a faulted system [23], the best
possible location of FACTS controllers for transient stability enhancement [24–26],
and the thyristor-controlled series compensator (TCSC) control design to enhance
transient stability [27].

3.5 Sensitivity initial conditions

The analysis of a stationary operating point based on this approach is performed
by keeping the corresponding EP constant during the whole simulation. Thus, dur-
ing this simulation period with no perturbation, which is considered from the instant
of time t0 and the infinity t∞, the TS also remain into the same stationary behavior
established at nonzero constant values xβ t∞ð Þ 6¼ 0 and yβ t∞ð Þ 6¼ 0. However, as our
approach is based on catching the oscillatory behavior of trajectory sensitivities, the
values xβ t0ð Þ ¼ yβ t0ð Þ ¼ 0 are arbitrarily used as the initial conditions of the sensi-
tivity variables. Then, such an initial condition perturbation starts an oscillatory
behavior on the TS, whose transient period evolves from the perturbed initial con-

dition xβ t0ð Þ ¼ yβ t0ð Þ ¼ 0 to the stationary final condition xβ t∞ð Þ; yβ t∞ð Þ
� �

. Such a

transient behavior provides the necessary TS information to assess the influence of
the states and parameters (load powers) in the stability of the analyzed EP. It is
important to note that because of the EP stay undisturbed during the TS transient
simulation, f x, f y, f β and gx, gy, gβ are considered time-invariant matrices in the

linear sensitivity model (13), where only the TS xkþ1
β ykþ1

β

h iT
are time-varying.

Thus, a reduced computational burden is required for the TS simulation.

3.6 Approach for small-signal stability with trajectory sensitivities

The application of the SMA-TS approach to assess the effect of a set of system’s
parameters on the stability of the equilibrium points is summarized as follows:

Step 1. For an arbitrary set of fixed parameters β, the system’s equilibrium is
computed by solving the set of nonlinear algebraic equations (1) for x and y con-
sidering _x ¼ 0. The NR algorithm is applied to obtain this solution given by the
values xe and ye that satisfy 0 ¼ f xe; ye; β

� �
and 0 ¼ g xe; ye; β

� �
.

Step 2. Based on the Schur and the implicit function theorems [28, 29], compute

the reduced Jacobian matrix JR ¼ f x � f yg
�1
y gx

� ����
xe;ye;βð Þ that has the same dynamic

and algebraic properties of the system’s Jacobian matrix.
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Step 3. Determine the critical eigenvalues of JR, and perform a SMA to identify
the associate state variables.

Step 4. Compute the sensitivities of associated state variables with respect to the
selected system’s parameters (load powers) at the equilibrium point, xt!∞

β and yt!∞
β ,

by solving (16). The integration process is started with initial conditions
xβ t0ð Þ ¼ yβ t0ð Þ ¼ 0 for the parameter sensitivities, while the state and algebraic
variables are set at their equilibrium values during the solution process. The time
evolution of sensitivities is computed under the assumption that a very small per-
turbation is carried out in the system such that the state and algebraic variables are
infinitesimally perturbed; their values, therefore, can be considered constant during
the computation of the sensitivity index. These assumptions permit us to directly
relate our proposal to the theory of trajectory sensitivities:
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Step 5. Quantify the interaction between the system parameters and the associ-
ated state variables by using the sensitivity index (15). Since this index is a function
of the sensitivities of those state variables directly associated with the oscillatory
modes and the critical eigenvalues, it can be used to quantify the effect of the ith
parameter on these variables. In this case, the highest values of the sensitivity norms
indicate the most sensitive parameters. Furthermore, the sensitivity index value
increases as the system is approaching an oscillatory stability problem.

4. Small-signal stability analysis

This section presents the analysis of the TS applied on assessing the SSS analysis.
The effectiveness of the SMA-TS approach is numerically tested by analyzing the
WSCC 9-buses and 3-generator systems [7] and a reduced equivalent system
corresponding to the Mexican power system consisting of 190-buses with 46 gen-
erators. For the purpose of the studies presented in this section, the system genera-
tors are represented by means of the two-axis model with a simple fast exciter loop
containing max/min ceiling limits. For this case the system loads are represented by
means of the constant power load model; however, the generality of the method
allows to consider any load model.

4.1 Modal analysis WSCC system

In this subsection the conventional modal analysis is employed in order to
investigate the small-signal stability of the WSCC power system, whose diagram is
given in Figure 1. Table 1 presents the modal analysis for different EPs as the active
power at bus 5 is increasing.

SSS and SMA were performed to investigate the different operating points
corresponding to the different levels of loading. Eigen-analysis revealed the SSS of
EPs, whereas participation factors were used to identify the most associated states
to the critical eigenvalue at each EP, as given in Table 1. The first column represents
the load changes at bus 5. The second column presents the critical eigenvalue for the
EP. The third column presents the most associated states to the critical mode

21

Application of the Trajectory Sensitivity Theory to Small Signal Stability Analysis
DOI: http://dx.doi.org/10.5772/intechopen.81490



SNρ tkð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
ng

m¼1

∂δm tkð Þ
∂βρ

� ∂δj tkð Þ
∂βρ

 !2

þ ∂ωm tkð Þ
∂βρ

 !2
0
@

1
A

vuuut ∀ρ ¼ 1,⋯, Np, (15)

where j denotes the reference generator.
In this case, the time evolution of sensitivities is necessary to quantify the loads’

influence on the possible occurrence of an oscillatory instability, where the highest
values of the sensitivity norms SNρ indicate the most sensitive loads for the EP’s
stability. Thus, it should be noted that the critical load powers are those with the
largest values of sensitivity index within the integration period, not the largest final
value.

Note that this sensitivity norm has been successfully applied before for devel-
oping suitable approaches to improve the transient stability of power systems, e.g.,
for the estimation of the critical clearing time of a faulted system [23], the best
possible location of FACTS controllers for transient stability enhancement [24–26],
and the thyristor-controlled series compensator (TCSC) control design to enhance
transient stability [27].

3.5 Sensitivity initial conditions

The analysis of a stationary operating point based on this approach is performed
by keeping the corresponding EP constant during the whole simulation. Thus, dur-
ing this simulation period with no perturbation, which is considered from the instant
of time t0 and the infinity t∞, the TS also remain into the same stationary behavior
established at nonzero constant values xβ t∞ð Þ 6¼ 0 and yβ t∞ð Þ 6¼ 0. However, as our
approach is based on catching the oscillatory behavior of trajectory sensitivities, the
values xβ t0ð Þ ¼ yβ t0ð Þ ¼ 0 are arbitrarily used as the initial conditions of the sensi-
tivity variables. Then, such an initial condition perturbation starts an oscillatory
behavior on the TS, whose transient period evolves from the perturbed initial con-

dition xβ t0ð Þ ¼ yβ t0ð Þ ¼ 0 to the stationary final condition xβ t∞ð Þ; yβ t∞ð Þ
� �

. Such a

transient behavior provides the necessary TS information to assess the influence of
the states and parameters (load powers) in the stability of the analyzed EP. It is
important to note that because of the EP stay undisturbed during the TS transient
simulation, f x, f y, f β and gx, gy, gβ are considered time-invariant matrices in the

linear sensitivity model (13), where only the TS xkþ1
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are time-varying.

Thus, a reduced computational burden is required for the TS simulation.

3.6 Approach for small-signal stability with trajectory sensitivities

The application of the SMA-TS approach to assess the effect of a set of system’s
parameters on the stability of the equilibrium points is summarized as follows:

Step 1. For an arbitrary set of fixed parameters β, the system’s equilibrium is
computed by solving the set of nonlinear algebraic equations (1) for x and y con-
sidering _x ¼ 0. The NR algorithm is applied to obtain this solution given by the
values xe and ye that satisfy 0 ¼ f xe; ye; β
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Step 3. Determine the critical eigenvalues of JR, and perform a SMA to identify
the associate state variables.

Step 4. Compute the sensitivities of associated state variables with respect to the
selected system’s parameters (load powers) at the equilibrium point, xt!∞

β and yt!∞
β ,

by solving (16). The integration process is started with initial conditions
xβ t0ð Þ ¼ yβ t0ð Þ ¼ 0 for the parameter sensitivities, while the state and algebraic
variables are set at their equilibrium values during the solution process. The time
evolution of sensitivities is computed under the assumption that a very small per-
turbation is carried out in the system such that the state and algebraic variables are
infinitesimally perturbed; their values, therefore, can be considered constant during
the computation of the sensitivity index. These assumptions permit us to directly
relate our proposal to the theory of trajectory sensitivities:
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Step 5. Quantify the interaction between the system parameters and the associ-
ated state variables by using the sensitivity index (15). Since this index is a function
of the sensitivities of those state variables directly associated with the oscillatory
modes and the critical eigenvalues, it can be used to quantify the effect of the ith
parameter on these variables. In this case, the highest values of the sensitivity norms
indicate the most sensitive parameters. Furthermore, the sensitivity index value
increases as the system is approaching an oscillatory stability problem.

4. Small-signal stability analysis

This section presents the analysis of the TS applied on assessing the SSS analysis.
The effectiveness of the SMA-TS approach is numerically tested by analyzing the
WSCC 9-buses and 3-generator systems [7] and a reduced equivalent system
corresponding to the Mexican power system consisting of 190-buses with 46 gen-
erators. For the purpose of the studies presented in this section, the system genera-
tors are represented by means of the two-axis model with a simple fast exciter loop
containing max/min ceiling limits. For this case the system loads are represented by
means of the constant power load model; however, the generality of the method
allows to consider any load model.

4.1 Modal analysis WSCC system

In this subsection the conventional modal analysis is employed in order to
investigate the small-signal stability of the WSCC power system, whose diagram is
given in Figure 1. Table 1 presents the modal analysis for different EPs as the active
power at bus 5 is increasing.

SSS and SMA were performed to investigate the different operating points
corresponding to the different levels of loading. Eigen-analysis revealed the SSS of
EPs, whereas participation factors were used to identify the most associated states
to the critical eigenvalue at each EP, as given in Table 1. The first column represents
the load changes at bus 5. The second column presents the critical eigenvalue for the
EP. The third column presents the most associated states to the critical mode
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(eigenvalue), obtained by selecting the highest magnitudes of participation factors,
which are given in the fourth column in the table.

As the load embedded at bus 5 increased, the stability of the new EP decreased
with respect to the previous one. The power system oscillatory instability called the
HB was detected when the load changed from 4.4 to 4.5 p.u. The SMA around the
HB revealed generator 2 as the most participative in the unstable EP. It is important
to observe in Table 1 that generator 2 is the most associated with the critical
eigenvalues for all analyzed EPs.

5. Trajectory sensitivity analysis: WSCC system

In order to test the proposed method based on TS to assess the EP stability,
operating points before and after the HB point were investigated [30]. As the active
power increases at bus 5, as was performed in [7], the system proximity to the
bifurcation points is assessed by using the analysis of TS. The rotor angle and speed
sensitivities with respect to the load active powers were traced and observed
through the time. The TS oscillations provide qualitative information used to inves-
tigate the proximity to bifurcation points. Such sensitivity oscillations agree with
the critical eigenvalues obtained by the SMA at each EP, as reported in Table 1.
Thus, the oscillatory behavior in the TS indicates that the EP is around the HB point

PL5 puÞð λcrit Associated states PF

4.2 �0.5085 � 7.3001i ω2, δ2, E0
d2, E

0
q1, Efd1 1.0, 0.99, 0.18, 0.18, 0.16

4.3 �0.5395 � 6.8512i ω2, δ2, E0
d2, E

0
q1, Efd1 1.0, 0.99, 0.28, 0.39, 0.35

4.4 �0.0305 � 6.1462i δ2,ω2, E0
d2, E

0
q1, Efd1 1.0, 0.99, 0.46, 0.99, 0.83

4.5 0.7064 � 5.8935i E0
q1, δ2,ω2, Efd1, E0

d2 1.0, 0.85, 0.85, 0.79, 0.38

4.6 1.5118 � 5.7190i E0
q1, δ2,ω2, Efd1, E0

d2 1.0, 0.81, 0.80, 0.76, 0.32

4.7 2.6677 � 5.5020i E0
q1, δ2,ω2, Efd1, E0

d2 1.0, 0.79, 0.78, 0.74, 0.28

4.8 5.3798 � 4.5835i E0
q1, δ2,ω2, Efd1, E0

d2 1.0, 0.77, 0.75, 0.76, 0.26

Table 1.
Selective modal analysis.

Figure 1.
WSCC 9-buses, 3-generators.
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and the critical eigenvalue of the EP is complex. The proximity to the HB point is
qualitatively assessed by observing the damping of the TS oscillation, i.e., if the TS
oscillation is positively damped, the system is operating before the HB (stable EP);
however, if the TS oscillation is undamped, the system operates after the HB
(unstable EP).

Multiparameter sensitivity is used to assess the load influence around the HB.
Such an assessment requires only one simulation to identify the critical loading
direction on approaching HB. The TS computation in all cases started from second
one onward.

5.1 Stability around the Hopf bifurcation

In order to qualitatively analyze the oscillatory behavior of the EPs around the
HB, Figures 2–4 show the TS of the dynamic variables (generator states) with
respect to the load embedded at bus 5. The oscillation waveforms and their peak

Figure 2.
Parameter sensitivities with respect to PL5 ¼ 4:3 pu, λcrit ¼ �0:5395� 6:8512i, [30].

Figure 3.
Parameter sensitivities with respect to PL5 ¼ 4:4 pu, λcrit ¼ �0:0305� 6:1462i, [30].
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(eigenvalue), obtained by selecting the highest magnitudes of participation factors,
which are given in the fourth column in the table.

As the load embedded at bus 5 increased, the stability of the new EP decreased
with respect to the previous one. The power system oscillatory instability called the
HB was detected when the load changed from 4.4 to 4.5 p.u. The SMA around the
HB revealed generator 2 as the most participative in the unstable EP. It is important
to observe in Table 1 that generator 2 is the most associated with the critical
eigenvalues for all analyzed EPs.

5. Trajectory sensitivity analysis: WSCC system

In order to test the proposed method based on TS to assess the EP stability,
operating points before and after the HB point were investigated [30]. As the active
power increases at bus 5, as was performed in [7], the system proximity to the
bifurcation points is assessed by using the analysis of TS. The rotor angle and speed
sensitivities with respect to the load active powers were traced and observed
through the time. The TS oscillations provide qualitative information used to inves-
tigate the proximity to bifurcation points. Such sensitivity oscillations agree with
the critical eigenvalues obtained by the SMA at each EP, as reported in Table 1.
Thus, the oscillatory behavior in the TS indicates that the EP is around the HB point
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Selective modal analysis.
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WSCC 9-buses, 3-generators.
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and the critical eigenvalue of the EP is complex. The proximity to the HB point is
qualitatively assessed by observing the damping of the TS oscillation, i.e., if the TS
oscillation is positively damped, the system is operating before the HB (stable EP);
however, if the TS oscillation is undamped, the system operates after the HB
(unstable EP).

Multiparameter sensitivity is used to assess the load influence around the HB.
Such an assessment requires only one simulation to identify the critical loading
direction on approaching HB. The TS computation in all cases started from second
one onward.

5.1 Stability around the Hopf bifurcation

In order to qualitatively analyze the oscillatory behavior of the EPs around the
HB, Figures 2–4 show the TS of the dynamic variables (generator states) with
respect to the load embedded at bus 5. The oscillation waveforms and their peak

Figure 2.
Parameter sensitivities with respect to PL5 ¼ 4:3 pu, λcrit ¼ �0:5395� 6:8512i, [30].

Figure 3.
Parameter sensitivities with respect to PL5 ¼ 4:4 pu, λcrit ¼ �0:0305� 6:1462i, [30].
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values allow to assess and to determine the EP stability as well as its most associated
states because of the loading increase. Figure 2 shows the TS with respect to
P5 ¼ 4:3 pu where the sensitivity oscillations are damped. This agrees with the
corresponding critical eigenvalue λcrit ¼ �0:5395� 6:8512i which indicates that the
system is not too close to the HB point. However, Figure 3 shows sensitivity
oscillations with a very small damping when P5 ¼ 4:4 pu, where the critical eigen-
value λcrit ¼ �0:0305� 6:1462i is very close to the imaginary axis in the complex
plane and hence close to a HB point. This means that a very small variation in the
load parameter could steer the system to operate in an unstable EP. Figure 4 shows
the TS behavior when P5 ¼ 4:41 pu, which corresponds to an unstable EP after a HB
point. From Figures 2–4, it is clear that the highest peaks of the TS oscillations in all
cases correspond to generator 2. Therefore, such a generator is the most influential
in the EP stability according to the most associated states reported in Table 1.
However, this correspondence between associated states and TS is not always kept
as will be shown in the upcoming sections.

It should be noted from the figures that the load demand at bus 5 increases as the
peaks of TS are higher. This qualitative information indicates that such a load
variation has a major impact in the load angle and speed of generator 2 (red lines)
than the state variables associated with generator 3 (blue lines). Note that this line
of reasoning also applies for unstable EPs, i.e., after passing the HB point, as can be
observed in Figure 4. Thus, a short simulation in time is enough for this approach to
determine the EP stability and their most influencing generators.

5.2 Simulation efficiency

In order to observe the effect of the time-step integration Δt in the computa-
tional burden, Figure 5 shows the rotor angle sensitivity of generator 2 with respect
to the active power embedded at bus 5. Such a trajectory was computed using three
different time-step values. The figure shows sensitivity oscillations considering a
period of 14 seconds.

It is important to observe that the big difference between Δt ¼ 0:001 sec and
Δt ¼ 0:01 sec results in negligible differences in the resulting trajectory sensitivities.

Figure 4.
Parameter sensitivities with respect to PL5 ¼ 4:41 pu, λcrit ¼ 0:0462� 6:1105i, [30].
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For the two cases, the TS calculation required to compute 14000 and 1400 forward/
backward substitutions, respectively. Such a difference is equivalent to reduce in
90% the number of sensitivity solutions. For the case with Δt ¼ 0:1 sec, 140 for-
ward/backward substitutions were required, which represents a reduction of 99%
of such solutions required to assess the transient. Although for this case, a small
difference between trajectory sensitivities results, this is still negligible. This
TS-based method can assess at the same time the effect of NP parameters in the
EP stability, whereas in the method of eigenvalues and modal analysis, it is not
possible.

5.3 Most sensitive loads to Hopf bifurcation

The participation factors provide the change of critical eigenvalues to the change
of the states of critical machines ∂λ=∂xð Þ, which establishes the SMA. However, this
analysis does not provide information about the critical parameter (critical load in
this case) influencing the EP stability but only the critical generator and its most
participative states. Thus, the modal analysis does not allow the direct identification
of the most sensitive loading directions in the stability of the EPs around a HB point.
In practice, load increments not have a unique loading direction as in the previous
study, which results in a valid consideration only for academic interest. All loads are
then constantly varying in NP directions, so that it is very important to have a
general tool to assess the stability of the EPs, especially operating under stressed
conditions of loading. In this context, besides identifying the critical generators
(states), the SMA-TS approach based on TS identifies the loading directions which
are most sensitive to oscillatory instabilities.

Multiparameter analysis of TS allows computing trajectory sensitivities with
respect to NP parameters in a power system [17] at the same time, as explained in
Section 3.3, and can be used to find out the influence of the different loading
directions on the SSS around a HB point. For this purpose, Figure 6 shows the
sensitivity norm SN through the time with respect to the three embedded loads in
the system, where the highest peaks indicate the maximum influence of the
corresponding load in the oscillatory behavior. The load demand corresponds to the
base case as provided in [7].

Figure 5.
Effect of the integration time step on the evolution of parameter sensitivities, [30].
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values allow to assess and to determine the EP stability as well as its most associated
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system is not too close to the HB point. However, Figure 3 shows sensitivity
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value λcrit ¼ �0:0305� 6:1462i is very close to the imaginary axis in the complex
plane and hence close to a HB point. This means that a very small variation in the
load parameter could steer the system to operate in an unstable EP. Figure 4 shows
the TS behavior when P5 ¼ 4:41 pu, which corresponds to an unstable EP after a HB
point. From Figures 2–4, it is clear that the highest peaks of the TS oscillations in all
cases correspond to generator 2. Therefore, such a generator is the most influential
in the EP stability according to the most associated states reported in Table 1.
However, this correspondence between associated states and TS is not always kept
as will be shown in the upcoming sections.

It should be noted from the figures that the load demand at bus 5 increases as the
peaks of TS are higher. This qualitative information indicates that such a load
variation has a major impact in the load angle and speed of generator 2 (red lines)
than the state variables associated with generator 3 (blue lines). Note that this line
of reasoning also applies for unstable EPs, i.e., after passing the HB point, as can be
observed in Figure 4. Thus, a short simulation in time is enough for this approach to
determine the EP stability and their most influencing generators.

5.2 Simulation efficiency

In order to observe the effect of the time-step integration Δt in the computa-
tional burden, Figure 5 shows the rotor angle sensitivity of generator 2 with respect
to the active power embedded at bus 5. Such a trajectory was computed using three
different time-step values. The figure shows sensitivity oscillations considering a
period of 14 seconds.

It is important to observe that the big difference between Δt ¼ 0:001 sec and
Δt ¼ 0:01 sec results in negligible differences in the resulting trajectory sensitivities.

Figure 4.
Parameter sensitivities with respect to PL5 ¼ 4:41 pu, λcrit ¼ 0:0462� 6:1105i, [30].
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For the two cases, the TS calculation required to compute 14000 and 1400 forward/
backward substitutions, respectively. Such a difference is equivalent to reduce in
90% the number of sensitivity solutions. For the case with Δt ¼ 0:1 sec, 140 for-
ward/backward substitutions were required, which represents a reduction of 99%
of such solutions required to assess the transient. Although for this case, a small
difference between trajectory sensitivities results, this is still negligible. This
TS-based method can assess at the same time the effect of NP parameters in the
EP stability, whereas in the method of eigenvalues and modal analysis, it is not
possible.

5.3 Most sensitive loads to Hopf bifurcation

The participation factors provide the change of critical eigenvalues to the change
of the states of critical machines ∂λ=∂xð Þ, which establishes the SMA. However, this
analysis does not provide information about the critical parameter (critical load in
this case) influencing the EP stability but only the critical generator and its most
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Figure 5.
Effect of the integration time step on the evolution of parameter sensitivities, [30].
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The oscillation of SNρ shows that the load embedded at bus 8 PL8ð Þ is the most
sensitive for the EP. The load at bus 6 PL6ð Þ is the next most sensitive and finally the
load PL5. In order to validate the information provided by the SNρ in Figure 6, one
parametric study at a time was carried out for the active powers PL8 and PL6 as
performed in Table 1 for the load PL5. The results are reported in Table 2 as follows:
the first column indicates the load nodes, and columns 2 and 3 present the measured
powers in the base case and the active power increment from the base case to the
HB point to each loading direction, respectively. The fourth column provides the
active power magnitude at which a HB point occurs, and lastly, column 5 presents
the obtained values of SNρ. It is important to observe in Table 2 that the smallest
load increment matches the highest SN value and vice versa, i.e., the highest SN
indicates a major change in the EP stability with respect to the corresponding load
variation, which determines a shorter way to the HB point. Thus, the smallest
increment ΔPL8 ¼ 299 MW proves that the highest SN value indicates this load
takes the system to the HB faster than ΔPL6 ¼ 314 MW and this in turn faster than
ΔPL5 ¼ 316 MW. This agrees with the SNρ reported in Figure 6.

6. Trajectory sensitivity analysis: the Mexican system

In this section, the study consisted of computing the TS norm for 91 loads
embedded in a reduced equivalent of the Mexican energy system, which consists of
190 nodes and 46 generators. The transmission components are divided into 180
transmission lines and 83 power transformers. Lastly, the system contains 26

Figure 6.
Loads’ effect on the EP’s stability (WSCC system), [30].

Node Pbase (MW) ΔPHB (MW) PHB (MW) SN

8 100.0 299 399 1.723

6 90.0 314 404 0.997

5 125.0 316 441 0.739

Table 2.
Sensitivity norm and Hopf bifurcation (WSCC system).
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capacitive compensators in shunt connection. The unifilar diagram of the power
system is shown in Figure 7.

In order to assess the effect of the system loads on the system’s dynamic perfor-
mance, the sensitivity norms with respect to 91 loads were computed. Figure 8
shows the effect of these sensitivities on a critically stable EP. Note that the active
power demanded by loads connected at buses from 150 to 152 is the most sensitive
in the EP stability. Therefore, according to the reasoning used into the previous

Figure 7.
The Mexican power system.

Figure 8.
Loads’ effect on the equilibrium point stability (Mexican system), [30].
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section, the loading increase in such directions will steer in a faster way the system
to a HB than the rest of the system loads. It must be pointed out that the computa-
tion of the sensitivity norms for the 91 system loads were carried out by using one
sole time-domain simulation, which corresponds to solving 91 sensitivity DAE
systems, with each one consisting of 702 equations and variables. Thus, the assess-
ment of the 91 loads is equivalent to solving 63882 equations in the same simulation
at the same time. However, considering the linearity of the sensitivity systems, the
same time-invariant Jacobian matrix is used during the whole time-domain simula-
tion, which considerably reduces the computational burden.

Once the critical loads have been identified from Figure 8, it is possible to know
the most affected generators by the most sensitive loads. Figure 9 shows the TS
with respect to the active power at bus 152, which resulted as the most sensitive in
the sensitivity norm assessment. The damped oscillations in the TS indicate that the
EP is stable and the operation point is not at a HB, which agrees with the
corresponding critical eigenvalue of the EP λ ¼ �0:0501� 7:8518i. It must be
observed from Figure 9 that the highest rotor angle sensitivities ∂δ32=∂PL152 and
∂δ33=∂PL152 have identified generators 32 and 33 as the most influenced by the active
power embedded at bus 152.

Figure 9.
Evolution of parameter sensitivities with respect to PL152, λcrit ¼ �0:05� 7:85i, [30].

Node λcrit Pbase (MW) ΔP60 (60 MW) ΔPHB (MW) PHB (MW)

152 0.021 � 5.02i 172.64 232.64 53.0 225.64

150 0.018 � 5.03i 188.24 248.64 54.0 242.24

151 0.015 � 5.03i 18.72 78.72 54.0 72.72

147 0.012 � 5.05i 104.00 164.00 56.0 160.00

153 �0.011 � 8.83i 78.00 138.00 63.0 141.00

145 �0.015 � 5.13i 83.20 143.20 72.0 155.20

120 �0.050 � 7.85i 308.88 368.88 189.0 497.88

Table 3.
Loads’ sensitivity norm to Hopf bifurcation in the Mexican system.
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In order to validate the load ranking influence via the sensitivity norm, Table 3
shows how the increments in the most sensitive loading directions influence the
SSS, as well as the proximity to the HB point. Column 1 (Node) indicates the most
sensitive loads resulted from the TS analysis shown in Figure 8. Column 2 λcritð Þ
provides the critical eigenvalue for the new EP resulting from such an increment.
Columns 3 and 4 show the measured value of active power in the analyzed base case
Pbaseð Þ corresponding to Figure 9 and the increment in the specified loading direc-
tion ΔP 60 MWð Þð Þ, respectively. Lastly, in columns 5 and 6, ΔPHBð Þ and PHBð Þ
indicate the increased amount and the value of the active power where the system
crosses a HB point by following the corresponding loading directions.

It is important to outline that the load effect in the EP stability is not only
dependent on the magnitude but also on the topologic location of loads. For
example, the power demand embedded at bus 120 is 17 times larger than the load
at bus 151; however, the load at 151 resulted in being more sensitive than the load
embedded at bus 120, as shown in Table 3, column 3. It must be observed that
the most sensitive loads (loads 152–147) provided a major change in the critical
eigenvalue and thus in the SSS. The same increment in the most sensitive loading
directions (buses 152–147) led the system to oscillatory instability due to a HB
point, whereas with the increment in the least sensitive loading directions, the
system remained stable. Then, the stability margins in the most sensitive loading
directions become more reduced; therefore, according to the sensitivity ranking
in Table 3, as the most sensitive loads were increased, the appearance of the HB
was found faster as can be observed in column 5. Once more the SMA-TS
approach has been successfully proved by determining that the most sensitive
loads indicate the shorter ways toward the small-signal instability of the electric
power systems.

7. Conclusions

In this chapter an alternative approach for monitoring the Hopf bifurcations
along variations in multidimensional loading directions by using a time-domain
method is presented, which is based on trajectory sensitivities. This approach,
SMA-TS, is general and flexible, i.e., the size of the power systems, as well as the
complexity of their mathematical modeling, does not represent any restriction.
SMA-TS allows to identify the critical loading directions that steer the system to
Hopf bifurcation points. Such an approach was tested in the 9-buses, 3-generators
system as well as in 190-buses, 46-generators system. Regardless of the number
of sensitivity parameters and system dimensions, SMA-TS requires only one
simulation. Such a method keeps constant the Jacobian matrix of the system,
requiring only one evaluation and factorization during the whole simulation. The
computational effort then consists of performing just one forward/backward sub-
stitution at each time step. Furthermore, the approach can handle a very large
integration step to drastically reduce the computational effort. Lastly, its applica-
tion is suitable for real-time monitoring and security assessment in energy man-
agement systems.
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Chapter 3

Power System Small-Signal
Stability as Affected by
Grid-Connected SmartPark
Cai Hui

Abstract

Large-scale smart charging stations can effectively satisfy and control the
charging demands of tremendous plug-in electric vehicles (PEVs). But, simulta-
neously, their penetrations inevitably induce new challenges to the operation of
power systems. In this chapter, damping torque analysis (DTA) was employed to
examine the effects of the integration of smart charging station on the dynamic
stability of the transmission system. A single-machine infinite-bus power system
with a smart charging station that denoted the equivalent of several ones was used
for analysis. The results obtained from DTA reveal that in view of the damping
ratio, the optimal charging capacity is better to be considered in the design of the
smart charging station. Under the proposed charging capacity, the power system
can achieve the best maintained dynamic stability, and the damping ratio can reach
the crest value. Phase compensation method was utilized to design the stabilizer via
the active and reactive power regulators of the smart charging station respectively.
With the help of the stabilizers, damping of the system oscillation under certain
operating conditions can be significantly improved, and the power oscillation in the
tie-line can be suppressed more quickly.
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1. Introduction

The growing concern of carbon dioxide emission, greenhouse effect, and rapid
depletion of fossil energy drives the demand for the revolutionary changes in the
automobile industry. Much effort has been put into developing a new high-
efficient, environment-friendly, and safe transportation vehicle that can replace the
conventional ones. The utilization of plug-in electric vehicles (PEVs) as the most
suitable solution has been promoted in many countries. China is expected to have 5
million electric vehicles (EVs) by 2020 according to its Development Plan for
Energy-saving and Renewable Energy Vehicles. However, a prediction by State
Grid Corporation of China (SGCC) illustrates that the number will be 5–10 million
due to the fast development of EVs at present in China. As EV-related technologies
have been making progress and many national and local incentives have been
created for EV purchases, the total number of EVs is likely to be 30 million by
2030 [1–3].
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Abstract

Large-scale smart charging stations can effectively satisfy and control the
charging demands of tremendous plug-in electric vehicles (PEVs). But, simulta-
neously, their penetrations inevitably induce new challenges to the operation of
power systems. In this chapter, damping torque analysis (DTA) was employed to
examine the effects of the integration of smart charging station on the dynamic
stability of the transmission system. A single-machine infinite-bus power system
with a smart charging station that denoted the equivalent of several ones was used
for analysis. The results obtained from DTA reveal that in view of the damping
ratio, the optimal charging capacity is better to be considered in the design of the
smart charging station. Under the proposed charging capacity, the power system
can achieve the best maintained dynamic stability, and the damping ratio can reach
the crest value. Phase compensation method was utilized to design the stabilizer via
the active and reactive power regulators of the smart charging station respectively.
With the help of the stabilizers, damping of the system oscillation under certain
operating conditions can be significantly improved, and the power oscillation in the
tie-line can be suppressed more quickly.

Keywords: smart charging station, plug-in electric vehicles (PEVs), power system
oscillations, small-signal stability, damping torque analysis (DTA), stabilizer design

1. Introduction

The growing concern of carbon dioxide emission, greenhouse effect, and rapid
depletion of fossil energy drives the demand for the revolutionary changes in the
automobile industry. Much effort has been put into developing a new high-
efficient, environment-friendly, and safe transportation vehicle that can replace the
conventional ones. The utilization of plug-in electric vehicles (PEVs) as the most
suitable solution has been promoted in many countries. China is expected to have 5
million electric vehicles (EVs) by 2020 according to its Development Plan for
Energy-saving and Renewable Energy Vehicles. However, a prediction by State
Grid Corporation of China (SGCC) illustrates that the number will be 5–10 million
due to the fast development of EVs at present in China. As EV-related technologies
have been making progress and many national and local incentives have been
created for EV purchases, the total number of EVs is likely to be 30 million by
2030 [1–3].
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With the significant increase of PEVs, the corresponding parking lots termed
as smart charging stations in [4–8] will be established to charge the tremendous
PEVs. A typical city will contain several SmartParks, as the aggregator of
numerous EV charging stations, distributed throughout the city one to few
miles apart in the distribution system. The newly established smart charging
stations are preferred to be connected to an additional bus of the transmission
system [3–5]. The vehicle-to-grid (V2G) technology supplies the bidirectional
communication between the parked vehicles and connected grid. The vehicles
parked in the smart charging station can not only simply absorb active power
(AP) from the grid for charging, but also participate in power regulation during
discharging mode. Ref. [7] shows that most personal vehicles in the U.S. were
parked more than 95% of the day and generally followed a daily schedule. The
huge number of parked PEVs has the assignable potential to impact the fre-
quency stability, voltage stability, and rotor-angle stability of the system [9–16].
Nowadays, the capacity of smart charging stations is much lower than that of
the conventional power plants. Only frequency stability and voltage stability of
the distribution systems attract much attention in recent years. However, if
only half of the 230 million gasoline-powered cars, sport utility vehicles, and
light trucks in U.S. are converted to or replaced with the electric vehicles, they
would have 20 times the power capacity of all electricity in the country [17].
The impacts of SmartParks on the stability of the transmission systems cannot
be ignored any more. Power system oscillations, as one section of the dynamic
stability, occur inherently due to the rotor inertia of synchronous generators
such that it takes time for them to respond to the sudden lack or excess of
active power in a power system. The increased amplitude or weakly damped
power oscillations via the tie-lines will lead to wrong activation of the automatic
protection devices, splitting of the system, or even collapse. While the time-
varying nature of the load-flow condition in the power system with high-
penetrated smart charging stations is the common reason for the appearance of
power oscillations, damping torque of the system is extremely interesting.

Under different operating conditions, smart charging stations can vary from
the adjustable load in the charging mode to the regulable generator in the
discharging mode and vice versa with the voltage control strategy [4–6]. It is
significantly valuable to examine how and why it may interact with the conven-
tional power generation, hence affecting power system small-signal stability. In
order to gain a good understanding on and clear insight into this interaction
through theoretical analysis, a single-machine infinite-bus power system is
adopted in this chapter. A smart charging station is connected to the system and
theoretical damping torque analysis is carried out to check how and why the smart
charging station interacts with the single generator so as to affect the power
oscillation. It is expected that the analytical conclusions obtained in the chapter
can be used to guide further work on a more complicated case of the oscillations in
multi-machine power systems.

The organization of this chapter is as follows: in Section 2, a comprehensive
model of a single-machine infinite-bus power system integrated with a smart
charging station is established. After that, damping torque analysis (DTA) [18–21]
is employed to examine the effect of joint operation of a smart charging station
and a conventional synchronous machine on the system’s small-signal stability in
Section 3. The result of the damping torque analysis indicates that the smart
charging station does not contribute an extra mode of electromechanical oscilla-
tion. It affects power system small-signal stability by supplying either positive or
negative damping torque to the conventional power plant varying with the system
operating conditions. Analysis also reveals that from the view of damping ratio,
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the optimal charging capacity is better to be considered during the design of the
smart charging station. In Section 4, the phase compensation method is utilized to
design the stabilizer via the active power and reactive power (RP) regulators of
the smart charging station, respectively. A single-machine infinite-bus power
system integrated with a smart charging station is presented as an example in
Section 5. Results of numerical computation, non-linear simulations, and eigen-
value calculations at different system operating conditions are given. These simu-
lations and results demonstrate and confirm the presented theoretical analysis,
and verify the effectiveness of the designed stabilizer. Another four-machine
power system is employed to show that the conclusions obtained in the single-
machine power system are also available in the multi-machine power system.
Conclusions are summarized in Section 6.

2. A linearized model of single-machine infinite-bus system with a
smart charging station

The local electricity generation systems, besides supporting the regional
loads, can be used to charge a smart charging station under usual conditions.
Comparing with 1000-million-kilowatt capacity of outer power systems, the
abundant active power generation with 10,000-kilowatt capacity in a regional
system can be simplified as an equivalent synchronous machine. The inertia of
the equivalent synchronous machine denotes the dynamic stability of the
regional system. Because every individual smart charging station has the same
dynamic behavior during the transient procedure, the smart charging stations
can be regarded as an equivalent one with higher active power and reactive
power capacities. A smart charging station usually is connected to the transmis-
sion system through a step-up transformer, which is seen as a reactance in this
chapter.

In this chapter, the research focuses on the power oscillation which lasts for
mostly 10–20 s. Uncertainties during EV charging such as the alternations of charg-
ing strategies or vehicle numbers have little effect on this analysis. EV charging
demand or discharging supply during this dynamic procedure is considered as
determinate power from the start time and following seconds. For a simple analysis,
a constant power charging/discharging strategy is utilized to estimate the optimal
EV charging numbers for smart charging station design.

Figure 1 shows the configuration of a single-machine infinite-bus power system,
where a smart charging station is connected at a busbar denoted by subscript s. The
linearized models of network equations and synchronous machine are presented in
[18, 22, 23].

Figure 1.
Simplified model of the power system in a city.
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With the significant increase of PEVs, the corresponding parking lots termed
as smart charging stations in [4–8] will be established to charge the tremendous
PEVs. A typical city will contain several SmartParks, as the aggregator of
numerous EV charging stations, distributed throughout the city one to few
miles apart in the distribution system. The newly established smart charging
stations are preferred to be connected to an additional bus of the transmission
system [3–5]. The vehicle-to-grid (V2G) technology supplies the bidirectional
communication between the parked vehicles and connected grid. The vehicles
parked in the smart charging station can not only simply absorb active power
(AP) from the grid for charging, but also participate in power regulation during
discharging mode. Ref. [7] shows that most personal vehicles in the U.S. were
parked more than 95% of the day and generally followed a daily schedule. The
huge number of parked PEVs has the assignable potential to impact the fre-
quency stability, voltage stability, and rotor-angle stability of the system [9–16].
Nowadays, the capacity of smart charging stations is much lower than that of
the conventional power plants. Only frequency stability and voltage stability of
the distribution systems attract much attention in recent years. However, if
only half of the 230 million gasoline-powered cars, sport utility vehicles, and
light trucks in U.S. are converted to or replaced with the electric vehicles, they
would have 20 times the power capacity of all electricity in the country [17].
The impacts of SmartParks on the stability of the transmission systems cannot
be ignored any more. Power system oscillations, as one section of the dynamic
stability, occur inherently due to the rotor inertia of synchronous generators
such that it takes time for them to respond to the sudden lack or excess of
active power in a power system. The increased amplitude or weakly damped
power oscillations via the tie-lines will lead to wrong activation of the automatic
protection devices, splitting of the system, or even collapse. While the time-
varying nature of the load-flow condition in the power system with high-
penetrated smart charging stations is the common reason for the appearance of
power oscillations, damping torque of the system is extremely interesting.

Under different operating conditions, smart charging stations can vary from
the adjustable load in the charging mode to the regulable generator in the
discharging mode and vice versa with the voltage control strategy [4–6]. It is
significantly valuable to examine how and why it may interact with the conven-
tional power generation, hence affecting power system small-signal stability. In
order to gain a good understanding on and clear insight into this interaction
through theoretical analysis, a single-machine infinite-bus power system is
adopted in this chapter. A smart charging station is connected to the system and
theoretical damping torque analysis is carried out to check how and why the smart
charging station interacts with the single generator so as to affect the power
oscillation. It is expected that the analytical conclusions obtained in the chapter
can be used to guide further work on a more complicated case of the oscillations in
multi-machine power systems.

The organization of this chapter is as follows: in Section 2, a comprehensive
model of a single-machine infinite-bus power system integrated with a smart
charging station is established. After that, damping torque analysis (DTA) [18–21]
is employed to examine the effect of joint operation of a smart charging station
and a conventional synchronous machine on the system’s small-signal stability in
Section 3. The result of the damping torque analysis indicates that the smart
charging station does not contribute an extra mode of electromechanical oscilla-
tion. It affects power system small-signal stability by supplying either positive or
negative damping torque to the conventional power plant varying with the system
operating conditions. Analysis also reveals that from the view of damping ratio,
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the optimal charging capacity is better to be considered during the design of the
smart charging station. In Section 4, the phase compensation method is utilized to
design the stabilizer via the active power and reactive power (RP) regulators of
the smart charging station, respectively. A single-machine infinite-bus power
system integrated with a smart charging station is presented as an example in
Section 5. Results of numerical computation, non-linear simulations, and eigen-
value calculations at different system operating conditions are given. These simu-
lations and results demonstrate and confirm the presented theoretical analysis,
and verify the effectiveness of the designed stabilizer. Another four-machine
power system is employed to show that the conclusions obtained in the single-
machine power system are also available in the multi-machine power system.
Conclusions are summarized in Section 6.

2. A linearized model of single-machine infinite-bus system with a
smart charging station

The local electricity generation systems, besides supporting the regional
loads, can be used to charge a smart charging station under usual conditions.
Comparing with 1000-million-kilowatt capacity of outer power systems, the
abundant active power generation with 10,000-kilowatt capacity in a regional
system can be simplified as an equivalent synchronous machine. The inertia of
the equivalent synchronous machine denotes the dynamic stability of the
regional system. Because every individual smart charging station has the same
dynamic behavior during the transient procedure, the smart charging stations
can be regarded as an equivalent one with higher active power and reactive
power capacities. A smart charging station usually is connected to the transmis-
sion system through a step-up transformer, which is seen as a reactance in this
chapter.

In this chapter, the research focuses on the power oscillation which lasts for
mostly 10–20 s. Uncertainties during EV charging such as the alternations of charg-
ing strategies or vehicle numbers have little effect on this analysis. EV charging
demand or discharging supply during this dynamic procedure is considered as
determinate power from the start time and following seconds. For a simple analysis,
a constant power charging/discharging strategy is utilized to estimate the optimal
EV charging numbers for smart charging station design.

Figure 1 shows the configuration of a single-machine infinite-bus power system,
where a smart charging station is connected at a busbar denoted by subscript s. The
linearized models of network equations and synchronous machine are presented in
[18, 22, 23].
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Simplified model of the power system in a city.
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Here, Us is the voltage at the high-voltage-level busbar where the smart charging
station locates; Ub and Uc are the voltages at infinite busbar and the low-voltage-
level busbar connected with the smart charging station; Its, Is, and Isb are the line
currents as indicated in Figure 1; and Xts, Xsb, and Xs are line reactances as indicated
in Figure 1.

The control strategy of smart charging stations is shown in Figure 2.
The objective control is to command the currents corresponding to the fast

change in demanded active and reactive power. The equations of smart charging
stations according to Figure 2 are obtained as:

P1 ¼ KPP þ KIP=sð Þ PPEVref � PPEVð Þ

Iqsref ¼ P1 þ P10

Us

Uqc1 ¼ KPIq þ KIIq=s
� �

Iqsref � Iqs
� �

Uqc ¼ Uqc0 þUqc1

8>>>>>>><
>>>>>>>:

Q1 ¼ KPQ þ KIQ=s
� �

QPEVref � QPEVð Þ

Idsref ¼ Q1 þ Q10

Us

Udc1 ¼ KPId þ KIId=s
� �

Idsref � Idsð Þ
Udc ¼ Udc0 þUdc1

8>>>>>>><
>>>>>>>:

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

(1)

where
PPEV and QPEV are the demanded active and reactive power by the smart charg-

ing station and

KPP þ KIP
s , KPQ þ KIQ

s , KPId þ
KIId
s , KPIq þ

KIIq

s are the proportional-integral control-
lers in the smart charging station.

Linearized from Eq. (1),

ΔUdc ¼ KUdcUdcΔUdc þ KUdcUqcΔUqc þ KUdcE′
q
ΔE′

q þ KUdcδΔδ

ΔUqc ¼ KUqcUdcΔUdc þ KUqcUqcΔUqc þ KUqcE′
q
ΔE′

q þ KUqcδΔδ

8<
: (2)

where

ΔPPEV ¼ KPPUdcΔUdc þ KPPUqcΔUqc þ KPPE′
q
ΔE′

q þ KPPδΔδ

ΔQPEV ¼ KQPUdc
ΔUdc þ KQPUqc

ΔUqc þ KQPE′
q
ΔE′

q þ KQPδΔδ

ΔUs ¼ KUsUdcΔUdc þ KUsUqcΔUqc þ KUsE′
q
ΔE′

q þ KUsδΔδ

8>>><
>>>:

(3)

Arranging from Eq. (2),

Figure 2.
Control strategy of a smart charging station.
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ΔUdc ¼ Ksp‐UdcE′
q
ΔE′

q þ Ksp‐UdcδΔδ

ΔUqc ¼ Ksp‐UqcE′
q
ΔE′

q þ Ksp‐UqcδΔδ

8<
: (4)

While this chapter focuses on the analysis of the impact from the grid-connected
smart charging station to the system small-signal stability, linearized processes and
expressions for coefficients are not specifically listed.

3. Analysis of damping torque contribution from the Phillips-Heffron
model

The Phillips-Heffron model of a smart charging station, which is based on the
linearization of the system and describes the relationships between all variables,
assessed to the single-machine infinite-busbar (SMIB) power system can be
obtained as Figure 3, where the Phillips-Heffron model of SMIB only is referred to
Refs. [22–24]. From Eqs. (2) and (3), the model of the smart charging station and its
control strategy can be obtained as Figure 4.

From Figures 3 and 4, we have:

ΔTet‐sp ¼ ΔTst‐sp þ jΔTdt‐sp ¼ KPUdcΔUdc þ KPUqcΔUqc

¼ KPUdcKsp‐Udcδ þ KPUqcKsp‐Uqcδ

� �
Δδ

(5)

ΔTet‐ex ¼ ΔTst‐ex þ jΔTdt‐ex ¼ KPE′
q

� KEqUqcKsp‐Uqcδ þ KEqδ � Ka
1þsTa

KUtUdcKsp‐Udcδ þ KUtUqcKsp‐Uqcδ þ KUtδ

� �h i

T′
d0sþ KEqE′

q

� �
þ KEqUqcKsp‐UqcE′

q
� Ka

1þsTa
KUtUdcKsp‐UdcE′

q
þ KUtUqcKsp‐UqcE′

q
þ KUtE′

q

� �Δδ

(6)

Figure 3.
Phillips-Heffron model of the single-machine infinite-busbar system with a smart charging station.
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Here, Us is the voltage at the high-voltage-level busbar where the smart charging
station locates; Ub and Uc are the voltages at infinite busbar and the low-voltage-
level busbar connected with the smart charging station; Its, Is, and Isb are the line
currents as indicated in Figure 1; and Xts, Xsb, and Xs are line reactances as indicated
in Figure 1.

The control strategy of smart charging stations is shown in Figure 2.
The objective control is to command the currents corresponding to the fast

change in demanded active and reactive power. The equations of smart charging
stations according to Figure 2 are obtained as:

P1 ¼ KPP þ KIP=sð Þ PPEVref � PPEVð Þ
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where
PPEV and QPEV are the demanded active and reactive power by the smart charg-

ing station and

KPP þ KIP
s , KPQ þ KIQ

s , KPId þ
KIId
s , KPIq þ

KIIq

s are the proportional-integral control-
lers in the smart charging station.

Linearized from Eq. (1),
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q
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ΔUqc ¼ KUqcUdcΔUdc þ KUqcUqcΔUqc þ KUqcE′
q
ΔE′

q þ KUqcδΔδ

8<
: (2)

where
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q
ΔE′

q þ KPPδΔδ
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Arranging from Eq. (2),

Figure 2.
Control strategy of a smart charging station.
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While this chapter focuses on the analysis of the impact from the grid-connected
smart charging station to the system small-signal stability, linearized processes and
expressions for coefficients are not specifically listed.

3. Analysis of damping torque contribution from the Phillips-Heffron
model

The Phillips-Heffron model of a smart charging station, which is based on the
linearization of the system and describes the relationships between all variables,
assessed to the single-machine infinite-busbar (SMIB) power system can be
obtained as Figure 3, where the Phillips-Heffron model of SMIB only is referred to
Refs. [22–24]. From Eqs. (2) and (3), the model of the smart charging station and its
control strategy can be obtained as Figure 4.

From Figures 3 and 4, we have:

ΔTet‐sp ¼ ΔTst‐sp þ jΔTdt‐sp ¼ KPUdcΔUdc þ KPUqcΔUqc

¼ KPUdcKsp‐Udcδ þ KPUqcKsp‐Uqcδ
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Figure 3.
Phillips-Heffron model of the single-machine infinite-busbar system with a smart charging station.
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ΔTet ¼ ΔTst þ jΔTdt ¼ ΔTet‐sp þ ΔTet‐ex ¼ ΔTst‐sp þ ΔTst‐ex
� �þ j ΔTdt‐sp þ ΔTdt‐ex

� �

(7)

Figures 3 and 4 clearly show the dynamic interaction between the smart charg-
ing station and the conventional synchronous generator. Figure 3 is very similar to
the conventional Phillips-Heffron model based on which the DTA was proposed
and developed. It shows that the smart charging station interacts closely with the
generator by contributing the electric torque to the electromechanical oscillation
loop of the generator. The contribution of electric torque is comprised of two parts,
viz. ΔTet-sp which relates to Δδ and directly affects the oscillation loop, and ΔTet-ex

which relates to ΔE′q and functions through the excitation system, as indicated in
Figure 3. According to DTA, the electric torque can be decomposed into two
components, viz. the synchronizing torque and the damping torque as shown in
Eq. (7). The damping torque contributions ΔTdt-sp, ΔTdt-ex, and ΔTdt determine the
influences on the damping of power system oscillation.

With certain output power of the synchronous machine and absorbed or injected
power of the smart charging station, the bus voltages and currents of the
corresponding operation condition can be determined. The damping torques ΔTdt-sp,

Figure 4.
Linearized model of a smart charging station and its control.
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ΔTdt-ex, and ΔTdt are dependent on the output power of the synchronous machine
and the absorbed or injected power of the smart charging station.

From Eqs. (5)–(7), the conclusions can be summarized as follows:

1. The proportional controls Kp in the smart charging station mainly induce the
synchronous torque into the oscillation loop, while for ΔTet-sp in Eq. (5), only
its real part is related to Δδ; and the majority of damping torque is introduced
by integral controls Ki/s, because 1/s induces the imaginary part in ΔTet-sp

relating to Δω.

2. Because the signals ΔUdc and ΔUqc through path a and path b in Figure 3 are
significantly attenuated by lag loops before they form one part of the damping
torque through the excitation system [24], the damping torque contribution
from them can be neglected for simplified analysis. ΔTdt-sp represents the main
damping torque supplied by the smart charging station in damping torque
analysis, and ΔTdt-ex mainly expresses the torque supplied by the excitation
system of the synchronous machine.

3. In this chapter, the ‘�’ sign indicates the vehicles are selling power to the grid,
that is, they are in discharging mode and the ‘+’ sign indicates that they are
buying power from the gird, denoting that the vehicles are in charging mode.

The optimal operation point when the system has the biggest damping torque
can be calculated as:

∂ΔTdt

∂PPEV
¼ ∂ΔTdt‐sp þ ∂ΔTdt‐ex

∂PPEV
¼ 0&

∂
2ΔTdt

∂P2
PEV

≤0 whenPPEV>0 (8)

When the output power of the synchronous machine is fixed, the positive or
negative damping torque supplied by the excitation system of the synchronous
machine is only slightly changed. At the optimal operation point, the total damping
torque ΔTdt of the system and ΔTdt-sp contributed from the smart charging station
both reach their maximum values.

When the active power in the tie-line is fixed, the output power of the synchro-
nous machine is changed corresponding to the absorbed or injected power of the
smart charging station. Both damping torques contributed by the smart charging
station and the excitation system need to be considered. The total damping torque
ΔTdt of the system and ΔTdt-sp contributed from the smart charging station reach
their maximum values at different operation points.

4. Design for the stabilizer attached to the smart charging station

Under the operation conditions that the total damping torques supplied by the
smart charging station and the excitation system are not enough to suppress the
oscillations, additional damping torques need to be added. Compared with the
installation and coordinated parameter setting for power system stabilizers (PSSs)
in synchronous machines, smart charging stations can be simply utilized to suppress
the grid’s active power oscillation with little infrastructure cost. Only a centralized
stabilizer will be required at the smart charging station to maintain system stability.

The stabilizer added via the active power (AP) or reactive power (RP) control
loop is shown in Figure 5.
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ΔTet ¼ ΔTst þ jΔTdt ¼ ΔTet‐sp þ ΔTet‐ex ¼ ΔTst‐sp þ ΔTst‐ex
� �þ j ΔTdt‐sp þ ΔTdt‐ex

� �

(7)

Figures 3 and 4 clearly show the dynamic interaction between the smart charg-
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and developed. It shows that the smart charging station interacts closely with the
generator by contributing the electric torque to the electromechanical oscillation
loop of the generator. The contribution of electric torque is comprised of two parts,
viz. ΔTet-sp which relates to Δδ and directly affects the oscillation loop, and ΔTet-ex

which relates to ΔE′q and functions through the excitation system, as indicated in
Figure 3. According to DTA, the electric torque can be decomposed into two
components, viz. the synchronizing torque and the damping torque as shown in
Eq. (7). The damping torque contributions ΔTdt-sp, ΔTdt-ex, and ΔTdt determine the
influences on the damping of power system oscillation.

With certain output power of the synchronous machine and absorbed or injected
power of the smart charging station, the bus voltages and currents of the
corresponding operation condition can be determined. The damping torques ΔTdt-sp,

Figure 4.
Linearized model of a smart charging station and its control.
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ΔTdt-ex, and ΔTdt are dependent on the output power of the synchronous machine
and the absorbed or injected power of the smart charging station.

From Eqs. (5)–(7), the conclusions can be summarized as follows:

1. The proportional controls Kp in the smart charging station mainly induce the
synchronous torque into the oscillation loop, while for ΔTet-sp in Eq. (5), only
its real part is related to Δδ; and the majority of damping torque is introduced
by integral controls Ki/s, because 1/s induces the imaginary part in ΔTet-sp

relating to Δω.

2. Because the signals ΔUdc and ΔUqc through path a and path b in Figure 3 are
significantly attenuated by lag loops before they form one part of the damping
torque through the excitation system [24], the damping torque contribution
from them can be neglected for simplified analysis. ΔTdt-sp represents the main
damping torque supplied by the smart charging station in damping torque
analysis, and ΔTdt-ex mainly expresses the torque supplied by the excitation
system of the synchronous machine.

3. In this chapter, the ‘�’ sign indicates the vehicles are selling power to the grid,
that is, they are in discharging mode and the ‘+’ sign indicates that they are
buying power from the gird, denoting that the vehicles are in charging mode.

The optimal operation point when the system has the biggest damping torque
can be calculated as:

∂ΔTdt
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¼ 0&

∂
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∂P2
PEV
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When the output power of the synchronous machine is fixed, the positive or
negative damping torque supplied by the excitation system of the synchronous
machine is only slightly changed. At the optimal operation point, the total damping
torque ΔTdt of the system and ΔTdt-sp contributed from the smart charging station
both reach their maximum values.

When the active power in the tie-line is fixed, the output power of the synchro-
nous machine is changed corresponding to the absorbed or injected power of the
smart charging station. Both damping torques contributed by the smart charging
station and the excitation system need to be considered. The total damping torque
ΔTdt of the system and ΔTdt-sp contributed from the smart charging station reach
their maximum values at different operation points.

4. Design for the stabilizer attached to the smart charging station

Under the operation conditions that the total damping torques supplied by the
smart charging station and the excitation system are not enough to suppress the
oscillations, additional damping torques need to be added. Compared with the
installation and coordinated parameter setting for power system stabilizers (PSSs)
in synchronous machines, smart charging stations can be simply utilized to suppress
the grid’s active power oscillation with little infrastructure cost. Only a centralized
stabilizer will be required at the smart charging station to maintain system stability.

The stabilizer added via the active power (AP) or reactive power (RP) control
loop is shown in Figure 5.
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The forward path function which describes the way from output signal of the
stabilizer to the additional damping torque into the electromechanical oscillation
loop can be obtained:

Fpssp sð Þ ¼ ∂ΔTpss

∂Δupssp
¼ KPUdcKsp‐Udcupssp þ KPUqcKsp‐Uqcupsspþ

KPE′
q

� KEqUqcKsp‐Uqcupssp �
Ka

1þ sTa
KUtUdcKsp‐Udcupssp þ KUtUqcKsp‐Uqcupssp

� �� �

T′
d0sþ KEqE′

q

� �
þ KEqUqcKsp‐UqcE′

q
� Ka

1þ sTa
KUtUdcKsp‐UdcE′

q
þ KUtUqcKsp‐UqcE′

q
þ KUtE′

q

� �

Fpssq sð Þ ¼ ∂ΔTpss

∂Δupssq
¼ KPUdcKsp‐Udcupssq þ KPUqcKsp‐Uqcupssq þ KPE′

q

� KEqUqcKsp‐Uqcupssq �
Ka

1þ sTa
KUtUdcKsp‐Udcupssq þ KUtUqcKsp‐Uqcupssq

� �� �

T′
d0sþ KEqE′

q

� �
þ KEqUqcKsp‐UqcE′

q
� Ka

1þ sTa
KUtUdcKsp‐UdcE′

q
þ KUtUqcKsp‐UqcE′

q
þ KUtE′
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� �

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

(9)

where,
Fpssp or Fpssq is corresponding to the utilized output signal of the stabilizer upssp

or upssq.
Ksp‐Udcupssp , Ksp‐Uqcupssp , Ksp‐Udcupssq and Ksp‐Uqcupssq are obtained from the lineariza-

tion of the control strategy with the output signals of the stabilizer considered.
The active power Pb in the tie-line is chosen for the feedback signals of the

stabilizers via the active power regulator and the reactive power regulator.
From the linear system control theory, the active power Pb can be written as a

function of the rotor speed of the generator.

ΔPb ¼ rP sð ÞΔω (10)

where rP sð Þ ¼ KPbδ þ KPbE′
q
KE′

qδ

� �
ω0
s is the reconstruction function for Pb.

While ΔPb ¼ ΔPt � ΔPPEV, KPbδ, KPbE′
q
and KE′

qδ
are related to the reconstruction

of this feedback signal.
Considering Eqs. (9) and (10), the electric torques contributed by the stabilizer

via active and reactive power regulators, respectively, are expressed as:

ΔT Δupssp
� � ¼ Fpssp sð Þrp sð ÞGPEVP sð ÞΔω

ΔT Δupssq
� � ¼ Fpssq sð Þrp sð ÞGPEVQ sð ÞΔω

(
(11)

where GPEVP(s) and GPEVQ(s) are the transfer function of the stabilizer via active
and reactive power regulators respectively.

Figure 5.
Control strategy of the stabilizer added via AP and RP control loop, respectively.
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The transfer function of the stabilizer is

GPEV ¼ Kw
1þ sT2

1þ sT1

1þ sT4

1þ sT3
(12)

The stabilizers are designed to compensate the lagging or leading angle of the
forward path, in order to supply maximum positive damping into the system. The
phase compensation method is used to design the parameters of the stabilizers.

5. Case study

5.1 Case description

Two example cases are employed in this section. From Case A to Case D, a
single-machine infinite-busbar power system is used. The parameters of the system
are given in Appendix A.1. Under different capacities of the smart charging station,
computational results of the damping torque contribution from the smart charging
station and the excitation system to the electromechanical oscillation loop of the
single synchronous generator are obtained and confirmed by the eigenvalue of the
system’s oscillation mode. The critical point in which the system has the biggest
damping torque is highlighted. In Case E, a four-machine power system is
presented. The parameters are given in Appendix A.2. The eigenvalue related to the
inter-area oscillation mode is concerned under different capacities of the smart
charging station.

5.2 Case A: utilizing only proportional control in the smart charging station and
fixing load-flow in the tie-line

With the load-flow in the tie-line fixed at 10 MW, the comparison is done when
only proportional control is utilized in the smart charging station under its different
charging or discharging power capacities. The computational results of the example
system are shown in Table 1, when only P control is utilized in the smart charging
station. From Table 1, it can be concluded that:

Pt/(10 MW) PPEV/(10 MW) ΔTdt/pu ΔTdt-sp/pu ΔTdt-ex/pu Frequency/Hz Damping
ratio/%

4.0 3.0 0.6340 0.0006 0.6334 1.83 3.19

3.5 2.5 0.7842 0.0004 0.7838 1.82 3.47

3.0 2.0 0.4368 0.0002 0.4366 1.74 2.99

2.5 1.5 �0.1877 �0.0003 �0.1874 1.68 1.92

2.0 1.0 �0.5730 �0.0005 �0.5725 1.61 1.24

1.5 0.5 �0.1870 �0.0002 �0.1868 1.68 1.92

1.0 0.0 0.4345 0.0003 0.4342 1.74 2.99

0.5 �0.5 0.7851 0.0005 0.7846 1.82 3.47

0.0 �1.0 0.6348 0.0007 0.6341 1.83 3.19

Table 1.
Computational results of the example system when only P control is utilized in the smart charging station.
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The forward path function which describes the way from output signal of the
stabilizer to the additional damping torque into the electromechanical oscillation
loop can be obtained:

Fpssp sð Þ ¼ ∂ΔTpss
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where,
Fpssp or Fpssq is corresponding to the utilized output signal of the stabilizer upssp

or upssq.
Ksp‐Udcupssp , Ksp‐Uqcupssp , Ksp‐Udcupssq and Ksp‐Uqcupssq are obtained from the lineariza-

tion of the control strategy with the output signals of the stabilizer considered.
The active power Pb in the tie-line is chosen for the feedback signals of the

stabilizers via the active power regulator and the reactive power regulator.
From the linear system control theory, the active power Pb can be written as a

function of the rotor speed of the generator.

ΔPb ¼ rP sð ÞΔω (10)

where rP sð Þ ¼ KPbδ þ KPbE′
q
KE′

qδ

� �
ω0
s is the reconstruction function for Pb.

While ΔPb ¼ ΔPt � ΔPPEV, KPbδ, KPbE′
q
and KE′

qδ
are related to the reconstruction

of this feedback signal.
Considering Eqs. (9) and (10), the electric torques contributed by the stabilizer

via active and reactive power regulators, respectively, are expressed as:

ΔT Δupssp
� � ¼ Fpssp sð Þrp sð ÞGPEVP sð ÞΔω

ΔT Δupssq
� � ¼ Fpssq sð Þrp sð ÞGPEVQ sð ÞΔω

(
(11)

where GPEVP(s) and GPEVQ(s) are the transfer function of the stabilizer via active
and reactive power regulators respectively.
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Control strategy of the stabilizer added via AP and RP control loop, respectively.
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The transfer function of the stabilizer is

GPEV ¼ Kw
1þ sT2

1þ sT1

1þ sT4

1þ sT3
(12)

The stabilizers are designed to compensate the lagging or leading angle of the
forward path, in order to supply maximum positive damping into the system. The
phase compensation method is used to design the parameters of the stabilizers.

5. Case study

5.1 Case description

Two example cases are employed in this section. From Case A to Case D, a
single-machine infinite-busbar power system is used. The parameters of the system
are given in Appendix A.1. Under different capacities of the smart charging station,
computational results of the damping torque contribution from the smart charging
station and the excitation system to the electromechanical oscillation loop of the
single synchronous generator are obtained and confirmed by the eigenvalue of the
system’s oscillation mode. The critical point in which the system has the biggest
damping torque is highlighted. In Case E, a four-machine power system is
presented. The parameters are given in Appendix A.2. The eigenvalue related to the
inter-area oscillation mode is concerned under different capacities of the smart
charging station.

5.2 Case A: utilizing only proportional control in the smart charging station and
fixing load-flow in the tie-line

With the load-flow in the tie-line fixed at 10 MW, the comparison is done when
only proportional control is utilized in the smart charging station under its different
charging or discharging power capacities. The computational results of the example
system are shown in Table 1, when only P control is utilized in the smart charging
station. From Table 1, it can be concluded that:

Pt/(10 MW) PPEV/(10 MW) ΔTdt/pu ΔTdt-sp/pu ΔTdt-ex/pu Frequency/Hz Damping
ratio/%

4.0 3.0 0.6340 0.0006 0.6334 1.83 3.19

3.5 2.5 0.7842 0.0004 0.7838 1.82 3.47

3.0 2.0 0.4368 0.0002 0.4366 1.74 2.99

2.5 1.5 �0.1877 �0.0003 �0.1874 1.68 1.92

2.0 1.0 �0.5730 �0.0005 �0.5725 1.61 1.24

1.5 0.5 �0.1870 �0.0002 �0.1868 1.68 1.92

1.0 0.0 0.4345 0.0003 0.4342 1.74 2.99

0.5 �0.5 0.7851 0.0005 0.7846 1.82 3.47

0.0 �1.0 0.6348 0.0007 0.6341 1.83 3.19

Table 1.
Computational results of the example system when only P control is utilized in the smart charging station.
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1. The total damping torque contribution ΔTdt is approximately equal to the
damping torque from the excitation system ΔTdt-ex. The change of ΔTdt is
mainly induced by ΔTdt-ex which is the impact from the excitation system of
the synchronous machine under different output power. The smart charging
station only with the proportional control functions as an adjustable load in
charging mode or as a regulator generator in discharging mode.

2. Integral control in the smart charging station not only helps to reduce the
steady-state error and accelerate the smart charging station to the steady
operation point, but also supplies either positive or negative damping torque
into the system. It demonstrates conclusion (1) obtained in Section 3.

5.3 Case B: utilizing PI control in the smart charging station and fixing output
power of the synchronous machine

A comparison of the damping torques is made under different charging or
discharging power capacities of the smart charging station with the fixed output
power of the synchronous machine. The computational results of the example
system are shown in Table 2, when active power supplied by the synchronous
machine is fixed at 10 MW. From Table 2, it can be concluded that:

1.While the output of the synchronous machine is constant, the damping torque
from the excitation system of the synchronous machine is nearly unchanged.
The signals ΔUdc and ΔUqc through path a and path b only contribute slight
changes to ΔTdt-ex. The variety of total damping torque contribution ΔTdt is
mainly induced from ΔTdt-sp which comes from the smart charging station and
directly affects the oscillation loop. It demonstrates conclusion (2) obtained in
Section 3.

2. The damping torque from the smart charging station changes at its different
charging or discharging capacity, which is either positive or negative. The
smart charging station can help to improve the damping with certain charging
capacity which is between the lower and upper threshold. In charging mode,
the smart charging station is preferred to operate around 10 MW which is
nearly the same as 10.4 MW calculated by Eq. (8). The highest total damping

Pt/(10 MW) PPEV/(10 MW) ΔTdt/pu ΔTdt-sp/pu ΔTdt-ex/pu Frequency/Hz Damping
ratio/%

1.0 3.0 0.0633 �0.3182 0.3815 1.69 2.38

1.0 2.5 0.1560 �0.2452 0.4021 1.72 2.51

1.0 2.0 0.3742 �0.0457 0.4199 1.74 2.88

1.0 1.5 0.8400 0.3798 0.4602 1.75 3.71

1.0 1.0 1.0677 0.5806 0.4871 1.76 4.10

1.0 0.5 0.8180 0.3699 0.4481 1.75 3.67

1.0 0.0 0.3523 �0.0582 0.4105 1.74 2.84

1.0 �0.5 0.1398 �0.2593 0.3991 1.72 2.48

1.0 �1.0 0.0227 �0.3370 0.3597 1.70 2.29

Table 2.
Computational results of the example system when active power supplied by the synchronous machine is fixed
at 10 MW.
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torque and damping torque from the smart charging station coincided at the
same point. It demonstrates conclusion (3) obtained in Section 3. Under this
operation point, the smart charging station just consumes the electricity
generated by the equivalent synchronous machine. There is no active power
exchange in the tie-line. Beyond or below this point, the damping ratio of the
system will decrease because of the increased load burden in the tie-line either
from the synchronous machine to the infinite bus or vice versa. Considering
each vehicle can draw �3.5 kW of active power [25] and always around 60%
personal vehicles in the parking lots need to be charged [26], roughly 5000
personal vehicles are optimal to be accepted in this equivalent smart charging
station.

3.During the discharging process, the damping of the system tends to deteriorate
with the increasing power injected from the smart charging station to grid.

5.4 Case C: utilizing PI control in the smart charging station and fixing load-
flow in the tie-line

A comparison of the damping torques is made under different charging or
discharging power capacities of the smart charging station with the fixed load-flow
in the tie-line. The results are shown in Table 3.

From Table 3, it can be concluded that:

1. The total damping torque contribution ΔTdt is simultaneously influenced by
ΔTdt-sp which relates to Δδ and directly affects the oscillation loop, and ΔTdt-ex

which relates to ΔE′q and functions through the excitation system.

2. The damping torque supplied from the smart charging station and the
excitation system of the synchronous machine respectively is complementary
during the charging process. Compared with Table 1, the positive damping
torque supplied by the smart charging station helps the system to improve the
low damping capacity from 5 to 15 MW in charging mode of the smart
charging station. This conclusion can be confirmed by the analysis from
Eqs. (5) and (6). When the charging power of the smart charging station is
between 0 and 30 MW, the product of ΔTdt-sp and ΔTdt-ex is negative.

Pt/
(10 MW)

PPEV/
(10 MW)

ΔTdt/pu ΔTdt-sp/pu ΔTdt-ex/pu Frequency/
Hz

Damping
ratio/%

4.0 3.0 0.3144 �0.2878 0.6022 1.72 2.80

3.5 2.5 0.5527 �0.2122 0.7649 1.72 3.24

3.0 2.0 0.3902 �0.0082 0.3984 1.72 2.94

2.5 1.5 0.1770 0.3152 �0.1382 1.73 2.53

2.0 1.0 0.0093 0.5294 �0.5201 1.73 2.22

1.5 0.5 0.1693 0.3122 �0.1429 1.73 2.52

1.0 0.0 0.3523 �0.0582 0.4105 1.74 2.84

0.5 �0.5 0.5062 �0.2091 0.7153 1.73 3.14

0.0 �1.0 0.2971 �0.2908 0.5879 1.73 2.75

Table 3.
Computational results of the example system when load-flow in the tie-line is fixed at 10 MW.
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1. The total damping torque contribution ΔTdt is approximately equal to the
damping torque from the excitation system ΔTdt-ex. The change of ΔTdt is
mainly induced by ΔTdt-ex which is the impact from the excitation system of
the synchronous machine under different output power. The smart charging
station only with the proportional control functions as an adjustable load in
charging mode or as a regulator generator in discharging mode.

2. Integral control in the smart charging station not only helps to reduce the
steady-state error and accelerate the smart charging station to the steady
operation point, but also supplies either positive or negative damping torque
into the system. It demonstrates conclusion (1) obtained in Section 3.

5.3 Case B: utilizing PI control in the smart charging station and fixing output
power of the synchronous machine

A comparison of the damping torques is made under different charging or
discharging power capacities of the smart charging station with the fixed output
power of the synchronous machine. The computational results of the example
system are shown in Table 2, when active power supplied by the synchronous
machine is fixed at 10 MW. From Table 2, it can be concluded that:

1.While the output of the synchronous machine is constant, the damping torque
from the excitation system of the synchronous machine is nearly unchanged.
The signals ΔUdc and ΔUqc through path a and path b only contribute slight
changes to ΔTdt-ex. The variety of total damping torque contribution ΔTdt is
mainly induced from ΔTdt-sp which comes from the smart charging station and
directly affects the oscillation loop. It demonstrates conclusion (2) obtained in
Section 3.

2. The damping torque from the smart charging station changes at its different
charging or discharging capacity, which is either positive or negative. The
smart charging station can help to improve the damping with certain charging
capacity which is between the lower and upper threshold. In charging mode,
the smart charging station is preferred to operate around 10 MW which is
nearly the same as 10.4 MW calculated by Eq. (8). The highest total damping

Pt/(10 MW) PPEV/(10 MW) ΔTdt/pu ΔTdt-sp/pu ΔTdt-ex/pu Frequency/Hz Damping
ratio/%

1.0 3.0 0.0633 �0.3182 0.3815 1.69 2.38

1.0 2.5 0.1560 �0.2452 0.4021 1.72 2.51

1.0 2.0 0.3742 �0.0457 0.4199 1.74 2.88

1.0 1.5 0.8400 0.3798 0.4602 1.75 3.71

1.0 1.0 1.0677 0.5806 0.4871 1.76 4.10

1.0 0.5 0.8180 0.3699 0.4481 1.75 3.67

1.0 0.0 0.3523 �0.0582 0.4105 1.74 2.84

1.0 �0.5 0.1398 �0.2593 0.3991 1.72 2.48

1.0 �1.0 0.0227 �0.3370 0.3597 1.70 2.29

Table 2.
Computational results of the example system when active power supplied by the synchronous machine is fixed
at 10 MW.
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torque and damping torque from the smart charging station coincided at the
same point. It demonstrates conclusion (3) obtained in Section 3. Under this
operation point, the smart charging station just consumes the electricity
generated by the equivalent synchronous machine. There is no active power
exchange in the tie-line. Beyond or below this point, the damping ratio of the
system will decrease because of the increased load burden in the tie-line either
from the synchronous machine to the infinite bus or vice versa. Considering
each vehicle can draw �3.5 kW of active power [25] and always around 60%
personal vehicles in the parking lots need to be charged [26], roughly 5000
personal vehicles are optimal to be accepted in this equivalent smart charging
station.

3.During the discharging process, the damping of the system tends to deteriorate
with the increasing power injected from the smart charging station to grid.

5.4 Case C: utilizing PI control in the smart charging station and fixing load-
flow in the tie-line

A comparison of the damping torques is made under different charging or
discharging power capacities of the smart charging station with the fixed load-flow
in the tie-line. The results are shown in Table 3.

From Table 3, it can be concluded that:

1. The total damping torque contribution ΔTdt is simultaneously influenced by
ΔTdt-sp which relates to Δδ and directly affects the oscillation loop, and ΔTdt-ex

which relates to ΔE′q and functions through the excitation system.

2. The damping torque supplied from the smart charging station and the
excitation system of the synchronous machine respectively is complementary
during the charging process. Compared with Table 1, the positive damping
torque supplied by the smart charging station helps the system to improve the
low damping capacity from 5 to 15 MW in charging mode of the smart
charging station. This conclusion can be confirmed by the analysis from
Eqs. (5) and (6). When the charging power of the smart charging station is
between 0 and 30 MW, the product of ΔTdt-sp and ΔTdt-ex is negative.

Pt/
(10 MW)

PPEV/
(10 MW)

ΔTdt/pu ΔTdt-sp/pu ΔTdt-ex/pu Frequency/
Hz

Damping
ratio/%

4.0 3.0 0.3144 �0.2878 0.6022 1.72 2.80

3.5 2.5 0.5527 �0.2122 0.7649 1.72 3.24

3.0 2.0 0.3902 �0.0082 0.3984 1.72 2.94

2.5 1.5 0.1770 0.3152 �0.1382 1.73 2.53

2.0 1.0 0.0093 0.5294 �0.5201 1.73 2.22

1.5 0.5 0.1693 0.3122 �0.1429 1.73 2.52

1.0 0.0 0.3523 �0.0582 0.4105 1.74 2.84

0.5 �0.5 0.5062 �0.2091 0.7153 1.73 3.14

0.0 �1.0 0.2971 �0.2908 0.5879 1.73 2.75

Table 3.
Computational results of the example system when load-flow in the tie-line is fixed at 10 MW.
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3.The impact of the damping torque from the synchronous machine also needs to
be considered. With this impact, the highest total damping torque and
damping torque from the smart charging station are obtained at different
points. In this case, the optimized operation point reaches 25 MW which is
nearly the same as 24.6 MW calculated by Eq. (8). It demonstrates conclusion
(3) in Section 3. Under the operating conditions that the absorbed power of the
smart charging station varies from 20 to 25 MW, although the smart charging
station supplies the negative damping torque into the grid, the total damping
torque is still positive and keeps increasing with the compensation of the
damping torque from the excitation system. The smart charging station at the
optimal operation point is also charged by the electricity generated by the
equivalent local synchronous machine.

4.The damping of the system tends to deteriorate with the increasing power
injected from the smart charging station to the grid during the discharging
process.

5.5 Case D: stabilizer design

While the operation condition for the smart charging station varies stochasti-
cally, the stabilizer is designed and attached to the smart charging station to supply
additional damping torques into the system.

The stabilizer via the active and reactive power loops is designed respectively
under the condition that the equivalent synchronous machine supplies 20 MW and
the smart charging station consumes 10 MW of active power. A three-phase short-
circuit fault happens in Bus s at 0.5 s and lasts for 0.1 s.

The forward path is:

Fpssp sð Þ ¼ �6:875 1þ j6:829 3

Fpssq sð Þ ¼ 1:7520þ j7:284 1

�
(13)

The parameters of the designed stabilizer attached to active and reactive power
regulators, respectively, are (Table 4).

With the designed stabilizer, the eigenvalue of the system with the smart charg-
ing station can be obtained as that, the effectiveness of the designed stabilizers is
verified by the time-domain simulation in Figure 6 and eigenvalue calculation in
Table 5. From Table 5 and Figure 6, it can be seen that the designed stabilizer
attached to the smart charging station can not only help to reduce the power
fluctuations for PEV charging, but also suppress the power oscillation in the tie-line.

5.6 Case E: analysis in the four-machine power system

The power system integrated with the smart charging station is shown in
Figure 7. The Prony method is employed to analyze the time-domain simulation of
the power flow in the tie-line L6-7 [27]. The critical inter-area electromechanical

Stabilizer Parameters

Stabilizer via active power regulator T1 = T3 = 0.019 5; T2 = T4 = 0.5; KW = 16.570 4

Stabilizer via reactive power regulator T1 = T3 = 0.081 0; T2 = T4 = 0.5; KW = 12.628 9

Table 4.
Parameters of smart charging station-based stabilizers.
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oscillation frequency fcritical and its corresponding attenuation factor αcritical are
extracted. The eigenvalue of the critical oscillation mode is
λcritical = αcritical + j2πfcritical.

With the load-flow in the tie-line L6-7 fixed at 70 MW, a comparison is done
between the proportional controlled smart charging station and the adjustable load/
generator connected at Bus 7, respectively. The eigenvalue related to the inter-area
oscillation mode is a concern. From Table 6, only the proportional controlled smart
charging station functions as the adjustable load during charging period and as the
regulable generator in discharging mode in view of the damping ratio.

Proportional control of the smart charging station only supplies the synchronous
torque and integral control that introduces the damping torque into the grid.

Figure 6.
Comparisons of tie-line power oscillation without and with the stabilizer via active and reactive power
regulators under PPEV = 10 MW, Pt = 20 MW.

Without the stabilizer �0.241 9 + j10.864 4

With the stabilizer via active power regulator �0.759 0 + j10.816 9

With the stabilizer via reactive power regulator �0.651 1 + j10.847 1

Table 5.
Eigenvalue of the oscillation mode without and with stabilizers under PPEV 10 MW, Pt 20 MW.

Figure 7.
Four-machine power system integrated with the smart charging station.
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Conclusion (1) obtained in the single-machine infinite-busbar power system is also
available in the multi-machine power system.

Both proportional and integral controls are utilized in the smart charging station.
A comparison is done under different charging or discharging power capacities of
the smart charging station when the load-flow in the tie-line is fixed at 70 MW. The
eigenvalue related to the inter-area oscillation mode is concerned. The results are
shown in Table 7.

From Table 7, the optimal charging point with the highest damping ratio in the
single-machine power system can be obtained by Eq. (8) and verified by the
damping torque calculation; and it also exists in the multi-machine power system.
But, because of the complex interconnection of the synchronous machines and the

PG2/
(10 MW)

PPEV/
(10 MW)

Frequency/
Hz

Damping
ratio/%

Adjustable load/
generator*/(10 MW)

Frequency/
Hz

Damping
ratio/%

9.0 3.0 0.4724 3.12 3.0 0.4724 3.12

8.5 2.5 0.4710 3.14 2.5 0.4710 3.14

8.0 2.0 0.4693 3.15 2.0 0.4693 3.15

7.5 1.5 0.4672 3.16 1.5 0.4672 3.16

7.0 1.0 0.4650 3.15 1.0 0.4650 3.15

6.5 0.5 0.4624 3.13 0.5 0.4624 3.13

6.0 0.0 0.4595 3.11 0.0 0.4595 3.11

5.5 �0.5 0.4564 3.07 �0.5 0.4564 3.07

5.0 �1.0 0.4530 3.01 �1.0 0.4530 3.01
*‘+’ denotes the adjustable load absorbing active power from the grid; ‘�’ denotes the regulable generator injecting
active power into the grid.

Table 6.
Comparison of eigenvalue related to inter-area oscillation mode only utilizing the proportional control of the
smart charging station.

PG2/(10 MW) PPEV/(10 MW) Frequency/Hz Damping ratio/%

9.0 3.0 0.4734 2.52

8.5 2.5 0.4778 2.64

8.0 2.0 0.4802 2.98

7.5 1.5 0.4753 2.56

7.0 1.0 0.4725 2.48

6.5 0.5 0.4683 2.34

6.0 0.0 0.4611 2.25

5.5 �0.5 0.4627 2.30

5.0 �1.0 0.4721 2.39

Table 7.
Comparison of eigenvalue related to the inter-area oscillation mode utilizing PI control of the smart charging
station.
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smart charging station, it is difficult to calculate the optimal charging point in
theory (Figure 8).

6. Conclusion

The chapter investigates the impacts of a grid-connected smart charging station
on power system’s small-signal stability based on a simple single-machine infinite-
bus power system integrated with a smart charging station. Damping torque analy-
sis (DTA) is employed to examine the contribution from the smart charging station
to the electromechanical oscillation loop of the generator in theoretical analysis. The
analysis has concluded that, the smart charging station affects power system’s small-
signal stability in light of its interaction with the synchronous machine. The pro-
portional controls in the smart charging station mainly induce the synchronous
torque into the oscillation loop and the majority of damping torque is introduced by
integral controls. The damping torque supplied by the smart charging station is
mainly directly induced into the oscillation loop, and the damping torque from the
excitation system is almost from the synchronous machine itself. The optimal oper-
ation condition of the smart charging station is the moment when the system has
the highest damping ratio. In this chapter, such an optimal operation condition is
defined, indicating that the optimal charging capacity is considered for smart
charging station design.

Results of the damping torque computation of a single-machine power system
integrated with a smart charging station, confirmed by eigenvalue calculations of
system oscillation mode, are presented in the chapter. The conclusions obtained
from the theoretical analysis are demonstrated and verified by these results. Under
the optimal operation condition, the total damping torque supplied from the smart
charging station and synchronous machine reaches its maximum value. During the
discharging process, the damping of the system tends to deteriorate with the
increasing power injected from the smart charging station to the grid. Another four-
machine power system is employed to manifest that the conclusions obtained in the
single-machine power system are also available in the multi-machine power system.

The stabilizer is designed and attached to the active or reactive power regulator
of the smart charging station to supply additional positive damping into the system.
The phase compensation method is used here. The effectiveness is confirmed by the

Figure 8.
Comparison of damping ratio related to inter-area oscillation mode utilizing the P and PI control of the smart
charging station, respectively.
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nonlinear simulations and eigenvalue calculations in the single-machine power
system.

Although the configuration of the power system with the grid-connected smart
charging station and the function to describe the charging/discharging behaviors of
EVs adopted in this chapter are very simple, all the essential elements have been
included to serve the purpose of study, which can thoroughly reveal the dynamic
interaction between the equivalent smart charging station and conventional generation
in the transmission system. The optimal charging capacity is better to be considered
during the capacity design of the smart charging station.With the help of the designed
smart charging station-based stabilizer, the small-signal stability can be effectively
maintained. Studies on the interactions among several smart charging stationswith the
dynamic stability in distribution systems and the uncertainties and diversities of EV
charging/discharging behaviors will be carried out for future researches.

A. Appendix: the parameters of example systems

1. Single-machine infinite-busbar power system.

The parameters of the synchronous machine (The unit is in pu):
M ¼ 5:0; T′

d0 ¼ 5:0 s; D ¼ 1:2; Xd ¼ 0:8; Xq ¼ 0:4; X′
d ¼ 0:05; ω0 ¼ 2� 50π;

Ut ¼ 1:05; Utref ¼ 1:05; Ka ¼ 20:0; Ta ¼ 0:01 s.
The parameters of the network (The unit is in pu): Xts ¼ 0:2; Xsb ¼ 0:1;
Xs ¼ 0:1; Ub ¼ 1:0.

The parameters for the smart charging station(The unit is in pu):
KPP ¼ 20, KIP ¼ 20, KPIq ¼ 0:3, KIIq ¼ 0:3, KPQ ¼ 15, KIQ ¼ 15, KPId ¼ 0:7,
KIId ¼ 0:7.

2. Four-machine power system.

The parameters of the synchronous machine are:
TJ1 ¼ TJ2 ¼ 117; TJ3 ¼ TJ4 ¼ 111:15; T′

d01 ¼ T′
d02 ¼ T′

d03 ¼ T′
d04 ¼ 8:0 s;

Dmac1 ¼ Dmac2 ¼ Dmac3 ¼ Dmac4 ¼ 5:0 pu; Xd1 ¼ Xd2 ¼ Xd3 ¼ Xd4 ¼ 0:2;
Xq1 ¼ Xq2 ¼ Xq3 ¼ Xq4 ¼ 0:1889; X′

d1 ¼ X′
d2 ¼ X′

d3 ¼ X′
d4 ¼ 0:0333;

ω01 ¼ ω02 ¼ ω03 ¼ ω04 ¼ 100π; Ut1 ¼ Ut3 ¼ 1:03; Ut2 ¼ Ut4 ¼ 1:01;
Utref1 ¼ Utref3 ¼ 1:03; Utref2 ¼ Utref4 ¼ 1:01.

All the generators are equipped with the same AVR: Ka = 50; Ta = 0.55 s;
The parameters of the smart charging station are (in pu):
KPP ¼ 20, KIP ¼ 20, KPIq ¼ 0:3, KIIq ¼ 0:3;
KPQ ¼ 15, KIQ ¼ 15, KPId ¼ 0:7, KIId ¼ 0:7.

The parameters of the lines are (in pu): X15 ¼ X36 ¼ X29 ¼ X48 ¼ 0:01667;
X56 ¼ X89 ¼ 0:025; X67 ¼ 0:105; X78 ¼ 0:005.

G1 is connected with the slack bus of the system.G3 and G4 generate 70 MW of
active power, respectively. The loads at Bus 6 and Bus 8 are 100 and 200 MW
accordingly.
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Chapter 4

Power Oscillation Due to
Ferroresonance and
Subsynchronous Resonance
Salman Rezaei

Abstract

Power oscillation occurs in electrical network due to variety of phenomena.
Subsynchronous resonance (SSR) and ferroresonance are the phenomena that cause
power oscillation of rotary systems. Ferroresonance is likely to occur due to tra-
versing capacitance line of the system across nonlinear area of transformer satura-
tion curve due to several configurations like breaker failure, voltage transformer
connected to grading capacitor circuit breaker, line and plant outage, etc. It causes
misshaping the waveforms and frequency difference between two points in the
network. Frequency difference (Δf) results in oscillation of power with a swing
frequency which is equal to Δf. During SSR, electrical energy is exchanged between
generators and transmission systems below power frequency. It happens due to
interaction of a series compensated transmission line with a generator. It results in
oscillation in the shaft and power oscillation. In addition, SSR causes the magnitudes
of voltage and current to increase. Increasing the voltage causes saturation of iron
core of transformer or reactor and consequently occurrence of ferroresonance in the
presence of series capacitance.

Keywords: power oscillation, ferroresonance, subsynchronous resonance, series
compensation, saturation, frequency difference, Manitoba hydro, Mohave plant

1. Introduction

The word ferroresonance was originally expressed in 1920 to explain the phe-
nomenon of two stable fundamental frequency operating points in a series resistor,
nonlinear inductor, and capacitor circuit [1]. It has been extensively studied over
the past 90 years. Severity of ferroresonance is classified as four categories like
fundamental, harmonic, quasi-periodic, and chaotic [2]. Ref [3] explains Conven-
tional configurations which lead in ferroresonance like; voltage transformer (VT)
energized through the grading capacitance of open circuit breakers or VT connected
to an ungrounded neutral system, circuit breaker failure during opening or closing
operation, and power transformer supplied through a long transmission line cable
with low short-circuit power [3]. Several methods have been presented to analyze
ferroresonance in time and frequency domain. Ref. [4] is concerned with compar-
ing analytical nonlinear dynamics methods with a two-dimensional (2-D) brute-
force bifurcation diagram for displaying safety margins in a 2-D parameter space.
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Analysis and mitigation of ferroresonant oscillations based on harmonic balance
method and bifurcation theory are presented in [5].

Ferroresonance generally occurs in distribution network and is significantly
probable in HV systems [6–8]. For instance, plant outage in HV power system is
able to change electrical characteristics and parameters in a nonlinear circuit, which
may lead in ferroresonance [9].

Impact of ferroresonance has been taken into consideration in wind farm.
Ref. [10] presents the scenarios that can lead to ferroresonant circuits in Doubly
Fed Induction Generator (DFIG)-based wind parks. Transient and sustained
ferroresonance phenomenon in wind farms connected to a power distribution sys-
tem is analyzed in [11]. Occurrence of ferroresonance causes misshaped waveform
of magnitudes with different frequencies. It leads in power oscillation between two
points with a certain frequency difference in the network [12]. Ferroresonance is
typically damped by using several methods. For instance, installation of permanent
resistance in the secondary circuit of distribution transformer; furthermore,
replacing VT with CVT causes mitigation of ferroresonance in voltage
transformer [6].

The term of SSR has been taken into consideration in the power industry since
first experienced in 1970. It results in shaft failure of units at Mohave power plant.
The second failure was the real cause of failure recognized as SSR in 1971 [13].

Many investigations have been implemented in analysis and mitigation of SSR.
By bifurcation analysis, the stable limit cycle bifurcates to a stable torus and an
unstable limit cycle, which connects to a stable limit cycle by a supercritical torus
bifurcation [14]. Frequency scanning computes the equivalent resistance and
inductance, seen looking into the network from a point behind the stator winding of
a generator as a function of frequency [15]. Design and implementation details of an
artificial neural network-based SSR are presented in [16]. Time frequency distribu-
tion algorithm extracts time variable information about frequency contents from
the time domain signal [17].

For the mitigation of SSR, several methods have been presented. STATCOM is
used in the transformer bus to damp SSR [18]. Application of gate-controlled series
capacitors (GCSC) for reducing stresses due to SSR in turbine-generator shaft is
presented in [19]. Fuzzy logic and ANFIS controller-based Static Var Compensation
(SVC) for mitigating SSR is explained in [20].

SSR has received considerable attention in the wind farm. SSR analysis on DFIG-
based wind farm and optimal adaptive controls to mitigate SSR in wind farm are
presented in [21, 22].

SSR causes subharmonic components of electrical quantities to interact with
natural frequencies of rotary systems due to series capacitance. It leads in torsional
oscillation of the turbo-generator shaft. Torsional oscillation in the shaft results in
out of step condition of the generator. It increases the magnitudes of voltage and
current. Increasing the voltage causes saturation of transformer and probable
occurrence of ferroresonance in a series compensated network [23, 24]. Oscillation
due to ferroresonance is superimposed on torsional oscillation in SSR.

In this chapter, theoretical approach of ferroresonance and SSR is presented.
Manitoba hydro electrical network has experienced ferroresonant states in 1995 [8].
In addition, it includes long transmission line of about 500 km, which is suitable for
series compensation studies [6]. Hence, it is a good example of a case study in this
field. The state that results in ferroresonance is simulated in Manitoba hydro system
by PSCAD/EMTDC. Power oscillation due to SSR and ferroresonance is presented
in HV power system, and results of oscillation are analyzed on electrical and
mechanical parameters of rotary systems including hydro generator in Grand
Rapids station.
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2. Theoretical approach of ferroresonance and subsynchronous
resonance

2.1 Ferroresonance

Ferroresonance is a nonlinear resonance, which occurs in presence of a saturable
nonlinear inductance and capacitance in a circuit with low resistance. In
ferroresonance, the capacitance line crosses inductance characteristic in nonlinear
area. It results in presence of abnormally large currents and frequency distortion.

A graphical approach is obtained by calculating the parameters of nonlinear
circuits in time domain. For instance, in a typical series, RLC circuit inductor
voltage is calculated as follows [6]:

VL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2

h � I:Rð Þ2
q

þ I
ωC

(1)

It is also a nonlinear function of current as follows:

VL ¼ ωf Ið Þ (2)

The inductance in this circuit is a nonlinear element due to the core saturation
and hysteresis. The voltage across the capacitance in the circuit is represented as:

VC ¼ I=ωC (3)

where Vh is the total voltage across the circuit. Similarly, the voltage across the
inductance can also be expressed as:

VL ¼ V þ I=ωCð Þ (4)

As shown in Figure 1, point of intersection of VL = ωf(I) and VC represents the
operating point of the circuit. Changing the capacitance of the system causes change
in the slope given by tanα = 1/ωC. On the other hand, changes in inductance result
in an interaction with a wide range of circuit capacitances resulting in existence of
several stable steady state responses to any given change of parameter. It causes
changes in configuration of the circuit, and so capacitance traverses across
nonlinear area of VL = ωf(I) curve and results in occurrence of ferroresonance in the
circuit.

As was mentioned above, frequency of waveform can be deviated from nominal
frequency in ferroresonance so that frequency deviation can be defined as follows

Figure 1.
Diagram of parameters in series RLC ferroresonant circuit.
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Δf ¼ f fr � f nom
���

��� (5)

where ffr is the frequency of waveform in ferroresonance.
Resulted waveform is decomposed to its number of harmonics using fast Fourier

transform (FFT). Measurement is done by evaluation of samples, which are taken
in specific sampling interval; hence, discrete Fourier transform (DFT) is used with a
certain sampling rate to illustrate harmonic components on harmonic spectrum.

VLk ¼ ∑
N�1

n¼0
VLne�j2πkn

N K ¼ 0…N � 1 (6)

N = number of samples.
Then, total harmonic distortion is calculated, and so integer harmonics, which

obtained from FFT, are considered in the following formula:

THD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
x

h¼2

individual hð Þ
individual 1ð Þ
� �2

s
(7)

where x is integer harmonics.
In order to determine ferroresonance based on measurement in a logical man-

ner, ferroresonant characteristics must be quantified. THD and Δf are the quantities
that are used as criteria to determine ferroresonance of different types (Table 1).

As shown in the table, fundamental ferroresonance is detected when frequency of
waveform remains at nominal value (Δf is zero) and the value of THD is more than
50%. Harmonic ferroresonance is detected when frequency of waveform is deviated
from nominal value and remains constant (Δf is not zero); furthermore, the value of
THD is also more than 50%. In most cases, fundamental and harmonic ferroresonance
contain odd harmonics; hence, harmonic spectrum is discrete. Quasi-periodic and
chaotic modes are determined when dΔf

dt is detected and calculated as follow.

dΔf
dt

¼ T:
Δf tð Þ � Δf t� Δtð Þ

Δt
(8)

where T is the time constant, t� Δt is the previous time step, and Δt is the time
step interval.

Furthermore, the value of THD increases more than 100% where chaotic mode
contains a continuous harmonic spectrum. As harmonic spectrum is mostly a qual-
ified characteristic, THD and Δf are used to determine ferroresonance modes.

2.2 Subsynchronous resonance

In this section, theoretical aspects of SSR in AC transmission system are explained.

Ferroresonance type Δf dΔf
dt

THD (%) Harmonic spectrum

Fundamental Zero Zero >50 Discrete

Harmonic Constant Zero >50 Discrete

Quasi-periodic Variable Not zero >100 Discrete

Chaotic Variable Not zero >100 Continuous

Table 1.
Criteria to determine ferroresonance modes.
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Loadability of AC transmission line is defined as follows:

P ¼ VS:VR

XT
sinδ (9)

Series compensation increases transmittable power by adding series capacitors,
which decrease total line impedance as follows:

XT ¼ XL � XC (10)

XT ¼ 1� Sð Þ:XL (11)

Here, S is the compensation degree, which is changed between 0 and 100%
defined as follows:

S ¼ XC

XL
� 100% (12)

The degree of compensation could be 100% theoretically. It may produce large
currents in the presence of small disturbances or faults. In other hand, a high level
of compensation highlights the problem in protective relays and in voltage profile
during fault condition. In a radial series-compensated power system, the electrical
resonance frequency is given by the following formula.

f er ¼ �f s

ffiffiffiffiffiffi
XC

XL

r
(13)

where fs is power system nominal frequency and XL is total inductance of the
grid.

Current flowing in the grid circulates to the armature winding of the generator
and interacts with turbine-generator rotor as subharmonic and super harmonic
frequencies. As shown below, the current includes fundamental component (grid
frequency), and another sinusoidal components are determined by existing ele-
ments in the grid [25].

i tð Þ ¼ K A sin ω1tþ ψ1ð Þ þ Be�ζω2t sin ω2tþ ψ2ð Þ� �
(14)

where ζ is damping ratio given by (7).

ζ ¼ R
2

ffiffiffiffi
C
L

r
(15)

ω2 is damping frequency as follows:

ω2 ¼ ωn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ζ2

q
(16)

ωn is undamped natural frequency as follows:

ωn ¼
ffiffiffiffiffiffiffi
1
LC

r
(17)

Subsynchronous current induced in generator produces torque on the turbine-
generator shaft. Subsynchronous torque may coincide with one of the natural fre-
quencies of the rotary system. It causes oscillation of the shaft at some natural
frequencies. Subsynchronous resonance can cause catastrophic damage to the
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Δf ¼ f fr � f nom
���

��� (5)
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turbine-generator shaft. SSR is generally divided into transient and steady state
which are described as follows [26].

Transient SSR occurs due to occurrence of a short circuit in a system with series
compensation. Transient magnitudes include subsynchronous frequencies, which
depend on elements in the network. Slip frequency fr in generator is given by (18).

f r ¼ f 0 � f er (18)

In case this frequency coincides with one of natural frequencies of the turbine-
generator rotor (fn), torque amplitude is increased much larger with respect to the
system without compensation.

Steady state (self-excitation) SSR is divided into the induction generator effect
(IGE) and torsional interaction (TI). IGE considers generator as a rigid mass at
constant speed connected to the network. TI considers the turbine generator with
multimass shaft, which interacts with the system disturbances at its natural fre-
quencies.

3. Power oscillation due to ferroresonance

Catastrophic circumstances and equipment failures in electrical networks are
mostly caused by emerging unwanted and unpredicted phenomena in electrical
network. Resonance and ferroresonance are those phenomena which have been
investigated many years ago. Manitoba hydro 230 kV electrical network has expe-
rienced ferroresonant states several times. Such conditions may occur in effect of
short circuit, breaker phase failure, transformer energizing, load rejection, acciden-
tal or scheduled line disconnection, and plant outage. Power oscillation has been
experienced during ferroresonance studies in Manitoba hydro system. In this sec-
tion, ferroresonant states, which occurred in Manitoba hydro network, are
explained, and results are analyzed. The latest studies on ferroresonance in Mani-
toba hydro system are explained, and power oscillation due to ferroresonance is
discussed in this network. In addition to that, impact of ferroresonance on electrical
and mechanical parameters of hydro generator is analyzed.

3.1 Ferroresonance accidents in Manitoba hydro system

3.1.1 Failure of wound PT in effect of opening grading capacitance circuit breakers

Manitoba hydro 230 kV electrical network consists of several 230 kV power
sources like Vermillion, Dorsey, Ridgway, Rosser, and Grand Rapids station. Fur-
thermore, Ashern station comprises an overvoltage-damping reactor, and Silver
station with 2� 230/66 kV, YNd, 50 MVA transformers, is considered for particular
ferroresonant investigations [27]. In order to meet a �50°C low temperature spec-
ification, circuit breakers used in Dorsey converter station have been provided by
SF6 mixed with CF4 since 1988. In high voltage systems, multiple interrupting
chambers are connected in series to break the current and withstand the high
recovery voltage. Grading capacitors with the values of 1500–1600 for an SF6
breaker are installed in parallel with each chamber to obtain an equal voltage
distribution [28].

As shown in Figure 2, the 230 kV ac bus in Dorsey HVDC converter station
consists of four bus sections. At 22:04, May 20, 1995, bus A2 was disconnected for
maintenance. At approximately 22:30, a potential transformer (V13F) failed cata-
strophically. It caused damage to equipment up to 33 m away. The main reason for
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PT explosion was occurrence of ferroresonance, which is caused by switching
procedure. De-energized bus and the associated PTs were being connected to the
energized bus B2 through the grading capacitors (5061 pF) of nine open 230 kV
circuit breakers. Station service transformer SST2, which is normally connected to
bus A2, had been previously disconnected. This arrangement leads in occurrence of
ferroresonance in phase A and B [6].

3.1.2 Energizing induction motor by closing 4.16 kV circuit breaker

Another ferroresonant state occurred on August 5, 1995, at 14:18. A 4.16 kV
breaker failed to latch while attempting to energize a 1500 kW induction motor at
the Dorsey Converter Station [28]. It resulted in opening eleven 230 kV breakers to
clear bus B2 to which the 230/4.16 kV transformer (SST1) was connected. Noise
levels of SST1 were significantly higher than normal state. Figure 3 shows bus
arrangement, equivalent source impedance, and capacitances. Misshaped wave-
forms and voltage increasing near 1.5 pu occurred in bus B2. This is the evidence of
existing a steady-state asymmetric fundamental mode of ferroresonance.

3.2 Power oscillation due to ferroresonance examined in Manitoba hydro
system

One of the popular configurations, which cause ferroresonance in the network,
is transformer-terminated double circuit line. Ferroresonance occurs due to capac-
itive coupling between double circuit lines. In such configuration, power trans-
formers are connected to de-energized transmission lines of remarkable length,
which is parallel to another energized line.

As shown in Figure 4, in Manitoba hydro network, 230/66 kV transformers in
Silver station are supplied from a single transmission line, which is taped from A3R
line. A double circuit transmission line with a length of about 200 km comprises
A3R-A4D lines, which are routed between Ashern and Rosser station. Grand Rapids
is connected to Ashern station by G1A-G2A double circuit transmission line with a

Figure 2.
Dorsey converter station 230 kV bus arrangement in Failure of wound PT.

Figure 3.
Dorsey converter station 230 kV bus arrangement in closing 4.16 kV circuit breake.
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length of about 234 km. Several ferroresonant states, which resulted in power
oscillation, were experienced by EMTP are fully explained in [6].

New ferroresonance studies have been implemented in Manitoba hydro system
to obtain other configurations vulnerable to ferroresonance in the network [9, 12].
These arrangements comprise breaker phase failure, transformer-terminated
double-circuit transmission line, and plant outage. Unlike previous investigations,
in obtained ferroresonant arrangements due to transformer-terminated double cir-
cuit transmission line, both lines are remained energized. Hence, it is concluded
that capacitive coupling of double circuit lines is not the only reason of occurrence
of ferroresonance. In the following, one of these configurations is explained.

3.2.1 Disconnection of A3R line from Rosser and G2A line from Grand Rapids station

Figure 4 shows a ferroresonant configuration in Manitoba system. In this
arrangement, A3R-A4D and G2A transmission lines are energized by G1A line,
which is still connected to Grand Rapids station. In addition, Vermillion is discon-
nected from Ashern station by a 230 kV circuit breaker in Ashern station. By such
switching operation, G2A, A4D, and A3R transmission lines are changed to open-
end lines. As was mentioned in advance, in order to supply transformers in Silver
station, a 230 kV single line is taped from A3R line of A3R-A4D double circuit line.
In such arrangement, transformers in Silver station are located at the end of an open
end line whose voltage is increased.

This experiment is represented by two different conditions for a time of about
10 s. In one condition, transformers in Silver station are considered nonsaturated.
As shown in Figure 5, the magnitude of voltage is increased up to 304 kVpick prim

(pick value in primary side) in Silver station due to voltage increment in open-end
line, whereas this value is 209 kVpick prim in normal status. It must be noted that all
mentioned voltage and current magnitudes in this paper are phase to neutral values.
Oscillograph shows that voltage and current waveforms are not misshaped and
remained in sinusoidal form; hence, no ferroresonance occurs in the system. In this
experiment, damping reactor in Ashern station is disconnected from the network.
In addition, grading capacitor circuit breakers are open in Dorsey converter station.

In another experiment, transformer core is saturated with specified values of
magnetizing parameters. Oscillograph shows occurrence of ferroresonance due to

Figure 4.
Manitoba hydro network under study in PSCAD/EMTDC.
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transformer saturation core. As shown in Figure 6, in addition to misshaping the
waveforms, the magnitude of voltage and current is increased up to maximum
values of about 383 kVpick prim and 1.21 kApick prim, respectively, at the beginning of
ferroresonance.

3.3 Analysis of power oscillation in effect of ferroresonance

In fact, the main reason of occurrence of ferroresonance is existing nonlinear
elements in the circuit. Consequently, the voltage and current values are nonlinear
with respect to each other due to nonlinear characteristic of elements. It results in
misshaping waveforms, and so that they are deviated from sinusoidal form. In such
conditions, waveforms comprise orders of harmonics. It definitely depends on
nonlinear characteristic of elements in the network. Frequency of total waveform is
deviated from nominal frequency due to existing number of harmonics. The
resulted frequency of waveform in ferroresonance depends on phase and values of
orders with respect to fundamental. Reciprocally, in such conditions, frequency of

Figure 5.
Voltage and current waveform of nonsaturated core.

Figure 6.
Voltage and current waveform of saturated core (ferroresonance).
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the waveform may remain in nominal value in another side of the network or can
get different nonlinear characteristic. Consequently, a frequency difference
between two points in the network is resulted. The main factor, which results in
power oscillation, is frequency difference in the network. Frequency of power
oscillation is a function of frequency difference between two points.

As was shown in Figure 6, voltage and current oscillate with specific period in
effect of ferroresonance. Envelope of misshaped waveforms due to existing number
of harmonics in ferroresonance oscillates with a frequency of about 10 Hz. It is
resulted from frequency difference of about 10 Hz between Grand Rapids and
Silver station.

There is significant difference between power oscillation experienced in
ferroresonance and a typical oscillation in case of pole slipping in the generator. As
shown in Figure 7, in a typical pole slipping in the generator, envelope of voltage
swing advances by 180° with respect to the envelope of current swing or vice versa,
whereas envelope of voltage swing is the same phase with respect to the envelope of
current swing in power oscillation due to ferroresonance. Furthermore, the enve-
lope of power oscillation due to ferroresonance covers negative or positive side

Figure 7.
Typical status of voltage and current in case of pole slipping in generator.

Figure 8.
Δf between Grand Rapids and Silver station.
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sequentially, whereas the same envelope of power covers both negative and positive
sides in each period of swing. In addition, in case of power swing in effect of out of
step condition in no ferroresonant state, waveform of voltage and current mostly
includes fundamental waveform. Consequently, power oscillation in case of pole
slipping in the network can be distinguished from oscillation in effect of
ferroresonance. It must be noted that, in some cases, electrical parameters in case of
pole slipping in generator get different magnitudes and harmonic distortion
according to dynamics of generator and power system.

Figure 8 shows frequency difference between Grand Rapids and Silver station
during ferroresonance. As it is inferred from diagram, the frequency difference is
not constant in the time of ferroresonance. Consequently, period of power oscilla-
tion is variable in such conditions.

3.4 Impact of power oscillation in effect of ferroresonance on operation of
hydro generator

In order to analyze impact of power oscillation in effect of ferroresonance on
operation of hydro generator, Grand Rapids station in Manitoba hydro system is
simulated as both equivalent circuit and hydro-generator mode in the software. In

Figure 9.
Electrical parameters of hydro generator during ferroresonance.
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ferroresonance. It must be noted that, in some cases, electrical parameters in case of
pole slipping in generator get different magnitudes and harmonic distortion
according to dynamics of generator and power system.

Figure 8 shows frequency difference between Grand Rapids and Silver station
during ferroresonance. As it is inferred from diagram, the frequency difference is
not constant in the time of ferroresonance. Consequently, period of power oscilla-
tion is variable in such conditions.

3.4 Impact of power oscillation in effect of ferroresonance on operation of
hydro generator

In order to analyze impact of power oscillation in effect of ferroresonance on
operation of hydro generator, Grand Rapids station in Manitoba hydro system is
simulated as both equivalent circuit and hydro-generator mode in the software. In

Figure 9.
Electrical parameters of hydro generator during ferroresonance.
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order to compare behavior of the station in both operation mode and prevent
instability due to sudden energizing at the beginning of simulation, the station is
changed from equivalent circuit to hydro generator with constant speed along with
exciter and PSS in the time of 0.5 s from the beginning of simulation. When the
condition is stable, generator is changed to full-blown machine where governor and
multi-mass torsional shaft model are also released in the time after 0.1 s. Voltage
and current waveforms follow the same oscillations, as well as previous state with a
lower magnitude of about 320 kVpick prim and 0.380 kApick prim, respectively, in
generator mode.

Frequency difference between Grand Rapids and Silver station is about 10 Hz
when station is in service as equivalent circuit. In such condition, power oscillates
from 179 to 212 MW with a frequency of about 10 Hz in the time before 0.5 s.

In the time after 0.5 s (Grand Rapids in generator mode), power oscillation due
to ferroresonance affects the stability of hydro generator. As shown in Figure 9,
ferroresonance causes envelope of power with a frequency of about 16 Hz. Power
oscillates increasingly from 93 to 309 MW in the time of about 3 ms in each period
of envelope. Hence, frequency of power oscillation in each envelope is 166 Hz.

Electrical and mechanical parameters of hydro generator are shown in Figures 9
and 10, respectively. The parameters increase significantly during ferroresonance.

Figure 10.
Mechanical parameters of hydro generator during ferroresonance.
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Hydro generator will be in unstable condition due to oscillation of parameters,
which follows power oscillation in the network. Load angle oscillates as well as real
power and increases up to maximum 14°; however, the value is far from power
stability limit, which is defined as 90°. Mechanical parameters of the generator have
increasing manner in the time of ferroresonance. Torque on shaft from generator to
stage one of hydro turbine increases from 0.12 to 0.16 pu in a duration of 1.5 s.
Mechanical displacement of stage 1 of hydro turbine with respect to generator
increases from 1.4 to 2°. In addition, mechanical speed difference of the generator
with respect to rated speed increases up to 3.6 rpm at the same time. Consequently,
frequency oscillates from 59.8 to 60.2 Hz in Grand Rapids station.

4. Power oscillation due to subsynchronous resonance

The phenomenon of subsynchronous resonance on alternating self-excited
power oscillation in series compensation line was first treated in the technical
literature in the early of 1943. As was discussed in advance, two shaft failures
occurred at the Mohave Generating Station in Southern Nevada. In this section,
occurrence of SSR in Mohave power plant is explained, and test results are ana-
lyzed. Manitoba hydro system with long transmission line of about 500 km is under
series compensation studies in 230 kV level. In addition to that, impact of SSR on
electrical and mechanical parameters of hydro generator is analyzed.

4.1 Occurrence of subsynchronous resonance in Mohave power plant

Power generation in Mohave plant includes two 909 MVA cross-compound
units. Figure 11 shows arrangement of one unit. The high-pressure (HP)
generators comprise two-pole, 483 MVA, 22 kV machines. The low-pressure (LP)
generators are four-pole, 426-MVA machines each driven by LP turbine. The
cross-compound units are connected to the Mohave 500 kV bus through
825 MVA, 525/22 kV transformer bank. The generation plant and its associated
transmission are included into the 500 kV system, which is designed with 70%
series compensation. Unit No. 2 Mohave power plant was exposed to failure in the
shaft section between the generator and exciter at the main generator collector due
to torsional fatigue. The mechanical strain cycling which involved plastic deforma-
tions caused the shaft to heat up to temperatures, which resulted in the breakdown
of the insulation between the collector rings and the shaft. The heavy current flow
that resulted from the positive and negative generator field short circuit eroded
large pockets of metal from the shaft and the collector ring. Analysis of line current
oscillogram taken during the disturbance on the line indicated the presence of
appreciable currents of subsynchronous frequency (lower than 60 Hz).

Figure 11.
Mohave generating station 909 MVA cross compound units.
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Subsynchronous currents flow in the generator armature and react with
the main flux of the generator to increase torque on the shaft at the slip frequency
between the rotating main generator flux and the subsynchronous current
flowing in the electrical network. The slip frequency following the disturbance,
which causes the Mohave failures, coincided with the second flexible torsional
natural frequency of the turbine-generator rotor system. It results in amplifying
the magnitude of the shaft response torque. For this mode of oscillation,
maximum twist occurs in the shaft span between the generator and exciter
[29, 30].

4.2 Power oscillation due to SSR examined in Manitoba hydro system

As was shown in advance, Manitoba hydro system comprises G1A-G2A double
circuit transmission line, which connects Ashern station to Grand Rapids station
with a length of about 234 km. In another side, Ashern station is connected to
Rosser station by A3R-A4D double circuit transmission line with a length of about
200 km. Transformers in Silver station are supplied from a single line, which is
tapped from A3R line in a distance of about 50 km from Ashern station. As the line
comprises three sections, compensation is applied at the beginning of the line in
each section individually (Figure 4).

Electrical resonance frequency (fer) generated by the elements of the network
including series capacitance produces a frequency in hydro generator in Grand
Rapids station. It may coincide with one of natural frequencies of the hydro gener-
ator. Rotor shaft comprises a 4-section turbine, generator, and exciter. Natural
frequencies of the rotor are categorized in six torsional modes. Table 2 shows
electrical specifications of series compensation in each section. Fer generated by the
elements of the network produce fr, which may coincide with one of natural fre-
quencies (fn) of 480-MW hydro generator in Grand Rapids station. Inertia con-
stant, shaft stiffness, and natural frequencies of rotor shaft are shown in Table 3.

G1A-G2A 234 km A3R-A4D 50 km A3R-A4D 150 km

Comp. % XL (Ω) C (μf) Comp. % XL (Ω) C (μf) Comp. % XL (Ω) C (μf)

100 50.3 53 100 10.6 250 100 32 83

75 37.5 71 75 7.95 330 75 24 110

50 25.1 105 50 5.3 500 50 18 155

25 12.5 210 25 2.65 990 25 8 330

Table 2.
Specifications of series compensation in the network.

Inertia Value (s) Stiffness Value (pu. T/rad) Fn (Hz) Mode

JT1 0.0830 KT1-2 18.0858 51.94 5

JT2 0.1451 KT2-3 33.1075 43.15 4

JT3 0.7864 KT3-4 51.3650 33.31 3

JT4 0.7945 KT4-Gen 68.0483 0.00 0

JGen 0.7859 KGen-Exc 2.117 20.86 1

JExc 0.0284 24.97 2

Table 3.
Values of inertia, stiffness, and natural frequencies of 480 MW hydro generator.
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Natural frequencies of the rotor are calculated by eigenvalue analysis and catego-
rized in six torsional modes as shown in Figure 12 [31–32].

Analysis of SSR is implemented by applying a three-phase fault at 230 kV side in
Silver station. Compensation level is set to 75% for all three sections. The fault
occurs in the time of 1.2 s from energizing, and then it is removed after 0.2 s, where

Figure 12.
Torsional modes of hydro generator in Grand Rapids station.

Figure 13.
Frequency spectrum of current of generator in Grand Rapids station.

Figure 14.
Grid parameters during short circuit in noncompensated system.
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Grand Rapids station is in generator mode. Current in hydro generator stator in
Grand Rapids station consists of subharmonic 27 with a value of about 50%
(Figure 13). This is fer, which is generated by the network elements at the instance
of short circuit. fer is induced in the generator rotor and generates
f r ¼ 60� 27 ¼ 33 Hz. The slip frequency of fr coincides with natural frequency
(Figure 12, mode 3) of rotor shaft in Grand Rapids station.

Figures 14 and 15 compare impact of series compensation on grid parameters
with respect to noncompensated line during short circuit. As shown in Figure 14

Figure 15.
Grid parameters during short circuit in series-compensated system.

Figure 16.
Electrical parameters of hydro generator during SSR.
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(noncompensation), voltage increases up to 285 kVpick in two periods and sup-
presses immediately. Current includes DC component, which is decayed gradually.
In Figure 15, (series compensation) voltage increases up to 1 MVpick. It causes
saturation of transformer core and occurrence of ferroresonance. Current wave-
form is misshaped and includes subharmonics, which flow in the network. Electri-
cal parameters of hydro generator are shown in Figure 16. Active power and load
angle increase and oscillate along with increasing and oscillation of voltage and
current after removing the fault and power oscillation begins with a frequency of
about 1.5 Hz. Envelope of current grows up to 2.66 times greater than nominal
current. As shown in Figure 17, oscillation of active power in Grand Rapids station
causes increasing and oscillation of mechanical parameters of the hydro generator.
Torsional strength from turbine to generator increases significantly in the time after
9 s. Direction of torque on the shaft and mechanical displacement between turbine
to generator changes alternatively and increases at the same time. In addition, speed
of the masses increases significantly with respect to rated speed.

Figure 17.
Mechanical parameters of hydro generator during SSR.
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Abstract

Climate change mitigation and adaptation has been a major driving force to 
modernize electric power infrastructure and include more renewable energy 
systems. This chapter explains several ways in which electric power infrastructure 
has contributed to climate change, how climate change affects electric power infra-
structure, mitigation options, and adaptation options. Electricity infrastructure 
categories include power generation technologies, transmission lines, substations, 
and building loads. Climate change categories include atmospheric greenhouse gas 
concentration levels, rising sea levels, changes in precipitation patterns and river 
flows, as well as more extreme air temperatures. Specific quantitative case studies 
are provided to estimate vulnerabilities from heat waves in the US desert southwest, 
including long-term forecasting of infrastructure performance, as well as, various 
supply-side and demand-side strategic options to maintain reliable operations.

Keywords: climate change, risk management, demand forecast, load volatility, 
vulnerability, failure prediction, outage prediction, long-term planning

1. Introduction

Climate change occurs because of both natural and human causes. A geographic 
area that has a particular prevailing weather condition is said to have a particular 
climate [1, 2]. Over the course of time, earth has gone through several global climate 
changes, including the asteroid that killed the dinosaurs [3], the ice ages, and the 
warm period that we are in now [4]. Specific regions of the earth have also gone 
through local climate changes due to large storms, earthquakes, and volcanic erup-
tions that mostly only affect the target locations [5, 6]. Since human civilizations 
started intelligently designing ecosystems by channeling water, doing agriculture, 
building cities, and so on—we have been intentionally, and sometimes unintention-
ally, changing climates as well.

Civilization arguably did not start contributing to climate change at a global scale 
until after the industrial revolution with the proliferation of coal-powered steam 
engines and the burning of fossil fuels into the air [7]. The portable energy trans-
formation device was revolutionary; the abundance with which humans lived and 
moved increased dramatically. Then, in 1896, Swedish chemist Svante Arrhenius 
estimated that the long-term effects of coal burning would enhance the natural 
greenhouse effect, and that a doubling of carbon dioxide in the atmosphere would 
warm the earth a few degrees Celsius. Modern-day climate models have maintained 
Arrhenius’s conclusion, and only added more specifics to the predictions, with 
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Climate change mitigation and adaptation has been a major driving force to 
modernize electric power infrastructure and include more renewable energy 
systems. This chapter explains several ways in which electric power infrastructure 
has contributed to climate change, how climate change affects electric power infra-
structure, mitigation options, and adaptation options. Electricity infrastructure 
categories include power generation technologies, transmission lines, substations, 
and building loads. Climate change categories include atmospheric greenhouse gas 
concentration levels, rising sea levels, changes in precipitation patterns and river 
flows, as well as more extreme air temperatures. Specific quantitative case studies 
are provided to estimate vulnerabilities from heat waves in the US desert southwest, 
including long-term forecasting of infrastructure performance, as well as, various 
supply-side and demand-side strategic options to maintain reliable operations.
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1. Introduction

Climate change occurs because of both natural and human causes. A geographic 
area that has a particular prevailing weather condition is said to have a particular 
climate [1, 2]. Over the course of time, earth has gone through several global climate 
changes, including the asteroid that killed the dinosaurs [3], the ice ages, and the 
warm period that we are in now [4]. Specific regions of the earth have also gone 
through local climate changes due to large storms, earthquakes, and volcanic erup-
tions that mostly only affect the target locations [5, 6]. Since human civilizations 
started intelligently designing ecosystems by channeling water, doing agriculture, 
building cities, and so on—we have been intentionally, and sometimes unintention-
ally, changing climates as well.

Civilization arguably did not start contributing to climate change at a global scale 
until after the industrial revolution with the proliferation of coal-powered steam 
engines and the burning of fossil fuels into the air [7]. The portable energy trans-
formation device was revolutionary; the abundance with which humans lived and 
moved increased dramatically. Then, in 1896, Swedish chemist Svante Arrhenius 
estimated that the long-term effects of coal burning would enhance the natural 
greenhouse effect, and that a doubling of carbon dioxide in the atmosphere would 
warm the earth a few degrees Celsius. Modern-day climate models have maintained 
Arrhenius’s conclusion, and only added more specifics to the predictions, with 
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details such as less average freezing at the earth’s poles, higher sea level, more force-
ful storms, and various different weather patterns in particular geographies [8, 9]. 
Oil spills, trash barges, mass pavement, deforestation, various air-borne pollutants, 
and so on have also affected earth’s ecosystems and climates [10].

Climate change is now affecting infrastructure systems by changing the weather 
conditions in which they must operate. The United States Department of Homeland 
Security has defined 16 critical infrastructure sectors that are considered vital to the 
“security, national economic security, and national public health or safety” of the 
country [11]. These critical infrastructure sectors are: chemicals, commercial facili-
ties, communications, critical manufacturing, dams, defense, emergency services, 
energy, financial services, food and agriculture, government facilities, healthcare 
and public health, information technology, nuclear, transportation, and water and 
wastewater systems [11]. Across these infrastructure sectors, climate change will 
impact physical assets, operations, and use [12, 13]. As public awareness of the risks 
of climate change has risen, vulnerability assessments and adaption planning stud-
ies have been rapidly emerging in recent years too [13–16].

Climate is typically considered in infrastructure system designs by using several 
years’ recent weather conditions to specify tolerances. This can be problematic for 
two reasons. First, because weather is not exactly the same every year, and more 
robust hardware is typically costlier, investors are often faced with tough risk 
management problems for low-probability high-impact events. Second, climates are 
changing. Thanks to advancements in global climate modeling, researchers are now 
able to forecast changes in future climate conditions and plan for extreme weather 
conditions with higher confidence. Climate change assessments generally rely on 
scenarios standardized by the Intergovernmental Panel on Climate Change (IPCC) 
[17]; however other considerations are made as well for factors such as the anthro-
pogenic change in urban environments [18, 19]. The IPCC standard scenarios are 
referred to as Representative Concentration Pathways (RCPs), and are numbered 
corresponding to the amount of radiation forcing increase from the sun associated 
with the greenhouse gas effect relative to pre-industrial times, for example, RCP 4.5 
and RCP 8.5 (4.5 and 8.5 W/m2) [20, 21].

The newest technological advancements in climate change modeling and 
long-term weather forecasting include high-resolution spatial projections based 
on “downscaling” techniques. These downscaling techniques aim to improve the 
geographic and temporal resolution of specific weather projections, including air 
temperature, wind speed, solar radiation, precipitation, snowpack, and hydrology 
for specific geographic regions [22–27]. However, challenges still exist in incorpo-
rating climate change data into practice [28–30]. These challenges range from a lack 
of understanding of what parameters to use in complex models, to the methods 
used in the models, to what to do about the results. Significant literature is emerging 
to disentangle the contribution of different mechanisms to the response patterns, 
yielding more transparent models and results [31]. Further solutions to these 
challenges are expected to be met through ongoing collaboration between climate 
scientists and engineers, which we have included examples for in this chapter for 
electricity infrastructure and heat waves.

2. Electricity infrastructure vulnerabilities to climate change

Electric power infrastructure broadly consists of three systems: generation, 
delivery, and demand. In terms of the physical processes, electrical power is cre-
ated by generators to meet demand via delivery hardware. In terms of functionality 
however, it is the demand for electric power that drives the development of the 
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other two systems. Reliable electric power is central to urban development, and 
is a critical service in modern cities as almost all other major infrastructure and 
services rely on it: commerce, communication, manufacturing, defense, emergency, 
finance, agriculture, healthcare, information technology, transportation, and water 
[32]. Climate change can affect energy trade over time in ways that are significant to 
economics and natural resource consumption. For example, more extreme summer 
and winter temperatures necessarily result in more demand for cooling and heating, 
respectively. Climate change can also affect electric service reliability. A shortage of 
electric power generation, or sequence of faults in the delivery network, can result 
in an interruption in service at any second. This is why generation and delivery sys-
tems are built with multiple redundancies, such that individual component outages 
can occur safely. Unless there are multiple simultaneous outages, the infrastructure 
system can still deliver power to buildings and other loads without an interruption 
in service. Table 1 provides a summary of major climate variables and their associ-
ated impacts on the power sector, adapted from [33].

Generation is vulnerable to flooding, reduced streamflow, warmer water, and 
warmer air temperatures, which can all cause a shortage of power supply in the 
system [34]. There are many ways to physically generate electric power, but to 
evaluate the effects of climate change we have chosen to broadly categorize them as 
those that use water, and those that do not as follows. Conventional hydroelectric 
and water-cooled turbine generators (e.g., nuclear, coal-fired, and some natural 
gas) use water, and so are vulnerable to changes in three ways. First, flooding can 
damage physical hardware of above and below ground equipment if that hardware 
is not sufficiently shielded [35]. For example, sea level is projected to rise by 1–1.4 m 
by the end of the century, and if that is the case, then 25 coastal plants in California 
will be at risk of flooding during 1-in-100 year high-tide events [36]. Second, if the 
water levels in natural sources are too low (e.g., low river flow during droughts), 
then production capacity can be dependent upon priority level in access rights or 
reduced to zero if the water level physically goes below the intake pipe [37]. Third, 
some once-through generators are vulnerable to increases in water temperature 
in coastal plants, as a certain amount of temperature rise is necessary to cool the 
generators. Environmental regulations prevent expelling of water that is too hot to 
be safe for the ecosystem [38]. In August of 2015, the Pilgrim Nuclear Power Station 
in Massachusetts cut its power because the temperature of sea water used as influ-
ent was too high [39]. Power generators that do not use water include dry combus-
tion natural gas and solar photovoltaics. These types of “dry” power generators are 
generally inland and could be at risk of flooding if they are located in a basin-like 
landscape that would collect water from a storm. Dry power generators also oper-
ate less efficiently under higher ambient air temperatures, which mean they also 
have lower production capacity to meet peak demand [40]. Dry generators are also 
vulnerable to changes in humidity that can affect their air circulation systems, as 
well as flooding and storm-gusty winds in general [33].

Delivery systems can be affected by climate change due to higher temperatures 
causing higher demand, reduced capacity, and congestion; wildfires that can render 
power lines inoperable due to ionized air; and large storms that can cause physical 
damage via flooding and high winds that make trees fall on lines [41]. Delivery 
systems physically consist of various types of power lines that transport energy, 
transformers which convert the power to different voltage levels, quality devices for 
efficiency and reliability, and protection devices that interrupt power flows during 
hazardous conditions. Climate change can cause failures via physical hardware 
damage or create operational conditions that exceed hardware tolerances. Higher 
temperatures can cause individual components to become inoperable because 
protection devices will cut them off if power flow is too high for the weather 
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[32]. Climate change can affect energy trade over time in ways that are significant to 
economics and natural resource consumption. For example, more extreme summer 
and winter temperatures necessarily result in more demand for cooling and heating, 
respectively. Climate change can also affect electric service reliability. A shortage of 
electric power generation, or sequence of faults in the delivery network, can result 
in an interruption in service at any second. This is why generation and delivery sys-
tems are built with multiple redundancies, such that individual component outages 
can occur safely. Unless there are multiple simultaneous outages, the infrastructure 
system can still deliver power to buildings and other loads without an interruption 
in service. Table 1 provides a summary of major climate variables and their associ-
ated impacts on the power sector, adapted from [33].

Generation is vulnerable to flooding, reduced streamflow, warmer water, and 
warmer air temperatures, which can all cause a shortage of power supply in the 
system [34]. There are many ways to physically generate electric power, but to 
evaluate the effects of climate change we have chosen to broadly categorize them as 
those that use water, and those that do not as follows. Conventional hydroelectric 
and water-cooled turbine generators (e.g., nuclear, coal-fired, and some natural 
gas) use water, and so are vulnerable to changes in three ways. First, flooding can 
damage physical hardware of above and below ground equipment if that hardware 
is not sufficiently shielded [35]. For example, sea level is projected to rise by 1–1.4 m 
by the end of the century, and if that is the case, then 25 coastal plants in California 
will be at risk of flooding during 1-in-100 year high-tide events [36]. Second, if the 
water levels in natural sources are too low (e.g., low river flow during droughts), 
then production capacity can be dependent upon priority level in access rights or 
reduced to zero if the water level physically goes below the intake pipe [37]. Third, 
some once-through generators are vulnerable to increases in water temperature 
in coastal plants, as a certain amount of temperature rise is necessary to cool the 
generators. Environmental regulations prevent expelling of water that is too hot to 
be safe for the ecosystem [38]. In August of 2015, the Pilgrim Nuclear Power Station 
in Massachusetts cut its power because the temperature of sea water used as influ-
ent was too high [39]. Power generators that do not use water include dry combus-
tion natural gas and solar photovoltaics. These types of “dry” power generators are 
generally inland and could be at risk of flooding if they are located in a basin-like 
landscape that would collect water from a storm. Dry power generators also oper-
ate less efficiently under higher ambient air temperatures, which mean they also 
have lower production capacity to meet peak demand [40]. Dry generators are also 
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Climate 
hazard

Key impacts Impacted 
segment

Adaptation strategies

Increased air 
temperatures

• Lower generation 
efficiency

• Decreased coal-to-gas 
conversion efficiency

• Decreased combined 
cycle gas turbine 
efficiency

• Decreased solar PV 
efficiency

Generation • Implement air chillers or more 
efficient chillers

• Site new generation in cooler 
locations

• Reduced carrying 
capacity of lines and 
transformers

• Increased losses in lines 
and transformers

Delivery-
Transmission & 
Distribution

• Underground hardware

• Use more heat-resistant 
materials

• Implement more effective 
cooling for transformers

• Increased peak demand 
and total energy demand 
for cooling

Demand-End 
Use

• AC energy efficiency

• Building thermal efficiency

• Peak load shifting

Increase in 
precipitation

• Reduced combus-
tion efficiency due to 
increased moisture 
content of coal

Generation • Protect coal stockpiles

• Switch to fuel that is more 
moisture resistant (e.g., natural 
gas)

• Damaged power lines 
from snow and ice

• Flooding of under-
ground infrastructure

• Damaged towers due to 
erosion

Delivery-
Transmission & 
Distribution

• Improved flood protection for 
equipment at ground level

• Use covered and/or insulated 
conductors

• Include lightning protection 
(e.g., earth wires, spark gaps) 
in the distribution network

Decrease in 
precipitation

• Decreased availability of 
freshwater for thermal 
cooling

Generation • Switch to recirculating or dry 
cooling

• Switch to more “water-
efficient” fuels (e.g., natural 
gas, wind, solar)

• Increase volume of water treat-
ment system

• Restore/reforest land

Sea level rise/
increased 
storm surge 
during 
hurricanes 
and tropical 
storms/
increased 
nuisance 
flooding 
during high 
tides

• Flooding/damage 
to coastal/low-lying 
infrastructure

Generation/
delivery-
Transmission 
and Distribution
Demand-End use

• Implement flood control 
(dams, dikes, reservoirs, 
polders, etc.)

• Improve coastal defenses 
(seawalls, bulkheads, etc.)

• Build in and/or relocate to less 
exposed locations

• Raise structure levels

• Improved drainage systems

• Protect fuel storage
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conditions [42]. Additionally, higher temperatures can result in reduced capacity 
for above ground power lines to safely carry electricity. If too many components are 
offline or the capacity of the system is significantly reduced, then power may not 
be available when it is needed causing cascading failures and blackouts as happened 
in the US in 2003 and 2011 [43, 44]. Alternatively, if protection devices are not 
properly calibrated, then components can overheat. This has happened to hundreds 
of distribution-level transformers during recent record breaking heat waves in 
the US southwest [45]. Moreover, lines can sag to the point that they permanently 
deform. Not coincidentally, during these record-breaking heat waves, the air is very 
dry, and the risk of wildfires is high. If wildfires burn under power lines, then those 
components can fail as well due to air ionization. Like generators, substations are 
vulnerable to rising sea levels and storm floods near the coast and in basin-like land 
areas [36]. Flooding can erode or short the hardware in substations and under-
ground power lines [33]. Lastly, severe storms can blow trees, and other things, into 
power lines and cause outages.

Electric power demand is primarily susceptible to higher air temperatures, 
which can increase both total energy consumption and the peak demand in 
regions with significant electric air conditioning [40, 46, 47]. Demand is typi-
cally planned for at city- and state-level geographies based on seasonal weather 
usage patterns, daily weather usage patterns, and local use patterns. In warm to 
hot climates, the peak electricity demand is usually in the late afternoon during 
the summer when businesses are still operating and people are coming home and 
turning on air conditioners [48]. Historically, preparing for higher peak demand 
means building additional generation and delivery capacity, but policies aimed 
at natural resource conservation have targeted building and appliance energy 
efficiency standards which also offset increases in peak demand [40]. In terms of 
climate change, higher average temperatures and higher maximum temperatures 
mean more demand for AC usage, which could mean more energy usage over 
time, higher power demand for ACs to operate at hotter temperatures, and more 
installations of ACs total in moderately warm climates. The combined effects 
could be a significant increase in per capita demand [40]. This may be more 
than local delivery infrastructure are capable of supporting without systemic or 
network-wide investments [49].

Climate 
hazard

Key impacts Impacted 
segment

Adaptation strategies

More frequent/
severe extreme 
events (floods, 
typhoons, 
drought, high 
winds, etc.)

• Damaged infrastructure

• Disrupted supply chains 
and offshore activity

• Damage to facilities 
related to soil erosion

Generation
Delivery-
Transmission 
and Distribution

• Same as above

• Concrete-sided buildings 
instead of metal

• Implement more rigorous 
structural standards

• Implement porous materials for 
better wind flow

• Increased decentralized energy 
generation

• Cite infrastructure away from 
heavily wooded areas/rigor-
ously prune trees

Table 1. 
Summary of key climate drivers and possible impacts to power systems.
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Climate 
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• Lower generation 
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capacity of lines and 
transformers

• Increased losses in lines 
and transformers

Delivery-
Transmission & 
Distribution
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precipitation
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• Include lightning protection 
(e.g., earth wires, spark gaps) 
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conditions [42]. Additionally, higher temperatures can result in reduced capacity 
for above ground power lines to safely carry electricity. If too many components are 
offline or the capacity of the system is significantly reduced, then power may not 
be available when it is needed causing cascading failures and blackouts as happened 
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Climate 
hazard

Key impacts Impacted 
segment

Adaptation strategies

More frequent/
severe extreme 
events (floods, 
typhoons, 
drought, high 
winds, etc.)

• Damaged infrastructure

• Disrupted supply chains 
and offshore activity

• Damage to facilities 
related to soil erosion

Generation
Delivery-
Transmission 
and Distribution

• Same as above

• Concrete-sided buildings 
instead of metal

• Implement more rigorous 
structural standards

• Implement porous materials for 
better wind flow

• Increased decentralized energy 
generation

• Cite infrastructure away from 
heavily wooded areas/rigor-
ously prune trees

Table 1. 
Summary of key climate drivers and possible impacts to power systems.



Power System Stability

80

3. How heat waves can result in service interruptions

The fault tree in Figure 1 shows the terminal event of a service interruption on 
the right, and the power- and material/hardware-based-failures that can lead to a 
service interruption logically proceeding from the left [50]. Hardware failures feed-
back into the event triggers as their loss of functionality results in a loss of power-
flow that could cause an interruption. System operators generally maintain an n − 1 
redundancy standard in design at the high-voltage transmission level meaning 
that the single largest generator, transmission line branch, or substation can fail 

Figure 1. 
Fault tree from heat wave to service interruption.
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at any time without any interruption in service [51]. These n − 1 redundancies are 
represented by octagon boxes and logical AND gates in the figure. Service interrup-
tions due to major component failures only occur when more than one individual 
component fails at the same time. Such events can lead to cascading failures includ-
ing blackouts as in the 2011 Arizona-California blackout [52]. The pathway for high 
demand is colored red because it is a critical condition for a service interruption in a 
system protected with multiple redundancies.

The two ways that a service interruption can occur as a function of purely rising 
air temperatures are that there is either not enough total generation to meet total 
demand, or particular power lines and substations do not have sufficient capacity 
to deliver power to loads. The following list explains how increases in ambient air 
temperatures can trigger failures leading to service interruptions consistent with 
the lettering in Figure 1.

a. High air temperatures can result in loss of generation capacity and loss of 
efficiency in the transmission and distribution (T&D) network [36, 53]. If the 
system is also in high demand, (B), then load can exceed generation. If there 
are insufficient generation reserves, then there will be a service interruption.

b. High air temperatures can result in higher demand, especially during the already hot 
summer months due to increased burden on building air conditioning systems [53].

c. High air temperatures result in less capacity in T&D lines and transformers [36, 53]. 
If a circuit is in high demand, then power flow can result in components’ tempera-
tures exceeding safe operating temperatures [52].

i. If protection devices function correctly, then they will trip (open) the circuit 
under excessive loading and power flow will be instantaneously redistrib-
uted to parallel T&D components [52]. If there is insufficient capacity in 
parallel branches to deliver power to the load, then there will be a service 
interruption [52].

ii. If a protection device fails to trip and a circuit is over loaded, then excess 
heat accelerates the chemical degradation rate of sensitive materials and can 
result in mechanical failure (E) [54, 55]. Protection devices can fail because 
they are not accurately designed or calibrated for local climate conditions or 
other reasons [56]. Depending on the type and location of overload failure, a 
generator, transmission line, substation, quality device, or other protection 
device can fail. If a generator fails, then the system state goes to (A) as the 
system now has less generation. If a line or transformer fails, then the system 
goes to (C) as the T&D network operates at lower efficiency and or has less 
power flow capacity. If a power quality device fails, then it goes to (A) or 
(C) again or directly to excessive loading depending on the circumstances. If 
another redundant protection device fails, then the cycle of potential failures 
repeats for additional components on connected circuits.

d. High air temperatures can result in a protection device failing to trip [56]. The 
device could be calibrated to a certain power rating that should be lower for the 
actual air temperature. If that occurs during high loading, then a component can 
become overloaded and fail as in (ii).

e. High air temperatures can result in an accelerated physical material degradation 
rate, which can result in accelerated failures for any electrical devices [57]. The 
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same failure scenarios can occur as described above, with the addition of an unde-
sired trip of a protection device. If a protection device fails with an undesired 
trip, and there is no redundant power flow, then a service interruption occurs.

4.  Case study 1: quick estimate of peak demand for record-breaking  
heat waves

How can we know how much electricity demand there will be if weather condi-
tions are more severe than they have ever been in the past? With no past records, 
how can we know what the future will be? How do we know if there will be suf-
ficient generation resources to meet the demand? These are not straightforward 
questions to answer as demand and generation are, at the city scale, rather compli-
cated with millions of moving parts. In this case study, adapted from Burillo et al. 
[40], we show how analysts can produce a reasonable city-scale predictive model 
using basic computational tools, and simple publicly available data for buildings, 
electricity demand, and air temperature.

We will consider Phoenix, Arizona and Los Angeles, California as regions because 
they have summertime peak demands with significant air conditioner (AC) penetra-
tion, and are expected to have higher air temperatures in the future with climate 
change [58–60]. A simple approach to predicting peak demand for future temperatures 
would be to plot daily peak electricity demand against daily maximum air tempera-
tures, Tmax, and draw a straight line, but doing so would be an oversimplification as 
it results in an overestimate of demand. Overestimating peak demand would be very 
costly from a planning perspective because it would inflate delivery capacity and 
resource adequacy requirements. Instead, we are going use regression techniques to fit 
the structural equation model (SEM) developed in [40] using the number of residen-
tial and commercial utility customers, daily peak demand data for those customers, the 
air conditioning penetration percent from the county assessor’s office, and daily Tmax.

A full explanation of the theory and equations are in [40], but the concept in 
brief has two main parts as follows. First, at a micro-scale, as outdoor thermal forces 
(sunlight and air temperature) increase, the work that individual ACs do increases 
and so does their electrical load. In our prior study, we found that the most com-
mon AC units (split indoor-outdoor dry air-cooled) have an increase in active load 
of 1.33% kW per 1°C ± 0.35%. Second, at a macro scale, AC duty cycles increase 
proportional to the ratio of incoming and outgoing building thermal energy at the 
thermostat set point. At higher Tmax, the number of ACs simultaneously active in 
a region during the peak period increases as well up to a theoretical limit of 100%. 
This behavior can be effectively modeled in the form of an s-curve.

The results for the peak demand SEM are shown in Figure 2 compared to 
a straight-line approach. Peak demand in Phoenix is more sensitive to average 
historical seasonal changes in air temperatures than Los Angeles, but results show 
that marginal changes in peak demand are more significant in Los Angeles than 
in Phoenix at summertime highs. Peak demand for Phoenix increased more in its 
historical range because its 90th percentile, T90, was relatively higher, and Phoenix 
has higher AC penetration. From historical T90 to the highest projected Tmax 
however, peak demand increased more in Los Angeles than Phoenix, another 3.9 
GW vs. 1.2 GW or 34 vs. 16%. In this case, the larger increase in peak demand in Los 
Angeles was due to the larger relative difference between historical T90 and future 
Tmax. As shown in Figure 2b, Phoenix’s ACs expect to already be running at nearly 
100% duty cycle at its T90, whereas Los Angeles’s ACs expect to only run at about 
60% duty cycle at its T90. Thus, the potential for a record-breaking heat wave to 
affect peak demand is higher in Los Angeles than Phoenix.
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5.  Case study 2: using downscaled climate data to inform long-term 
demand forecasts and capital infrastructure planning

While city-scale blackouts often make for bigger headlines in the news, neigh-
borhood-scale outages are much more common. In the last case study, we saw how 
forecasting peak electricity demand was critical for planning generation resource 
capacity, and how those efforts could be enhanced with better quantitative under-
standing of climate change. In this case study, based on [61], we incorporate climate 
change projections at the next level in electricity infrastructure planning and con-
sider the highly complex problem of siting and sizing delivery component capacities.

It is not enough to simply have generation resources in the same city as loads. There 
must also be lines, substations, and transformers to get the power from the generators 
to the users, and each of those have their own capacities which are a function of how 
hot the devices can safely operate at. Where and how should we build immovable field 
assets with 30–70-year useable life spans? How do we know what the urban landscape, 

Figure 2. 
(a) Peak demand. (b) Peak demand SEM factors. (a) Shows SEM approach results in solids. Straight-line 
approach shown in dotted lines. (b) Shows the two s-curved lines are expected values. T90 ranges represent the 
range of 90th percentile values for the locations sampled.
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the buildings, the appliance technology, the population, and so on will look like that 
far into the future? Doing this well is a highly coordinated effort with many steps and 
iterations across multiple planning departments, as we shall get a taste for below.

If we are going to attempt to model a map of the future infrastructure require-
ments with any accuracy, then first we need a model that produces an accurate map 
of current conditions. The full details of our approach are described in Ref. [61], 
and the concept at brief is as follows. We used high-resolution (2 km2) data for daily 
maximum ambient air temperatures (Tmax), residential and commercial building 
models calibrated for the region, a geographic map of the buildings’ locations, and 
a geographic map of lines and substations. With these tools and data we are able to 
validate a map of the base period (2010) electric power demand and infrastructure 
loading in Los Angeles County, California as shown in Figure 3.

With a reasonably accurate and verified model of base period electricity 
demand, and initial loading on delivery hardware, we can use historical climate 
data to estimate overloading risks in the base period. We do this by re-running our 
models with the composite image of the highest temperature values that historically 
occurred in any location at any historical period in time. We also use that tempera-
ture image to estimate the reduced capacity on infrastructure hardware. Combining 
the two together, we can compute the thermally de-rated load factors on hardware 
as shown in Figure 4 for substations with corresponding definitions in Table 2.

Figure 3. 
Map of Los Angeles County, California. (a) Peak demand and (b) substation loading in base period.
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Figure 4. 
Map of Los Angeles County, California substation risks in base period.

Load 
factor

Risk level Reference Description

n/a Unknown n/a Substation(s) exists in this space according to national 
database [1], but not shown in SCE DERiM [2], so load 
factor data were unavailable

0.01–
0.5

Very safe Assumption Negligible thermal wear, probably n − 2 reliable if in 
parallel/redundant configuration

0.51–
0.85

Safe 15% rule Very low thermal wear, probably n − 1 reliable if in parallel/
redundant configuration

0.86–
1.00

Caution 15% rule Some thermal wear, probably not n − 1 reliable

1.01–
1.20

Warning [3, 4] Moderate thermal wear, component overloaded, automatic 
switching may occur within 24 h to 30 days if loading 
continues at this level depending upon switch gear settings

1.21–
2.00

Emergency [3, 4] Significant thermal wear, component very overloaded, 
automatic switching may occur within 30 min depending 
upon switch gear settings

>2 Outage [4] Extreme thermal wear, switchgear will automatically trip to 
prevent combustion and permanent hardware damage

Table 2. 
Substation derated load factor risk metrics.
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We can now forecast into the future for a variety of factors. In this case, we con-
sidered rising air temperatures, population growth, building stock turnover, housing 
densification, air conditioning penetration, and air conditioning efficiency. All of 
these factors were technically specified in either the building energy models or at the 
census block group in making spatial allocations to the maps. The results are shown for 
two population growth scenarios, and two energy efficiency scenarios for substation 
loading in Figure 5. This is what the peak hour could look like during a heat wave in 
2060 with the same infrastructure as in the base period. Specific cities and neighbor-
hoods are identified as being at risk of overloading and outages as shown in Figure 5.

6.  Climate change risk mitigation and adaptation options in the electric 
power sector

There are many ways to maintain stability in electric power systems in light of 
climate change. Several mitigation and adaptation options are listed in Figure 6 for our 
case studies of insufficient supply-side resources during rising air temperatures, with 
effects on stability and other factors important for consideration as well. We categori-
cally consider several options in the form of technology implementations, market 

Figure 5. 
Map of Substation Risks by 2060.
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incentives, and building stock. We consider load variance as an effect explicitly because 
less variance means more consistent load, more capacity for contingencies, and lower 
operations and maintenance costs [49]. We also identified effects of those options on 
several other complex interdependent factors that are priorities for stakeholders too. 
This discussion should not be considered exhaustive nor advocate any particular option, 
but simply present several options as we have identified so far in a structured manner.

6.1 Electrical systems: resources

The major tradeoffs between generation technologies—distributed solar PV 
(with storage and power quality controls) and centralized systems—in meeting 
demand are: land space requirements, delivery congestion relief, water usage, air 

Figure 6. 
Climate change risk mitigation and adaptation options and effects.
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Figure 5. 
Map of Substation Risks by 2060.
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but simply present several options as we have identified so far in a structured manner.

6.1 Electrical systems: resources

The major tradeoffs between generation technologies—distributed solar PV 
(with storage and power quality controls) and centralized systems—in meeting 
demand are: land space requirements, delivery congestion relief, water usage, air 
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emissions, and marginal capital costs. Solar PV can be installed on building roofs, 
whereas centralized systems require their own dedicated land footprint and delivery 
infrastructure [62–65]. When implemented at the distribution level, solar PV can 
power load directly without going through delivery components that are necessary 
for central systems. The net effect is a relative decrease in load from the perspective 
of the grid relative to demand. Yet these distributed systems beg the question of 
storage given peak demand occurs once the PV systems decline in production of 
power. At the same time, this will be an important metric to monitor for reliability 
purposes going forward—if storage is included—as those two values have histori-
cally been one and the same. The most prominent fast-ramping central generation 
technology is combined cycle natural gas plants, which both consume water and 
emit various gasses into the atmosphere. Combustion-only natural gas plants 
could be implemented, which would not use water, but would be more sensitive to 
rising air temperatures, as well as less fuel-efficient, and therefore more costly and 
emissions intensive per kWh. While levelized costs of solar PV are now at or below 
parity with bulk generation plants on a per kWh basis, the combined costs of solar 
PV with storage to provide 24/7 dispatchable energy and regulation services are still 
higher than traditional central generation plants [66]. Thus, the best options for 
new resource procurement across competing objectives, will be those that consider 
the current and future state of the delivery infrastructure.

Implementing DER with new buildings may be the most cost-effective way 
to meet demand associated with growth in areas where delivery infrastructure 
are already over capacity during extreme heat waves. In such areas, some substa-
tions may be able to be adapted with improved heat sinks, forced air, or water 
cooling systems to increase capacity. But some may not, and overhead power line 
capacity will still be limited to convective cooling. The cost of increasing delivery 
infrastructure capacity necessary to meet demand through central generation, or 
long-distance imported power could be quite significant at $10–130 million USD 
per substation and $1–3 million USD per mile of line length leading all the way out 
of the urban center [67, 68].

Future work for vulnerable neighborhoods should consider implementation of 
adaptation options by considering 24-h load profiles on distribution-level circuits, the 
total Watt-hours of necessary storage capacity to complement solar PV capacity, and 
opportunity for network aggregation in supplying ancillary grid services. Circuits with 
higher portion of commercial and industrial loads may be preferable for the installa-
tion of DERs, as their load profiles may more closely match the PV generation profile 
(peaking at mid-day) allowing for more storage efficiency. Effective implementation 
of energy storage would reduce load variance by charging during off-peak hours and 
discharging during peak hours, resulting in a more consistent load, which is more 
readily manageable by system operators, and therefore has lower operations and main-
tenance costs [49]. This could occur through some kind of automated and networked 
market incentives that are available for wholesale markets as of February 2018 [69].

Implementation of new bulk generation systems and delivery infrastructure may 
be more valuable in the northern areas of San Fernando and Antelope Valley. The 
areas are relatively less developed there and so land should be more readily available 
for construction. Future studies should consider the reliability and security benefits 
of redundant central and distributed energy systems, and determine what amount 
of each, including storage, is optimal for different outage risk tolerances.

6.2 Electrical systems: loads

More energy efficient appliances can reduce use-phase load, load variance, and 
thus provide benefits to power systems’ stability. To mitigate risks from heat waves 
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however, focus should be directed towards air conditioner units. Differences in 
lighting and other appliance efficiencies only affected peak demand in the models 
by 2% in California, but that state already has aggressive energy efficiency policies, 
so other areas around the world could benefit more. AC units generally accounted 
for 60–70% of summertime peak demand within residential buildings, and higher 
air temperatures resulted in a 3–7% increase in demand per 1°C (1.8°F). Los Angeles 
County currently has only 45% AC penetration in its residential buildings, meaning 
that peak demand in just over half of the current building stock does not increase 
with air temperature. By 2060 almost all buildings could have AC.

Policies that would guide new or replacement ACs based on different per-
formance constraints or different technologies would aid in reducing the risk of 
excessive peak demand during extreme heat events. It is possible to design AC units 
that are more efficient under the hottest conditions or that utilize thermal storage 
to achieve ‘flat’ efficiency curves that do not degrade at the hottest temperatures 
[70, 71]. For example, developing a new ‘peak performance rating’ for ACs at 50°C 
(122°F) could be useful to mitigate peak load during extreme heat waves. Doing 
so could provide incentive for ACs to be optimally engineered for more efficient 
performance at or near such extreme temperatures. Current standards, SEER and 
EER [72], are primarily for temperatures at or below 35°C (95°F). The current SEER 
standard, SEER 13, is already optimized to the point that improvements in SEER 
ratings in the model up to SEER 21 only affected peak demand by a few percent 
and were slightly counter-effective in some instances where temperatures exceeded 
45°C (113°F) due to tradeoffs in engineering design optimization. Water-based 
evaporative cooling systems are another option that uses much less electric power, 
but requires water to operate, and are often not accepted by users as the sole-source 
of air conditioning due to insufficient comfort levels when the weather is both hot 
and humid [73, 74]. Further study may be useful to identify the practicality of 
hybrid designs.

6.3 Market incentives: supply side and utilities

Some studies suggest that the traditional utility business model, that couples 
energy sales to profits, is not compatible with certain energy efficiency goals or 
large amounts of DER [85]. The former issue is because utility revenues are primar-
ily dependent on total energy sales, but the costs of providing reliable infrastructure 
are primarily dependent on capital expenditures, operations, and maintenance 
[75]. Profits increase with volumetric energy sales, and costs are relatively flat. 
Therefore, financial incentives must exist to be relatively inefficient in some pro-
cesses. Hence, public regulatory commissions exist to oversee the prices set for rate-
payers. The alternative business model is referred to as a “decoupled” market, where 
“excess” profits are carried forward and accounted for in adjusting the following 
years’ prices [76, 77]. When utility profits are decoupled from energy sales, load 
serving entities can implement effective conservation programs without violating 
fiduciary responsibility to shareholders [78]. This structure has been implemented 
in several states with positive effects on energy efficiency. For example, California’s 
per-capita annual energy consumption has remained relatively flat since decoupling 
was implemented in the 1980s, whereas many other states’ has steadily risen [79]. 
Market design determines rules by which participants must play [80]. If utilities’ 
profits were a function of key reliability precursors, such as smaller load variance, 
then utilities would have a direct incentive to reduce peak load (including shifting 
it to off-peak hours), resulting in less congestion, higher utilization of lower-cost 
base-load bulk generation resources, and more contingency capacity for non-
stationary extreme heat events.
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6.4 Market incentives: demand side and ratepayers

One philosophy for evaluating public policy is to consider whether the rules are 
equitable, efficient, transparent, administratively simple, and support achieving 
greater policy goals [81]. Current retail electricity rate schedules in Los Angeles 
and Phoenix generally meet these criteria via monthly energy billing with tiered 
and time of use rates [82–85]. Charging residential ratepayers monthly based on 
total energy use is simple, transparent, equitable, and promotes energy efficiency. 
Higher electricity prices during peak hours helps to reduce peak load by incentiv-
izing ratepayers to take action to shift flexible or non-critical usage to off-peak 
hours when electricity can be generated at lower cost [86]. Incentivizing ratepayers 
to turn off loads in the form of demand response relieves congestion on the grid; 
however, the majority of that relief comes from industrial customers who often 
switch to onsite diesel power or natural gas combined heat and power units [87]. 
Rebates are available in some localities for ratepayers to obtain solar PV, storage, 
or demand management technologies [88]. One-time rebates for building energy 
efficiency enhancements have also been found to reduce demand and peak load 
[89]. Overall, these incentives generally reflect the philosophy that electricity is 
both a critical infrastructure necessity and a non-critical commodity. Electricity 
is critical for powering infrastructure systems such as water, transportation, food, 
fuel, communications, and finance [32]. It is also critical in residential buildings for 
lighting, cooking, cleaning, and climate control.

6.5 Building stock

Population growth will increase peak demand, but where and by how much 
will be significantly influenced by decisions relating to the management of urban 
systems. Housing demand in less developed areas can be met through either single 
family or multi-family dwelling units. To meet population growth through densi-
fication however, most housing demand would need to be met through new multi-
family dwelling. In addition to conserving land space, the benefits of building new 
multi-family unit residential housing can be as much as a 50% lower peak demand 
per capita than single-family detached units. Those benefits are due to reduced 
volume and shared walls, which significantly reduce exposure to extreme heat. 
In addition, street albedo and widths should be considered for urban heat island 
impacts.

7. Conclusions

Climate change is a broad term used to describe ecosystem disruptions that 
result in long-term changes in weather patterns. Industrial processes have had vari-
ous impacts on ecosystems over time, and for the most part business peace treaties 
have been effective in the form of government regulations to limit climate-altering 
emissions that are harmful to human health. While electric power generation is not 
the only contributor to climate change, it has historically been a major one with 
various emissions regulations developed for the solid, liquid, and air-borne wastes 
of different processes. Carbon-dioxide emissions, once thought relatively harmless, 
are now understood to be the primary contributor to higher solar energy retention 
by the earth’s atmosphere, and thus lower average annual ice formation, higher sea-
levels, warmer air temperatures, and various related effects around the globe. As 
public understanding of the risks of climate change have increased in recent years, 
several advancements in technology, analytics, and regulations have been piloted 
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to reduce carbon emissions as well. Through advancements in weather forecasting 
tools, analysts are better able to characterize extreme weather conditions, and sup-
port electric power systems planning to forecast peak demand, resource adequacy 
requirements, delivery infrastructure capacity, and avoid outages during heat 
waves. While public understanding of the risks of climate change has increased, 
little knowledge exists of the value of low-cost energy available to the public nor the 
public risk of unstable power systems. As power systems around the world undergo 
transformation to lower-emissions technology standards, analysts can use the tech-
niques demonstrated in this chapter to clearly define other risky climate conditions 
and support development of tools, regulations, and implementations that manage 
risks of other power stability issues in conjunction with climate change.
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