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Viruses are small infectious agents that can replicate only inside the living cells 
of susceptible organisms. The understanding of the molecular events underlying 
the infectious process has been of central interest to improve strategies aimed at 

combating viral diseases of medical, veterinary and agricultural importance. Some of 
the viruses cause dreadful diseases, while others are also of interest as tools for gene 

transduction and expression and in non-poluting insect pest management strategies. The 
contributions in this book provide the reader with a perspective on the wide spectrum 

of virus-host systems. They are organized in sections based on the major topics covered: 
viral genomes organization, regulation of replication and gene expression, genome 

diversity and evolution, virus-host interactions, including clinically relevant features. 
The chapters also cover a wide range of technical approaches, including high throughput 

methods to assess genome variation or stability. This book should appeal to all those 
interested in fundamental and applied aspects of virology.

ISBN 978-953-51-0098-0

V
iral G

enom
es - M

olecular Structure, D
iversity, G

ene Expression M
echanism

s  
and H

ost-V
irus Interactions

 



VIRAL GENOMES – 
MOLECULAR STRUCTURE, 

DIVERSITY, GENE 
EXPRESSION MECHANISMS 

AND HOST-VIRUS 
INTERACTIONS 

 
Edited by Maria Laura Garcia  

and Víctor Romanowski 
 
   

INTECHOPEN.COM



VIRAL GENOMES – 
MOLECULAR STRUCTURE, 

DIVERSITY, GENE 
EXPRESSION MECHANISMS 

AND HOST-VIRUS 
INTERACTIONS 

 
Edited by Maria Laura Garcia  

and Víctor Romanowski 
 
   

INTECHOPEN.COM



Viral Genomes - Molecular Structure, Diversity, Gene Expression Mechanisms and Host-Virus Interactions 
http://dx.doi.org/10.5772/1346
Edited by Maria Laura Garcia and Victor Romanowski

Contributors

Mario P.S. Chin, Majid Laassri, Mones S Abu-Asab, Konstantin Chumakov, Elena Cherkasova, Jiann Ruey Hong, Jen L 
Wu, Ewan P Plant, Jaime E Castellanos, Myriam L. Velandia, Cheng Luo, Ning Li, Limin Chen, Carrillo, Maria R. Albiach-
Marti, Ulrike Protzer, Julie Lucifora, Chao, Wang, Andriyan Grinev, Zhong Lu, Vladimir Chizhikov, Maria Rios, Maria 
Laura Garcia, Victor Romanowski, Maria Leticia Ferrelli, Pablo Daniel Ghiringhelli, Alicia Sciocco-Cap, Mariano Nicolas 
Belaich, Marcelo Berretta

© The Editor(s) and the Author(s) 2012
The moral rights of the and the author(s) have been asserted.
All rights to the book as a whole are reserved by INTECH. The book as a whole (compilation) cannot be reproduced, 
distributed or used for commercial or non-commercial purposes without INTECH’s written permission.  
Enquiries concerning the use of the book should be directed to INTECH rights and permissions department 
(permissions@intechopen.com).
Violations are liable to prosecution under the governing Copyright Law.

Individual chapters of this publication are distributed under the terms of the Creative Commons Attribution 3.0 
Unported License which permits commercial use, distribution and reproduction of the individual chapters, provided 
the original author(s) and source publication are appropriately acknowledged. If so indicated, certain images may not 
be included under the Creative Commons license. In such cases users will need to obtain permission from the license 
holder to reproduce the material. More details and guidelines concerning content reuse and adaptation can be 
foundat http://www.intechopen.com/copyright-policy.html.

Notice

Statements and opinions expressed in the chapters are these of the individual contributors and not necessarily those 
of the editors or publisher. No responsibility is accepted for the accuracy of information contained in the published 
chapters. The publisher assumes no responsibility for any damage or injury to persons or property arising out of the 
use of any materials, instructions, methods or ideas contained in the book.

First published in Croatia, 2012 by INTECH d.o.o.
eBook (PDF) Published by  IN TECH d.o.o.
Place and year of publication of eBook (PDF): Rijeka, 2019.
IntechOpen is the global imprint of IN TECH d.o.o.
Printed in Croatia

Legal deposit, Croatia: National and University Library in Zagreb

Additional hard and PDF copies can be obtained from orders@intechopen.com

Viral Genomes - Molecular Structure, Diversity, Gene Expression Mechanisms and Host-Virus Interactions
Edited by Maria Laura Garcia and Victor Romanowski

p. cm.

ISBN 978-953-51-0098-0

eBook (PDF) ISBN 978-953-51-4351-2



Selection of our books indexed in the Book Citation Index 
in Web of Science™ Core Collection (BKCI)

Interested in publishing with us? 
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected. 
For more information visit www.intechopen.com

4,000+ 
Open access books available

151
Countries delivered to

12.2%
Contributors from top 500 universities

Our authors are among the

Top 1%
most cited scientists

116,000+
International  authors and editors

120M+ 
Downloads

We are IntechOpen,
the world’s leading publisher of 

Open Access books
Built by scientists, for scientists

 





Meet the editors

Professor Maria Laura Garcia (PhD) is a Professor at the 
University of La Plata (UNLP) and she also holds a Sen-
ior Researcher position of the National Reserach Council 
(CONICET, Argentina) at the Institute of Biotechnology 
and Molecular Biology (IBBM) in La Plata, Argentina, 
where she is currently the leader of a group working 
on plant viruses and plant resistance using transgene-

sis. Her PhD studies were on purification and characterization of Citrus 
psorosis virus at the IBBM. As a postdoctoral fellow she stayed at Leiden 
University (The Netherlands) studying replication mechanisms of Alfal-
fa mosaic virus, and later, at the Instituto Valenciano de Investigaciones 
Agrarias (Spain) and the Instituto di Fitovirologia Aplicatta (Italy) work-
ing on Citrus psorosis virus detection and variability. Her contributions 
helped to describe a new virus family (Ophioviridae) and she is currently 
the chair for the Ophioviridae study group of International Committee for 
the Taxonomy of Viruses (ICTV). 

Professor Victor Romanowski (PhD) is a Professor and 
Principal Investigator at the Institute of Biotechnology 
and Molecular Biology at the University of La Plata 
(UNLP) and the National Reserach Council (CONI-
CET, Argentina). He has been a posdoctoral fellow and 
visiting researcher in the United States and the United 
Kingdom. His research interests include fundamental 

and applied aspects of the molecular biology of arenaviruses and baculovi-
ruses, as documented in numerous contributions in refereed journals and 
book chapters. Prof. Romanowski is a member of several scientific societies 
and holds a life membership of the American Society for Virology. He is 
currently Head of the Department of Biological Sciences at the Faculty of 
Sciences (UNLP) and also serves on editorial boards and different national 
and international committees, including the Argentine Society for Virolo-
gy, the International Committee for the Taxonomy of Viruses (ICTV) and 
the Executive Board of the International Union of Microbiological Societies 
(IUMS).



 
 

 

 
 

 
 
Contents 
 

Preface IX 

Part 1 Virus Genomes Organization and Functions 1 

Chapter 1 The Baculoviral Genome 3 
M. Leticia Ferrelli, Marcelo F. Berretta, Mariano N. Belaich,  
P. Daniel Ghiringhelli, Alicia Sciocco-Cap and Víctor Romanowski 

Chapter 2 Nudivirus Genomics and Phylogeny 33 
Yongjie Wang, Olaf R.P. Bininda-Emonds, and Johannes A. Jehle 

Chapter 3 Foot and Mouth Disease Virus Genome 53 
Consuelo Carrillo 

Chapter 4 Ophioviruses: State of the Art 69 
Maria Laura Garcia 

Part 2 Regulation of Viral Replication and Gene Expression 89 

Chapter 5 Ribosomal Frameshift Signals in Viral Genomes 91 
Ewan P. Plant 

Chapter 6 Cis–Acting RNA Elements of  
Human Immunodeficiency Virus 123 
Mario P.S. Chin 

Chapter 7 Hepatitis B Virus X Protein:  
A Key Regulator of the Virus Life Cycle 141 
Julie Lucifora and Ulrike Protzer 

Part 3 Genomic Sequence Diversity and Evolution 155 

Chapter 8 Application of a Microarray-Based Assay  
for the Study of Genetic Diversity of West Nile Virus 157 
Andriyan Grinev, Zhong Lu, Vladimir Chizhikov and Maria Rios 



Contents 

Preface XI 

Part 1 Virus Genomes Organization and Functions 1 

Chapter 1 The Baculoviral Genome 3 
M. Leticia Ferrelli, Marcelo F. Berretta, Mariano N. Belaich,
P. Daniel Ghiringhelli, Alicia Sciocco-Cap and Víctor Romanowski

Chapter 2 Nudivirus Genomics and Phylogeny 33 
Yongjie Wang, Olaf R.P. Bininda-Emonds, and Johannes A. Jehle 

Chapter 3 Foot and Mouth Disease Virus Genome 53 
Consuelo Carrillo 

Chapter 4 Ophioviruses: State of the Art 69 
Maria Laura Garcia 

Part 2 Regulation of Viral Replication and Gene Expression 89 

Chapter 5 Ribosomal Frameshift Signals in Viral Genomes 91 
Ewan P. Plant 

Chapter 6 Cis–Acting RNA Elements of  
Human Immunodeficiency Virus 123 
Mario P.S. Chin 

Chapter 7 Hepatitis B Virus X Protein:  
A Key Regulator of the Virus Life Cycle 141 
Julie Lucifora and Ulrike Protzer 

Part 3 Genomic Sequence Diversity and Evolution 155 

Chapter 8 Application of a Microarray-Based Assay  
for the Study of Genetic Diversity of West Nile Virus 157 
Andriyan Grinev, Zhong Lu, Vladimir Chizhikov and Maria Rios 



X Contents

Chapter 9 Microarray Techniques for Evaluation of 
Genetic Stability of Live Viral Vaccines 181 
Majid Laassri, Elena Cherkasova, Mones S. Abu-Asab 
and Konstantin Chumakov 

Chapter 10 Inter- and Intra-Host Evolution of Dengue 
Viruses and the Inference to the Pathogenesis 195 
Day-Yu Chao 

Part 4 Host-Virus Interactions 217 

Chapter 11 Flavivirus Neurotropism, Neuroinvasion, Neurovirulence 
and Neurosusceptibility: Clues to Understanding  
Flavivirus- and Dengue-Induced Encephalitis 219 
Myriam Lucia Velandia and Jaime E. Castellanos 

Chapter 12 Vaccines and Antiviral Drugs for Diseases 
Associated with the Epstein-Barr Virus 241 
Limin Chen, Ning Li and Cheng Luo 

Chapter 13 Identification of Aquatic Birnavirus VP3 Death Domain  
and Its Dynamic Interaction Profiles in Early and 
Middle Replication Stages in Fish Cells 261 
Jiann-Ruey Hong and Jen-Leih Wu 

Chapter 14 Molecular Virology and Pathogenicity 
of Citrus tristeza virus 275 
Maria R. Albiach-Marti 



Preface 

Viral genomes are diverse in size and molecular structure. The bacteriophage MS2 
genome is one of the smallest known; it encodes just four genes: maturation protein 
(A-protein), coat protein, replicase protein, and lysis. However, the expression of these 
proteins depends upon a complex interplay between translation and RNA secondary 
structure. It was the first fully sequenced viral genome (1): it took more than five years 
to determine the 3,569 nucleotides long single-stranded RNA of MS2 phage (1976). A 
year later the ΦX174 circular single-stranded DNA genome of 5,386 nucleotides, 
encoding 11 proteins, was published (2). These two genomes were the first to be 
determined in scientific history. 

It has been a long way since these fabulous achievements of the early years molecular 
biology. Long before the advent of recombinant DNA technology, viruses (having a 
discrete number of genes) were indeed the first tools at hand to explore the 
mechanisms of genome replication and gene expression. 

Several leaps in sequencing strategies and technological advances (a blend of 
chemistry, enzymology, robotics and computer sciences) have increased our potential 
to molecularly describe new viral genomes in virtually no-time. Advances in 
molecular cloning and cell biology have also had a great impact on our understanding 
of virus infections and paved the way to new therapies.  

This book compiles chapters written by experts on diferent aspects of selected viruses 
with DNA and RNA genomes that are pathogens for humans, other animals and 
plants. They represent just a sample of the smallest genomes (ranging from several 
thousands to hundreds of thousands nucleotides) that “come to life” when they 
succeed infecting a susceptible host cell. The molecular structures of viral genomes are 
as diverse as the molecularly exquisite alternatives of interactions with their host 
targets. The different chapters visit fundamental concepts of contemporary Virology. 
Although many edges of viral biology touch upon several aspects in an intertwigned 
manner (genomics, cell biology, pathogenesis, etc.), the chapters have been arranged in 
sections according to the main issues raised in each of them. 

Section 1 deals with the organization of large viral dsDNA genomes and also smaller 
ssRNA (monopartite and segmented) genomes. Bioinformatic analyses shed light on 



XII Preface

the potential function of yet unknown gene products and the evolutionary history of 
viral families. This information is complemented with experimental data on 
morphology, gene expression, pathology and viral population structure (quasispecies). 

Section 2 addresses mechanisms that affect regulation of replication and gene 
expression in viral RNA and DNA genomes (translational frameshifting signals, RNA 
structures that affect recombination, genome packaging, etc., protein-DNA 
interactions that affect viral and cellular genes transcription). 

A new generation sequencing technologies, enzymatic amplification of specific 
nucleotide sequence targets, and nucleic acid hybridization analyses in diferent types 
of platforms are some of the tools that revolutionized the study of fundamental 
aspects of Virology and also yielded practical applications such as assessing live 
attenuated virus vaccine stability. These issues are explored in Section 3. 

Finally, Section 4 explores some aspects of virus-host interactions that impact on 
tissue tropism, virulence, pathogenesis and the development of vaccines and 
therapeutic strategies. 

The editors wish to thank the authors for their contributions as well as the publishing 
team for their expert work and dedication. 

Profs. María Laura García and Víctor Romanowski 
Instituto de Biotecnología y Biología Molecular 

(IBBM, CONICET-UNLP) 
Facultad de Ciencias Exactas 

Universidad Nacional de La Plata 
Argentina 
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The Baculoviral Genome 
M. Leticia Ferrelli1, Marcelo F. Berretta2, Mariano N. Belaich3,  

P. Daniel Ghiringhelli3, Alicia Sciocco-Cap2 and Víctor Romanowski1 
1Instituto de Biotecnología y Biología Molecular,  

Facultad de Ciencias Exactas, Universidad Nacional de La Plata, CONICET 
2Laboratorio de Ingeniería Genética y Biología Celular 

 y Molecular - Area Virosis de Insectos,  
Departamento de Ciencia y Tecnología, Universidad Nacional de Quilmes 

3Instituto de Microbiología y Zoología Agrícola, INTA Castelar 
Argentina 

1. Introduction 
The molecular biology of Baculoviruses has drawn a great deal of interest due to the variety 
of applications of these viruses as: 1) agents for biological control of insect pests (Szewczyk 
et al., 2006); 2) vectors for expression of recombinant proteins in insect cells (Kost et al., 
2005); 3) vehicles for gene transduction of mammal cells (Hu, 2006, 2008); and 4)  display 
systems of recombinant epitopes (Makela et al., 2010). 

Baculoviridae is a family of insect-specific viruses, with more than 600 reported species, 
mainly isolated from Lepidoptera (butterflies and moths) and in some cases from 
Hymenoptera (sawflies) and Diptera (mosquitoes). Baculoviruses have circular, double-
stranded DNA genomes ranging in size from approximately 80 to 180 kbp, depending on 
the species, that are predicted to encode for up to 180 genes. The viral genome associates 
with proteins forming a nucleocapsid. This structure is surrounded by a membrane 
envelope to form a rod-shaped virion (hence, the name of the Family: baculum is Latin for 
rod or stick).  

During their biological cycle, most baculoviruses produce two different virion 
phenotypes: the budded virus (BV) appears early in infected cells and is responsible for the 
dissemination of the disease inside the insect body, whereas the occluded virus (OV) is 
produced in the very late stage of the infection and becomes embedded in a protein 
matrix forming a distinct structure known as occlusion body (OB) which is responsible for 
the horizontal transmission of the virus. OBs are highly stable and protect the virions 
from damage in the environment.  

1.1 Taxonomy 

The polyhedral and ovoidal morphology of the different OBs has been used as an initial 
taxonomic criterion to group baculoviruses in two genera: Nucleopolyhedrovirus (NPVs) 
and Granulovirus (GVs). The major protein found in polyhedra is polyhedrin, which is 
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expressed very late in infection. Multiple OVs are embedded within a polyhedron. Also, 
each OV may contain one or more nucleocapsids. This lead to a grouping of the NPVs as 
SNPVs (Single NPV, one enveloped nucleocapsid per virion) and MNPV (Multiple NPV, 
multiple nucleocapsids per virion). The other genus (Granulovirus) has characteristic OBs 
that appear as ovoidal granules, with granulin as the major protein component. Usually GVs 
contain a single virion per OB with only one nucleocapsid (Funk et al., 1997). 

More recently, a new classification on the Baculoviridae based on DNA sequence data has 
been proposed and accepted by the ICTV (Carstens and Ball, 2009; Jehle et al., 2006a). It 
preserves correlation with OB morphology but also reflects host taxonomic classification. 
Four genera are recognized: Alphabaculovirus (NPVs isolated from Lepidoptera); 
Betabaculovirus (GVs isolated from Lepidoptera); Gammabaculovirus (NPVs isolated from 
Hymenoptera) and Deltabaculovirus (NPVs isolated from Diptera). 

The type baculovirus is Autographa californica nucleopolyhedrovirus, AcMNPV, a member of 
the Alphabaculovirus genus (Table 1). The present knowledge about the baculovirus 
molecular biology is based largely on studies performed with this virus. Consequently, the 
most of the information presented here is based on AcMNPV. 

1.2 Two types of enveloped virions 

OBs ingested by susceptible insect larvae are dissolved in the midgut releasing the occlussion 
derived virus (ODV) that initiate the infection of midgut epithelial cells.  

Structural differences between BVs and ODVs are due mainly to the origin and composition 
of the lipoproteic membrane envelope. BVs acquire their envelope from the infected cell 
membrane (modified by the insertion of viral proteins) during the budding process. On the 
other hand, ODVs envelope is built at the nuclear stage using the nuclear membrane 
components and it is much more complex than the envelope of the BVs regarding their 
protein content (Rohrmann, 2011e).  

A distinctive characteristic of the BV phenotype is the presence of a membrane protein that 
mediates viral entry via an endocytic, pH-dependent mechanism (Blissard and Wenz, 1992; 
Pearson et al., 2000). There are two types of envelope fusogenic proteins in baculoviruses, 
GP64 and F. All baculoviruses contain F (the exception being NPVs isolated from 
hymenoptera) but it does not play a functional role in the early stages of infection in all 
cases; those expressing GP64 use it as the major player in the early stage of virus entry and 
infection. Coincident with this difference, NPVs isolated from Lepidoptera have been found 
to cluster in two phylogenetic subgroups (I and II) based on their polyhedrin sequences as 
well as the presence or absence of a gp64 gene, respectively. Those containing GP64 belong 
to group I (Hefferon et al., 1999; IJkel et al., 2000; Monsma et al., 1996), while those that lack 
GP64 but have a functional F protein belong to group II (IJkel et al., 2000; Pearson et al., 
2000).  

1.3 Infectious cycle 

The natural infection cycle begins when the insect  ingests the OBs contaminating its food 
(figure 1). Once in the midgut of the insect larvae, the highly alkaline environment 
contributes to the dissolution of the OBs releasing ODVs. The ODVs must traverse the 
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peritrofic membrane lining the midgut lumen and fuse with epithelial cell membrane, 
allowing the entry of the nucleocapsids. These make their way to the nucleus, where the 
transcription starts in a very finely regulated manner initiating a gene transcription cascade 
(Friesen, 1997; O' Reilly et al., 1992; Romanowski and Ghiringhelli, 2001). 

 
 

Fig. 1. Baculovirus (Alphabaculovirus) infection cycle. A. Larva ingests food contaminated 
with OBs. B. OBs are dissolved in the alkaline midgut releasing ODVs which upon 
overcoming the PM infect midgut epithelial cells. Newly formed nucleocapsids bud from 
the plasma membrane and disseminate inside the larval body, via the tracheal cells or 
directly through the hemolymph. C. In the late stage of infection nucleocapsids acquire their 
envelope from the nuclear membrane forming OVs (arrows), which may contain one or 
several nucleocapsids, and are occluded within a polyhedrin matrix forming the OBs. D. 
Dead larva full of OBs typically appears hanging in a the upper part of the plant. OB 
(Occlusion Body); ODV (Occlusion Derived Virion); PM (Peritrophic Membrane);  CC 
(Columnar Cell); n (nucleus); nm (nuclear membrane); vs (virogenic stroma); BL (Basal 
Lamina); TM (Tracheal Matrix); H (Hemolymph); OV (Occluded Virion).  Figure modified 
from Federici (1997). 

Transcription of viral genes occurs in four stages: immediate early, delayed early, late and 
very late. Genes of the early stages are transcribed by the cell RNA polymerase II. 
Immediate early genes are transactivated by host cell transcription factors with no 
participation of virus-encoded proteins, reflecting the empirical observation that naked 
baculovirus genomic DNA is infective (Burand et al., 1980; Carstens et al., 1980; Hajos et 
al., 1998). Transcription of delayed early genes requires the activation by viral gene 
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products expressed at the previous stage. Among delayed early gene products, those 
called LEFs (late expression factors) are required for DNA replication and late 
transcription (Hefferon and Miller, 2002). After the delayed-early stage viral DNA 
synthesis occurs within the nucleus of the infected cell, in what is called the virogenic 
stroma. Baculoviral DNA replication is not totally understood but evidence exists that it 
may occur by a rolling circle mechanism, recombination-dependent mechanism, or by a 
combination of both. Some sequences called hrs (homologous regions) behave as functional 
replication origins (Rohrmann, 2011c).  

Genes expressed in the late and very late phases are transcribed by a virus-encoded RNA 
polymerase. Late genes in AcMNPV are transcribed between 6 and 24 h post infection (p. i.), 
while very late genes are expressed in an explosive way, beginning at 18 h p. i. 
approximately and continuing up to 72 h p.i. (Lu et al., 1997). In the late phase, structural 
nucleocapsid proteins are synthesized, and also GP64 which is essential in the BV structure 
for the virus systemic infection. GP64 is targeted to the cell membrane, where virions bud 
between 10 and 24 h p.i. During the very late phase, BV production decreases; nucleocapsids 
are no longer used in BV formation and they are used in turn to build the occluded virions 
(OV). In the specific case of NPVs, nucleocapsids are thought to interact with the nuclear 
membrane in the process to obtain their envelope (Slack and Arif, 2007). Then the OVs 
become occluded with the very late protein polyhedrin, forming the characteristic refringent 
polyhedra that can be observed in the infected cell nucleus. Occlusion continues until the 
nucleus eventually fills with polyhedra. Typically more than 30 polyhedra can be observed 
in an AcMNPV infected cell. More than 1010 polyhedra can be produced in a single infected 
larva in its last larval stage, before death. These polyhedra can account for up to 30 % of the 
larva dry weight (Miller et al., 1983). As occlusion progresses fibrillar structures are 
accumulated in the nucleus, mainly built from a single polypeptide (P10) expressed very 
late in infection (Van Der Wilk et al., 1987). The function of these fibrillar structures is not 
absolutely clear but seems to play a role in the controlled disintegration of larvae (Dong et 
al., 2007; Van Oers et al., 1994; Williams et al., 1989). In the final stage of the infection, virus 
encoded enzymes, cathepsin and chitinase, aid in the cuticle rupture and liquefaction of the 
dead larva, leading to the release polyhedra in the environment and making them avaliable 
for ingestion by a new insect (Hawtin et al., 1997). 

2. Baculovirus genomes 
Since the first complete sequence of a baculoviral genome was reported (AcMNPV; Ayres 
et al., 1994), many baculovirus genomes were sequenced to further improve the 
understanding of the molecular biology of these viruses. To date, there are 58 fully 
sequenced baculoviral genomes available in GenBank. Forty one belong to the 
Alphabaculovirus genus, thirteen to the Betabaculovirus, three to the Gammabaculovirus and 
one to the Deltabaculovirus (Table 1). Baculovirus encode 89 (NeleNPV) to 183 (PsunGV) 
predicted ORFs, in both strands, apparently with no preferred orientation. Typically, the 
ORF designated as number 1 is that encoding the major occlusion protein 
(polyhedrin/granulin) and the following ORFs are numbered sequentially in a clockwise 
direction. In general, baculovirus genomes have low GC content (<50%). The virus with 
the lowest GC% is NeleNPV (33.3%). 
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The generally adopted criterion to predict ORFs is to only consider those that code for a 
polypeptide at least 50 amino acid long (aa) and minimal overlap with other ORFs. 
Baculovirus genes are not clustered in the genome by function or the time of transcription. 
Noteworthy, only one expression unit has been detected to contain an intron (ie0) 
(Chisholm and Henner, 1988), which makes it easier to predict ORFs at the DNA sequence 
level. 

The sequencing of complete genomes allowed estimating the whole baculovirus gene 
content in about 900 genes. All baculovirus genomes sequenced so far encode for a group of 
31 genes, known as the core genes. These genes represent a hallmark of the virus family and 
may play a role in essential biological functions (Miele et al., 2011). According to their 
function, the core genes (Table 2) can be classified as belonging to the following categories: 
replication, transcription, packaging and assembly, cell cycle arrest/interaction with host 
proteins and oral infectivity.  

As most of available genomes belong to baculoviruses specific for lepidopteran insects 
(Alpha- and Betabaculovirus), there is a good deal of information to characterize a set of genes 
associated with specificity for Lepidoptera. Likewise, there are some Betabaculovirus-specific 
genes, not found in NPVs, which may be implicated in the differential pathogenesis 
displayed by these viruses. It is worth noting that GVs (Beta-) are not as well studied as 
Alpha- NPVs at the molecular level because of the lack of proper susceptible insect cell lines. 
So far, the only GV-specific gene characterized at the functional level is a metalloproteinase 
of XcGV which has orthologs in all GVs (Ko et al., 2000).  

Regarding the gene promoters, there are many baculovirus early genes that are preceded by 
either a TATA-box or a CAGT initiator motif, or both. These motifs are found also in 
promoters of the host genome and are characteristic of genes transcribed by the RNA 
polymerase II of the insect cell. Late and very late genes are expressed by the viral RNA 
polymerase from promoters containing the DTAAG motif. The occurrence of this motif is 
less frequent than predicted by stochastic distribution, according to its functional role as 
initiator of late and very late transcription. Some genes contain both early and late promoter 
motifs and are expected to be expressed throughout the infection. However, not every 
predicted ORF is preceded by a known motif, which does not imply that it is not expressed. 
Other elements have been characterized to play a role in baculovirus transcription such as 
GATA motifs and distal CGT motif (van Oers and Vlak, 2007).  

Traditionally, baculovirus gene functions were studied by constructing deletion mutants 
upon cotransfection of wild type viral DNA and a transfer vector containing an insertion 
cassette flanked by fragments of homology to the target region in the genome e. g. (Lee et 
al., 1998). As baculoviruses have been widely used as expression vectors, much effort was 
made to improve the production of recombinant virus. This led to the construction of the 
first bacmid which is a recombinant AcMNPV genome containing the mini-F origin of 
replication that allows the maintenance and recombination of the virus in Escherichia coli 
(Luckow et al., 1993). This fact led to a new way of studying baculoviral genes: a specific 
deletion can be made by recombination in E. coli and, upon recovering viral DNA from a 
bacterial culture, it can be transfected in insect cells to study the effect of the modified 
genome in the viral cycle (Zhao et al., 2003). 
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Size (bp) 
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Reference 
GenBank 
Accesion 
Number 
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N

PV
s 

G
ro

up
 I 

Antheraea pernyi NPV-Z AnpeNPV 126.629 147 Nie et al., 2007 DQ486030 
Antheraea pernyi NPV-L2 AnpeNPV 126.246 145 Fan et al., 2007 EF207986 
Anticarsia gemmatalis NPV 
D2 AgMNPV 132.239 152 Oliveira et al., 

2006 DQ813662 

Autographa californica NPV 
C6 AcMNPV 133.894 156 Ayres et al., 1994 L22858 

Bombyx mandarina NPV BomanNPV 126.770 141 Xu et al., 2009, 
unpublished NC012672 

Bombyx mori NPV T3 BmNPV 128.413 143 Gomi et al., 1999 L33180 
Choristoneura fumiferana 
DEF NPV CfDefNPV 131.160 149 Lauzon et al., 2005 AY327402 

Choristoneura fumiferana 
MNPV CfMNPV 129.593 146 de Jong et al., 2005 AF512031 

Epiphyas postvittana NPV EppoNPV 118.584 136 Hyink et al., 2002 AY043265 
Hyphantria cunea NPV HycuNPV 132.959 148 Ikeda et al., 2006 AP009046 
Maruca vitrata MNPV MaviMNPV 111.953 126 Chen et al., 2008 EF125867 
Orgyia pseudotsugata MNPV OpMNPV 131.995 152 Ahrens et al., 1997 U75930 
Plutella xylostella MNPV 
CL3 PlxyMNPV 134.417 152 Harrison and 

Lynn, 2007 DQ457003 

Rachiplusia ou MNPV RoMNPV 131.526 149 Harrison and 
Bonning, 2003 AY145471 

A
lp

ha
ba

cu
lo

vi
ru

s 
N

PV
s 

G
ro

up
 II

 

Adoxophyes honmai NPV 
ADN001 AdhoNPV 113.220 125 Nakai et al., 2003 AP006270 

Adoxophyes orana NPV  AdorNPV 111.724 121 Hilton and 
Winstanley, 2008a EU591746 

Agrotis ipsilon MNPV AgipMNPV 155.122 163 Harrison, 2009 EU839994 

Agrotis segetum NPV AgseNPV 147.544 153 Jakubowska et al., 
2006 DQ123841 

Apocheima cinerarium NPV ApciNPV 123876 118 Zhang et. al, 
unpublished FJ914221 

Chrysodeixis chalcites NPV ChchNPV 149.622 151 van Oers et al., 
2005 AY864330 

Clanis bilineata NPV DZ1 ClbiNPV 135.454 139 Zhu et al., 2009 DQ504428 
Ecotropis obliqua NPV A1 EcobNPV 131.204 126 Ma et al., 2007 DQ837165 
Euproctis pseudoconspersa 
NPV EupsNPV 141.291 139 Tang et al., 2009 NC_012639 

Helicoverpa armigera MNPV HearMNPV 154.196 162 Tang et al., 2008, 
unpublished EU730893 

Helicoverpa armigera NPV C1 HearSNPV  130.759 137 Zhang et al., 2005 AF303045 
Helicoverpa armigera NPV G4 HearSNPV  131.405 135 Chen et al., 2001 AF271059 
Helicoverpa armigera SNPV 
NNg1 HearSNPV  132.425 143 Ogembo et al., 

2009 AP010907 

Helicoverpa zea SNPV HzSNPV 130.869 139 Chen et al., 2002 AF334030 
Leucania separata NPV AH1 LeseNPV  168.041 169 Xiao and Qi, 2007 AY394490 
Lymantria dispar NPV LdMNPV 161.046 164 Kuzio et al., 1999 AF081810 
Lymantria xylina MNPV LyxyMNPV 156.344 157 Nai et al., 2010 GQ202541 

Mamestra configurata NPV A MacoNPV  
A-90-2 155.060 169 Li et al., 2002b U59461 
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 Mamestra configurata NPV A MacoNPV 
A-90-4 153656 168 Li et al., 2005 AF539999 

Mamestra configurata NPV B MacoNPV B 158.482 168 Li et al., 2002a AY126275 
Orgyia leucostigma NPV 
CSF-77 OrleNPV  156.179 135 Eveleigh et al., 

2008, unpublished EU309041 

Spodoptera exigua NPV SeMNPV 135.611 139 Ijkel et al., 1999 AF169823 
Spodoptera frugiperda MNPV SfMNPV 19 132.565 141 Wolff et al., 2008 EU258200 
Spodoptera frugiperda MNPV 
3AP2 

SfMNPV 
3AP2 131.330 142 Harrison et al., 

2008 EF035042 

Spodoptera litura NPV G2 SpltMNPV  139.342 141 Pang et al., 2001 AF325155 

Spodoptera litura NPV II SpltNPV II 148.634 147 Li et al., 2008, 
unpublished EU780426 

Trichoplusia ni SNPV TnSNPV 134.394 145 Willis et al., 2005 DQ017380 

Be
ta

ba
cu

lo
vi

ru
s 

Adoxophyes orana GV AdorGV 99.657 119 Wormleaton et al., 
2003 AF547984 

Agrotis segetum GV AgseGV 131.680 132 Xiulian et al., 2004, 
unpublished AY522332 

Choristoneura occidentalis GV ChocGV 104.710 116 Escasa et al., 2006 DQ333351 
Clostera anachoreta GV ClanGV 101487 123 Liang et al., 2011 HQ116624 
Cryptophlebia leucotreta GV 
CV3 CrleGV  110.907 128 Lange and Jehle, 

2003 AY229987 

Cydia pomonella GV CpGV 123.500 143 Luque et al., 2001 U53466 

Helicoverpa armigera GV HearGV 169.794 179 Harrison and 
Popham, 2008 EU255577 

Phthorimaea operculella GV PhopGV 119.217 130 Croizier et al., 
2002, unpublished AF499596 

Pieris rapae GV PrGV 108.592 120 Zhang et al., 2010, 
unpublished NC_013797 

Plutella xylostella GV K1 PlxyGV K1 100.999 120 Hashimoto et al., 
2000 AF270937 

Pseudelatia unipuncta GV PsunGV 176.677 183 Li et al., 2008, 
unpublished EU678671    

Spodoptera litura GV K1 SpltGV K1 124.121 136 Wang et al., 2007, 
unpublished DQ288858 

Xestia c-nigrum GV XecnGV 178.733 181 Hayakawa et al., 
1999 AF162221 

 

Neodiprion abietis NPV NeabNPV 84.264 93 Duffy et al., 2006 DQ317692 

Neodiprion sertifer NPV NeseNPV 86.462 90 Garcia-Maruniak 
et al., 2004 AY430810 

Neodiprion lecontei NPV NeleNPV 81.755 89 Lauzon et al., 2004 AY349019 
 Culex nigripalpus NPV CuniNPV 108.252 109 Afonso et al., 2001 AF403738 

 

Table 1. Fully sequenced baculovirus genomes. ORF (Open Reading Frame) or CDS 
(protein CoDing Sequence): defined by a start codon ATG followed by at least 50 codons 
before a stop codon in frame. Gamma and Deltabaculovirus genera are indicated by greek 
characters. 
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3. Replication genes 
Replication of baculovirus genome is poorly understood. As mentioned above, a rolling 
circle mechanism has been proposed but there are evidences of recombination being 
involved as well. Baculovirus genomes contain multiple origins of replication. Sequences 
that act as origins are called hrs (for homologous regions) and are dispersed throughout the 
genome (explained in section 8). In addition, non-hr origins were also found, present only 
once per genome.  

Several viral factors have been demonstrated to be essential for viral replication and 
others to be stimulatory. IE-1, a known activator of early transcription (see below), was 
found to be necessary for plasmid replication in transient assays. IE-1 binds to hr 
sequences but it is not clear if this is a requirement for initiation of DNA replication. The 
other proteins essential for DNA synthesis in AcMNPV are DNA polymerase, DNA 
helicase, LEF-1, LEF-2 and LEF-3. In addition to polymerization activity by DNA 
polymerase and DNA unwinding by DNA helicase, a primase activity is associated with 
LEF-1, and LEF-2 as a primase accessory factor. LEF-3 is a single-stranded DNA binding 
protein (Mikhailov, 2003; Rohrmann, 2011c).  

These proteins were found in all baculoviruses sequenced to date but some other proteins 
have been identified to have an influence on DNA replication. These are P35, IE-2; PE38; 
LEF-7; VLF-1, Alcaline Exonuclease (AN); DBP, LEF-11, ME53 and PCNA (Mikhailov, 
2003).  

Some baculovirus genomes code also for other proteins that may be involved in DNA 
replication like DNA ligase, and a second helicase. In addition, genes encoding enzymes 
related to DNA repair: photolyase (present in some group II nucleopolyhedrovirus; (Xu et 
al., 2008), Ac79 (homolog to UvrC endonuclease superfamily), V-trex exonuclease (present 
in AgMNPV and CfMNPV), polyADP-ribose polymerase (PARP, found in AgMNPV) and 
polyADP-ribose glycohydrolase (PARG, present in all sequenced group II NPVs) 
(Rohrmann, 2011c). Nucleotide biosynthesis seems to be another aspect of DNA replication 
that some baculoviruses may influence since they have genes for ribonucleotide reductase 
subunits and dUTPase, both related to dTTP biosynthesis (Herniou et al., 2003). 

4. Transcription genes 
Transcription of baculovirus genes occurs in several temporal stages. As mentioned above, 
early genes are transcribed by the host RNA pol II and after DNA replication, late gene 
transcription proceeds through the action of a viral RNA polymerase. One of the first 
proteins to be transcribed is IE-1, which functions as a transcriptional activator of itself and 
delayed early genes. It is known that IE-1 binds to hr sequences as a dimer and it is thought 
that this complex interacts with the host transcription machinery to enhance expression of 
early genes. Although there are no other recognizable IE-1 binding sites, an hr-independent 
mechanism of transactivation is likely to occur also (Friesen, 1997). Part of the IE-1 
population is called IE-0 which is the translation product of the only spliced mRNA 
described in AcMNPV. IE-1 orthologs appear in all Alpha and Betabaculovirus genomes. 
Other transcription factors encoded by AcMNPV and other baculoviruses that were found 
to transactivate early genes are IE-2 and PE-38 (Cohen et al., 2009; Rohrmann, 2011d).  
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In the late stage of the infection additional genes are implicated in transcription. Viral RNA 
polymerase is made of four subunits coded by four core genes: lef-4, lef-8, lef-9 and p47 
(Guarino et al., 1998). LEF-8 and LEF-9 have motifs common  to the largest subunits of 
bacterial and eukaryotic RNA polymerases. LEF-8 contains the essential C-terminal region 
conserved in RNA polymerases, while the rest of the polypeptide shows no sequence 
homology to other known RNA polymerases. LEF-9 contains the Mg2+ binding site of the 
catalytic centre found in other RNA polymerases. LEF-4 is an RNA capping enzyme and P47 
does not show homology with other RNA polymerase subunits (van Oers and Vlak, 2007). 
Two other core genes are implicated in late transcription: lef-5 and vlf-1. LEF-5 appears to be 
an initiation factor in AcMNPV (Guarino et al., 2002). VLF-1 (Very Late Expression Factor-1) 
is involved in the expression of the very late genes polyhedrin (polh) and p10. VLF-1 was 
found to interact with the so-called “burst sequence” present downstream of the very late 
genes triggering their hyperexpression (Yang and Miller, 1999). Other proteins required for 
late transcription as revealed by transient expression assays are LEF-6 (a putative mRNA 
export factor), LEF-10, LEF-12 and PP31 (Rohrmann, 2011b). Additional proteins may be 
involved: a methyltrasferase (Ac69), probably implicated in mRNA capping (Wu and 
Guarino, 2003), an ADP-ribose pyrophosphatase of the nudix superfamily (Ge et al., 2007) 
which is a putative decapping enzyme, LEF-2 which apart from being an essential 
replication factor (see above) is also implicated in the very late transcription (Merrington et 
al., 1996); and PK1 (Mishra et al., 2008)  

5. Structural genes 
While nucleocapsids are essentially the same in both baculovirus phenotypes, BVs and ODVs 
differ in the origin and protein composition of their envelope. Moreover, ODVs are occluded 
in a proteinaceus matrix forming the OBs, which are essential structures for maintenance of 
orally infective virus. No structural protein is needed for the initiation of transcription once 
viral DNA enters the nucleus of the cell; therefore the structural proteins found in virions are 
supposed to focus on overcoming the barriers for cell entry. In a simmilar fashion some OB 
proteins are involved in facilitating horizontal transmission and invasion of the midgut 
altogether. As expected, baculovirus genome encodes many genes for proteins that are 
included in the the virion and OB structures, as well as genes whose products may not be 
present in the final structure but are important for its assembly (Funk et al., 1997).  

5.1 Occlusion body 

Baculovirus OB is formed by the major occlusion body protein polyhedrin, for NPVs, or 
granulin, for GVs. Polyhedrin and granulin are closely related. The occlusion body protein 
for the only dipteran baculovirus completely sequenced, CuniNPV, does not show sequence 
homology to its lepidopteran counterparts and is a much larger protein. Hymenopteran 
baculoviruses occlusion protein is homologous to Alphabaculoviruses polyhedrin (Garcia-
Maruniak et al., 2004). Polyhedrin is a very late gene that is expressed at very high levels. This 
characteristic has been exploited for the expression of recombinant proteins in insect cells. In 
the natural cycle of a NPV, polyhedrin forms a crystalline cubic lattice that surrounds the 
ODVs. The structure of the polyhedron was recently determined (Ji et al., 2010).  

Other proteins apart from the major occlusion protein are present in the structure of the OB 
or play a role in its morphogenesis. The polyhedron is surrounded by a protein layer which 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

10

3. Replication genes 
Replication of baculovirus genome is poorly understood. As mentioned above, a rolling 
circle mechanism has been proposed but there are evidences of recombination being 
involved as well. Baculovirus genomes contain multiple origins of replication. Sequences 
that act as origins are called hrs (for homologous regions) and are dispersed throughout the 
genome (explained in section 8). In addition, non-hr origins were also found, present only 
once per genome.  

Several viral factors have been demonstrated to be essential for viral replication and 
others to be stimulatory. IE-1, a known activator of early transcription (see below), was 
found to be necessary for plasmid replication in transient assays. IE-1 binds to hr 
sequences but it is not clear if this is a requirement for initiation of DNA replication. The 
other proteins essential for DNA synthesis in AcMNPV are DNA polymerase, DNA 
helicase, LEF-1, LEF-2 and LEF-3. In addition to polymerization activity by DNA 
polymerase and DNA unwinding by DNA helicase, a primase activity is associated with 
LEF-1, and LEF-2 as a primase accessory factor. LEF-3 is a single-stranded DNA binding 
protein (Mikhailov, 2003; Rohrmann, 2011c).  

These proteins were found in all baculoviruses sequenced to date but some other proteins 
have been identified to have an influence on DNA replication. These are P35, IE-2; PE38; 
LEF-7; VLF-1, Alcaline Exonuclease (AN); DBP, LEF-11, ME53 and PCNA (Mikhailov, 
2003).  

Some baculovirus genomes code also for other proteins that may be involved in DNA 
replication like DNA ligase, and a second helicase. In addition, genes encoding enzymes 
related to DNA repair: photolyase (present in some group II nucleopolyhedrovirus; (Xu et 
al., 2008), Ac79 (homolog to UvrC endonuclease superfamily), V-trex exonuclease (present 
in AgMNPV and CfMNPV), polyADP-ribose polymerase (PARP, found in AgMNPV) and 
polyADP-ribose glycohydrolase (PARG, present in all sequenced group II NPVs) 
(Rohrmann, 2011c). Nucleotide biosynthesis seems to be another aspect of DNA replication 
that some baculoviruses may influence since they have genes for ribonucleotide reductase 
subunits and dUTPase, both related to dTTP biosynthesis (Herniou et al., 2003). 

4. Transcription genes 
Transcription of baculovirus genes occurs in several temporal stages. As mentioned above, 
early genes are transcribed by the host RNA pol II and after DNA replication, late gene 
transcription proceeds through the action of a viral RNA polymerase. One of the first 
proteins to be transcribed is IE-1, which functions as a transcriptional activator of itself and 
delayed early genes. It is known that IE-1 binds to hr sequences as a dimer and it is thought 
that this complex interacts with the host transcription machinery to enhance expression of 
early genes. Although there are no other recognizable IE-1 binding sites, an hr-independent 
mechanism of transactivation is likely to occur also (Friesen, 1997). Part of the IE-1 
population is called IE-0 which is the translation product of the only spliced mRNA 
described in AcMNPV. IE-1 orthologs appear in all Alpha and Betabaculovirus genomes. 
Other transcription factors encoded by AcMNPV and other baculoviruses that were found 
to transactivate early genes are IE-2 and PE-38 (Cohen et al., 2009; Rohrmann, 2011d).  

 
The Baculoviral Genome 

 

11 

In the late stage of the infection additional genes are implicated in transcription. Viral RNA 
polymerase is made of four subunits coded by four core genes: lef-4, lef-8, lef-9 and p47 
(Guarino et al., 1998). LEF-8 and LEF-9 have motifs common  to the largest subunits of 
bacterial and eukaryotic RNA polymerases. LEF-8 contains the essential C-terminal region 
conserved in RNA polymerases, while the rest of the polypeptide shows no sequence 
homology to other known RNA polymerases. LEF-9 contains the Mg2+ binding site of the 
catalytic centre found in other RNA polymerases. LEF-4 is an RNA capping enzyme and P47 
does not show homology with other RNA polymerase subunits (van Oers and Vlak, 2007). 
Two other core genes are implicated in late transcription: lef-5 and vlf-1. LEF-5 appears to be 
an initiation factor in AcMNPV (Guarino et al., 2002). VLF-1 (Very Late Expression Factor-1) 
is involved in the expression of the very late genes polyhedrin (polh) and p10. VLF-1 was 
found to interact with the so-called “burst sequence” present downstream of the very late 
genes triggering their hyperexpression (Yang and Miller, 1999). Other proteins required for 
late transcription as revealed by transient expression assays are LEF-6 (a putative mRNA 
export factor), LEF-10, LEF-12 and PP31 (Rohrmann, 2011b). Additional proteins may be 
involved: a methyltrasferase (Ac69), probably implicated in mRNA capping (Wu and 
Guarino, 2003), an ADP-ribose pyrophosphatase of the nudix superfamily (Ge et al., 2007) 
which is a putative decapping enzyme, LEF-2 which apart from being an essential 
replication factor (see above) is also implicated in the very late transcription (Merrington et 
al., 1996); and PK1 (Mishra et al., 2008)  

5. Structural genes 
While nucleocapsids are essentially the same in both baculovirus phenotypes, BVs and ODVs 
differ in the origin and protein composition of their envelope. Moreover, ODVs are occluded 
in a proteinaceus matrix forming the OBs, which are essential structures for maintenance of 
orally infective virus. No structural protein is needed for the initiation of transcription once 
viral DNA enters the nucleus of the cell; therefore the structural proteins found in virions are 
supposed to focus on overcoming the barriers for cell entry. In a simmilar fashion some OB 
proteins are involved in facilitating horizontal transmission and invasion of the midgut 
altogether. As expected, baculovirus genome encodes many genes for proteins that are 
included in the the virion and OB structures, as well as genes whose products may not be 
present in the final structure but are important for its assembly (Funk et al., 1997).  

5.1 Occlusion body 

Baculovirus OB is formed by the major occlusion body protein polyhedrin, for NPVs, or 
granulin, for GVs. Polyhedrin and granulin are closely related. The occlusion body protein 
for the only dipteran baculovirus completely sequenced, CuniNPV, does not show sequence 
homology to its lepidopteran counterparts and is a much larger protein. Hymenopteran 
baculoviruses occlusion protein is homologous to Alphabaculoviruses polyhedrin (Garcia-
Maruniak et al., 2004). Polyhedrin is a very late gene that is expressed at very high levels. This 
characteristic has been exploited for the expression of recombinant proteins in insect cells. In 
the natural cycle of a NPV, polyhedrin forms a crystalline cubic lattice that surrounds the 
ODVs. The structure of the polyhedron was recently determined (Ji et al., 2010).  

Other proteins apart from the major occlusion protein are present in the structure of the OB 
or play a role in its morphogenesis. The polyhedron is surrounded by a protein layer which 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

12

provides the OB with a smooth, sealed surface that enhances its stability (Gross et al., 1994). 
The viral protein responsible of this envelope is the calyx/PE. During OBs formation 
calyx/PE is found associated with fibrillar structures formed by P10, the other protein that is 
highly expressed at the very late phase. Although it is not part of the OB, P10 plays a role in 
its correct morphogenesis (Williams et al., 1989). 

 
Fig. 2. Baculovirus genome (AcMNPV).  Core genes are shown in pink. 

Depending on the species there may be other proteins associated with the polyhedron: 
enhancin/viral enhancing factor (Vef) and proteinases. Enhancins are metalloproteinases 
that help disrupt the peritrophic membrane (PM) of the insect midgut. PM is the first barrier 
baculoviruses must overcome when ingested in order to get midgut epithelial cells. PM is 
made of mucin proteins and chitin. Enhancin degrades mucin helping this way ODVs pass 
through the PM (Wang and Granados, 1997). Not all the baculoviruses encode for enhancins 
but, for example, XcGV has four copies (Hayakawa et al., 1999). Alkaline proteinases were 
found associated to the OBs that may aid in the dissolution of OBs and subsequent ODVs 
release. However since there is not such a gene identified in baculovirus genomes, those 
could be bacterial or insect contaminants present in the OB preparation (Rohrmann, 2011e). 
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5.2 BV and ODV 

As mentioned above, although both BVs and ODVs carry the same genetic information there 
are several differences between them in function and structure. BVs are the first virion 
phenotype produced in an infected cell and consist of a nucleocapsid which acquire their 
envelope as they bud from the cell membrane previously modified with the GP64 (group I 
Alphabaculovirus) or F protein (rest of the Baculoviridae). On the other hand OVs obtain their 
envelope from the nuclear membrane, may include several nucleocapsids per virion -in the 
case of MNPVs- and their protein content seems to be more complex than that of BVs. 

Genomic DNA associates with proteins to form nucleocapsids. A small basic protein, P6.9, 
directly interacts with DNA and is involved in the assembly of highly condensed DNA 
(Kelly et al., 1983). VP39 is the major nucleocapsid protein and, along with P6.9, is a core 
gene. Both proteins are two of the three most abundant proteins in AcMNPV BV, being 
GP64 the third one (Wang et al., 2010b). VLF-1 is also a core gene and it was first described 
as the factor necessary for the expression of very late genes. But later it was shown that VLF-
1 is present in both, BV and ODV, localizing at one end of the nucleocapsid. This protein 
belongs to the lambda integrase family and is involved in the production of nucleocapsids 
(Vanarsdall et al., 2006).  

Other core gene products are GP41 (tegument protein), 38K, P49 and ODV-EC27 (Table 2).  
They seem to be associated with the nucleocapsid, and consequently found in both BVs and 
ODVs. 

 
Table 2. Baculovirus core genes  
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Proteins included in ODV and BV structures of some baculoviruses have been identified by 
high throughput techniques based on mass spectrometry. Those are the cases of the ODVs 
of AcMNPV (Alphabaculovirus) (Braunagel et al., 2003), CuniNPV (Deltabaculovirus) (Perera 
et al., 2007), HearNPV (Alphabaculovirus) (Deng et al., 2007) and PrGV (Betabaculovirus) 
(Wang et al., 2011), and the BVs of AcMNPV (Wang et al., 2010b). These studies 
demonstrated that baculovirus virions are complex: in addition to ca., 40 virally encoded 
proteins host proteins may be present as well. 

5.3 Per os infectivity factors 

Per os infectivity factors (PIFs) are baculovirus proteins essential for oral infection of insect 
hosts but not relevant in cell culture propagation. Six proteins have been described to play 
this role and are encoded by 6 core genes p74, pif-1, pif-2, pif-3, pif-4 and pif-5 (odv-e56). PIF-1, 
PIF-2 and PIF-3 form a stable complex on the surface of AcMNPV ODV in association with 
P74. It was proposed that these four proteins form an evolutionarily conserved complex on 
ODV surface that may play an essential role in the initial stage of infection (Peng et al., 
2010). PIF-4 was found to be essential for oral infection of AcMNPV in Trichoplusia ni larvae 
(Fang et al., 2009). In recent studies ODV-E56 was demonstrated to be a PIF (PIF-5) in 
AcMNPV (Sparks et al., 2011) and BmNPV (Xiang et al., 2011). 

6. Auxiliary genes 
Baculovirus whole gene content is wide and diverse. As already noted, there is a group of 31 
core genes that are present in all the baculoviruses sequenced to date. However, each 
particular baculovirus species codes for many more than 31 genes. A recent study 
determined the whole gene content based on the information of 57 baculovirus genomes 
and came up to a sum of 895 different ORFs (Miele et al., 2011). This means that there may 
be genes that are not essential but capable of modulating the infection of viruses with a 
particular gene subset. Moreover, some genes might have evolved a particular function and 
play a role only in the context of species-specific virus-host interactions. Those genes are 
commonly categorized as auxiliary genes. Other genes that could be included in this group, 
may participate in processes other than replication and transcription or may code for 
structural genes essential for a particular virus to succeed in the infection of a specific host.  

This section focuses on some of the auxiliary genes that are widely distributed in the family 
and/or their function has been described. 

6.1 Genes affecting cellular metabolism 

To succeed in infection a virus needs to circumvent host cell apoptosis. It is well known that 
apoptosis is one of the mechanisms an organism uses to clear an infection: a cell detected as 
being infected is set to die. All baculoviruses  encode anti-apoptotic genes to counteract this 
cell response in order to complete their replicative cycle. There are two types of 
antiapoptotic genes in baculoviruses: P35/P49 homologs and IAPs. P35/P49 function 
directly inhibiting the effector action of caspases and they have been found in some NPVs 
and one GV (Escasa et al., 2006). IAPs are metalloproteinases that act upstream P35 in the 
apoptotic pathway (van Oers and Vlak, 2007). 
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A gene coding for a superoxide dismutase (sod) is widely distributed among baculoviruses. 
Its function seems to be the removal of free radicals in infected hemocytes, which are 
superoxide producers (Rohrmann, 2011a).  

Most lepidopteran baculoviruses encode a viral ubiquitin. It was suggested that 
baculoviruses carry this gene in order to inhibit steps in the host degradative pathways in a 
strategy to stabilize viral proteins that otherwise would be short-lived (Haas et al., 1996).  

Most of the baculovirus genes are present in a single copy in the genome. But there is the 
special case of bro (Baculovirus repeated orf) genes that are a multigene family present in several 
baculoviruses. They appear in different number of copies: from 0 to 16, in the LdMNPV 
genome. Most bro genes share a core sequence but show different degrees of similarity in other 
regions (Kuzio et al., 1999). Although bro genes are similar among them, they have no 
homology with other known proteins, making it difficult to predict their function. A study of 
BmNPV bro genes showed that these proteins have DNA binding activity, preferentially to 
single stranded DNA, and two of them were speculated to function as DNA binding proteins 
that inuence host DNA replication and/or transcription (Zemskov et al., 2000).  

6.2 Genes affecting the insect host as an organism 

Baculoviruses that infect lepidoptera are characterized by the systemic infection of the host 
rather than being restricted to the midgut epithelial cells. It was proposed that, in order to 
spread from this primary site of infection, they use the insect tracheal system. Fibroblast 
growth factor (FGF) involvement in the attraction and motility of tracheal cells has been well 
studied in Drosophila melanoganster (Sutherland et al., 1996). Alpha and Betabaculoviruses 
carry viral fgf homologs (v-fgf) in their genomes. Conversely, this gene is absent in Gamma 
and Deltabaculoviruses which cause midgut-restricted infections. Interestingly, it was found 
that the presence of v-fgf accelerates larval death as knockouts of these genes in AcMNPV 
and BmNPV caused a retardation in host death compared to infection with wild type 
viruses (Passarelli, 2011). 

Several lepidopteran baculoviruses code for a protein designated GP37, which is 
homologous to fusolin, encoded by entomopoxviruses. Fusolin, as well as GP37, is a 
glycoprotein that contains chitin binding domains. Fusolin was demonstrated to form 
spindle-like bodies that enhance the entomopoxvirus oral infection in host larvae. The 
mechanism of action for these spindles appears to be associated with the disruption of the 
peritrophic membrane (PM) allowing the virions to reach the midgut epithelial cells 
(Mitsuhashi et al., 2007). Except for the case of CfDEFMNPV (Li et al., 2000), in 
baculoviruses no spindle bodies have been observed, although GP37 was found to be 
associated with OBs in AcMNPV (Vialard et al., 1990). On the other hand, in OpMNPV and 
MbMNPV this protein was found in cytoplasmic inclusion bodies that accumulate late in 
infection (Gross et al., 1993; Phanis et al., 1999). In SpliMNPV infected cells GP37 was found 
to localize in the cytoplasm and the nucleus as well as in the envelopes of BVs and ODVs. Its 
chitin binding capacity was demonstrated suggesting that it may bind to the chitin 
component of the PM (Li et al., 2003).  

Another strategy for the baculoviruses success is the delay of larval molting. Ecdysteroid-
UDP-glycosytransferase (EGT) mediates the inactivation of molting hormones (ecdysone) in 
insects. The egt gene is present in most baculovirus genomes. The virus benefits from the 
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A gene coding for a superoxide dismutase (sod) is widely distributed among baculoviruses. 
Its function seems to be the removal of free radicals in infected hemocytes, which are 
superoxide producers (Rohrmann, 2011a).  
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growth factor (FGF) involvement in the attraction and motility of tracheal cells has been well 
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viruses (Passarelli, 2011). 

Several lepidopteran baculoviruses code for a protein designated GP37, which is 
homologous to fusolin, encoded by entomopoxviruses. Fusolin, as well as GP37, is a 
glycoprotein that contains chitin binding domains. Fusolin was demonstrated to form 
spindle-like bodies that enhance the entomopoxvirus oral infection in host larvae. The 
mechanism of action for these spindles appears to be associated with the disruption of the 
peritrophic membrane (PM) allowing the virions to reach the midgut epithelial cells 
(Mitsuhashi et al., 2007). Except for the case of CfDEFMNPV (Li et al., 2000), in 
baculoviruses no spindle bodies have been observed, although GP37 was found to be 
associated with OBs in AcMNPV (Vialard et al., 1990). On the other hand, in OpMNPV and 
MbMNPV this protein was found in cytoplasmic inclusion bodies that accumulate late in 
infection (Gross et al., 1993; Phanis et al., 1999). In SpliMNPV infected cells GP37 was found 
to localize in the cytoplasm and the nucleus as well as in the envelopes of BVs and ODVs. Its 
chitin binding capacity was demonstrated suggesting that it may bind to the chitin 
component of the PM (Li et al., 2003).  

Another strategy for the baculoviruses success is the delay of larval molting. Ecdysteroid-
UDP-glycosytransferase (EGT) mediates the inactivation of molting hormones (ecdysone) in 
insects. The egt gene is present in most baculovirus genomes. The virus benefits from the 
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presence of this gene product that prevents the infected larva from molting as it keeps 
feeding, thus allowing higher virus progeny yields (O'Reilly and Miller, 1989).  

In the final stage of infection, after insect death, the larva liquefies releasing baculovirus OBs 
to the environment. This liquefaction is mediated by the two viral-encoded enzymes: 
cathepsin and chitinase. Cathepsin is a protease that acts together with chitinase disrupting 
the insect exoskeleton and promoting the release and spread of progeny virus (Hawtin et al., 
1997).  

7. Host range 
One of the characteristic features of baculoviruses is their narrow host range. Due to their 
exquisite specificity, most baculoviruses can be regarded as “magic bullets” targeting a 
single host organism and, therefore, are excellent candidates for biological pest control. 
From the environmental point of view baculoviruses are safe alternatives for pest control as 
their host range is generally restricted to one insect species, not affecting other organisms. 
But from the economical point of view the narrow host range represents a disadvantage 
when more than one pest is to be controlled simultaneously in the same field.  

On the other hand, as a consequence of their narrow host range, baculoviruses are 
innocuous to vertebrates. Moreover, as they are able to enter mammalian cells, they have 
been widely studied as viral vectors for gene therapy (Hu, 2006). For these reasons, 
baculoviral genes affecting host range and the interaction with the host are an important 
object of study. 

One of the first studies in this field was conducted on two closely related viruses, i.e. 
AcMNPV and BmNPV. Despite the high similarity of these viruses their host specificities do 
not overlap. AcMNPV infects Sf-9 cells (derived from Spodoptera frugiperda) but not BmN 
cells (derived from Bombyx mori). Conversely, BmNPV does infect BmN cells but not Sf-9 
cells. In coinfection assays a recombinant BmNPV was obtained that could replicate in both 
cell lines. The characterization of this virus revealed that its altered host range was due to a 
recombinant sequence in the helicase gene (Maeda et al., 1993), being a single amino acid 
change enough for this phenotypic change (Kamita and Maeda, 1997). 

Another example of host range expansion due to a single gene was the case of AcMNPV 
modified by the insertion of a LdMNPV gene, the host range factor 1 (hrf-1). This modification 
allowed AcMNPV to replicate in Lymantria dispar cells and larvae (Thiem et al., 1996). HRF-1 
is present in the genome of LdMNPV and OpMNPV, both of which are able to replicate in 
Ld652Y cells, derived from L. dispar. Moreover, other NPVs modified by the incorporation of 
this factor were found to replicate in these cells, that are non-permissive for the 
corresponding wild type viruses. It was suggested that this factor is important in the 
progression of the infection after DNA replication and that the global protein synthesis 
shutoff is the major factor that restricts NPV replication in Ld652Y cells, being HRF-1 a 
crucial viral factor that counteracts this antiviral mechanism active in NPV-infected Ld652Y 
cells (Ishikawa et al., 2004). 

Other genes that play a role in baculovirus host range have been detected and studied: host 
cell factor 1 (hcf-1), p35, iap and lef-7 (Miller and Lu, 1997; Thiem, 1997).  
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8. Homologous regions and replication origins 
Homologous regions (hrs) are repeated sequences present in baculovirus genomes that vary 
widely in terms of length, sequence and copy number between species (Berretta and 
Romanowski, 2008). They occur also in other viruses of invertebrates that appear to be 
phylogenetically related to baculoviruses (van Oers and Vlak, 2007). In general, each repeat 
consists of an imperfect palindrome and a number of repeats with similar sequences are 
distributed in the genome as singletons or arranged in tandem with variable number of 
copies. Hrs have been found in genomes of the four genera of the current baculovirus 
classification, including all non-lepidopteran species with fully sequenced genomes. 
However, hrs could not be found in the genomes of some species such as TnSNPV (Willis et 
al., 2005), ChchNPV (van Oers et al., 2005), and AgseGV (Hilton and Winstanley, 2008b). Hrs 
are A-T rich compared to the overall genome nucleotide composition. They represent part of 
the non-coding regions that account for less than 10% of baculovirus genomes, although in 
some GVs, they overlap predicted genes likely to be transcribed (Hilton and Winstanley, 
2008). AcMNPV has nine hrs that contain a total of 38 repeats with a copy number ranging 
from one to eight (Ayres et al., 1994). Each repeat consists of a 28 bp-long imperfect 
palindrome that diverges slightly from a consensus sequence. Similar to hrs found in other 
NPVs, AcMNPV hrs displaying several palindromic repeats, have a modular organization in 
which each palindrome is embedded within a direct or inverted repeat in tandem. 
Frequently, hr palindromes are bisected by a restriction enzyme site (eg EcoRI in AcMNPV 
hrs). In GVs the majority of hrs are less structured, although imperfect palindromes may be 
as long as ca. 300 bp. Repeats are poorly conserved except for 13 bp at their ends (Hilton and 
Winstanley, 2008b). Regarding to their function, hrs act as enhancers of transcription of early 
genes in those NPVs in which they were studied and there are indirect evidences that they 
serve as origins of replication in NPVs and GVs. Non-homologous sequences within many 
NPV hrs have motifs known to bind cellular transcription factors of the bZIP family 
(Landais et al., 2006) but the enhancing activity of hrs depends primarily on viral factor IE-1 
binding to palindromic repeats. In AcMNPV, IE-1 binds to the 28-mer element as a dimer 
and this interaction stimulates transcription of cis-linked promoters that are responsive to 
the RNA pol II activity in transient assays (Rodems and Friesen, 1995).  

The first evidence that hrs are putative origins of DNA replication was the accumulation of 
hrs in defective genomes obtained by serial passages of AcMNPV in cultured cells (Kool et 
al., 1993). These viral particles have genomes smaller than the wild type virus, which means 
a replicative advantage for those retaining ori sequences in the molecule. In infection-
dependent replication assays, performed in different virus/permissive cell line systems, hrs 
were found to confer plasmids the ability to replicate (Broer et al., 1998; Hilton and 
Winstanley, 2008b; Pearson et al., 1992). It was observed that viruses promote replication of 
hr-containing plasmids only when the hr comes from the same or a closely related viral 
species. The stringency of this specificity is higher than that observed associated with the 
function of hrs as enhancers (Berretta and Passarelli, 2006). This may come as a result of 
more viral factors involved in the replication process and possible interactions thereof. IE-1 
binding to hr sequences is also thought to play a role in replication possibly by recruiting the 
components of the replication machinery (Nagamine et al., 2006). Since the replication 
mechanism of baculoviruses is not well understood, the function of hrs as origins during the 
infective cycle remains to be confirmed. Deletion of up to two hrs from AcMNPV did not 
impair replication of the virus (Carstens and Wu, 2007). Moreover, there are other non-hr 
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sequences that function as oris in transient assays, including promoters of early genes (Kool 
et al., 1993; Wu and Carstens, 1996). Hrs may produce cruciform structures in the DNA, 
although in vitro studies were unable to detect such forms in AcMNPV imperfect 
palindromes. This kind of branched structures are likely to form if baculovirus replication 
involves recombination events. VLF-1 protein was found to bind cruciform DNA as well as 
certain hr sequences; this capacity is consistent with its requirement during the DNA 
packaging process (Rohrmann, 2011c). Whether hrs participate in the final stages of genome 
processing is not known. Consistent with this possibility it has been suggested that hrs 
constitute factors of genome plasticity as mediators of intra- and inter-molecular 
recombination events during baculovirus evolution (van Oers and Vlak, 2007). 

9. Baculoviral microRNAs 
MicroRNAs (miRNAs) are small non coding RNAs that play a role in the regulation of the 
expression of genes in a wide variety of cellular processes. Typically they are molecules of 
about 22 nucleotides obtained by the processing of a longer primary RNA (pri-miRNA). In 
most cases this pri-miRNA is transcribed by the RNA polymerase II, and contains a 80 nt 
hairpin that is recognized by the RNaseIII-like enzyme Drosha that removes it from the pri-
miRNA to give the pre-miRNA. Pre-miRNA is exported to the cytosol. Once there, it is 
processed by Dicer which cleaves the terminal loop of the hairpin. One strand of the remaining 
dsRNA is incorporated by the RISC complex in order to target a specific mRNA and inhibit its 
translation. Recently it was found that viruses also encode miRNAs. These are from DNA 
virus families and were first discovered in herpesvirus (Grundhoff and Sullivan, 2011). 

More recently, microRNAs were discovered in baculovirus;  Singh et al., (2010)  
demonstrated that BmNPV encodes four miRNAs by sequencing small RNAs followed by in 
silico analysis and validation using other techniques. Micro RNAs were searched in two 
different tissues of infected larvae. As the genome of Bombyx mori is available it was possible 
to discriminate the miRNAs encoded by the virus from those encoded by the host. Other 
related baculoviruses were searched to see if these miRNAs  were conserved. All four 
miRNAs were found to be present with 100% identity in AcMNPV, BomaNPV and 
PlxyMNPV. Three miRNAs were conserved in RoMNPV and one in MaviNPV. This 
conservation is strongly suggesting that the miRNAs play some kind of crucial role in the 
viral cycle. Regarding their targeting, the in silico analysis revealed that these miRNAs have 
more than one target that could be either viral or host-cell in origin. Primarily, miRNAs bind 
to 3’UTR of target mRNA, but there are recent reports of miRNAs binding to 5’UTR or the 
coding sequence triggering the translation repression, as well. Two of the predicted viral 
targets of BmNPV miRNAs are dna binding protein and chitinase mRNAs targeted by two 
different miRNAs (bmnpv-miR-3 and bmnpv-miR-2). Interestingly, they were found to bind to 
the complementary region from which they were transcribed. Other viral targets are bro-I, 
bro-III, lef-8, fusolin, DNA polymerase, p25 and ORF 3 of BmNPV. Another interesting finding 
was that the computationally identified cellular targets such as prophenoloxidase and 
hemolin are related to different antiviral host defense mechanisms. Other important cellular 
targets were GTP binding nuclear protein Ran, DEAD box polypeptides and eukaryotic 
translation initiation factors that play an important role in small RNA-mediated gene 
regulation. It was proposed that these viral miRNAs are important for regulating cellular 
activities in order to easily establish infection in the host (Singh et al., 2010). 
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10. Baculovirus phylogeny 
Before the advent of rapid automatic sequencing methods, when only a restricted number of 
complete genomes sequences was available, baculovirus phylogeny studies were performed 
using single homologous genes. Initially, the preferred gene product was 
polyhedrin/granulin, the major occlusion body protein. It is highly expressed; therefore, 
easily purified and its N-terminal region could be sequenced. Also, as it is a conserved 
protein it was easy to identify in new baculovirus isolations (Herniou and Jehle, 2007). These 
first phylogenetic studies revealed that baculoviruses were divided in 4 different groups 
(Rohrmann, 1986): (i) dipteran-specific baculovirus with OB protein unrelated to Polh/Gran; 
(ii) hymenopteran-specific baculovirus with OB protein being poorly related to Polh/Gran; 
(iii) lepidopteran nucleopolyhedroviruses and (iv) granuloviruses. The analyses of 
Polh/Gran also revealed a subgrouping of lepidopteran NPVs in groups I and II (Zanotto et 
al., 1993). Interestingly, this separation was correlated with the different utilization of 
fusogenic protein of the BV, GP64 or F, respectively (Lung et al., 2002). 

The use of single genes to infer phylogeny must follow, at least, two criteria: the gene must 
be present in all members of the virus family and its level of conservation must reflect 
evolutionary distance (Herniou and Jehle, 2007).  The studies using genes such as lef-8 and 
pif-2 supported the grouping mentioned above (Herniou et al., 2004). When several 
complete genomes became available better phylogenetic analyses could be undertaken 
based on the sequence of all genes that were present all the genomes (Herniou et al., 2001). 
One approach consists in concatenating the amino acid sequences of all these gene products 
to perform the analysis. This approach is convenient because each gene contributes to the 
overall phylogenetic signal and a synergistic effect is produced by the combination of all the 
signals (Herniou et al., 2003).  The first report comprising whole-genome data was based on 
nine complete genomes available at that moment, which only represented lepidopteran 
baculoviruses and 63 common genes were detected and employed in the analysis (Herniou 
et al., 2001). When more genomes became available, especially those from non-lepidopteran 
baculoviruses, a group of about 30 genes were found to be present in all the baculoviruses, 
allowing to perform more significant phylogenetic studies. One important consequence of 
this increasing amount of sequence data was the proposal of a new classification of the 
Baculoviridae, based on 29 core genes among 29 baculovirus genomes, including the dipteran 
and hymenopteran ones (Jehle et al., 2006a). A recent report utilized 57 baculovirus genomes 
of which a group of 31 core genes was determined and used to perform an up-to-date 
phylogeny (Miele et al., 2011). In this report the cladogram obtained reproduced the current 
baculovirus classification. Also it was consistently reproduced the separation of 
Alphabaculoviruses in groups I and II as well as the subdivision of group I in clades Ia and 
Ib previously reported (Herniou and Jehle, 2007; Jehle et al., 2006b). The Betabaculovirus 
genus clade also reveals a subdivision in two groups (Miele et al., 2011).  

11. Transposable elements 
Transposons have been found in almost all eukaryotic organisms, being a central 
component in many genomes (Wicker et al., 2007). These sequences, also known as 
transposable elements (TEs), are characterized by the ability to move and replicate through 
various mechanisms according to their genetic nature. In view of this, TEs are not innocuous 
for genomes, because their activity may affect the genetic endowment of a species. Their 
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component in many genomes (Wicker et al., 2007). These sequences, also known as 
transposable elements (TEs), are characterized by the ability to move and replicate through 
various mechanisms according to their genetic nature. In view of this, TEs are not innocuous 
for genomes, because their activity may affect the genetic endowment of a species. Their 
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prominent role in biological evolution has been thoroughly reviewed and the conclusion is 
that TEs provide plasticity to the genomes and are an important source of variability. 

In Eukarya, TEs show a great diversity in gene content, size and mechanism of 
transposition. According to shared characteristics, these sequences are classified into two 
main groups: Class I (retrotransposons) and Class II (DNA transposons). A crucial 
difference between them resides in the existence of an RNA intermediate in the Class I TEs. 
Other properties are also used to subdivide into subclasses, including the size of the target 
site duplication, the occurrence and gene content (Wicker et al., 2007). Retrotransposons can 
be grouped into two subclasses: the LTR retrotransposons and the non-LTR 
retrotransposons or retroposons (Capy, 2005). This is mainly based on the presence/absence 
of LTRs (Long Terminal Repeats), but other features are also considered. In all cases, reverse 
transcription processes are involved. On the other hand, Class II transposons or DNA TEs 
are mobilized in the genomes using a single or double-stranded DNA intermediate. These 
sequences can be divided into three major subclasses: those that excise as dsDNA and 
reinsert elsewhere in the genome (“cut-and-paste” transposons); (ii) those that utilize a 
mechanism related to rolling-circle replication (helitrons), and Mavericks, whose 
mechanism of transposition is not yet well understood, but that likely replicate using a self-
encoded DNA polymerase (Feschotte and Pritham, 2007). 

Because of their biological activity, TEs behave like selfish sequences that impact on 
genomic architecture. However, it has also been reported that some TEs participate in other 
biological functions such as transcription, translation and DNA replication, localization and 
movement (Ponicsan et al., 2010; von Sternberg and Shapirob, 2005). In any case, TEs can be 
mobilized within a genome or between genomes. It is at this latter point where viruses take 
a leading role, because they can be recipients of TEs and transport them to other individuals 
in subsequent infections. In particular, the genomes of baculoviruses can be the targets for 
the isertion of different insect TEs when they replicate in the host cells. Taking into account 
that one of the main sources of genome variability in viruses with large dsDNA genomes are 
structural mutations, the possible sequence rearrangements produced by transposition 
processes (gene interruption, deletions, inversions, translocations, etc.) could actively 
participate in their evolution (Herniou et al., 2001).  

TEs have also been exploided for genetic modification in the laboratory. One of the 
transposons most widely used in biotechnology is probably piggyBac, an insect DNA TE. 
This sequence was identified in AcMNPV propagated in TN-368 cell line (Fraser et al., 1985). 
The trans-mobilization between host chromosome and virus genome was discovered 
because the transposition occurred into 25k gene, producing a distinct “few polyhedra” 
phenotype. Later, other reports acknowledged the presence of TEs in baculoviral genomes, 
including the description of TED -a retrotransposon in AcMNPV- and TC14.7 -a DNA TE in 
CpGV (Friesen and Nissen, 1990; Jehle et al., 1995). Two additional DNA TEs have been 
described, one from CpGV designated TCp3.2 (Jehle et al, 1997), and the other, a new 
piggyBac-related transposon isolated from AgMNPV and designated IDT for iap disruptor 
transposon (Carpes et al., 2009). Considering these evidences, gene transfer processes could 
be more common than initially realized. 

TEs may play an important role in baculovirus biology and evolution. They can provide 
mechanisms for horizontal transfer of genes between virus species replicating in the same 
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host cell, between the host genome and the viral genome, or between this and the genome of 
other entities such as pathogenic bacteria. The high similarity between baculovirus and 
insect sequences (egt and sod genes), or between baculovirus and other pathogens (v-
chitinase gene) could be the consequence of transposition events that were selected during 
evolution of baculoviruses.  

 
Fig. 3. Types of transposable elements (TE) found and described in baculovirus genomes. 
ORFs contained in each transposon are shown as coloured block arrows indicating their 
predicted function. The size of the TE is indicated in kilobasepairs; class of transposon, the 
species of donor insect genome, baculovirus species, viral gene sequence interrupted by the 
TE are indicated in brackets. Signature sequences for different TEs are indicated by arrows: 
LTR (Long Terminal Repeats) and ITR (Inverted Terminal Repeats).  

12. Concluding remarks  
Baculoviruses are a family of insect specific viruses with quite diverse and interesting 
applications. Therefore the knowledge of their gene content and molecular biology is a 
matter of growing interest. For instance, discovery and characterization of genes implicated 
in host range are subject of investigations for improvement of their application as designer 
biopesticides. Another focus of studies is interaction of baculoviruses with non target cells 
(e.g. mammalian cells) to assess the biosafety of using them for efficient gene transduction in 
therapeutic applications. As more baculovirus full genome sequences become available 
(especilly dipteran and hymenopteran-specific viruses), the bioinformatic analysis and 
experimental validation will help to establish a better defined set of genes characteristic of 
the family and those that are involved with the host specificity. In addition a more robust 
and detailed evolutionary tree will be probably assembled. 
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1. Introduction 
The nudiviruses (NVs) are a diverse group of arthropod-specific large DNA viruses. They 
form rod-shaped, enveloped virions, and replicate in the nucleus of infected cells. Nudivirus 
genomes are covalently closed circles of double stranded DNA molecules. Some nudiviruses 
have been used as potential bio-control agent for management of economically important 
arthropod pests (Burand 1998, Huger 1966). A variety of non-occluded rod-shaped dsDNA 
viruses replicating in the host nucleus have been observed in various host species, belonging 
to Lepidoptera, Trichoptera, Diptera, Siphonaptera, Hymenoptera, Neuroptera, Coleoptera, 
Homoptera, Thysanura, Orthoptera, Acarina, Araneina, and Crustacea. They had been 
considered as “non-occluded baculoviruses” (Huger and Krieg 1991) or more recently as 
nudiviruses (Burand, 1998). Most of these viruses were identified solely based on 
morphological features and very limited biological data. Accordingly, it remains unclear 
whether they are evolutionarily monophyletic or polyphyletic lineages, and whether they 
are genetically related to each other, to the well-investigated baculoviruses, or to other large 
dsDNA viruses. 

Thus far, only a few nudiviruses have somehow been studied in detail. The Oryctes 
rhinoceros nudivirus (OrNV), formerly known as the rhinoceros beetle virus or Oryctes 
baculovirus, was discovered in the 1960s and has been widely used to control rhinoceros 
beetle (O. rhinoceros) in coconut and oil palm in Southeast Asia and the Pacific (Huger 1966, 
Jackson et al. 2005). It has an enveloped rod-shaped virion and replicates in the nucleus of 
infected midgut and fat body cells (Huger 1966, Payne 1974, Payne et al. 1977). Heliothis zea 
nudivirus 1 (HzNV-1), formerly known as Hz-1 virus or the non-occluded baculovirus Hz-1, 
was originally described as a persistent viral infection in the IMC-Hz-1 cell line isolated 
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1. Introduction 
The nudiviruses (NVs) are a diverse group of arthropod-specific large DNA viruses. They 
form rod-shaped, enveloped virions, and replicate in the nucleus of infected cells. Nudivirus 
genomes are covalently closed circles of double stranded DNA molecules. Some nudiviruses 
have been used as potential bio-control agent for management of economically important 
arthropod pests (Burand 1998, Huger 1966). A variety of non-occluded rod-shaped dsDNA 
viruses replicating in the host nucleus have been observed in various host species, belonging 
to Lepidoptera, Trichoptera, Diptera, Siphonaptera, Hymenoptera, Neuroptera, Coleoptera, 
Homoptera, Thysanura, Orthoptera, Acarina, Araneina, and Crustacea. They had been 
considered as “non-occluded baculoviruses” (Huger and Krieg 1991) or more recently as 
nudiviruses (Burand, 1998). Most of these viruses were identified solely based on 
morphological features and very limited biological data. Accordingly, it remains unclear 
whether they are evolutionarily monophyletic or polyphyletic lineages, and whether they 
are genetically related to each other, to the well-investigated baculoviruses, or to other large 
dsDNA viruses. 

Thus far, only a few nudiviruses have somehow been studied in detail. The Oryctes 
rhinoceros nudivirus (OrNV), formerly known as the rhinoceros beetle virus or Oryctes 
baculovirus, was discovered in the 1960s and has been widely used to control rhinoceros 
beetle (O. rhinoceros) in coconut and oil palm in Southeast Asia and the Pacific (Huger 1966, 
Jackson et al. 2005). It has an enveloped rod-shaped virion and replicates in the nucleus of 
infected midgut and fat body cells (Huger 1966, Payne 1974, Payne et al. 1977). Heliothis zea 
nudivirus 1 (HzNV-1), formerly known as Hz-1 virus or the non-occluded baculovirus Hz-1, 
was originally described as a persistent viral infection in the IMC-Hz-1 cell line isolated 
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from the adult ovarian tissues of the corn earworm Heliothis zea (Granados et al. 1978). It can 
also persistently infect several other lepidopterous cell lines, e.g. IPLB-1075 (H. zea), IPLB-
SF-21 (Spodoptera frugiperda), IPLB-65Z (Lymantria dispar) and TN-368 (Trichoplusia ni) 
(Granados et al. 1978, Kelly et al. 1981, Lu and Burand 2001). In contrast, clear infections 
have not been observed when the virus was inoculated into larvae of H. zea, H. armigera, 
Estigmene acrea, S. frugiperda, and S. littoralis (Granados et al. 1978, Kelly et al. 1981). The 
potential molecular mechanisms associated with this defective host infection of HzNV-1 
need to be explored, which will shed light on the viral evolution. Gryllus bimaculatus 
nudivirus (GbNV) infects nymphs and adults of several field crickets G. bimaculatus, G. 
campestris, Teleogryllus oceanicus and T. commodus, and replicates in the nuclei of the infected 
fat body cells (Huger 1985). Heliothis zea nudivirus 2 (HzNV-2), previously known as gonad-
specific virus, H. zea reproductive virus or Hz-2V, was first observed in the gonads of adult 
corn earworm H. zea. Its infection brings about deformities of the reproductive organs of 
insect hosts, which in turn lead to sterility in both female and male moths (Burand and 
Rallis 2004, Raina et al. 2000). HzNV-2 is also able to infect other Noctuid species and to 
replicate in two lepidopteran insect cell lines of TN-368 and Ld652Y, derived from ovarian 
tissues (Burand and Lu 1997, Lu and Burand 2001, Raina and Lupiani 2006). 

1.1 Infection cycles and gene expression 

Only very limited data on the infection cycle of nudiviruses are available. Their life cycle in 
either cell culture or natural hosts is still poorly understood. HzNV-1 has a bi-phasic 
infection process of latency and productivity in its life cycle. In the latent phase of infection, 
viruses either exist as episomes or insert their DNA into the host genome (Lin et al. 1999), 
and keep latency for many passages in the infected insect cells (Chao et al. 1992, Lin et al. 
1999, Wood and Burand 1986); virus particles are undetectable in most of these latently 
infected cells. Sometimes virions are released from as few as 0.2% of latently infected cells, 
resulting in the presence of low viral titers (around 103 PFU/ml) in the culture medium 
(Chao et al. 1998, Lin et al. 1999). During the productive infection cycle, in contrast, high 
titers of virus progeny are produced, resulting in the death of most cells. Often, however, a 
small proportion of the cells, usually less than 5%, are latently infected, and viruses stay in 
these cells for a prolonged period of time (Chao et al. 1992, Wood and Burand 1986). Upon 
in vitro infection, OrNV appears to attach to and subsequently internalizes into cultured 
cells by pinocytosis (Crawford and Sheehan 1985), a mechanism involving the formation of 
invaginations by the cell membrane, which close and break off to generate virus-containing 
vacuoles in the cytoplasm. While it remains unknown how the viral DNA is released into 
the cytoplasm and eventually enters the nucleus. During the later stage of replication, along 
with the cytopathic changes to the nucleus, the virogenic stroma is developed, where the 
viral envelopes and nucleocapsid shells are produced and subsequently packaged with viral 
DNA. At last, the matured virions enter the cytoplasm followed by budding through the cell 
membrane (Crawford and Sheehan 1985) . 

In vitro sequential expression of viral genes encoding structural and intracellular proteins 
has been divided into early, intermediate and late stage in the replication cycle of OrNV 
(Crawford and Sheehan 1985). The temporal gene expression profiles of HzNV-1 during 
productive infection are divided into three stages: (i) the early stage, 0 to 2 h p.i.; (ii) the 
intermediate stage, 2 to 6 h p.i.; and (iii) the late stage, which includes all virus-specific 
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events appearing after 6 h p.i. (Chao et al. 1992). Persistency-associated transcript 1 (PAT1), 
expressed by persistency-associated gene 1 (pag1), is the only detectable transcript during 
latent infection of HzNV-1 (Chao et al. 1998). 

1.2 Taxonomy and nomenclature 

Given that they share similar structural and replication aspects with baculoviruses of 
insects, nudiviruses were previously classified as the so-called “non-occluded 
baculoviruses” (NOBs) (Huger and Krieg 1991). NOBs were later removed from the family 
Baculoviridae because no genetic data were available which would have supported their 
relationship (Mayo 1995). Nudiviruses have been also referred to as intranuclear bacilliform 
viruses (IBVs). Notably, unlike baculoviruses, nudiviruses generally lack occlusion bodies 
(OBs). The genus name Nudivirus has been proposed to accommodate this group. Based on 
the currently available morphological and molecular data, the following demarcation 
criteria were proposed for classification of a candidate virus into the genus Nudivirus: (i) 
Viral genome is consist of large circular dsDNA molecule; (ii) A set of conserved core genes 
are shared among members and viruses propagate in the nuclei of infected host cells; (iii) 
Morphology of virion is rod-shaped and enveloped; (iv) Viruses are transmitted per oral 
and/or per parenteral route, and infect larvae and/or adults with diverse tissue and cell 
tropisms (Wang et al. 2007a). Obviously, these demarcation criteria need to be 
complemented with more biological properties, such as virion properties, infection and 
replication strategies, as well as host range and virus ecology, becoming available. To name 
a nudivirus species, it was suggested to follow the nomenclature for other large eukaryotic 
dsDNA viruses, host name with the suffix name of nudivirus (Wang et al. 2007c). 

Presently, nudiviruses comprise five tentative species, OrNV, GbNV, HzNV-1, HzNV-2, and 
Penaeus monodon nudivirus (PmNV) (Wang and Jehle 2009). Considering their similarities to 
baculoviruses and, on the other hand, taking their distinct biological, ecological features and 
virion properties into account, the establishment of an independent family ‘‘Nudiviridae” 
within a new order ‘‘Baculovirales” along with the Baculoviridae seems most appropriate. 
The establishment of an order “Baculovirales” would allow subsequent flexible integration 
of other ‘‘baculovirus-related” but highly diverged viruses, such as the proposed 
‘‘Hytrosaviridae” (Abd-Alla et al. 2009) or the Nimaviridae, without taxonomic re-definition 
of the family Baculoviridae.  

2. Genome structure 
2.1 Genome size 

HzNV-1 was the first completely sequenced nudivirus (Cheng et al. 2002). Its genome is 
228,089 bp in size, has a G+C content of 42%, and encodes 154 ORFs (Table 1). HzNV-1 
ORFs are randomly distributed on both DNA strands with 45% clockwise orientation and 
55% counterclockwise orientation. HzNV-2, the close relative to HzNV-1, has a genome of 
231,621 bp, only slightly longer than that of HzNV-1, with a G+C content of 42% identical to 
HzNV-1 (Wang et al. 2007a). Later on, the genome of OrNV, the first discovered nudivirus, 
was partially sequenced (Wang et al. 2007c). Recently, the complete genome of OrNV was 
successfully achieved using DNA generated with multiple displacement amplification 
(MDA) (Wang et al. 2008). The OrNV genome is 127,615 bp in size with a G+C content of 
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from the adult ovarian tissues of the corn earworm Heliothis zea (Granados et al. 1978). It can 
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titers of virus progeny are produced, resulting in the death of most cells. Often, however, a 
small proportion of the cells, usually less than 5%, are latently infected, and viruses stay in 
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viral envelopes and nucleocapsid shells are produced and subsequently packaged with viral 
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(Crawford and Sheehan 1985). The temporal gene expression profiles of HzNV-1 during 
productive infection are divided into three stages: (i) the early stage, 0 to 2 h p.i.; (ii) the 
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events appearing after 6 h p.i. (Chao et al. 1992). Persistency-associated transcript 1 (PAT1), 
expressed by persistency-associated gene 1 (pag1), is the only detectable transcript during 
latent infection of HzNV-1 (Chao et al. 1998). 

1.2 Taxonomy and nomenclature 

Given that they share similar structural and replication aspects with baculoviruses of 
insects, nudiviruses were previously classified as the so-called “non-occluded 
baculoviruses” (NOBs) (Huger and Krieg 1991). NOBs were later removed from the family 
Baculoviridae because no genetic data were available which would have supported their 
relationship (Mayo 1995). Nudiviruses have been also referred to as intranuclear bacilliform 
viruses (IBVs). Notably, unlike baculoviruses, nudiviruses generally lack occlusion bodies 
(OBs). The genus name Nudivirus has been proposed to accommodate this group. Based on 
the currently available morphological and molecular data, the following demarcation 
criteria were proposed for classification of a candidate virus into the genus Nudivirus: (i) 
Viral genome is consist of large circular dsDNA molecule; (ii) A set of conserved core genes 
are shared among members and viruses propagate in the nuclei of infected host cells; (iii) 
Morphology of virion is rod-shaped and enveloped; (iv) Viruses are transmitted per oral 
and/or per parenteral route, and infect larvae and/or adults with diverse tissue and cell 
tropisms (Wang et al. 2007a). Obviously, these demarcation criteria need to be 
complemented with more biological properties, such as virion properties, infection and 
replication strategies, as well as host range and virus ecology, becoming available. To name 
a nudivirus species, it was suggested to follow the nomenclature for other large eukaryotic 
dsDNA viruses, host name with the suffix name of nudivirus (Wang et al. 2007c). 

Presently, nudiviruses comprise five tentative species, OrNV, GbNV, HzNV-1, HzNV-2, and 
Penaeus monodon nudivirus (PmNV) (Wang and Jehle 2009). Considering their similarities to 
baculoviruses and, on the other hand, taking their distinct biological, ecological features and 
virion properties into account, the establishment of an independent family ‘‘Nudiviridae” 
within a new order ‘‘Baculovirales” along with the Baculoviridae seems most appropriate. 
The establishment of an order “Baculovirales” would allow subsequent flexible integration 
of other ‘‘baculovirus-related” but highly diverged viruses, such as the proposed 
‘‘Hytrosaviridae” (Abd-Alla et al. 2009) or the Nimaviridae, without taxonomic re-definition 
of the family Baculoviridae.  

2. Genome structure 
2.1 Genome size 

HzNV-1 was the first completely sequenced nudivirus (Cheng et al. 2002). Its genome is 
228,089 bp in size, has a G+C content of 42%, and encodes 154 ORFs (Table 1). HzNV-1 
ORFs are randomly distributed on both DNA strands with 45% clockwise orientation and 
55% counterclockwise orientation. HzNV-2, the close relative to HzNV-1, has a genome of 
231,621 bp, only slightly longer than that of HzNV-1, with a G+C content of 42% identical to 
HzNV-1 (Wang et al. 2007a). Later on, the genome of OrNV, the first discovered nudivirus, 
was partially sequenced (Wang et al. 2007c). Recently, the complete genome of OrNV was 
successfully achieved using DNA generated with multiple displacement amplification 
(MDA) (Wang et al. 2008). The OrNV genome is 127,615 bp in size with a G+C content of 
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42% and contains 139 ORFs (Table 1, Fig. 1) (Wang et al. 2008, Wang et al. 2011). Thus far, 
the smallest nudivirus genome sequenced is GbNV, which is 96,944 bp in length with a G+C 
content of 28% and contains 98 ORFs. Among them, 58% are in clockwise distribution and 
42% are in reverse direction (Table 1, Fig. 2) (Wang et al. 2007b). Genome sequencing of 
other nudiviruses such as the Tipula oleracea nudivirus (ToNV) (E. Herniou, personal 
communication) is ongoing. Partial nucleotide sequences of the shrimp PmNP genome are 
already accessible in GenBank. 
 

Virus Size in 
bp 

GC 
content 
(mol %) 

No. 
of 

ORFs 

Clockwise 
orientation*  

(No. of ORF / 
ORF%) 

Gene density 
(kbp per ORF) 

No. of 
Rsr 

HzNV-1 228,089 41.8 154 69/45 1.47 3 
GbNV 96,944 28.0 98 57/58 0.93 17 
OrNV 127,615 42.0 139 64/46 0.82 20 

Table 1. Characteristics of nudivirus genomes. *Clockwise orientation means in the same 
orientation as the DNA polymerase B ORF. Rsr = Repetitive sequence regions. 
 

 
Fig. 1. The genome map of OrNV. ORFs and their transcriptional directions are indicated in 
arrows. Black color, clockwise coding; blue color, counterclockwise coding; pink color, the 
20 baculovirus core gene homologues. 
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Fig. 2. Circular map of the GbNV genome. ORFs and their transcriptional directions are 
indicated in boxes and arrows, respectively. Red color, baculovirus and HzNV-1 
homologues; black color, GbNV specific ORFs; blue color, HzNV-1 homologues; green color, 
baculovirus, HzNV-1 and OrNV homologues; pink color, OrNV homologues; yellow color, 
HzNV-1 and OrNV homologues; blue color, HzNV-1 homologues; light blue, cellular 
homologues; grey color, baculovirus homologues. Taken from Wang et al. (2007b) with 
permission from the American Society for Microbiology.  

2.2 Gene order 

Similar to what is observed in other viral families (e.g., the Baculoviridae), gene order is 
poorly conserved in nudivirus genomes as well. OrNV and GbNV share a number of gene 
clusters, comprising 2–7 collinearly arranged genes, distributed throughout their genomes 
(Wang and Jehle 2009). In contrast, only two gene clusters were detected between OrNV and 
HzNV-1 (Wang and Jehle 2009, Wang et al. 2011). However, a gene cluster of helicase, pif-
4/19 kda, and/or lef-5 is present in all three nudivirus genomes (Fig. 3), which is similar to 
the conserved core gene cluster of four genes of helicase, pif-4/19 kda, 38K and lef-5 in all 
sequenced baculoviruses (Herniou et al. 2003, Jehle and Backhaus 1994). Hence, core gene 
clustering strongly supports the hypothesis of a common ancestor of nudiviruses and 
baculoviruses. 

GbNV 

96,944 bp 
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Fig. 3. Conserved gene cluster of helicase, pif-4, and/or lef-5 on the genomes of HzNV-1, 
GbNV and OrNV. ORF is indicated by boxed arrows; number above and below the boxed 
arrows represents the sequential ordering of ORFs on the viral genomes; line in bold 
represents the viral genomes; dashed bold line indicates the omitted genomic ranges. 

2.3 Repetitive regions 

Repetitive sequence regions (Rsr) were detected in all three sequenced nudivirus genomes. 
They are variable in length and numbers and are distributed throughout the genome. They 
are homologous neither to each other within and between genomes, nor to those of other 
large dsDNA viruses, such as baculoviruses, hytrosaviruses and white spot syndrome virus 
(WSSV). Rsr appear to be a universal feature of all large dsDNA viruses. 

3. Nudivirus gene structure 
3.1 Promoter motifs 

A promoter motif of TTATAGTAT was identified at the upstream regulatory regions of 
HzNV-1 late gene p34 (ORF79) and p51 (ORF64) (Guttieri and Burand 1996, Guttieri and 
Burand 2001). It was also found within 200 bp of the initiation codon of HzNV-1 ORF81 
based on in silica sequence analysis (Cheng et al. 2002). Although consensus early and late 
promoter motif sequences similar to those of baculoviruses were predicted in nudivirus 
ORFs, convincing experimental data remain unavailable (Cheng et al. 2002, Wang et al. 
2007c). 

3.2 Untranslated regions 

In the HzNV-1 transcripts, the early gene hhi1 (HzNV-1 HindIII fragment 1 gene) contains 
270 nucleotides (nts) of 5’ untranslated region (UTR) which, together with its upstream 62 
bps, compose hhi1 early promoter (Wu et al. 2008, Wu et al. 2010); the HzNV-1 late gene p34 
(ORF79) possesses 16 and 17 nts of 5’ UTR, respectively, differing by 1 nt, and both 5’ UTRs 
overlap with the identified 9 bp late promoter motif of the p34 (Guttieri and Burand 1996); 
as for the HzNV-1 late gene p51 (ORF64), the major late transcriptional initiation site is at 
−205 bp relative to the translational start codon and seven minor late start sites locate at 
various positions upstream of this primary site (Guttieri and Burand 2001). The putative 
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polyadenylation signals (AATAAA) downstream of the stop codon of the p34 and p51 were 
found (Guttieri and Burand 1996, Guttieri and Burand 2001). Thus far, nothing is known on 
how UTR mediate the translational efficiency of nudivirus genes.  

3.3 Open reading frames (ORFs) 

Computer-assisted ORF prediction included all sequences starting with ATG followed by 50 
or more amino acid (aa) codons and minimum overlap with other ORFs. ORFs with less 
than 50 aa are only considered as putative genes in cases of clear homology to ORFs in other 
dsDNA viruses.  

4. Gene content and conserved gene functions 
There are 66, 34, and 33 homologous genes shared by OrNV and GbNV, OrNV and HzNV-1, 
and GbNV and HzNV-1, respectively (Table 2), suggesting that OrNV and GbNV are more 
closely related to each other than to HzNV-1. OrNV, GbNV and HzNV-1 have 33 genes in 
common (Table 2). Strikingly, 20 out of them are homologues of baculovirus core genes, 
which are present in all 54 baculovirus genomes that have been deposited in GenBank as of 
July 2011. Baculovirus 31 core genes play crucial role in virus replication cycle and are the 
evolutionarily conserved marker genes in identification, classification and phylogeny of 
baculoviruses (Herniou et al. 2003, Herniou and Jehle 2007, Jehle et al. 2006a, Jehle et al. 
2006b, van Oers and Vlak 2007). Nine other ORFs are likely involved in DNA replication, 
repair and recombination, and nucleotide metabolism; one is homologous to baculovirus 
iap-3 gene; two others are nudivirus-specific ORFs of unknown function (Table 2). The 
presence of 20 baculovirus core genes in nudiviruses strongly indicates that nudiviruses and 
baculoviruses are the closest lineages among the viruses known so far.  

Besides in nudiviruses, homologues to baculovirus core genes were also detected in two 
salivary gland hypertrophy viruses (SGHVs) MdSGHV infecting the house fly Musca 
domestica and GpSGHV infecting the tsetse fly Glossina pallidipes (Abd-Alla et al. 2008, 
Garcia-Maruniak et al. 2008). GpSGHV and MdSGHV share 37 homologous ORFs and are 
phylogenetically closely related (Garcia-Maruniak et al. 2009). Surprisingly, several core 
gene homologues of baculoviruses was identified in the marine WSSV as well (Wang et al. 
2011), suggesting that WSSV, as suspected since it was observed, is evolutionarily related, 
albeit distantly, to baculoviruses. Most strikingly, nudiviruses, SGHVs and WSSV have the 
homologues to the genes encoding peroral infectivity factors (p74, pif-1, pif-2 and pif-3) 
(Wang et al. 2011). These four pif genes are conserved among all sequenced baculoviruses 
and are absolutely crucial for successful peroral infection of insect hosts. As midgut 
infection is the essential first step in the invasion of baculoviruses, PIFs may be the key 
determinants of host range and virulence. Accordingly, it seems to be reasonable to 
hypothesize that a highly conserved interaction mode of viruses and hosts upon primary 
infection is present in nudiviruses, baculoviruses, SGHVs and WSSV. However, only limited 
data on the function of the PIF proteins has been delineated in baculovirues (Slack and Arif 
2007), let alone in nudiviruses, SGHVs and WSSV. Obviously, deeply exploring of the 
molecular mechanisms of the PIF proteins as well as their homologues is crucial for better 
understanding of host range, zoonotic behaviour, and epizootic or enzootic disease of these 
viruses. In addition, nudiviruses appear to share homologues of the transcription apparatus 
of baculoviruses, suggesting that a similar mode of late gene transcription is used in 
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Fig. 3. Conserved gene cluster of helicase, pif-4, and/or lef-5 on the genomes of HzNV-1, 
GbNV and OrNV. ORF is indicated by boxed arrows; number above and below the boxed 
arrows represents the sequential ordering of ORFs on the viral genomes; line in bold 
represents the viral genomes; dashed bold line indicates the omitted genomic ranges. 
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HzNV-1 late gene p34 (ORF79) and p51 (ORF64) (Guttieri and Burand 1996, Guttieri and 
Burand 2001). It was also found within 200 bp of the initiation codon of HzNV-1 ORF81 
based on in silica sequence analysis (Cheng et al. 2002). Although consensus early and late 
promoter motif sequences similar to those of baculoviruses were predicted in nudivirus 
ORFs, convincing experimental data remain unavailable (Cheng et al. 2002, Wang et al. 
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3.2 Untranslated regions 

In the HzNV-1 transcripts, the early gene hhi1 (HzNV-1 HindIII fragment 1 gene) contains 
270 nucleotides (nts) of 5’ untranslated region (UTR) which, together with its upstream 62 
bps, compose hhi1 early promoter (Wu et al. 2008, Wu et al. 2010); the HzNV-1 late gene p34 
(ORF79) possesses 16 and 17 nts of 5’ UTR, respectively, differing by 1 nt, and both 5’ UTRs 
overlap with the identified 9 bp late promoter motif of the p34 (Guttieri and Burand 1996); 
as for the HzNV-1 late gene p51 (ORF64), the major late transcriptional initiation site is at 
−205 bp relative to the translational start codon and seven minor late start sites locate at 
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polyadenylation signals (AATAAA) downstream of the stop codon of the p34 and p51 were 
found (Guttieri and Burand 1996, Guttieri and Burand 2001). Thus far, nothing is known on 
how UTR mediate the translational efficiency of nudivirus genes.  

3.3 Open reading frames (ORFs) 

Computer-assisted ORF prediction included all sequences starting with ATG followed by 50 
or more amino acid (aa) codons and minimum overlap with other ORFs. ORFs with less 
than 50 aa are only considered as putative genes in cases of clear homology to ORFs in other 
dsDNA viruses.  

4. Gene content and conserved gene functions 
There are 66, 34, and 33 homologous genes shared by OrNV and GbNV, OrNV and HzNV-1, 
and GbNV and HzNV-1, respectively (Table 2), suggesting that OrNV and GbNV are more 
closely related to each other than to HzNV-1. OrNV, GbNV and HzNV-1 have 33 genes in 
common (Table 2). Strikingly, 20 out of them are homologues of baculovirus core genes, 
which are present in all 54 baculovirus genomes that have been deposited in GenBank as of 
July 2011. Baculovirus 31 core genes play crucial role in virus replication cycle and are the 
evolutionarily conserved marker genes in identification, classification and phylogeny of 
baculoviruses (Herniou et al. 2003, Herniou and Jehle 2007, Jehle et al. 2006a, Jehle et al. 
2006b, van Oers and Vlak 2007). Nine other ORFs are likely involved in DNA replication, 
repair and recombination, and nucleotide metabolism; one is homologous to baculovirus 
iap-3 gene; two others are nudivirus-specific ORFs of unknown function (Table 2). The 
presence of 20 baculovirus core genes in nudiviruses strongly indicates that nudiviruses and 
baculoviruses are the closest lineages among the viruses known so far.  

Besides in nudiviruses, homologues to baculovirus core genes were also detected in two 
salivary gland hypertrophy viruses (SGHVs) MdSGHV infecting the house fly Musca 
domestica and GpSGHV infecting the tsetse fly Glossina pallidipes (Abd-Alla et al. 2008, 
Garcia-Maruniak et al. 2008). GpSGHV and MdSGHV share 37 homologous ORFs and are 
phylogenetically closely related (Garcia-Maruniak et al. 2009). Surprisingly, several core 
gene homologues of baculoviruses was identified in the marine WSSV as well (Wang et al. 
2011), suggesting that WSSV, as suspected since it was observed, is evolutionarily related, 
albeit distantly, to baculoviruses. Most strikingly, nudiviruses, SGHVs and WSSV have the 
homologues to the genes encoding peroral infectivity factors (p74, pif-1, pif-2 and pif-3) 
(Wang et al. 2011). These four pif genes are conserved among all sequenced baculoviruses 
and are absolutely crucial for successful peroral infection of insect hosts. As midgut 
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nudiviruses as well (Wang et al. 2011). Taken together, this finding provides crucial clues to 
the origin and evolution of arthropod specific large dsDNA viruses. The biochemical and 
biological function of the genes predicted in nudiviruses remains unknown. Only the 
occlusion body protein-encoding gene of PmNV has been molecularly characterised, 
revealing no homology to any other genes deposited in Genbank (Chaivisuthangkura et al. 
2008). 
 

Function Name OrNV GbNV HzNV-1 PmNV 
DNA replication, repair, and 
recombination dnapol 1 12 131 N.d. 

 helicase 34 88 104 N.d. 
 helicase 2 108 46 60 N.d. 
 integrase 75 57 144 + 
 ligase 121 38 36 N.d. 
 lef-3 59 86 – N.d. 
Nucleotide metabolism rr1 51 82 95 N.d. 
 rr2 102 63 73 N.d. 
 tk 58 74 115 + 
 tk 117 34 111 + 
 tk 125 44 71 + 
 tk 137 17 51 + 
Transcription p47 20 69 75 N.d. 
 lef-4 42 96 98 N.d. 
 lef-8 64 49 90 N.d. 
 lef-9 96 24 75 + 
 lef-5 52 85 101 + 
 vlf-1 30 80 121 + 
Oral infectivity p74 126 45 11 N.d. 
 pif-1 60 52 55 N.d. 
 pif-2 17 66 123 N.d. 
 pif-3 107 3 88 N.d. 
 19 kda/pif-4 33 87 103 N.d. 
 odv-e56/pif-5 115 5 76 N.d. 
Packaging, assembly, and 
morphogenesis polh/gran 16 65 69 N.d. 

 ac68 72 55 74 N.d. 
 38 K 87 1 10 + 
Inhibition of apoptosis iap-3 134 98 138 N.d. 
Unknown function vp39 15 64 89 N.d. 
 vp91 106 2 46 N.d. 
 ac81 4 14 33 N.d. 
 ac92 113 7 13 N.d. 
  47 19 30 N.d. 
  76 58 143 N.d. 
  3 13 – N.d. 
  18 67 – N.d. 
  22 72 – N.d. 
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Function Name OrNV GbNV HzNV-1 PmNV 
  23 74 – N.d. 
  24 75 – N.d. 
  25 76 – N.d. 
  27 78 – N.d. 
  29 81 – N.d. 
  39 93 – N.d. 
  40 94 – N.d. 
  41 95 – N.d. 
  44 97 – N.d. 
  45 23 – N.d. 
  46 22 – N.d. 
  53 84 – N.d. 
  54 83 – N.d. 
  61 51 – N.d. 
  79 59 – N.d. 
  80 60 – N.d. 
  86 61 – N.d. 
  90 28 – N.d. 
  95 9 – N.d. 
  104 62 – N.d. 
  105 43 – N.d. 
  114 6 – N.d. 
  116 33 – N.d. 
  118 35 – N.d. 
  119 36 – N.d. 
  120 37 – N.d. 
  122 39 – N.d. 
  123 41 – N.d. 
  132 48 – N.d. 
  6 – 109 N.d. 
  – – 52 + 
  – – 64 + 
  – – 93 + 
  – – 118 + 
  – – 141 + 

Table 2. Homologous genes conserved in nudiviruses. –: Absent; +: Present; N.d.: Not 
determined. The predicted ORFs in nudiviruses are presented in number. Homologues to 
baculovirus core genes are marked in bold face. 

5. Nudivirus phylogeny 
5.1 Phylogenetic analysis 

Due to the poorness of information of other distinguishing features, single gene phylogeny 
and/or phylogenomics became the most important approach to delineate the relationship of 
concerned viruses on strain and species level. However, single gene phylogenies have fallen 
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increasingly into disfavor given the recognition that gene trees can often differ substantially 
from the underlying species tree due to a variety of evolutionary events in addition to simply 
stochastic or analytical error. This is likely to be especially true in DNA viruses with the 
substantial evolutionary dynamics intrinsic to their genomes. Thus, (i) horizontal gene transfer 
(HGT), i.e., exchange with other viruses, symbiotic bacteria and hosts; (ii) homologous or non-
homologous recombination with other viruses; (iii) gene/domain duplication and 
rearrangement; and (iv) lineage specific gene loss/expansion all impose significant 
complications on both the bioinformatic detection of orthologous genes and on the accuracy of 
the resulting gene trees with respect to the overall species tree (Shackelton and Holmes 2004).  

To overcome these problems, a set of conserved genes were analysed using both the 
supertree and supermatrix approaches. Multiple sequence alignments of individual genes 
were performed using any of T-Coffee (Notredame, Higgins and Heringa 2000), MUSCLE 
(Edgar 2004), ClustalW/X (Chenna et al. 2003), MAFFT (Katoh et al. 2002) and Kalign 
(Lassmann and Sonnhammer 2005), and were manually refined as needed. Sequence 
alignment quality was assessed by using MUMSA (Lassmann and Sonnhammer 2005). In 
particular, 20 of the 30 baculovirus core genes (Table 2) were analysed, considering that they 
are evolutionarily more conserved than other nonessential genes and that homologues to all 
or most of them are present in NVs, SGHVs, and WSSV as well as, albeit more distantly, in 
other large eukaryotic dsDNA viruses such as NCLDVs (nucleocytoplasmic large DNA 
viruses) and herpesviruses (Table 3). 

 
Table 3. Ancient core genes identified in NALDVs, WSSV, NCLDVs, and herpesviruses. 
Black squares, homologue detected in all available genomes; grey squares, in many but not 
in all available genomes; white squares, in few available genomes; –, not detected. 
Homologue definition, gene name in NALDVs / in NCLDVs. Ascovirus is considered to be 
a member of the NCLDVs because of its high sequence similarity to iridovirus. 

The supertree and supermatrix framework represent alternative strategies to the issue of 
data combination. In the supermatrix approach, all the primary character data are combined 
into a single supermatrix that is analysed using standard phylogenetic methods (de Queiroz 
and Gatesy 2007). By contrast, the supertree approach combines phylogenetic trees derived 
from individual partitions of the full data set (here the individual gene trees) to likewise 
derive a single, joint phylogenetic estimate (Bininda-Emonds 2004a). Thus, the supertree 
approach addresses conflict and congruence at the level of the source trees rather than at the 
level of the primary data (Bininda-Emonds 2004b). Although this approach has been 
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criticised because of the inherent loss of information (among others, see de Queiroz and 
Gatesy 2007), numerous simulation studies have demonstrated that this loss of information 
is not detrimental in practice (see Bininda-Emonds 2004a). Moreover, the contrasting 
approaches of the supertree and supermatrix frameworks form the basis of the global 
congruence framework (Bininda-Emonds 2004b), whereby increased confidence is placed in 
those clades common to both approaches and increased attention is demanded on 
conflicting solutions, particularly when each is strongly supported. 

For the supertree analyses, phylogenetic analyses of the individual gene trees were 
performed under a maximum likelihood (ML) framework using RAxML 7.0.4 (Stamatakis, 
Hoover and Rougemont 2008). Optimal substitution matrices for each amino acid data were 
selected initially using the Perl script ProteinModelSelector (http://icwww.epfl.ch/ 
~stamatak/index-Dateien/Page443.htm) as implemented in batchRAxML (http://www. 
molekulare systematik.uni-oldenburg.de/33997.html) and then applied for the full ML 
analysis of each gene tree. In all cases, rate heterogeneity between sites was accounted for 
using the CAT approximation of the gamma distribution (Stamatakis 2006). The former is an 
approximation of the latter that is both computationally more efficient in terms of its 
memory demands and overall speed, and provides equivalent results (Stamatakis 2006). 
However, all final likelihood values were obtained under a true gamma distribution. ML 
analysis used the new fast bootstrapping approach (Stamatakis et al. 2008) that 
simultaneously obtained the ML tree as well as estimates of nodal support based on a non-
parametric bootstrap (Felsenstein 1985). Bootstrap values were based on 1000 replicates. 
Gene trees were rooted on the herpesviruses HHV-3, HHV-4, and HHV-5 (as a 
monophyletic group) because they share the minimum number of conserved ancestral genes 
with the other viruses (Table 3); trees lacking herpesviruses were treated as unrooted. 

The supertree analysis used the method of matrix representation with parsimony (MRP) 
(Baum 1992, Ragan 1992), whereby the topology of each gene tree was then encoded using 
additive binary coding: for each node in turn, all taxa descended from that node are scored as 
“1”, all taxa otherwise present on the tree are scored as “0”, and all remaining taxa as “?”. 
Semi-rooted coding was employed in that rooted gene trees included an all-zero fictitious 
outgroup taxon to root the supertree; for unrooted gene trees, this taxon was coded using “?” 
(Bininda-Emonds, Beck and Purvis 2005). The matrix representations of all source trees were 
then combined into a single matrix that was analyzed using maximum parsimony (MP). 
Individual pseudocharacters in the matrix were weighted according to the bootstrap support 
of their corresponding nodes, a procedure that improves the accuracy of the supertree analysis 
by helping account for differential support within the primary character matrices (Bininda-
Emonds and Sanderson 2001). MP searches in PAUP* v4.0b10 (Swofford 2002) used a heuristic 
search strategy based on a random addition sequence (10000 replicates), TBR branch 
swapping, and with up to 50000 equally most parsimonious trees (MPTs) being saved. The 
supertree was taken to be the 50% majority-rule consensus of all MPTs. Support for the nodes 
in the supertree was estimated using the rQS index (Bininda-Emonds et al. 2003, Price, 
Bininda-Emonds and Gittleman 2005) restricted to informative gene trees only; analyses used 
the Perl script QualiTree (http://www.molekularesystematik.uni-oldenburg.de/33997.html).  

The rQS index measures the number of gene trees that explicitly support or conflict with a 
given node on the supertree. Values of 1 and -1 indicate universal support or conflict, 
respectively, among the set of gene trees (Fig. 4). 
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Fig. 4. Combined data trees based on the 20 conserved baculovirus core gene sequences: (A) 
ML supermatrix tree derived from a simultaneous analysis of the concatenated sequences 
and (B) weighted MRP supertree of the 20 gene trees in Wang et al, 2011. The latter 
represents the 50% majority-rule consensus of 71 equally most parsimonious solutions. 
Nodal support is given as non-parametric bootstrap frequencies (n = 1000) determined from 
the supermatrix data set / degree of support among the informative source trees for a given 
node as measured by the rQS index. Branch lengths in (A) are proportional to the average 
number of substitutions per site per unit time. GenBank accession numbers for these viral 
genomes and virus full names are listed as follows: NC_001623 (Autographa californica NPV, 
AcMNPV), NC_002816 (Cydia pomonella GV, CpGV), NC_005906 (Neodiprion lecontei NPV, 
NeleNPV), NC_003084 (Culex nigripalpus NPV, CuniNPV), NC_004156 (Heliothis zea NV 1, 
HzNV-1), NC_009240 (Gryllus bimaculatus NV, GbNV), EU747721 (Oryctes rhinoceros NV, 
OrNV), NC_010356 (Glossina pallidipes SGHV, GpSGHV), NC_010671 (Musca domestica 
SGHV, MdSGHV), NC_003225 (Shrimp white spot syndrome virus, WSSV), NC_001659 
(African swine fever virus, ASFV), NC_002520 (Amsacta moorei EV, AMEV), NC_001993 
(Melanoplus sanguinipes EV, MSEV), NC_008361 (Spodoptera frugiperda AV 1a, SfAV-1a), 
NC_001824 (Lymphocystis disease virus 1, LCDV-1), NC_003494 (Infectious spleen and 
kidney necrosis virus, ISKNV), NC_006450 (Acanthamoeba polyphaga mimivirus, APMV), 
NC_000852 (Paramecium bursaria Chlorella virus 1, PBCV-1), NC_007346 (Emiliania huxleyi 
virus 86, EhV-86), NC_002687 (Ectocarpus siliculosus virus 1, EsV-1), NC_001348 (Human 
herpesvirus 3, HHV-3), NC_001347 (Human herpesvirus 5, HHV-5), and NC_007605 
(Human herpesvirus 4, HHV-4). 
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For the supermatrix analysis, all individual gene data sets were concatenated into a single, 
larger matrix that was analyzed using RAxML. Analysis used the same method as for the 
individual gene trees, except that a partitioned model was used whereby each gene partition 
was modeled individually according to the optimal model of evolution determined 
previously. Support values for each tree were also estimated using the support measure for 
the other technique. In other words, the rQS index was also applied to the supermatrix tree 
to estimate the support for its nodes across the gene trees and the bootstrap values for the 
nodes on the supertree were estimated using the 1000 bootstrap replicate trees derived from 
the supermatrix analysis (Fig. 4). 

5.2 Phylogeny and evolution 

5.2.1 Common ancestry of NVs, baculoviruses and SGHVs 

In the light of gene content analysis, an evolutionary link among NVs, baculoviruses, 
SGHVs and WSSV is most plausible. Consequently, it should be possible to analyze their 
phylogenetic relationship on the basis of their shared conserved ancestral genes. When these 
20 single gene trees were inferred, most of the nodes showed medium to high bootstrap 
values, with average values across an entire gene tree ranging from 57.6 10.9 (helicase; n = 
17 nodes) and 99.00.8 (p47; n = 4 nodes), suggesting the trees are topologically reliable on 
the whole (Wang et al. 2011). 

The supermatrix (on the basis of the 20 core genes indicated in Table 2) and the supertree 
using these 20 single core gene trees in (Wang et al. 2011) analyses were performed. Both the 
supermatrix tree and supertree were highly congruent (Fig. 4). In both cases, the monophyly 
of each of the NVs, baculoviruses, and SGHVs was strongly supported, the branching 
patterns within each of the baculovirus and NV clades were also in good agreement with the 
current picture of their phylogeny, and a common ancestor of baculoviruses and NVs was 
suggested (Fig. 4). Hence, we recognized from both the supertree and supermatrix tree that 
baculoviruses and NVs are monophyletic; they can be considered as the minimally forming 
group that we term the nuclear arthropod-specific large DNA viruses (NALDVs). Both 
methods conflict in positioning the SGHVs within (or at least as sister lineage to the 
NALDV; supermatrix tree) or outside (supertree) the NALDV group. For each tree, the 
preferred position enjoys better support than that from the other analysis based on the most 
appropriate support measure. For instance, the supertree placement of the SGHVs has an 
rQS index value of 0.455 compared to a value of 0.143 supporting the grouping of SGHVs 
with the baculoviruses and NVs. However, whereas the supermatrix placement of the 
SGHVs enjoys some rQS support (0.143 as mentioned), the supertree placement has no 
bootstrap support whatsoever (0.6 compared to 99.4). Thus, the supermatrix placement of 
the SGHVs as sister lineage to baculoviruses and NVs, and the SGHVs being members of the 
NALDVs seem to be justifiable.  

5.2.2 The “Monodon baculovirus” represents a nudivirus 

Blastp searches revealed that a number of nudivirus homologues are present in the partially 
sequenced genome of the so-called “Monodon baculovirus” of the shrimp Penaeus monodon 
(21,150 bp in total; GenBank accession no. EU246943, EU246944, EF458632, AY819785). 
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was modeled individually according to the optimal model of evolution determined 
previously. Support values for each tree were also estimated using the support measure for 
the other technique. In other words, the rQS index was also applied to the supermatrix tree 
to estimate the support for its nodes across the gene trees and the bootstrap values for the 
nodes on the supertree were estimated using the 1000 bootstrap replicate trees derived from 
the supermatrix analysis (Fig. 4). 

5.2 Phylogeny and evolution 

5.2.1 Common ancestry of NVs, baculoviruses and SGHVs 

In the light of gene content analysis, an evolutionary link among NVs, baculoviruses, 
SGHVs and WSSV is most plausible. Consequently, it should be possible to analyze their 
phylogenetic relationship on the basis of their shared conserved ancestral genes. When these 
20 single gene trees were inferred, most of the nodes showed medium to high bootstrap 
values, with average values across an entire gene tree ranging from 57.6 10.9 (helicase; n = 
17 nodes) and 99.00.8 (p47; n = 4 nodes), suggesting the trees are topologically reliable on 
the whole (Wang et al. 2011). 

The supermatrix (on the basis of the 20 core genes indicated in Table 2) and the supertree 
using these 20 single core gene trees in (Wang et al. 2011) analyses were performed. Both the 
supermatrix tree and supertree were highly congruent (Fig. 4). In both cases, the monophyly 
of each of the NVs, baculoviruses, and SGHVs was strongly supported, the branching 
patterns within each of the baculovirus and NV clades were also in good agreement with the 
current picture of their phylogeny, and a common ancestor of baculoviruses and NVs was 
suggested (Fig. 4). Hence, we recognized from both the supertree and supermatrix tree that 
baculoviruses and NVs are monophyletic; they can be considered as the minimally forming 
group that we term the nuclear arthropod-specific large DNA viruses (NALDVs). Both 
methods conflict in positioning the SGHVs within (or at least as sister lineage to the 
NALDV; supermatrix tree) or outside (supertree) the NALDV group. For each tree, the 
preferred position enjoys better support than that from the other analysis based on the most 
appropriate support measure. For instance, the supertree placement of the SGHVs has an 
rQS index value of 0.455 compared to a value of 0.143 supporting the grouping of SGHVs 
with the baculoviruses and NVs. However, whereas the supermatrix placement of the 
SGHVs enjoys some rQS support (0.143 as mentioned), the supertree placement has no 
bootstrap support whatsoever (0.6 compared to 99.4). Thus, the supermatrix placement of 
the SGHVs as sister lineage to baculoviruses and NVs, and the SGHVs being members of the 
NALDVs seem to be justifiable.  

5.2.2 The “Monodon baculovirus” represents a nudivirus 

Blastp searches revealed that a number of nudivirus homologues are present in the partially 
sequenced genome of the so-called “Monodon baculovirus” of the shrimp Penaeus monodon 
(21,150 bp in total; GenBank accession no. EU246943, EU246944, EF458632, AY819785). 
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When using the annotated shrimp MBV ORFs as query in BLAST similarity search, best hits 
were frequently found with HzNV-1 (Wang et al. 2011). Different phylogenetic analyses, 
including single gene tree inference as well as both supermatrix and supertree analyses, of 
the homologues of baculovirus core genes lef-9, vlf-1, lef-5, 38K, revealed unequivocally an 
obvious relationship between MBV and the non-occluded HzNV-1 (Fig. 4) (Wang et al. 
2011). Given that seven other MBV and HzNV-1 ORFs are also highly similar, it is strongly 
suggested to consider MBV as an occluded member of the NVs and to rename it to Penaeus 
monodon nudivirus (PmNV) (Wang et al. 2011). 

5.2.3 WSSV might be related to the NALDVs 

The position of WSSV differs between the two trees, however, being nested deep with the 
NALDVs in the supermatrix tree and as sister to the clade of NCLDVs plus NALDVs in the 
supertree (Fig. 4). Support for either position based on either the rQS index or the bootstrap 
is worse than that for other clades in the tree. The different positions for WSSV reflect how 
the two different methods used deal with the restricted, conflicting information that is 
available for this virus. Although WSSV shares six genes with the other viruses, only two of 
these (DNA polymerase and p33) are phylogenetically informative as to its potential 
placement with respect to the NALDV and NCLDV groups because homologue 
counterparts are available in both groups. The remaining four genes (p74, pif-1, pif-2, and pif-
3) are restricted to baculoviruses, NVs, SGHVs, and WSSV only. The resulting trees are 
therefore essentially unrooted and it is not possible to determine if WSSV nests within 
NALDVs (contradicting the supermatrix placement) or is sister to them (consistent with 
both placements). Of the two informative genes, only p33 has associated WSSV with the 
NALDVs; the DNA polymerase has grouped it within the NCLDVs (Wang et al. 2011). The 
supermatrix analysis is influenced largely by the relative number of amino acids (aa) 
supporting a given position. In the current context, DNA polymerase with ~3000 aa residues 
is clearly outweighing the ~1000 aa residues of p33, thereby favouring the placement of 
WSSV with the NCLDVs. By contrast, the supertree analysis is more sensitive to the number 
of trees supporting a given position and, importantly, the relative node support within those 
trees (in a weighted supertree analysis). Thus, although the DNA polymerase tree places 
WSSV within the NCLDVs, this position is very poorly supported and outweighed by its 
more robust placement within NALDVs in the p33 tree (Wang et al. 2011). As a result, WSSV 
was excluded from the NCLDV group in the supermatrix tree.  

Thus, the phylogenetic analyses are equivocal with respect to the evolutionary relationships 
of WSSV based on the current data set and more genes need to be sampled to resolve its 
placement. Nevertheless, other sources of evidence suggest that WSSV is more closely 
related to the NALDVs than to other DNA viruses. Notably, WSSV shares six conserved 
homologous genes with the NALDVs, but rarely possesses homologous genes with 
numerous other marine viruses colonising the same aquatic ecological niches. It therefore 
seems that WSSV is a very ancient virus that has undergone extremely divergent evolution, 
as witnessed by the branch lengths generally subtending this virus (Fig. 4). This fact, in turn, 
hampers identification of its gene homologues and reconstruction of its phylogenetic 
affinities using present-day alignment based methods. In contrast, when an alignment-free 
whole-proteome phylogenetic analysis was applied, WSSV clustered with SGHVs (Wu et 
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al. 2009), which coincidently is in agreement with the presented hypothesis of WSSV`s 
evolutionary link to the NALDVs. However, in the study by Wu et al. (2009) the SGHV 
and WSSV were placed within the herpesviruses, although there is no evidence of 
relationship among these viruses, when considering structural, biological and other 
genome features.  

5.2.4 A common ancestry of nudiviruses, baculoviruses, hytrosaviruses, and WSSV 

Taking together, 20 baculovirus core gene homologues were identified in nudiviruses, 12 in 
SGHVs, and six in WSSV, respectively. Consequently, this shared gene content of 
baculoviruses, nudiviruses, SGHVs, and WSSV is an important evidence for a proposed 
common ancestry of these viruses. Any other explanation, e. g., horizontal gene transfer of 
these genes, seems to be less probable. Therefore it is proposed that baculoviruses, 
nudiviruses, hytrosaviruses, and WSSV most likely shared a common ancestor and form a 
highly diverse group of nuclear arthropod-specific large DNA viruses (Wang and Jehle 
2009; Wang et al. 2011).  
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When using the annotated shrimp MBV ORFs as query in BLAST similarity search, best hits 
were frequently found with HzNV-1 (Wang et al. 2011). Different phylogenetic analyses, 
including single gene tree inference as well as both supermatrix and supertree analyses, of 
the homologues of baculovirus core genes lef-9, vlf-1, lef-5, 38K, revealed unequivocally an 
obvious relationship between MBV and the non-occluded HzNV-1 (Fig. 4) (Wang et al. 
2011). Given that seven other MBV and HzNV-1 ORFs are also highly similar, it is strongly 
suggested to consider MBV as an occluded member of the NVs and to rename it to Penaeus 
monodon nudivirus (PmNV) (Wang et al. 2011). 

5.2.3 WSSV might be related to the NALDVs 

The position of WSSV differs between the two trees, however, being nested deep with the 
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supertree (Fig. 4). Support for either position based on either the rQS index or the bootstrap 
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and WSSV were placed within the herpesviruses, although there is no evidence of 
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genome features.  
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Taking together, 20 baculovirus core gene homologues were identified in nudiviruses, 12 in 
SGHVs, and six in WSSV, respectively. Consequently, this shared gene content of 
baculoviruses, nudiviruses, SGHVs, and WSSV is an important evidence for a proposed 
common ancestry of these viruses. Any other explanation, e. g., horizontal gene transfer of 
these genes, seems to be less probable. Therefore it is proposed that baculoviruses, 
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highly diverse group of nuclear arthropod-specific large DNA viruses (Wang and Jehle 
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1. Introduction 
Foot-and-Mouth Disease Virus (FMDV) is a member of the Picornaviridae family of viruses, 
which includes viruses that cause a number of high consequence human and animal diseases 
in addition to Foot-and-Mouth Disease (FMD), such as hand-foot-and-mouth disease, 
herpangina, polio, and encephalomyocarditis. FMDV infects domestic and wild cloven-hoofed 
animals, including bovine, caprine, ovine and swine species that are vital to the livestock 
industry.  Depending on host and virus characteristics, FMD exhibits a broad range of clinical 
presentations resulting in significant morbidity. Generally, FMD produces fever and soreness, 
excessive salivation, loss of appetite and large vesicles on the feet, nose and tongue 24 to 72 
hours post-infection (hpi). In some cases, complete prostration accompanied by the loss of 
hooves occurs (for review see refs. 1-4). Although mortality rates are typically low and usually 
associated with young or immunocompromised animals, the economic consequences of an 
FMD outbreak, such as dramatic decreases in livestock productivity and banning of the export 
of animals and animal products, are so significant that FMD is one of the most threatening 
diseases of domestic animals in the world. In many developing regions of Asia, Africa and 
South America, FMD is enzootic. Global economic activities and transboundary movement of 
people and animals presents a significant risk of accidental introduction of FMDV into 
previously FMDV-free countries. Additionally, terrorist groups may intentionally introduce 
FMDV into a country that is FMD-free and does not vaccinate against the virus (refs.5-8 and 
http://www.oie.int; http://iah.bbsrc.ac.uk/virus/Picornaviridae/Aphtovirus/fmd.htm ). 

2. Foot-and-mouth disease virus 
Like all picornaviruses, FMDV is a non-enveloped virus with icosahedral symmetry and 
contains a single-stranded, positive-sense RNA molecule of approximately 8500 nucleotides 
(nt). The viral particle is small in size (approximately 30 nm diameter) and is composed of 60 
copies each of proteins 1A, 1B, 1C and 1D (also known as VP4, VP2, VP3 and VP1, 
respectively) assembled in groups of increasing complexity. A single cluster of structural 
proteins, known as the protomer, involves one copy each of 1A, 1B, 1C and 1D.  Five 
protomers assemble together to form a pentamer, which are then assembled into groups of 
twelve to form the complete viral capsid (9, 10). 

FMDV RNA possesses genetic characteristics, such as positive polarity and a 
polyadenylated 3’ end, that allows it to act as messenger RNA (mRNA) in vitro and in vivo, 
and therefore should be considered a potentially infectious agent. RNA extracted from field 
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polyadenylated 3’ end, that allows it to act as messenger RNA (mRNA) in vitro and in vivo, 
and therefore should be considered a potentially infectious agent. RNA extracted from field 
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samples has been used to produce infectious viruses using in vitro cell electroporation 
techniques. The rescued viruses were highly pathogenic in natural hosts and could be 
characterized using ELISA and full genome sequencing. This feature of the FMDV genome 
allows for manipulation of cDNA copies to study the genetics of pathogenesis and observe 
the phenotypic effects of mutations and other genomic alterations. This application of 
“reverse genetics” to construct chimeric and recombinant FMDVs has led to the discovery of 
several determinants of viral replication, host recognition and virulence (3, 4, 11).  
Continued use of reverse genetics will enhance current models of FMDV pathogenesis and 
further progress towards therapies and vaccines. 

3. FMDV genomics publications 
Analyses have been performed on the complete P1 polyprotein, the genomic region 
encoding all four structural proteins that compose the viral capsid (1A, 1B, 1C and 1D). 
However, most of the work published regarding FMDV genomics is limited to the coding 
region of capsid protein 1D (also known as VP1). This information has been used to analyze 
variability, selective pressures and immunogenicity of FMDV. Phylogenetic analysis 
employing 1D sequences and a 15% nucleotide difference as a cut-off organizes FMDV 
strains into major groups or genotypes. Interestingly, the genotypic information obtained 
with approximately 636 nucleotides of VP1 completely matches the phylogenetic results 
obtained when 2208 nucleotides of the complete P1 polyprotein are used (12, 13).  Genetic 
lineages subsequently are geographically bound and are described as “topotypes”. The viral 
capsid, notably the 1D protein, harbors immunogenic epitopes that are critical for 
neutralization of the virus. Hence, the topotype classification system has extraordinary 
value for vaccine selection.  

The development of high-throughput sequencing techniques has allowed for complete 
genome sequencing of FMDV, significantly improving our understanding of infection, host 
range, and transmission. The use of complete FMDV genome sequences in phylogenetic 
studies has revealed much more complex epidemiological relationships between isolates 
than previously thought. Full genome comparisons suggest that the epidemiology of FMDV 
is heavily impacted by recombination; it also has led to the discovery of novel genetic 
lineages containing genomic sequences that appear equally distant from SAT and 
Euroasiatic lineages of the virus.  Furthermore, complete genome sequencing has enhanced 
the discovery of FMDV variability, sequence conservation and universal genetic motifs that 
affect its virulence and transmission. Complete genome sequence analysis of FMDV isolates 
collected during the August 2007 outbreaks in England identified the initial and 
intermediate sources of the outbreaks, demonstrating the value of complete sequence 
analysis when examining virus phylogeny, an accomplishment previously impossible using 
partial genomic sequences (14, 15, 16).  

4. Genome structure and proteins 
4.1 FMDV genome 

Upon entrance into the host cell the virus particle dissociates and the RNA is released into 
the cytoplasm. The genome of picornaviruses functions as a messenger (+) RNA, 
polyadenylated at its 3’-end and covalently linked to a small protein (VPg) at its 5’-end. 
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Translation occurs as a single polypeptide precursor (ORF) that is cleaved into functional 
proteins, mostly by virally encoded proteases (3, 10, 17).  

Primary processing of the FMDV ORF results in three large intermediate polyproteins 
(L/P1, P2 and P3). Protease cleavage by FMDV proteins L, 3C and 2A produces smaller sub-
products and 12 final mature proteins: L, 1A, 1B, 1C, 1D, 2A, 2B, 2C, 3A, 3B, 3C and 3D 
(Figs. 1 and 2). As mentioned above, 1A, 1B, 1C and 1D are the structural proteins that form 
the viral capsid. FMDV 2B and 2C proteins localize to ER-derived vesicles, the site of viral 
replication, but their functions remain poorly understood. 3A is thought to be a 
multifunctional integral membrane protein that enhances viral RNA synthesis and exhibits 
host-related markers. Unique to FMDV are three non-identical copies of the genome-linked 
3B, a protein required for viral RNA replication. Finally, 3D encodes the viral RNA-
dependent RNA polymerase, and along with 3A, co-localizes with ER membrane-associated 
replication complexes. 

 
 

Fig. 1. FMDV RNA genome representation with detailed description of the UTR elements 
and its predicted secondary structure: (I) S-fragment; (II) IRES; (III) 3’ NCR. Also includes a 
graphic representation of the distribution of variability within the complete coding region 
(ORF), expressed as rate of substitutions per nucleotide site of a Clustal W multiple 
alignment of all serotype FMDV full length genomes (ref 14 for more detailed view). 
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Translation occurs as a single polypeptide precursor (ORF) that is cleaved into functional 
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The nomenclature used for FMDV proteins is similar amongst all picornaviruses and is 
based on their position in the viral RNA genome (18). However, it does not imply a 
conserved function of the proteins across all genera. In fact, there is increasing evidence that 
despite sharing similar genome organization and protein names there can be significant 
differences in functionality. For instance, FMDV encodes a 3A protein that is 50% longer 
than the equivalent protein encoded by poliovirus; FMDV also harbors three copies of 3B in 
contrast to a single copy in poliovirus. Additionally, the role of the poliovirus 3A protein in 
immune evasion and persistent infection seems to be played by FMDV 2BC . 

Traditionally, the FMDV genome is classified into coding (ORF) and non-coding regions 
(NCRs) that distribute along three defined genomic intervals: (i) the 5’ untranslated region 
(5’-UTR), which contains non-coding nucleic acids that carry many regulatory elements; (ii) 
the protein coding region (ORF), which includes both structural and non-structural proteins; 
and (iii) the 3’ UTR or non-coding region, which also carries regulatory functions and a 
poly(A tail.  

4.2 FMDV 5’ UTR 

The 5’-UTR of FMDV is unusually long and highly variable, both in length and nucleotide 
composition. It includes a number of structural and functional elements that are critical for 
the replication and biology of the virus (17, 19, 20). The role(s) of many FMDV RNA 
domains in the 5’ UTR are poorly understood, but several have been analyzed and are 
described herein. Ordered from the 5’-terminus of the molecule (Fig. 1), the following 
regions have been defined: 

A highly structured small fragment or “S-fragment” of about 370 residues of unclear 
function. Evidence suggests that the S-fragment has a critical role during RNA replication 
(Fig. 1-I). 

An internal polyribocytidylic, or poly(C), tract of 100 to 400 nucleotides, comprised 
predominantly of cytosine residues. Unusual among picornaviruses, it has been described as 
an element related to virulence, but subsequent studies using infectious clones (ICs) suggest 
the contrary. Its biological function is not well understood (21). 

A pseudoknot region, also of unknown function and variable length. This region contains 
significant deletions in some FMDV isolates, and its presence has never been linked to any 
specific biological function. 

A cis-Replicating Element (cre) or 3B-uridylylation site (bus), conforms of a stem-loop 
structure containing a conserved AAACA motif, functions as a template for addition of U 
residues to the protein primer 3B. It is critical during transcription in order for 
circularization of the viral RNA to occur (22).  

A type-2 IRES of about 440 nt, comprised of five major domains, H-L (Fig 1-II). The IRES 
facilitates the internal initiation of protein synthesis in a CAP-independent fashion, allowing 
it to mediate ribosome recruitment to an internal site within the viral RNA (23). This process 
is facilitated by eukaryotic translation initiation factors (eIFs). Initiation of translation by the 
IRES begins with specific binding of the central domain initiation factor, eIF4G, to the J-K 
domains, which is stimulated by eIF4A. Then, these initiation factors induce a 
restructuration of the region and promote recruitment of ribosomal pre-initiation 
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complexes. PTB and ITAF45 trans-acting factors are also required to stabilize the active 
conformation. Both binding of eIF4G to the IRES and IRES-directed translation are 
significantly impaired by mutations that impact the integrity of the double-stranded 
secondary structure. In fact, the primary sequence within the IRES of different FMDV 
isolates can be up to 50% variable and still retain similar overall secondary structure using 
compensatory base changes in helical elements.   

4.3 FMDV coding region (ORF) 

Protein synthesis starts at one of two functional in-frame AUG codons, separated from each 
other by an indispensable but highly variable tract of approximately 80 to 84 nucleotides. 
The long ORF that follows the AUG codon encodes a polyprotein of about 2330 amino acids 
(aa), although length and composition among natural isolates and even among passaged 
viruses can be variable. Although the polyprotein intermediaries of processing are 
biologically important, the current discussion will concentrate only on the twelve final 
protein products. For a complete review of cleavage sites, biologically critical residues, and 
variability/conservation between serotypes, see ref. 3, 4, 18.  

Components of the polyprotein, from 5’ to 3’ (Fig. 2): 

 
Fig. 2. Upper panel: schematic representation of FMDV genome and poly-protein coding 
region including protein-encoding regions, cleavage intermediates and mature protein 
products. Lower panel: schematic representation of the non-synonymous (amino acid) 
substitutions per site within the whole poly-protein (ORF). 

4.3.1 Leader protease (Lpro) 

Two in-frame AUG codons allow for two different initiation events within Lpro, producing 
two forms of the protein, named Lab and Lb. Both proteins catalyze their own cleavage at 
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complexes. PTB and ITAF45 trans-acting factors are also required to stabilize the active 
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their C-terminus from the rest of the polyprotein as well as cleavage of the initiation factor 
eIF4G (p220) of the CAP-binding complex eIF4F, contributing to the shut-off of host cell 
protein synthesis. Approximately one-third of cell ribosomes initiate at the first AUG 
(AUG1, of Lab) site, while the majority of ribosomes start translation at the second AUG 
codon (AUG2, of Lb). It is unknown why ribosomal preference for the second AUG exists. 
Both proteins also limit the host innate immune response via inhibition of interferon beta 
(IFN-β) mRNA expression. L(pro) localizes to the nucleus of infected cells and disrupts the 
integrity of the nuclear factor NF-κβ using mechanisms that antagonize the cellular innate 
immune and inflammatory responses to FMDV infection. 

4.3.2 P1 coding region 

The P1 polypeptide sequence begins immediately downstream of the Lpro protein. Included 
within P1 are the four capsid proteins: 1A, 1B, 1C, and 1D (also known as VP4, VP2, VP3, 
and VP1, respectively). With the exception of 1A, which is excluded from the virion surface, 
capsid proteins (1B, 1C and 1D) are involved in antigenicity and binding to a subset of RGD-
dependent integrins and heparin sulfate proteoglycan receptors on the cell surface 
(reviewed in Ref.  24). 

FMDV structural proteins are involved in capsid assembly and stability, virus binding and 
antigenicity. Despite these essential characteristics, there is a high degree of flexibility in the 
primary sequence of most of these proteins. The structural proteins exhibit the highest rates 
of nucleotide and amino acid (aa) variability among all viral proteins, likely a response to 
intense selective pressures. VP4 is an exception to this observation, since 73% to 84% of its 
nucleotide sequence is conserved among all FMDV isolates.  

The only internal capsid protein, 1A, carries a swine-specific immunodominant and 
heterotypic T-cell antigenic site that is capable of providing help to a B-cell epitope when in 
tandem. Within the amino half of 1A, a conserved myristate binding site exists.  

Structural protein 1B, or VP2, plays a critical role in capsid stability and particle maturation, 
supported by the observation that 47% of its amino acids are invariant between and among 
different FMDV serotypes. At least 3 T-cell epitopes have been identified within 1B, 
exemplifying its immunogenicity. A number of important conformational neutralizing 
epitopes and one T-cell epitope have also been identified in protein 1C (VP3).  

The best known FMDV protein is 1D, also known as VP1. VP1 is the most variable region of 
the FMDV genome; only 26% of its aa are universally conserved between serotypes. Many of 
the residues known or suspected to be critical for cleavage or other functions are located 
within invariant sequence motifs, indicating that the critical function of those residues may 
be contextual and require other specific residues. Protein 1D is responsible for virus 
attachment and entry, protective immunity and serotype specificity. A major, non-essential 
immunodominant site is located within the so-called G–H loop of VP1. This loop appears 
highly disordered in X-ray diffraction patterns of crystallized virions, but it is known to 
protrude from the capsid surface when the capsid is bound to an antigen-binding fragment 
(Fab). After binding of a cellular integrin receptor to the RGD motif in 1D, FMDV utilizes 
endocytosis to infect the cell. Viral replication commences when the viral capsid dissolves, 
allowing the release of RNA into the cell cytoplasm. Viruses that have sequences similar to 
the RGD motif can infect cells via different integrin receptors and can induce disease and 
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transmission to susceptible animals. Other critical aa residues have been identified, such as 
the methionine (Met) at position 54, whose change to isoleucine (Ile) affects processing of 
precursor P1, decreasing production of VP1 and accumulation of VP1 precursor proteins. 
Although not in direct contact with the VP1-VP3 cleavage site, residue M54 of VP1 is 
exposed at the virion surface and it is close to an antigenic site within the B-C loop. Residues 
within the 1AB cleavage pocket and a 1C histidine (His-142-alpha-helix charge-dipole 
interaction at the twofold axes of symmetry between pentamers) play a role in acid-induced 
disassembly of the capsid. 

4.3.3 P2 coding region 

Most of the non-structural proteins (NSPs) are found within the P2 and P3 coding regions. 
These polypeptides and mature proteins are involved in RNA replication and viral 
maturation, although their specific roles remain to be elucidated. FMDV 2A is an 18 aa 
peptide that induces P1/2A polypeptide release from the rest of the genome through 
modification of the cellular translation apparatus. Generating the C-terminus of 2A and the 
N-terminus of 2B does not involve a protease, but rather cleavage of the ester linkage of 
peptidyl-tRNA within the peptidyl-transferase center of the ribosome during translation, a 
phenomenon termed 'StopGo'. The functional motif of 2A resides in a highly conserved aa 
sequence in its carboxy-terminal portion. This co-translational dissociation of the 
polyprotein and immediate recovery has been widely applied to develop research tools and 
gene therapies. The 2A protein is released from P1 by cleavage with the 3C viral protease in 
a later stage of processing. However, its function as an independent protein is not yet 
understood.  

Little is known about the function of the FMDV 2B protein. It is a small hydrophobic protein 
that, upon individual expression, is localized to the endoplasmic reticulum (ER) and the 
Golgi complex. Differing from other picornaviral 2B proteins, FMDV 2B has minimal effects 
on Ca(2+) homeostasis and intracellular protein trafficking. However, it does cause 
accumulation of ER proteins in large vesicular structures around the nucleus. A trans-
membrane domain has been predicted between aa positions 120 and 140, supporting its 
involvement in vesicles and membrane-related stages of viral infection. Its expression in 
cells enhances membrane permeability and has been implicated in cytopathic effect. Only 37 
of the 154 aa that compose the 2B protein are variable, and even those are restricted to one 
or two possible aa’s, illustrating the great constriction of 2B protein variability. 

Protein 2C is a highly conserved peptide with ATPase and RNA binding activity that is 
318 aa in length. It has been assigned to the SF3 helicase family of AAA+ ATPases. In 
infected cells 2C is involved in the formation of membrane vesicles where it co-localizes 
with viral RNA replication complexes. Its 18 nt ATP-GTP binding motif is highly 
conserved in all serotypes. This sequence motif is generally referred to as the “A” 
consensus sequence or the P-loop, and is found in many protein families, such as 
thymidine kinases, ATP-binding proteins involved in active transport, DNA and RNA 
helicases, etc..  Protein 2C is involved in RNA synthesis and is the site of mutations that 
confer resistance to guanidine hydrochloride. Substitution of arginine 55 to tryptophan 
(R55W) within 2C mediates an increase in the extracellular release of viral RNA without a 
detectable increase of total viral RNA.  
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their C-terminus from the rest of the polyprotein as well as cleavage of the initiation factor 
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transmission to susceptible animals. Other critical aa residues have been identified, such as 
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4.3.4 P3 coding region 

FMDV protein 3A is a membrane-associated protein that localizes to a reticular structure. 
Some studies suggest that 3A influences host-range; for example, the amino acid 
substitution glutamine 44 to arginine (Q44R) in 3A, either alone or in combination with the 
replacement of isoleucine 248 with threonine (I248T) in 2C, was sufficient to give FMDV the 
ability to produce lesions in guinea pigs.  Also, a 10 aa deletion and a series of substitutions 
(accumulated over the following 29 years) that surround the deletion were described to be a 
primary determinant of restricted growth of O/Taiwan 97 on bovine cells in vitro and as a 
contributor to bovine attenuation of O/Taiwan 97 in vivo. Subsequent experiments 
demonstrated that this deletion on its own does not contribute to porcine tropism of the 
virus, but that genome-wide changes (in addition to the deletion) produce the porcinophilic 
phenotype of current Asian viruses within this lineage.  

The 3B region codes for 3 non-identical copies of the VPg protein. Covalent linkage of VPg 
occurs via a tyrosine (Y) residue to the 5’ end of the positive-sense RNA viral genome and to 
the nascent viral plus- and minus-stranded RNAs. This protein serves as a primer for the 
initiation of RNA replication and plays a role as an encapsidation signal. This priming step 
requires uridylation of the VPg peptide by the viral polymerase 3D and other viral or host 
cofactors. It remains to be elucidated why FMDV is the only picornavirus that encodes 3 
tandem repeats of the VPg protein within the 3B coding region. Limited studies suggest it 
may be a critical component of the viral replication complex, enhancing transcription 
efficiency of the viral genome. Engineered FMDV infectious clones with either severe 
domain disruption or deletion of individual 3B proteins do not exhibit decreased infectivity 
in vitro, nor do they alter clinical disease in cattle or swine. Only clones encoding a single 
copy of VPg seem impaired in replicative competence. Interestingly, these mutant FMDVs 
did not produce plaques in BHK-21 tissue culture but produced a mild disease in swine and 
cattle.   

The viral proteinase, 3Cpro, is a serine protease that catalyzes ten of the thirteen cleavages 
necessary to complete FMDV polyprotein processing.  Its protease activity also affects host 
cell transcription since 3Cpro is responsible for the cleavage of the cellular histone H3 as 
well as the elongation factors eIF4G and eIF4A, resulting in cessation of host cell 
transcription. Crystal structure analyses indicate that FMDV 3Cpro adopts a chymotrypsin-
like fold in the characteristic fingers, palm and thumb subdomains, with the presence of an 
NH2-terminal segment encircling the active site. The necessity of this tridimensional 
structure imposes serious restrictions on amino acid variability. 

Replication of the RNA genome of the virus, via negative strand intermediates, involves an 
RNA-dependent RNA polymerase, 3Dpol. Several specific aa’s have been determined as 
essential for maintaining the functional integrity of the polymerase. A NTP-binding motif 
and hydrophobic antigenic regions have also been described within 3Dpol. 

4.4 FMDV 3’ UTR 

The 3' end of foot-and-mouth disease virus is required for viral infectivity and stimulates 
IRES activity. It is composed of two distinct elements: a 90 nt untranslated region (3'-NCR), 
and a poly(A) tract. The 3'-NCR has a highly conserved structure composed of two stem-
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loops (SL-1 and SL-2) that interact with viral and host proteins during RNA replication. The 
poly(A) tract is generally heterogeneous in length and has an important structural role 
during replication. Independent deletions within the two predicted stem-loop structures of 
the 3'-NCR have provided information about potential functions. Deletion of SL2 was lethal 
for viral infectivity in vitro, while removal of SL1 negatively impacted viral growth kinetics 
and impaired negative-strand RNA synthesis, down-regulating genome replication. Studies 
examining the in vivo phenotype of these mutant viruses in pigs suggest that deletion of SL1 
may contribute to FMDV attenuation, supporting the potential of RNA technology for the 
design of new FMDV vaccines. The 3' end of FMDV RNA establishes two distinct strand-
specific, long-range RNA-RNA interactions: one with the S region and another with the 
IRES element. The S region interacts with each of the stem-loops, and such interaction is 
dependent of the poly(A) conformation.  

5. FMDV cell entry and genome replication 
FMDV initiates infection by binding to integrin receptors via an Arg-Gly-Asp (RGD) 
sequence found in the G-H loop of the structural protein VP1. The particle dissociates into 
pentamers at mildly acidic pH and the RNA is liberated into the cytoplasm of the infected 
cell. FMDV uses standard picornavirus cell entry mechanisms, forming 'altered' particle 
intermediates thought to induce membrane pores through which the genome can be 
transferred across the endosome membrane. Induction of viral RNA translation and 
cessation of cellular RNA translation occurs concurrently. The synthesis of cellular proteins 
is prevented by viral proteases that cleave cellular elongation factors, inhibiting  CAP-
dependent translation. The viral proteins required for replication are immediately obtained 
from translation of the positive-sense viral RNA. These proteins also synthesize negative-
sense transcripts based on the positive-sense RNA template. The negative-sense RNA then 
becomes the template used to synthesize di novo positive-sense viral genomes (24). Anti-
sense RNA is found at a one hundred-fold less concentration than sense strands in infected 
cells, suggesting that each negative-sense strand may serve as template for the synthesis of 
many positive-sense strands. Genome copying occurs via a complementary negative-sense 
RNA template and the formation of two replicating positive-sense strands. Partially double-
stranded replicative intermediates may also be involved (review in ref. 22-24).  

FMDV RNA replication is initiated by the covalent attachment of an uracil monophospate 
(UMP) molecule to the hydroxyl group of a tyrosine within the terminal VPg protein. This 
reaction is catalyzed by the virally encoded RNA-dependent RNA polymerase, 3D. The 
enzyme performs this operation, together with other viral and probably host proteins, in 
the cytoplasm of the host cell. Cytoplasmic RNA Helicase A (RHA) plays an essential role 
during replication of FMDV, interacting with the S fragment and the viral 2C and 3A 
proteins, as well as with cellular PABP, promoting the assembly of ribo-nucleoprotein 
replication complexes at the 5' end of the genome. Eukaryotic initiation factors (eIFs) are 
required for internal translation initiation at the internal ribosome entry site (IRES), an 
action common to all picornaviruses. The eIF4B is an RNA-binding protein that stimulates 
the ATPase and helicase activities of eIF4A and strengthens the mRNA-rRNA-tRNA 
interactions at the initiation codon. The eIF4A is an ATP-dependent RNA helicase; it is 
believed to unwind RNA secondary structure and is the prototypic member of the DEAD 
box family of helicases. The eIF4B is present both as part of the eIF4F complex bound to 
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eIF4G, and also free in the cytoplasm. The helicase activity of eIF4A is strongly stimulated 
by eIF4B. The cleavage of eIF4G releases the N-terminal domain that contains the binding 
sites for eIF4E and the poly(A) binding protein. The residual portion of eIF4G, which is 
sufficient for IRES-directed translation, retains two binding sites for eIF4A and binding 
sites for eIF3 and Mnk-1. Thus eIF4G is a bridge between the mRNA and small ribosomal 
subunit. The eIF4B is incorporated into ribosomal 48S initiation complexes via the FMDV 
IRES. In contrast to the weak interaction of eIF4B with capped cellular mRNAs and its 
release upon entry of the ribosomal 60S subunit, eIF4B remains tightly associated with the 
FMDV IRES during formation of complete 80S ribosomes. Binding of eIF4B to the IRES is 
energy dependent, and binding of the small ribosomal subunit to the IRES requires the 
previous energy-dependent association of initiation factors with the IRES. The interaction 
of eIF4B with the IRES in 48S and 80S complexes is independent of the location of the 
initiator AUG and thus independent of the mechanism by which the small ribosomal 
subunit is placed at the actual start codon, either by direct internal ribosomal entry or by 
scanning.  

Final assembly of the viral capsid and encapsidation of the viral RNA occur by mechanisms 
that are still obscure. Two hypotheses describe potential mechanisms of pentamer assembly 
into pro-virions. One idea postulates that the RNA is inserted into the virion after assembly 
of the capsid, while the other theory proposes that the viral RNA interacts directly with the 
pentamers to form the pro-virion prior to capsid formation. 

6. Genetic variability of FMDV RNA 
Due to the absence of proofreading-repair activity by the viral replicase, FMDV RNA 
genome replication is highly error-prone. The high mutation rates result in populations that 
consist of genetically related but non-identical viruses known as quasispecies. The quasispecies 
concept maintains that a viral population consists of a ‘swarm’ of genetic and phenotypic 
variants in perpetual renewal as genome replication proceeds in an infected host. The 
consensus nucleotide sequence of FMDV isolated from a clinical sample derives from a 
multimodal population of similar but distinct viruses; often the exact consensus sequence 
obtained does not exist within the population, but is a reflection of many co-existing 
quasispecies. The existence of quasispecies populations may explain the dramatic genetic 
plasticity observed in disease-causing RNA viruses, supporting pathogenic adaptations that 
expand their host repertoire and virulence profile (Review in Ref. 26-29).  

Several in vivo experiments report the generation of highly variable FMD viruses from single 
animals during infection studies. These observations may have been influenced by 
molecular host factors and/or selective pressures indirectly incurred from lab 
methodologies (see ref. 28-32). However, additional controlled experimental infections in 
pigs confirmed these observations in every passage of in vivo infection. Interestingly, the 
location and nature of the genetic variation was not the same as in vitro-acquired differences 
(see ref. 31, 32, 33, 34, 37), including the estimated number of substitutions per nucleotide. 
Recently, a study conducted during the United Kingdom 2001 epidemic demonstrated that 
nucleotide changes occur throughout the genome at a rate of 2.26 x 10-5 nucleotide 
substitutions per site per day (95% confidence interval [CI], 1.75 x 10-5 to 2.80 x 10-5) and 
nucleotide substitutions accumulate in the consensus nucleotide sequence at an average rate 
of 1.5 substitutions per farm infection. Data obtained from outbreaks like the 2001 epidemic 
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support the experimental observations, demonstrating the role of host-related selective 
pressures on the variability and evolution of FMDV (35). 

Comparative genomics studies using full-length sequences representative of all seven 
serotypes have identified highly conserved genomic regions, indicating functional 
constraints for variability as well as as-yet undefined motifs with likely biological 
significance (14, 34). At least 64% of all nt sites within the FMDV genome are susceptible to 
substitution, including compensatory substitutions. It is important to clarify that most of the 
“variant” or substitutable residues within the FMDV genome mutate in response to 
detrimental effects produced by mutations elsewhere in the genome. But most importantly, 
it indicates that at least 46% of the nucleotides are indispensable for FMDV survival; 
replacement of any of the known critical residues renders non-viable progeny. 

In support of the comparative genomics analyses, sequence studies demonstrate that the 
most distantly related pair of FMDV isolates to-date do not differ more than 22% from each 
other. Within one serotype the differences are less than 15%. Although sequences have been 
intensely analyzed in terms of similarity and divergence, the genetic bases of most biological 
traits of FMDV remain to be discovered. Such analysis would benefit from initial studies 
examining the conserved regions within the ORF; notably, regions 2B and 3C exhibit the 
highest percentage of invariant nt (61% and 59%, respectively) and amino acids (76%) in the 
genome. 

The most variable parts of the translated FMDV genome, like Lpro, 3A, 3B and the structural 
proteins (1B, 1C, and 1D) suggest that these proteins are subjected to strong selective 
pressures. Additional studies and characterization will reveal important molecular markers 
and signatures of epidemiological and forensic value. This information can be used to 
facilitate development of novel vaccines containing molecular markers that allow for 
differentiation of vaccinated and infected animals.  

7. FMDV RNA recombination and evolution 
Genomic comparisons of full-length sequences have been very useful to the understanding 
of FMDV evolution.  Computer programs have been developed and used to estimate 
various parameters of evolution. The CODEML program is one of most popular, widely 
used to obtain the ω parameter (ω = dN/dS), an indicator of selective pressure that 
considers and compares several models of evolution. For FMDV, CODEML ω rates obtained 
from different substitution models indicated that a few clusters of codons in Lpro, 1D, 3A 
and 3B may undergo diversifying selection. Evidence of positive selection has been 
identified in complete capsid sequences from all serotypes. Results suggest that novel 
antigenic variants benefit from a selective advantage in their interaction with the immune 
system, possibly throughout the course of an infection and/or during transmission to 
individuals with previous exposure to antigen (see ref. 14, 36-38).  

Analysis of amino acid usage at sites under positive selection indicates that this selective 
advantage can be conferred by amino acid substitutions that share physical and chemical 
properties. Besides genetic drift, there is increasing evidence that recombination is an 
important mechanism of FMDV evolution. Using different recombination detection methods 
among the publicly available FMDV complete genome sequences, the large number of 
recombinant isolates suggests that horizontal recombination of sequences is common and 
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probably advantageous in terms of fitness costs. Interestingly, the distribution of 
recombination breakpoints was found to be largely nonrandom (37, 38). Results suggest that 
genome regions encoding the structural proteins are functionally interchangeable modules, 
as can be deduced from evidence that the structural and nonstructural coding regions of 
picornaviruses evolve largely independently of one another (see ref. 14, 37-40).  

Recombinant viruses may derive from an animal that is co-infected with different virus 
variants while also harboring viruses from a previous persistent or sub-clinical infection. 
We are still not very knowledgeable about subclinical and persistent infection. Indications 
of differential susceptibility for developing a subclinical course of disease has been 
observed in many instances: buffaloes and cattle present with different disease 
manifestations, with breed affecting severity (see ref. 41); sub-clinical symptoms in sheep 
variable and goats make detection of FMD difficult in those species (see ref. 42, 43, 44); 
and establishment of persistent infection in ruminants has been demonstrated (see ref. 45). 
Most interestingly, pigs experimentally infected with a highly virulent porcine-tropic 
strain (OTw97) exhibited gradual loss of virulence and the establishment of a subclinical 
infection upon serial passage in the absence of FMDV-specific antibodies (38). However, 
experimental evidence of possible mechanisms of transmission and its effects on the 
FMDV genome are sparse; additional controlled experimentation in this field is required 
(32, 33, 38).  

The initial size of a virus population strongly influences evolution and replication fitness. 
While in vitro large population passages often result in fitness gains, repeated plaque-to-
plaque transfers result in average fitness losses, known as Muller’s Ratchet effect. On the 
contrary, experimental infection of a natural host with FMDV seems to require a relatively 
low number of FMDV particles to produce clinical disease. In vivo studies suggest that 
horizontal transmission of FMDV may be achieved with a low number of infectious 
particles. In this scenario, recombination events may rescue defective genomes (Muller’s 
Ratchet) yielding a significant number of virulent viruses that spread into new hosts. In this 
manner, FMDV perpetuates within and between natural hosts and reservoirs, recovering the 
replicative capability of previously defective particles.   

Additionally, recombination within the non-structural genome regions, potentially 
modifying the virulence of the virus, may be involved in the success of the new sub-lineage 
to regain infectiousness. It can also explain why phylogenetic analyses restricted to VP1 
sequences appear to represent evolutionary cul-de-sacs and why they often reveal re-
emergence of previously extinguished VP1 genetic lineages. 

Recombination might be a decisive factor in the production of escape variants. Strong 
immunity includes multiple B-cell and T-cell epitopes that produce efficient humoral and 
cellular immune responses. Such an ample response is obtained after recovery of natural 
infection but is difficult to obtain as the immune response evoked by vaccination. Both B 
and T-cell epitopes have been identified in structural and non-structural proteins of 
FMDV. Some are highly conserved, but others are highly variable. Therefore, it is possible 
that re-arrangement of the antigenic display is one of the mechanisms to escape host 
immune response for FMDV, and that recombination is one major player in such re-
arrangement of antigenic markers. 
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8. Final remarks 
i. A new vaccine generation marked and targeting systemic and mucosal immunity is 

urgently needed for FMDV global eradication plans. Control of FMD is based on two 
major strategies: the slaughtering of affected and contact animals (the so called 
‘stamping out’ procedure) or the regular vaccination of the major host species for 
FMDV. Unfortunately, classical vaccines cannot prevent the establishment of persistent 
FMDV infection in cattle. As an alternative to the conventional inactivated vaccines, the 
use of attenuated antigenically marked virus able to induce a solid and durable 
immunity through replication in the animal is highly desirable. FMDV escapes from 
vaccine production plants or diagnostic and research facilities, like what happen in UK 
2007 ( O1BFS 1860/UK/67) highlight the need for an alternative to the handling of large 
amounts of virus because of the danger of virus escaping from vaccine factories. Also, 
classical, inactivated whole-virus vaccines may be at the origin of outbreaks if 
inactivation prior to vaccine formulation was not complete. There is good evidence that 
some FMD outbreaks probably had a vaccine origin. All these are powerful arguments 
to design vaccines that do not require infectious virus at any stage of their preparation. 
However, to achieve this goal a deep understanding of the molecular bases that govern 
biological and immunological properties of FMDV is necessary. The prediction of viral 
cross-protection remains an important unsolved problem, transcripts that can be 
blocked at some steps of virus replication or assembly, genetic complementation and 
molecular basis of virulence factors should all be deeply explored from the genomic 
knowledge. 

ii. Co-circulation of different types of FMDV is a reality in most parts of the endemic 
regions which represents a serious complication in the epidemiology of FMDV. Global 
epidemiological analysis is vital for implementing progressive regional foot-and-mouth 
disease control programs, but better knowledge of variability, recombination and 
evolution of FMDV is necessary. Development of spatial epidemic models to simulate 
transmission or to assess biosecurity planning and emergency-response preparedness 
requires better knowledge of FMDV evolution. Thus, to really understand FMD field 
epidemiology and how to contain the spreading of new outbreaks, wider molecular 
epidemiology analyses using full length genome information are necessary.  
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1. Introduction 
As has happened in the last century with many plant diseases, the nature of the causal 
agents, particularly viruses, was not determined and studied until a few decades ago. Thus, 
an old disease named citrus psorosis was first described in 1891, but it was almost a century 
later when the viral agent was observed by immune electron microscopy as a novel spiral-
filamentous particle (Derrick et al., 1988). In 1994, the real morphology of Citrus psorosis 
virus (CPsV) was observed by Robert G. Milne using negative staining electron microscopy; 
describing circular particles of different configurations resemble that of the tenuiviruses and 
the nucleocapsids of members of the family Bunyaviridae (Garcia et al., 1994). Due to the 
shape of the particles, they were called Ophiovirus, derived from the Greek “ophios”, a 
serpent, referring to the snaky appearance of the virions (Figure 1, a).  

Subsequently, in Japan, another ophiovirus is recognized in tulip, Tulip mild mottle mosaic 
virus (TMMMV) (Morikawa et al., 1995), and later, Robert G. Milne, a “virus hunter” (as 
once he called himself), found particles with similar morphology in diseased plants of 
lettuce and ranunculus (Milne, 2000). Thus began the study of the ophioviruses Ranunculus 
white mottle virus (RWMV) (Vaira et al., 1997), Mirafiori lettuce big-vein virus (MiLBVV) 
(Roggero et al., 2000), Lettuce ring necrosis virus (LRNV) (Torok et al., 2002, 2003) and Freesia 
sneak virus (FreSV) (Vaira et al., 2006). Most, if not all these viruses have been found around 
the world (Roistacher 1993; Navarro et al., 2004; Martin et al., 2006; Ghazal et al., 2008; Vaira 
et al., 2007, 2009; Plesko et al., 2009; Barcala Tabarrozzi et al., 2010). 

1.1 Old diseases affecting major crops 

In citrus: Citrus psorosis virus, the type member of the family 

The first observation of symptoms of citrus psorosis disease was reported in 1891 (Swingle 
and Webber, 1896), and the first experimental evidence about that infectious disease 
transmitted by grafting in citrus trees was published in 1933 by H.S. Fawcett. Psorosis 
disease development is slow; it may take several years to manifest symptoms. Typical 
psorosis symptoms are bark-scaling of trunk and main branches, and more severe as 
rampant bark-scaling even on small limbs and twigs. Gum may accumulate below the bark 
scales and may impregnate the xylem producing wood staining and vessel occlusion. These 
symptoms have been used for field diagnosis of Psorosis (Roistacher, 1993). Chlorotic flecks 
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and spots on young leaves can be observed in spring time in the field, and in infected 
seedlings in the greenhouse. (For symptoms and diagnosis of psorosis disease, see an 
excellent review of Alioto et al., 2007). The disease has been reported from many citrus-
growing areas all over the world (Roistacher, 1993). Trees affected with psorosis have been 
less productive causing damage to citrus industry in the Mediterranean basin, and in some 
areas of South America. In the ´80s, in Argentina and Uruguay it was a serious disease 
causing annual losses of about 5% of trees (Larocca 1985, Danós 1990) and the disease is still 
present as recently reported by Zanek et al (2006). There are reports of naturally spreading 
of psorosis in Argentina (Pujol and Beñatena, 1965), Uruguay (Campiglia et al., 1976), and in 
Texas, USA (Timmer and Garnsey, 1980). The suspected vector is unknown although the 
pattern of spread suggests an aerial vector (Beñatena and Portillo, 1984; Diamante et al., 
1984). On the other hand, other ophioviruses are soil-transmitted by a root-infecting fungus 
from the Olpidium genus (see later in this section). Citrus psorosis virus has probably been 
vegetatively propagated for centuries around the world from citrus to citrus, and it could 
have lost any putative original capacity to be transmitted by Olpidium, and at the same time 
acquiring the ability of transmission by an aerial vector. Therefore, further studies are 
necessary to clarify this matter and to identify the natural vector of CPsV.  

The first ophiovirus described was discovered in citrus, but most of them has been found in 
ornamental plants as ranunculus (dicotyledonous), freesia, tulips and lachenalia 
(monocotyledonous), and lettuce (dicotyledonous). 

In ornamental plants: Tulip mild mottle mosaic virus, Ranunculus white mottle virus and Freesia 
sneak virus 

Since 1979 the occurrence of mild mottle mosaic disease in tulip is described, and in 1989 it 
is reported for the first time in Japan by Yamamoto et al. (1989) as a virus-like disease of 
tulip, and as a soil-borne disease by Morikawa et al., (1993). In 1995, Morikawa and co-
workers found a new virus recognized on tulip (Tulipa gesneriana L., hybrids, Liliaceae) 
producing symptoms of venial chlorotic mottle mosaic on leaves and color-removing mottle 
on flower buds. They mechanically transmitted the virus in tulip and species as Chenopodium 
quinoa, Tetragonia expansa, Nicotiana tabacum and Nicotiana benthamiana, but it could not be 
back-inoculated from C. quinoa to tulip (Morikawa et al., 1995). The authors found that the 
disease spreads through bulbs of tulip and might be soil-borne. In 1998 Drs. T. Natsuaki and 
T. Morikawa (Utsunomiya University, Japan) have indicated that the vector of TMMMV is 
Olpidium brassicae (pers. comm.). 

Other ornamental disease caused by an ophiovirus was found in ranunculus and anemone. 
In 1996 A.M. Vaira and co-workers described a new virus found in a plant of Ranunculus 
hyb. (cv. Grazia) collected in Liguria, Northern of Italy, in 1990. The symptoms described in 
ranunculus plants were mosaic, mottle and distortion of leaves and stems, giving the name 
Ranunculus white mottle virus. For years the virus was consistently isolated from plants and 
found in mixed infection with potyvirus (Vaira et al., 1997, 2009). They could mechanically 
transmit the virus to several herbaceous hosts (N. benthamiana and N. clevelandii), and by 
EM, in negative stain the particle morphology appeared similar to CPsV, Tenuivirus and 
Bunyaviridae (Vaira et al., 1996, 1997). So far, there are no reports about a vector for RWMV. 

A severe disease called freesia leaf necrosis (FLN) has been known in freesia cultures for 
forty years in Europe (Verbeek and Meekes, 2005) but its causal agent was not identified 
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until 2006 by Vaira et al., (2006). The authors found freesias (Freesia refracta hybrids, 
Iridaceae) with symptoms of FLN in the area around Sanremo (Italy), and later, in lachenalia 
cultivars (Lachenalia hyb., Hyacinthaceae) in South Africa (Vaira et. al, 2007). By electron 
microscopy the authors found an ophiovirus which is associated to this disease, which 
presents chlorotic inter-veinal lesions on the leaves, later coalescing and becoming sunken 
and necrotic. FLN is soil-transmitted as mild mottle mosaic disease in tulip (van Dorst, 1975; 
Vaira et al., 2006). 

In lettuce: Mirafiori lettuce big-vein virus and Lettuce ring necrosis virus 

Lettuce (Lactuca sativa) is other natural host for ophioviruses. In 1934 lettuce big-vein disease 
(BV) was described as possibly caused by a virus (Jagger et al., 1934). Big-vein is one of the 
most important diseases of lettuce crops worldwide. The symptoms, as the name refers are 
vein enlargement with chlorotic regions around the vascular tissue, making the plant no 
suitable for the market and producing important looses. The virus named Lettuce big-vein 
virus (LBVV), the type species of the genus Varicosavirus (van Regenmortel et al., 2000), was 
initially associated with big-vein disease (Kuwata et al., 1984). LBVV a rod-shaped virion 
transmitted by Olpidium brassicae (Kuwata et al., 1984; Vetten et al., 1987; Huijberts et al., 
1990), but this varicosavirus had not been isolated or rigorously demonstrated to cause the 
disease. In big-vein affected lettuce the presence of unsuspected second virus with particles 
morphologically resembled those of ophioviruses was discovered by R. G. Milne and co-
workers (Roggero et al., 2000). That ophiovirus was named Mirafiori lettuce virus (MiLV) 
since it was detected in Mirafiori, Turin (Italy). In 2002, Lot and co-workers demonstrated 
that the lettuce infected with MiLV alone consistently developed big-vein symptoms 
regardless of the presence or absence of LBVV (Lot et al., 2002). This important evidence 
showed that MiLV but not LBVV is the true causal agent of this disease, although both 
viruses are present in the diseased lettuce-plants. Later these viruses were renamed as 
Mirafiori lettuce big-vein virus (MiLBVV) and Lettuce big-vein associated virus (LBVaV) by the 
International Committee on Taxonomy of Viruses (ICTV). Recently, it has been determinate 
that both viruses are transmitted by Olpidium virulentus, a noncrucifer strain of Olpidium 
brassicae (Sasaya and Koganezawa, 2006). 

Lettuce ring necrosis is still a serious disease producing coalescent necrotic rings and ring-
like patterns on middle leaves of plants observed in greenhouses during winter and 
transmitted by the zoospores of O. brassicae (Bos et al., 1996). The disease was first described 
in The Netherlands and in Belgium as “kring necrosis” and observed in France where it was 
called “maladie des taches orangées”. 

As happened with LBVaV, a rod-shaped non-enveloped virus was tentatively named lettuce 
ring necrosis virus (LRNV) and both were closely associated to the diseases (Huijberts et al., 
1990). In 2002, Torok et al. associated for the first time an ophiovirus with lettuce ring 
necrosis disease, and in 2003, the same authors published the molecular characterization of a 
this new ophiovirus (Torok et al., 2003). Later, the genome of LRNV was sequenced but no 
further analysis has been published so far. 

1.2 Morphology of the ophiovirus particles – In vitro stability 

Robert G. Milne described the particles as circles of at least two different contour lengths, 
the shortest length about 760 nm, and the largest about four times longer with 3 nm in 
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diameter when appear in a circular form (Figure 1,a) (Garcia et al., 1994). The circles can 
collapse to form pseudolinear duplex structures, coiled filamentous about 9-10 nm in 
diameter. The presence of this pseudolinear form seems to be associated with long 
incubation (one to several days) in vitro (Milne et al., 1996). Figure 1, b shows a model of 
different configurations the particles can adopt, resemble that of the tenuiviruses and the 
nucleocapsids of members of the family Bunyaviridae (Garcia et al., 1994, Milne et al., 1996) 
(see Vaira et al., (1997) for EM photos of different RWMV forms). Thin sections of N. 
clevelandii leaf tissue infected with RWMV were observed by Vaira et al., (1997) using EM 
immunogold against RWMV coat protein, but no inclusions neither enveloped particles 
were found. The label was abundant in the cytoplasm of parenchyma cells, but the nuclei, 
chloroplast, mitochondria and microbodies were unlabelled (Vaira et al., 1997). So far, that 
has been the unique observation of any ophiovirus in thin sections. Attempts have been 
done to see CPsV particles in different tissues but they resulted unsuccessful (R.G. Milne, 
Peña E. and Kitajima E., pers. communications). 

Ophiovirus particles are unstable in CsCl and in phosphotungstate but not in 2% aqueous 
uranyl acetate. Besides, the particle structure remains intact in cesium sulphate (D. Alioto, E. 
Luisoni and R.G. Milne, unpublished data). In order to purify and separate the smaller from 
the larger particles, virions of CPsV can be ultracentrifuged in sucrose or cesium sulphate 
density gradients (Derrick et al., 1988; Garcia et al., 1991, Sanchez de la Torre et al., 1998). 
The buoyant density in cesium sulfate is 1.22 g/cm3 for RWMV and MiLBVV (Vaira et al., 
1997; Roggero et al. 2000). The particles have limited stability at pH below 8 (Garcia et al., 
1991), and the infectivity does not survive in crude sap held at room temperature for more 
than 2 hr or 12-24 hr at 4 °C in the case of CPsV (Garcia et al., 1991) and TMMMV 
(Morikawa et al., 1995). Particle structure survives limited treatment with organic solvents 
and nonionic or zwitterionic detergents (Garcia et al., 1991; Roggero et al., 2000). 
 

 
Fig. 1. a. Ophiovirus morphology: naked filamentous nucleocapsids. Circles of at least two 
different contour lengths, negatively stained in 1% uranyl acetate. Large (left) and small (right) 
particles. Bar = 100 nm. b. Wire models (not to scale) of possible forms for ophiovirus particles, 
representing larger and smaller particles in the circular and pseudolinear form. The putative 
"panhandle" structure is indicated by arrow (Milne et al., 1996 with modifications). 
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2. Genome organization, sequence analysis and putative proteins 
Ophioviruses genome is divided into three or four individually encapsidated segments 
(Figure 2). CPsV, RWMV and FreSV have 3 RNAs (named as RNA 1, 2 and 3) and for 
MiLBVV and LRNV a fourth RNA has been reported (named as RNA 4). 

The available information about ophiovirus genes and putative proteins are based on the 
sequences of CPsV, MiLBVV and LRNV, which are the ophioviruses completely sequenced 
so far. Partial sequences of RNA 3 of all ophiovirus species and the RNA-dependent RNA 
polymerase (RdRp) module of the RWMV RNA 1 are also available in database. Using 
ophiovirus-specific primers based on a highly conserved sequence of RNA 1, Vaira and co-
workers (2003) amplified a 136 bp fragment detecting all ophiovirus species, making this 
RT-PCR the selected method to find new ophioviruses. All 136bp-fragment sequences are 
available in database. 
 

 
Fig. 2. Genome organization of ophiovirus. The length of the RNA segments and the 
predicted sizes of the ORF products are indicated. –ve sense: negative stranded RNA (viral 
RNA, vRNA), +ve sense: positive stranded RNA (viral complementary RNA, vcRNA). CPsV 
and RWMV have 3 RNAs. MiLBVV and LRNV contain 4 RNAs. The +ve sense of RNA 4 
belongs to MiLBVV; LRNV contains only the 38K ORF (see the text). CP: coat protein. RdRp: 
RNA dependent-RNA polymerase. 

In purified virus preparations the negative strand RNAs are the more abundant. The 
positive strands of all RNAs are also encapsidated although in much less amount. The size 
of RNA 1 is 8.2 kb for CPsV, 7.8 kb for MiLBVV, 7.6 kb for LRNV and 7.5 kb for RWMV 
(Naum et al. 2003; van der Wilk et al., 2002; Vaira et al., 1997; Torok et al., 2003). RNA 2 is 
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Fig. 1. a. Ophiovirus morphology: naked filamentous nucleocapsids. Circles of at least two 
different contour lengths, negatively stained in 1% uranyl acetate. Large (left) and small (right) 
particles. Bar = 100 nm. b. Wire models (not to scale) of possible forms for ophiovirus particles, 
representing larger and smaller particles in the circular and pseudolinear form. The putative 
"panhandle" structure is indicated by arrow (Milne et al., 1996 with modifications). 
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2. Genome organization, sequence analysis and putative proteins 
Ophioviruses genome is divided into three or four individually encapsidated segments 
(Figure 2). CPsV, RWMV and FreSV have 3 RNAs (named as RNA 1, 2 and 3) and for 
MiLBVV and LRNV a fourth RNA has been reported (named as RNA 4). 

The available information about ophiovirus genes and putative proteins are based on the 
sequences of CPsV, MiLBVV and LRNV, which are the ophioviruses completely sequenced 
so far. Partial sequences of RNA 3 of all ophiovirus species and the RNA-dependent RNA 
polymerase (RdRp) module of the RWMV RNA 1 are also available in database. Using 
ophiovirus-specific primers based on a highly conserved sequence of RNA 1, Vaira and co-
workers (2003) amplified a 136 bp fragment detecting all ophiovirus species, making this 
RT-PCR the selected method to find new ophioviruses. All 136bp-fragment sequences are 
available in database. 
 

 
Fig. 2. Genome organization of ophiovirus. The length of the RNA segments and the 
predicted sizes of the ORF products are indicated. –ve sense: negative stranded RNA (viral 
RNA, vRNA), +ve sense: positive stranded RNA (viral complementary RNA, vcRNA). CPsV 
and RWMV have 3 RNAs. MiLBVV and LRNV contain 4 RNAs. The +ve sense of RNA 4 
belongs to MiLBVV; LRNV contains only the 38K ORF (see the text). CP: coat protein. RdRp: 
RNA dependent-RNA polymerase. 

In purified virus preparations the negative strand RNAs are the more abundant. The 
positive strands of all RNAs are also encapsidated although in much less amount. The size 
of RNA 1 is 8.2 kb for CPsV, 7.8 kb for MiLBVV, 7.6 kb for LRNV and 7.5 kb for RWMV 
(Naum et al. 2003; van der Wilk et al., 2002; Vaira et al., 1997; Torok et al., 2003). RNA 2 is 
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about 1.8 kb for RWMV, MiLBVV and LRNV, 1.7 for FreSV and 1.6 kb for CPsV, and the 
RNA 3 is 1.3-1.5 kb for all ophioviruses (Vaira et al., 1997; van der Wilk et al., 2002; Torok et 
al., 2003; Sanchez de la Torre et al., 2002). The fourth genomic RNA reported for MiLBVV 
and LRNV is about 1.4 kb (van der Wilk et al., 2002; Torok et al., 2003).  

In the RNA 1, a protein of 22-25 kDa of unknown function is encoded in the 5´ region of the 
positive strand. Separated by an intergenic region of hundred nucleotides a large ORF of 
RNA 1 is encoded (see Figure 2). The 109-nt intergenic region observed for CPsV (isolate 
CPV 4 from Florida, USA) is rich in A-U (88.3%) and contains 18-nt sequence (UUAAAA)3 
that could form a hairpin loop. Near the end of the intergenic region, a typical AAUAAA 
polyadenylation signal is found 12 nt upstream of the putative CA start polyadenylation site 
(Naum et al., 2003). However, these sequences were not found for the CPsV Spanish isolate 
P-121 (Martín et al., 2005), neither for MiLBVV (intergenic region of 147 nt, 66% of A+U), 
and LRNV (intergenic region of 80 nt, 65 % of A+U), making it unlikely that were involved 
in conserved functions among ophioviruses. 

The largest ORF of the RNA 1 encode a protein of 261K for LRNV, 263K for MiLBVV and 
280K for CPsV containing the core polymerase module with the five conserved motifs of the 
RdRp active site (van der Wilk et al., 2002; Naum et al., 2003; Vaira et al., 2003). The 
ophiovirus RdRp are highly conserved among them, mainly in the module sequence (see 
section 4). Two regions of the RdRp may be regarded as a bipartite nuclear localization 
signal (NLS) in the CPsV (Naum et al., 2003; Martín et al., 2005), and at least one NLS was 
also found in MiLBVV and RWMV polymerases (van der Wilk et al., 2002; Vaira et al., 2003). 

A protein about 50-55 kDa of unknown function is encoded by RNA 2 in the positive strand 
of the ophioviruses CPsV, MiLBVV and LRNV (Sanchez de la Torre et al., 2002; van der 
Wilk et al., 2002; Torok et al., 2003). The 54K protein of CPsV has been detected in infected 
tissue confirming its size and coding assignment (Peña E. J. unpublished results). It is 
probably involved in virion movement and suppression of post transcriptional gene 
silencing (PTGS), the antiviral defence mechanism of the plant (Robles Luna and Peña 
personal communication). These two mentioned functions seem to be shared with the 24K 
protein of CPsV. Sequence analyses of the 54K protein and the homologous 50K and 55K 
proteins from LRNV and MiLBVV contain a conserved NLS, as the RdRp of ophioviruses 
CPsV, MiLBVV and RWMV, suggesting that part of the cycle might occur in the nucleus. 
Similarity among 50-55K and 22-25K proteins is lower than that found among CPs, and is 
very high among the RdRp module sequence (see section 4). 

In the viral complementary RNA 2 of MiLBVV an additional minor ORF encodes a putative 
protein of about 10kDa (see Figure 2), but its function is unknown. In the RNA 2 of CPsV 
and LRNV this small protein is absent, and so far, it is unknown whether this putative 
protein is present in RWMV and FreSV genomes. In case the 10kDa polypeptide were not 
present in these viruses, MiLBVV would be the unique ophiovirus with ambisense RNA 2.  

Negative and positive stranded RNAs of ophioviruses are encapsidated in a single coat 
protein of 43-50 kDa (Garcia et al., 1991; Vaira et al., 1997; Barthe et al., 1998). Using 
antibody obtained against purified virion particles and expressing RNA 2 and RNA 3 coded 
proteins in E. coli, Sanchez de la Torre et al., (1998) demonstrated that the coat protein of 
CPsV is encoded in the RNA 3. The protein encoded by MiLBVV RNA3 has similar 
molecular mass and high sequence similarity (44.6%) with the coat protein of CPsV, thus, it 
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is presumed that coat protein of MiLBVV is also encoded by RNA 3 (van der Wilk et al., 
2002). The CPs of MiLBVV and TMMMV are closer with 80% homology. Attempts to find 
similarities, with the exception of CPsV, some serological relationship between TMMMV 
and MiLBVV, and between RWMV and MiLBVV, have been found indicating that some 
epitopes in the capsid proteins among most of the ophiovirus are conserved (Roggero et al., 
2000). In general, different isolates of the same ophiovirus specie showed highly conserved 
amino acid sequences in the coat protein as showed for CPsV (Martín et al, 2006) and 
MiLBV (Navarro et al., 2004), and less conserved among the different ophiovirus species.  

Other than structural function of the coat protein can be assumed. Transmission facilitated 
by fungus zoospores has been reported for Tombusviridae family, involving coat protein 
(McLean et al., 1994), and even oligosaccharides as shown by Kakani et al, (2003). Rochon et 
al., (2004) proposed a model for the tombusvirus Cucumber necrosis virus transmission in 
which it binds to Olpidium bornovanus zoospores, showing that specific sites on the capsid as 
well as on the zoospore are involved. They also remark that the mechanism of the 
tombusvirus coat protein binding to the fungus is similar to poliovirus/host cell interactions 
and related viruses such as influenza, suggesting evolutionary conservation of functional 
features of plant and animal virus capsids. 

MiLBVV and LRNV present a fourth RNA of negative polarity (van der Wilk et al., 2002; 
Torok et al., 2003, Torok et al., 2010). The RNA 4 of LRNV encodes a potential protein of 38 
kDa, and the RNA 4 of MiLBVV one of 37kDa (p37). MiLBVV has an additional ORF of 10.6 
kDa with a 38 nt overlapping sequence with the p37 (see Figure 2). This second ORF is 
proposed to be expressed by a +1 translational frameshift of p37, but lacks an initiation 
codon (van der Wilk et al., 2002). So far, the functions of these putative proteins are 
unknown. 

3. The question about circular structures – A "panhandle" structure? 
As mentioned before, virions of the ophioviruses appear circularized. The same morphology 
is observed for tenui- and phleboviruses particles, suggesting that ophiovirus can adopt a 
panhandle structure formed by the pairing of the conserved 5' and 3' ends of each genomic 
RNA (see Figure 1.b). Looking for this structure the 3´ and 5´ terminal sequences of CPsV, 
MiLBVV and LRNV have been checked (Figure 3). In CPsV, the first 12 nt of 5´ end of 
vcRNAs were found almost identical in the three RNAs, but unexpectedly no identity 
among the three RNAs at their 3´ ends was found (Figure 3.a), and were not able to form 
self-complementary panhandle structures between the 3´ and 5´ends of each RNA (Naum et 
al., 2003). Figure 3. b shows the alignment of the 3´ and 5´ends sequences of the four RNAs 
of LRNV presenting higher identities among the RNAs 1, 2 and 3, and less with the RNA 4. 
In the case of MiLBVV, both 5´and 3´ ends are conserved among the four viral RNAs. Both 
MiLBVV and LRNV do not anneal to perfect panhandle structures (Figure 3.c). Instead, van 
der Wilk et al., (2002) found that MiLBVV RNAs ends are able to fold into structures faintly 
resembling the “corkscrew” conformation of Orthomyxoviridae RNA termini. In the case of 
LRNV partial pairing of the conserved 5´ and 3’ ends of genomic RNAs can be found and a 
“corkscrew” conformation can also be inferred. However, since this structure was not found 
for CPsV, alternative explanations for the circular structure of CPsV particles are required.  
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Fig. 3. Alignment of the 3´ and 5´ ends of positive stranded RNAs of CPsV, LRNV and 
MiLBVV. Thirty terminal nucleotides of 5´ and 3´ ends of vcRNAs (a) CPsV (b) LRNV and 
(c) MiLBVV. Identical nucleotides are denoted with asterisks. The conserved 5´ terminal 
sequences among the three ophioviruses and 3´end of MiLBVV and LRNV are underlined. 

Comparing among RNA termini of these ophioviruses it is noted that 5´ terminal sequences 
GAUWNWUUUW (where N is any nucleotide and W is A or U) and 3´end of MiLBVV and 
LRNV (UAUCA 3´) are quite conserved (see Figure 3, underlined sequences). 

4. The analysis of the putative RdRp – Taxonomical relationship with the 
negative-stranded RNA viruses 
The aa sequence of the large ORF of RNA 1 ophioviruses was aligned with the RdRp aa 
sequences of members of the Paramyxoviridae, Rhabdoviridae, Bornaviridae and Filoviridae 
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families and Varicosavirus as reported by Naum et al, 2003, indicating that this protein is the 
putative RNA polymerase (Figure 4.a). The predicted 260-280K protein contains the core 
polymerase module with the five conserved motifs proposed to be part of the RdRp active 
site (Poch et al., 1989; Muller et al., 1994), and conserved residues recognized in all 
compared negative-stranded RNA viruses. Among the ophioviruses CPsV, MiLBVV, 
RWMV and LRNV, the aa sequences of the polymerase module is highly conserved (Figure 
4.b). However, instead of the GDNQ of most of the non-segmented viruses present, the four 
ophioviruses have the SDD sequence in motif C, which is a signature for segmented 
negative-stranded RNA virus families Orthomyxoviridae, Arenaviridae and Bunyaviridae.  
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Fig. 4. a. Alignment of the core RdRp modules of some representative members of families 
Borna-, Filo-, Paramyxo- and Rhabdoviridae, and of the members of family Ophioviridae 
(CPsV, MiLBVV and RWMV). Conserved residues recognized previously in premotif A 
and motifs A, B, C and D, are shown in bold letters and additional strictly conserved 
residues are underlined. Numbers on the left of premotif A indicate the starting position, 
and numbers within brackets refer to the intervening sequences between motifs not 
represented. b. Alignment of the complete RdRp polymerase module of CPsV, MiLBVV, 
RWMV and LRNV ophioviruses. Identical residues are denoted with asterisks and similar 
residues by colons and dots. Virus acronyms are indicated in the legend of figure 5. Naum 
et al., (2003) with modifications. 

These data support grouping these four viruses in the same genus, Ophiovirus, previously 
advanced on the basis of their similar virion morphology including TMMMV (Milne et al., 
2000), and later FreSV (Vaira et al., 2011).  

The amino sequence of the RdRp active site was exploited to study the phylogenetic 
relationships among the ophioviruses and other representative negative-stranded RNA 
viruses of families Borna-, Filo-, Paramyxo-, Rhabdo-, Orthomyxo-, Bunya- and Arenaviridae, and 
Tenuivirus. Figure 5 shows that ophioviruses CPsV, MiLBVV and RWMV appear as a 
monophyletic group that is separated from the other negative-stranded RNA viruses, 
reinforcing the taxonomic relatedness of the group. 
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Fig. 5. Unrooted phylogenetic tree showing the relationship among representative negative-
stranded RNA viruses, from the Mononegaviales order, Tenuivirus, Arenavirus genera and the 
ophiovirus CPsV, MiLBVV and RWMV, Ophioviridae family, based on their conserved RdRp 
modules (see Figure 4.a). Branch lengths are proportional to genetic distances between 
sequences. The tree was generated by the neighbor-joining method and bootstrap values 
(indicated for each branch node) were estimated using 100 replicas. Branch lengths are 
proportional to genetic distances between sequences and the scale bar represents 
substitutions per amino acid site. Borna disease virus (BDV), Marburg virus (MARV), Zaire 
Ebola virus (ZEBOV), Sendai virus (SeV), Mumps virus (MuV), Newcastle disease virus 
(NDV), Measles virus (MEV), Canine distemper virus (CDV), Nipah virus (NIV), Human 
respiratory syncytial virus (HRSV), Turkey rhinotracheitis virus (TRTV), Vesicular 
stomatitis Indiana virus (VSIV), Vesicular stomatitis New Jersey virus (VSNJV), Bovine 
ephemeral fever virus (BEFV), Infectious hematopoietic necrosis virus (IHNV), Lettuce 
necrotic yellows virus (LNYV), Northern cereal mosaic virus (NCMV), Sonchus yellow net 
virus (SYNV), Rice yellow stunt virus (RYSV), Lettuce big-vein associated virus (LBVaV), 
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Influenza A virus (FLUAV), Influenza B virus (FLUBV), Influenza C virus (FLUCV), 
Thogoto virus (THOV), Dhori virus (DHOV), Infectious salmon anemia virus (ISAV), 
Bunyamwera virus (BUNV), La Crosse virus (LACV), Hantaan virus (HTNV), Puumala 
virus (PUUV), Sin nombre virus (SNV), Seoul virus (SEOV), Dugbe virus (DUGV), Rift 
Valley fever virus (RVFV), Toscana virus (TOSV), Uukeniemi virus (UUKV), Tomato 
spotted wilt virus (TSWV), Rice stripe virus (RSV), Lymphocytic choriomeningitis virus 
(LCMV), and Tacaribe virus (TCRV). Naum et al., (2003) with modifications. 

As mentioned, ophioviruses possess two ORFs in the same strand of RNA 1, with the RdRp 
located downstream the intergenic region (see figure 2), which is a distinct genomic 
structure of all segmented- and negative stranded RNA viruses. 

Taken all these characteristics, the family Ophioviridae has been proposed to the ICTV Ninth 
Report (Vaira et al., 2011), with only one genus recognized, Ophiovirus, containing six 
species: CPsV, TMMMV, RWMV, FreSV and MiLBVV, without an order assigned. 
Moreover, the phylogenetic analysis done by Vaira et al., (2003) with the 45 aa strings 
derived from the 136nt fragment amplified from the available isolates of CPsV, RWMV, 
LRNV and FreSV supported the positions of these ophioviruses as distinct species, and a 
closer relationship between MiLBVV and TMMMV species.  

5. Cultivars and transgenic lines resistant to ophiovirus  
Since most of the ophiovirus are soil-transmitted, the cultivation of commercially important 
species addresses the challenge of the disease control searching for resistant cultivars 
economically important. In Japan, natural resistance has been found in tulip cultivars for 
tulip mild mottle mosaic disease. Bulb lots of 214 cultivars were tested, some of which were 
resistant to TMMMV, although resistance varies greatly among them (Morikawa et al., 
2004). In Virginia, USA, Hansen el at., (2009) have been reported that in freesia cvs. 
‘Honeymoon’and ‘Santana’ mixed infection with the potyvirus Freesia mosaic virus, and the 
ophiovirus FreSV can be found and probably making more difficult to control the disease. 

Big-vein diseased lettuce plants are infected with MiLBVV, and usually together with the 
varicosavirus LBVaV (Lot et al., 2002; Navarro et al., 2004; Plesko et al., 2009; Barcala 
Tabarrozzi et al., 2010). To control this disease resistant cultivars have been developed by 
conventional breeding method, like the cultivars Thompson and Pacific, using several 
resistant sources (Ryder 1981; Ryder and Robinson, 1991, 1995). However, although with 
some cultivars losses were reduced, do not exhibit high levels of resistance and do not 
eliminate the disease. More recently, partial big-vein resistance was identified in Lactuca 
sativa cultivars Great Lakes 65, Pavane, Margarita. In the same work, Lactuca virosa, which is 
not used in the market, was found ophio- and varicosavirus-free and big-vein symptomless 
(Hayes et al., 2006). Big-vein resistance breeding efforts using this line has been reported 
(Hayes et al., 2004) generating L. virosa–L. sativa hybrid but variation for the frequency of 
symptomatic plants was found. 

In last 20 years, different strategies using transgenic plants have been developed 
successfully to gain virus resistance cultivars (Sudarshana et al. 2007; Prins et al., 2008). The 
most widely used have been protein-mediated (pathogen-derived resistance, PDR) and 
more recently RNAi-mediated resistance by post-transcriptional gene silencing (PTGS) 
mechanism (e.g. Jan et al., 2000; Shimizu et al., 2009; Fahim et al., 2010). Expression of the 
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coat protein gene of several RNA viruses were shown to confer virus resistance in 
experimental and natural hosts, and later, other virus-derived sequences in sense or 
antisense constructs carrying the movement protein or RdRp genes were expressed also 
conferring resistance against virus. Transgenic plants carrying the coat protein gene have 
resulted successes, which could indicate that the CP is involved in early events of virus 
infection (Reyes et al., 2011). However, it is not predictable which viral genes is the best to 
confer resistance (Morroni et al., 2008; Kamo et al., 2010). 

The first attempt to get resistance against ophioviruses was done on lettuce (Lactuca sativa L) 
by agro-transformation expressing the coat protein gene of LBVaV in sense or antisense 
orientations. Interestingly, some of the lines were susceptible to LBVaV, but line A-2 was 
resistant to MiLBVV without big-vein symptoms regardless of the presence or absence of 
LBVaV (Kawazu and Fujiyama, 2006). In this line the LBVaV coat protein-mRNA derived 
from the transgene was not detected, probably due to RNA silencing. However, the 
mechanism by which line A-2 was resistant to MiLBVV is not clear, since there is no 
significant sequence homology between the transgene (LBVaV coat protein gene) and the 
MiLBVV coat protein gene. Later, lettuce was transformed with inverted repeats of a coat 
protein gene fragment of MiLBVV and two lines resulted resistant to this virus (Kawazu et 
al. 2009). These lines showed resistance to big-vein symptom expression but were 
susceptible to LBVaV. Moreover, MiLBVV was detected in roots but not in leaves of one of 
the lines after inoculation, suggesting that resistance to MiLBVV is less effective in roots 
than in leaves. Furthermore, T3, T4, and T5 generations showed high resistance to this 
ophiovirus and big-vein symptoms expression indicating that high resistance to lettuce big-
vein disease is stably inherited (Kawazu et al., 2010). 

Citrus plants do not present natural resistant species including oranges, mandarins and 
grapefruits, as well as hybrids and citrus relatives used as rootstock (Roistacher, 1993), 
promoting the generation of new alternatives of control. Transformation of woody plants 
present disadvantages as the time consuming in transformation procedure and 
multiplication. Lines are propagated by bud grafting onto seedlings used as rootstocks 
generating replicates of each line. For challenge, transgenic scions are infected by grafting 
using infective tissue. For citrus psorosis disease the first work was done by Zanek et al., 
(2008) producing 21 independent lines of transgenic sweet orange (cp-lines) expressing low 
and variable amounts of CPsV coat protein (isolate CPV4). In these lines no correlation 
between copy number and transgene expression was found and no significant differences 
were observed in the response to virus challenge among the lines or among the replicates. 
Although two different viral loads were evaluated to challenge the transgenic plants, no 
resistance or tolerance was found in any line after one year of continuous observations. An 
inherent difficulty in this assay is that as long the rootstock is susceptible to CPsV, the virus 
could move to the rootstock and replicate. Thus, viruses could be delivered to the scion as a 
continuous challenge overcoming the protection. Applying PDR strategy but using different 
viral genes, sweet orange transgenic lines were generated expressing the 54k and 24k genes 
of CPV 4 isolate (Reyes et al., 2011a). In these assays fourteen lines were selected including 
new cp-lines. These plants were evaluated for their acquired resistance against two isolates, 
PsA (CPV 4) and PsB (CPsV 189-34), which differ in symptoms severity. These lines were 
susceptible to both isolates when graft-infected, although one of them carrying the cp gene 
(CP-96 line) containing two copies of the transgene and expressing a low level of the coat 
protein showed a delay in symptom expression when inoculated with the PsB isolate. 
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Therefore, other transgenic approach was applied developing CPsV-resistant sweet orange 
plants. In order to trigger the PTGS prior to CPsV infection, transgenic sweet orange plants 
producing intron-hairpin RNA transcripts corresponding to cp, 54k or 24k genes were 
generated. Lines carrying the ihpRNA derived from the cp gene (ihpCP, lines 10 and 15) 
provided a high level of virus resistance, but ihp54K and ihp24K lines resulted variable or 
highly susceptible to CPsV respectively (Reyes et al., 2011b). The siRNAs accumulation level 
was not directly correlated to the degree of the triggered virus resistance among the 
different lines, and no significant difference was observed between inoculated and non-
inoculated ihpCP resistant lines, indicating that in these plants the virus has been controlled 
probably immediately after the virus enter to the cells. Moreover, these results support the 
idea that not all regions of the viral genome yield the same level of resistance applying 
pathogen-derived-resistance strategy (Valkonen et al., 2002). For negative-stranded RNA 
viruses as tospovirus, replication is regulated by the CP concentration at the point of 
switching from mRNA production to replication of the genome (Storms, 1998). In the case of 
CPsV and MiLBVV the coat protein could be early involved in these functions, and its 
absence could impede viral replication. Moreover, all these results indicate that pre-
activation of the RNA-silencing machinery against the cp gene seems to be one alternative to 
prevent other ophiovirus infections. 

6. Concluding remarks 
Ophioviruses are the causal agent of old diseases as citrus psorosis and big-vein affecting 
major crops (citrus, ornamental plants and lettuce). Most of the ophioviruses are soil-
transmitted by a root-infecting fungus Olpidium, and in the case of CPsV an aerial vector is 
also suspected, although there are no evidences so far. The virions are circles of at least two 
different contour lengths, particles can form pseudolinear duplex structures, and the coiled 
filamentous are about 9-10 nm in diameter. Ophiovirus genome is divided into three or four 
individually encapsidated segments. CPsV, RWMV and FreSV have 3 RNAs and MiLBVV 
and LRNV have a fourth RNA. In the RNA 1, a protein of 22-25 kDa of unknown function is 
encoded in the 5´ region of the positive strand. Separated by an intergenic region of hundred 
nucleotides, the large ORF of RNA 1 encodes the putative RNA-dependent RNA 
polymerase of about 260K- 280K. Two regions of the RdRp of CPsV may be regarded as a 
bipartite nuclear localization signal (NLS), one of them conserved in MiLBVV and RWMV. 
A protein about 50-55 kDa is encoded by vcRNA 2 of CPsV, MiLBVV and LRNV, probably 
involved in virion movement and suppression of post transcriptional gene silencing (PTGS). 
A conserved NLS sequence of the RNA 2 of CPsV, LRNV and MiLBVV is present, 
suggesting that part of the cycle might occur in the nucleus. In the vcRNA 2 of MiLBVV an 
additional putative protein of unknown function is encoded. Viral and viral complementary 
RNAs of ophioviruses are encapsidated in a single coat protein of 43-50 kDa, which is 
encoded in the RNA 3. RNA 4 of MiLBVV and LRNV encode a potential protein of 37-38 
kDa, and an additional ORF in MiLBVV overlapping with the sequence of the p37, both of 
unknown function. The 5´and 3´ terminal sequences of MiLBVV are conserved among the 
four viral RNAs, but they do not anneal to perfect panhandle structures, which is expected 
to form according to the circular morphology. Instead, a “corkscrew” conformation similar 
to the Orthomyxoviridae RNA termini has been suggested. Similarly, for LRNV partial 
pairing of the 5´ with the 3’ end sequences of genomic RNAs can be found and a 
“corkscrew” conformation could be inferred, but this structure was not found in CPsV. 
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Moreover, comparing among RNA termini among ophiovirus genomes, it is noted that 
among  5´ terminal sequences of CPsV, MiLBVV and LRNV, and between 3´ ends of 
MiLBVV and LRNV, the sequences are highly conserved. The amino sequence of the RdRp 
active site was exploited to study the phylogenetic relationships among the ophioviruses 
and other representative negative-stranded RNA viruses, forming a new family 
Ophioviridae, without order assigned, including five species. 

For some cultivars of tulip and lettuce a natural resistance source has been used in breeding 
programs to gain resistant plants. However, that resistance has been variable and not 
enough to control these diseases. In the case of CPsV and MiLBVV pre-activation of the 
RNA-silencing machinery against the cp gene seems a good alternative to prevent 
ophiovirus infection in citrus and lettuce, and probably applicable in ornamental plants. 
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1. Introduction 
Viral genomes contain fewer genes and are more compact than eukaryotic or prokaryotic 
genomes. Overlapping reading frames are often present in viral genomes and this enables 
multiple proteins to be made from a single transcript. This genomic layout can serve 
different purposes: more efficient use of the genome; fewer resources needed for making 
transcripts; and the abundance of each protein can be optimized by regulating translation 
from one transcript. Programmed ribosomal frameshifting is a mechanism by which viruses 
can express overlapping reading frames. 

Viruses conscript the host translation machinery for the production of viral proteins. Many 
viruses disrupt transcription and translation of host mRNAs and optimize translation of viral 
messages. Different methods are used to subvert the fidelity of the translation machinery so 
that specific viral proteins are produced. These include leaky scanning, reinitiation, 
suppression of termination, internal ribosome entry sites and programmed ribosomal 
frameshifting. Normally ribosomes decode the codon triplets with high fidelity. At each step 
the mRNA passes through the ribosome three nucleotides at a time, from the initiating codon, 
along the length of the open reading frame, to the termination codon. However, some viruses 
manipulate the ribosome so that the mRNA does not proceed forward three nucleotides. This 
disruption is referred to as programmed ribosomal frameshifting. 

Programmed ribosomal frameshifting allows for the production of two proteins with the 
same amino terminus yet differing carboxyl termini. The same initiation codon is used, but 
at a defined position in the message, the ribosome is stimulated such that it sometimes 
changes reading frame and continues translating in a new reading frame. The signal that 
stimulates this change in reading frame is encoded within the message, often comprised of a 
seven nucleotide slippery sequence followed by a stimulatory element. Here I describe viral 
frameshift signals with a particular emphasis on -1 frameshift signals. I review the discovery 
of these signals; provide an update on how the analysis of frameshift signals has broadened 
our understanding of virus protein translation, virus replication and ribosome fidelity; and 
describe how frameshift signals can be targeted by antiviral compounds. 

2. Ribosome frameshift signals are found in diverse viral genomes 
Frameshift signals have been found in the genomes of several double-stranded RNA and 
plus-strand RNA viruses. Although frameshift signals may be found in one member of a 
virus family, they are not necessarily ubiquitous among that family. Most of the frameshift 
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signals are positioned upstream of the open reading frame (ORF) that encodes an RNA-
dependent RNA polymerase (RdRP), but signals have been identified that direct ribosomes 
to translate proteins involved in other functions such as cell-to-cell movement. The 
sequences that comprise the frameshift signals in viral genomes are diverse and form 
tertiary structures ranging from simple stem-loops to complex pseudoknots. This section 
summarizes the discovery, distribution and function of frameshift signals in viral genomes. 

Proteins that had the same amino sequence but differed at the carboxyl terminus were first 
identified by tryptic digests in the 1970’s. This led to the development of new ideas about 
how proteins are translated including programmed ribosomal frameshifting. Frameshifting 
was first demonstrated in cells infected with Rous sarcoma virus. Analysis of other virus 
sequences resulted in the rapid identification of more frameshift signals in retroviruses and 
coronaviruses containing overlapping ORFs. Initially proteins were sequenced to 
demonstrate that frameshifting occurred. Quickly molecular tools were developed that 
allowed DNA sequences to be cloned, transcribed and translated so that the ratios of 
frameshifted and non-frameshifted products could be measured. These methods have 
continued to evolve and protein expression systems are currently the main method of 
confirming frameshift signal function. Although recent advances in mass spectrometry have 
brought protein sequence identification to the fore again. 

Over the last two decades considerably more viral sequences have become available for 
analysis. Many putative frameshift signals have been identified because of homology to an 
existing virus with a well-described frameshift signal. This approach isn’t straightforward 
because of the diversity of sequences and secondary structures that stimulate frameshifting. 
For example, there are three very different structures that have been shown to facilitate 
frameshifting in coronavirues (see Figure 1). Computational efforts have been extended to 
find new frameshift signals. Two general approaches have been pursued; one looking for 
potential frameshift signals, that is slippery sites followed by potential stimulatory elements. 
The second approach is to look for out of frame ORFs and then potential frameshift signals 
(Belew et al., 2008; Bekaert et al., 2010). Both approaches have resulted in the generation of 
databases containing numerous potential frameshift signals. Some of these frameshift 
signals have been validated by functional assays or mass spectrometry analysis. Additional 
virological studies have helped unravel the function of some of the frameshift proteins 
although much work remains to be done. 

Frameshift signals have been identified in several viral families including Astroviridae, 
Flaviviridae, Luteoviridae, Potyviridae, Retroviridae, Togaviridae, Tombusviridae, Totiviridae, the 
three families in the Order Nidovirales and a Paramyxovirus. Frameshift signals have also been 
used to support the assignment of viruses to particular families (den Boon et al., 1991; Cowley 
et al., 2000; Snijder et al., 1990 for example). In addition, frameshift signals have been 
characterized in several retrotransposons. Recently programmed ribosomal frameshift (PRF) 
signals were characterized in several invertebrates (Baranov et al., 2011). Currently there is 
only one characterized example of a frameshift signal in a mammalian genome but it is likely 
that more will be discovered and described as interest in recoding signals spreads (Manktelow 
et al., 2005). The proteins produced via frameshifting have varied functions. For example: 1) a 
frameshift product has a role in the neuro-invasiveness of the Kunjin subtype of West Nile 
virus (Melian et al., 2010); 2) the ORF3 protein from the Southern Bean Mosaic virus is 
required for cell-to-cell movement (Sivakumaran et al., 1998) and 3); altering frameshifting 
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efficiency has been shown to detrimentally affect viral viability for both double-stranded and 
single-stranded RNA viruses, including the retrovirus HIV (discussed below). 
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Fig. 1. Diverse stimulatory structures from coronaviruses. Shown are diagrams of the 
sequence and base-pairing of three different coronavirus stimulatory elements. A) the avian 
infectious bronchitis virus two-stemmed pseudoknot (Brierley et al., 1989), B) the severe 
acute respiratory syndrome three-stemmed pseudoknot (Plant et al., 2005), and C) the 
kissing loops of the human coronavirus 229E stimulatory element (Herold & Siddell 1993). 
The heptameric slippery sites are shown in bold. 

2.1 Frameshift signals in the Totiviridae family 

The Totiviridae are double-stranded RNA viruses infecting arthropod, fungal and protozoan 
hosts. There are three genera; Totivirus, Giardiavirus and Leishmaniavirus. One of the early 
frameshift signals detected and well characterized was that of the Saccharomyces cerevisiae L-
A totivirus (Dinman et al., 1991). It uses frameshifting to control the ratio of structural 
capsid (gag) protein to enzymatic polymerase (pol) protein. It has been shown that either 
increasing or decreasing frameshifting efficiency in the L-A genome alters the gag to gag-pol 
ratio and disrupts propagation of a satellite RNA (Dinman & Wickner, 1992). The yeast cells 
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signals are positioned upstream of the open reading frame (ORF) that encodes an RNA-
dependent RNA polymerase (RdRP), but signals have been identified that direct ribosomes 
to translate proteins involved in other functions such as cell-to-cell movement. The 
sequences that comprise the frameshift signals in viral genomes are diverse and form 
tertiary structures ranging from simple stem-loops to complex pseudoknots. This section 
summarizes the discovery, distribution and function of frameshift signals in viral genomes. 
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was first demonstrated in cells infected with Rous sarcoma virus. Analysis of other virus 
sequences resulted in the rapid identification of more frameshift signals in retroviruses and 
coronaviruses containing overlapping ORFs. Initially proteins were sequenced to 
demonstrate that frameshifting occurred. Quickly molecular tools were developed that 
allowed DNA sequences to be cloned, transcribed and translated so that the ratios of 
frameshifted and non-frameshifted products could be measured. These methods have 
continued to evolve and protein expression systems are currently the main method of 
confirming frameshift signal function. Although recent advances in mass spectrometry have 
brought protein sequence identification to the fore again. 

Over the last two decades considerably more viral sequences have become available for 
analysis. Many putative frameshift signals have been identified because of homology to an 
existing virus with a well-described frameshift signal. This approach isn’t straightforward 
because of the diversity of sequences and secondary structures that stimulate frameshifting. 
For example, there are three very different structures that have been shown to facilitate 
frameshifting in coronavirues (see Figure 1). Computational efforts have been extended to 
find new frameshift signals. Two general approaches have been pursued; one looking for 
potential frameshift signals, that is slippery sites followed by potential stimulatory elements. 
The second approach is to look for out of frame ORFs and then potential frameshift signals 
(Belew et al., 2008; Bekaert et al., 2010). Both approaches have resulted in the generation of 
databases containing numerous potential frameshift signals. Some of these frameshift 
signals have been validated by functional assays or mass spectrometry analysis. Additional 
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only one characterized example of a frameshift signal in a mammalian genome but it is likely 
that more will be discovered and described as interest in recoding signals spreads (Manktelow 
et al., 2005). The proteins produced via frameshifting have varied functions. For example: 1) a 
frameshift product has a role in the neuro-invasiveness of the Kunjin subtype of West Nile 
virus (Melian et al., 2010); 2) the ORF3 protein from the Southern Bean Mosaic virus is 
required for cell-to-cell movement (Sivakumaran et al., 1998) and 3); altering frameshifting 
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efficiency has been shown to detrimentally affect viral viability for both double-stranded and 
single-stranded RNA viruses, including the retrovirus HIV (discussed below). 
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Fig. 1. Diverse stimulatory structures from coronaviruses. Shown are diagrams of the 
sequence and base-pairing of three different coronavirus stimulatory elements. A) the avian 
infectious bronchitis virus two-stemmed pseudoknot (Brierley et al., 1989), B) the severe 
acute respiratory syndrome three-stemmed pseudoknot (Plant et al., 2005), and C) the 
kissing loops of the human coronavirus 229E stimulatory element (Herold & Siddell 1993). 
The heptameric slippery sites are shown in bold. 

2.1 Frameshift signals in the Totiviridae family 

The Totiviridae are double-stranded RNA viruses infecting arthropod, fungal and protozoan 
hosts. There are three genera; Totivirus, Giardiavirus and Leishmaniavirus. One of the early 
frameshift signals detected and well characterized was that of the Saccharomyces cerevisiae L-
A totivirus (Dinman et al., 1991). It uses frameshifting to control the ratio of structural 
capsid (gag) protein to enzymatic polymerase (pol) protein. It has been shown that either 
increasing or decreasing frameshifting efficiency in the L-A genome alters the gag to gag-pol 
ratio and disrupts propagation of a satellite RNA (Dinman & Wickner, 1992). The yeast cells 
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harboring the L-A virus are easily manipulated. This allowed many pivotal frameshifting 
studies to be performed in the Dinman laboratory. The ability to make specific mutants in 
yeast has permitted the analysis of many different genes that affect frameshifting and virus 
propagation. Additionally yeast cells are susceptible to many of the drugs that affect higher 
eukaryotes and this has facilitated the design of assay systems for the investigation of drugs 
that affect frameshifting (Rakauskaite et al., 2011). The insights from studying the L-A 
frameshift signal has helped other groups home in on specific regulatory genes, or drugs, 
that affect other viruses in cell culture systems using mammalian cells. 

The Giardiavirus GLV has been shown to have a functional frameshift signal that, like L-A, 
modulates the gag to gag-pol ratio (Li et al., 2001a). A pseudoknot has been shown to 
stimulate frameshifting in the L-A virus (Dinman et al., 1991) while a stem-loop structure is 
used in the GLV virus (Li et al., 2001a). More recent analyses of Totiviridae genomes have 
identified a frameshift signal in the penaeid shrimp infectious myonecrosis virus (Nibert, 
2007), Armigeres subalbatus totivirus (Zhai et al., 2010), Omono River virus (Isawa et al., 
2011), helminthosporium victoriae virus and trichomonas vaginalis viruses II and 3 (Bekaert 
& Rousset, 2005). A +1 recoding mechanism for the Leishmania virus LRV1-4 has been 
reported (Kim et al., 2005). This frameshift also regulates the ratio of the putative 
polymerase protein to the structural protein. These findings suggest that a common viral 
problem, that of regulating the abundance of structural and enzymatic viral proteins, is 
solved in the Totiviridae family by manipulating translation fidelity, albeit by slightly 
different mechanisms. 

2.2 Frameshift signals in the Retroviridae family 

The Retroviridae are RNA viruses that produce a DNA copy of their genome that is 
integrated into the host cell genome. Like the Totiviridae, retroviruses use frameshift signals 
to modulate the ratio of gag protein to gag-pol fusion protein. The ratio of gag to pol 
proteins has been shown to be important for viral replication and infectivity in several 
retroviral systems. Altering the ratio has been shown to adversely affect replication, RNA 
dimerization and particle formation (Biswas et al., 2004; Chen and Montelaro, 2003; 
Gendron et al., 2005; Hung et al. 1998; Karacostas et al., 1993; Shehu-Xhilaga et al., 2001). 

In 1985 it was noted that the 5’ end of the polymerase ORF for the Deltaretrovirus bovine 
leukemia virus overlapped with the upstream ORF for the gag ORF (Rice et al., 1985). The 
authors postulated that a recoding event was responsible for the production of the 
polymerase. The first characterization of a viral frameshift signal was of the Alpharetrovirus 
Rous sarcoma virus (Jacks & Varmus, 1985). The region of the genome containing the 
frameshift signal was cloned into an expression vector, transcribed and translated. 35S-
labeled products were immunoprecipitated with antiserum against either the gag protein or 
the polymerase. The result clearly showed that a gag-pol polyprotein was produced from 
the same transcript as the gag protein (Jacks & Varmus, 1985). Frameshift signals have since 
been identified in Alpharetroviruses, Betaretroviruses, Deltaretroviruses and Lentiviruses. 

Soon after Jacks and Varmus described the first frameshift signal, signals in the Betaretrovirus 
mouse mammary tumor virus (MMTV) and the Lentivirus human immunodeficiency virus 
(HIV-1) were characterized by the same group (Jacks et al., 1987, 1988a). The frameshift signal 
in the MMTV genome is located in the 5’ end of the gag ORF, and when frameshifting occurs a 
protease encoded in the overlapping pro ORF is produced. The order of the amino acid motifs 
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that identify the enzyme domains encoded in the frameshift-regulated ORF varies between 
different retroelements. So, although some commentaries indicate that the frameshift-
regulated ORF encodes a protease, the ORF usually codes other enzymatic proteins, including 
the polymerase, that are produced as a polyprotein which is then cleaved by a protease. The 
frameshift signal from the Mason-Pfizer monkey Betaretrovirus, (simian retrovirus 1), has also 
been characterized (ten Dam et al., 1994). 

Frameshift signals from the Deltaviruses human T-cell leukemia virus types I and II, have 
been characterized (Kollmus et al., 1994; Nam et al., 1993) and the putative signals in the 
primate T-lymphocyte virus 3 and simian T-lymphocyte viruses 1 and 2 have been 
described (Bekaert & Rousset, 2005; Bekaert et al., 2010). Additional Lentivirus frameshift 
signals from equine infectious anemia virus, feline immunodeficiency virus and simian 
immunodeficiency virus have been characterized (Bekaert & Rousset, 2005; Chen & 
Montelaro, 2003; Morikawa & Bishop, 1992). The HIV-2 genome layout suggests that, like 
HIV-1, there is a frameshift signal between the gag and pol ORFs. Putative signals in bovine 
immunodeficiency virus, caprine arthritis virus, ovine lentivirus, Jembrana disease virus 
and Visna virus have been described (Bekaert & Rousset, 2005; Bekaert et al., 2010). 
Additional frameshift signals in an Alpharetrovirus genome (avian leukosis virus), and a 
Deltavirus genome (bovine leukemia virus) have also been identified (Bekaert & Rousset, 
2005; Bekaert et al., 2010). A putative signal from a Betaretrovirus, the cancer causing 
Jaagsiekte sheep retrovirus, has also been been described (Bekaert et al., 2010). 

In several retrovirus genomes, the gag and pol genes are separated by a stop codon. It has 
been shown that readthrough of the stop codon can produce a fusion protein. A pseudoknot 
facilitates the readthrough of murine leukemia virus and pseudoknots are predicted to be 
present at the gag-pol junction of several retroviruses (Wills et al., 1994). Interestingly, two 
competing structures, a stem-loop structure and a pseudoknot, were described for the 
murine leukemia virus (Alam et al., 1999). Both pseudoknots and stem-loops have been 
proposed to stimulate frameshifting in HIV. This suggests that secondary structures are 
important for modulating ribsome fidelity during retroviral protein production in both 
readthrough and frameshifting, although exactly how they stimulate the ribosome remains a 
mystery. 

2.3 Frameshift signals in the order Nidovirales 

The order Nidovirales includes Coronaviridae, Arteriviridae and Okavirus, all of which are 
positive-stranded RNA viruses that infect animals. They have large single-strand genomes 
and express structural proteins from subgenomic RNAs transcribed from the 3’ region of the 
genome. The nonstructural proteins are expressed from the genomic RNA. The coronavirus 
replicase genes are encoded in the 5’ portion of the genome and a frameshift event is 
required for the production of several proteins including the RNA-dependent RNA 
polymerase (RdRP). The replicase proteins are translated as two polyproteins that are 
processed by self-encoded proteases. The smaller polyprotein has several domains including 
papainlike cysteine protease, chymotrypsin-like cysteine protease, metal binding and 
transmembrane motifs. The larger polyprotein, resulting from a frameshift event contains 
the domains of the smaller polyprotein and the RdRP, helicase, 3’-to-5’ exonuclease and S-
adenosylmethionine-dependent ribose 2’-O-methyltransferase domains (Ziebuhr, 2005). The 
complexities of coronaviral replication are still being unravelled but it is apparent that 
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frameshifting is essential for the production of the proteins involved. Altering frameshifting 
efficiency has been shown to be detrimental for coronavirus replication (Ahn et al., 2011; 
McDonagh et al., 2011; Plant et al., 2010). 

The first frameshift signal identified in a coronavirus was by Brierley et al. (1987). The 
infectious bronchitis virus (IBV) frameshift signal is now perhaps one of the most well 
characterized frameshift signals along with the HIV frameshift signal. However, although 
several luteovirus frameshift signals have been crystalized the size of the pseudoknot that 
promotes frameshifting in IBV has thwarted attempts at crystalization. Additionally there is 
an example of a kissing stem-loop that promotes coronavirus frameshifting (Herold and 
Siddell, 1993). A lot of nuclease mapping and NMR data is available for some coronavirus 
signals but this does not reflect the diversity of nidovirus frameshift signals (Dos Ramos et 
al., 2004; Napthine et al., 1999; Plant et al., 2005, 2010; Su et al., 2005). 

Functional frameshift signals have been identified in some Arteriviridae including equine 
arteritis virus, lactate dehydrogenase-elevating virus and porcine reproductive and 
respiratory syndrome virus (Bekaert & Rousset, 2005; den Boon et al., 1991). A frameshift 
signal has been identified in the simian hemorrhagic fever virus (Bekaert & Rousset, 2005). 
A frameshift signal in the Gill-associated Okavirus has been shown to be functional (Cowley 
et al., 2000). Putative frameshift signals have been identified in several coronaviruses 
including bovine coronavirus, porcine epidemic diarrhia virus, transmissible 
gastroenteritis virus and human coronavirus OC43 (Bekaert & Rousset, 2005). The 
functionality of the IBV, human coronavirus 229E, Berne virus, murine hepatitis virus and 
SARS coronavirus frameshift signals have been demonstrated (Baranov et al., 2005; 
Brierley et al., 1987, 1989, 1991, 1992; Dos Ramos et al., 2004; Herold & Siddell, 1993; Plant 
et al., 2005, 2010; Su et al., 2005). 

2.4 Frameshift signals in other positive-stranded RNA viruses 

The Astroviridae are non-enveloped positive sense single-stranded RNA viruses. The 
genome has three ORFs, with the first two overlapping. A frameshift signal that separates 
the protease and the RdRP was identified in the Human astrovirus and subsequently shown 
to be functional (Jiang et al., 1993; Marczinke et al., 1994). More recently frameshift signals 
have been identified in the Chicken, Mink, Ovine and Turkey astroviruses (Bekaert & 
Rousset, 2005; Bekaert et al., 2010). 

The Flaviviridae are positive sense single-stranded RNA viruses with a genome of 
approximately 10kb. Recently a frameshift signal was identified and characterized in the 
West Nile virus. Interestingly the frameshift is within an ORF encoding the non-structural 
protein NS1. The NS1’ frameshift protein plays a role in the neuro-invasiveness of the 
Kunjin subtype of West Nile virus (Melian et al., 2010). Potential frameshift signals have 
been identified in three other flaviviruses; Japanese encephalitis virus, Murray Valley 
encephalitis virus and Usutu virus (Firth & Atkins, 2009). 

The Luteoviridae are positive sense single-stranded RNA viruses that infect plants. The RdRP 
ORF is downstream from a coat protein (CP) ORF in plant luteoviruses. The expression of the 
RdRP is regulated by readthrough of a stop codon or by -1 frameshifting. Production of a CP-
RdRP fusion protein is required for aphid transmission (Demler & de Zoeten, 1991; Di et al., 
1993). Frameshift signals have been found in Enamoviruses, Luteoviruses and Poleroviruses. 
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A well described example of a Luteoviral signal is upstream from the Barley yellow dwarf 
virus, PAV serotype polymerase (Di et al., 1993). However, the BYDV frameshift signal 
differs from other frameshift signals in that a sequence four kilobases downstream from the 
slippery site is required to stimulate frameshifting (Paul et al., 2001). A similar genome 
arrangement and frameshift signal has been found for the rose spring dwarf-associated 
virus (Salem et al., 2008). Interestingly, readthrough signals have been described for the 
BYDV PAV serotype coat protein which also requires an interaction with a distal sequence 
(Brown et al., 1996). Other luteoviruses with putative frameshift signals include the Bean 
leafroll virus and Soybean dwarf virus (Domier et al., 2002; Bekaert et al., 2010). 

A frameshift signal has been identified in the Enamovirus pea enation mosaic virus (Demler 
& de Zoeten, 1991). Like the BYDV virus serotypes there are pea enation mosaic viruses that 
have been described that have a putative readthrough mechanism (Harrell et al., 2002). The 
structure of the pseudoknot from the pea enation mosaic virus-1 frameshift signal has been 
characterized (Giedroc et al., 2003; Nixon et al., 2002). 

A number of frameshifting sequences have been identified in Polerovirus genomes 
including beet mild yellowing virus, cereal yellow dwarf viruses RPS and RPV and turnip 
yellows virus (Bekaert et al., 2010). The frameshift signals for beet chlorosis virus, beet 
western yellows virus, cucurbit aphid-borne yellows virus, potato leafroll virus have all 
been shown to be functional (Bekaert & Rousset, 2005; Kim et al., 2000; Kujawa et al., 1993; 
Prüfer et al., 1992) and the structure of several stimulatory elements have been elucidated 
(Cornish et al., 2005; Pallan et al., 2005; Su et al., 1999). 

The Togaviridae are positive sense single-stranded RNA viruses that include rubella virus 
and the alphaviruses. The alphaviruses are transmitted by arthropods and many cause 
encephalitis. The discovery of a functional frameshift signal in the Semliki Forest virus 6K gene 
is expected to have wide ranging effects on the understanding of alphavirus lifecycle (Firth et 
al., 2008). The 6K protein is involved in envelope processing, membrane permeabilization, 
virus budding and virus assembly. Original observations of a 6K protein doublet are now in 
doubt as Firth et al., (2008) have confirmed the presence of the frameshifted product using 
amino acid sequencing. The additional protein is refered to as the transframe, or TF, protein. 
Mutant viruses lacking the ability to frameshift showed reduced growth. Sequence 
comparisons indicated that frameshift signals are present in other alphaviruses including Seal 
louse virus, Middleburg virus, Venezuelan equine encephalitis virus, Ndumu virus, Sinbis 
virus, Barmah Forest virus, Sleeping disease virus and Eastern equine encephalitis virus. The 
functionality of these frameshift signals has been confirmed (Chung et al., 2010). 

The Tombusviridae are positive sense single-stranded RNA plant viruses. Some of these 
viruses are transmitted by fungal species, but either the virion or genetic material are 
infective. Putative frameshift signals have been identified in Dianthovirus RNA 1-like RNA, 
Pelargonium line pattern virus, carnation ringspot virus 1, sweet clover necrotic mosaic 
virus RNA-1, subterranean clover mottle virus, turnip rosette virus, carrot mottle mimic 
virus, groundnut rosette virus, pea enation mosaic virus-2 and tobacco bushy top virus 
(Bekaert & Rousset, 2005; Castano & Hernandez, 2005; Ge et al., 1993; Miranda et al., 2001). 
Frameshifting has been demonstrated from the cocksfoot mottle virus and red clover 
necrotic mosaic virus RNA-1 (RCNMV) signals (Kim & Lommel, 1994; Tamm et al., 2009; 
Xiong et al., 1993). It has been shown that the RdRP, which is produced via the frameshifting 
mechanism, is supplied in a cis-preferential manner for the synthesis of negative-strand 
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RCNMV RNA (Okamoto et al., 2008). Thus there appears to be some link between control of 
translation and replication of the virus. Like many other positive-strand RNA viruses the 
replication process results in a surplus of positive-strand RNA. 

3. Programmed ribosomal frameshift signals 
Programmed Ribosomal Frameshift (PRF) signals are sequences within a messager RNA 
(mRNA) that stimulate a portion of translating ribosomes to change reading frames. PRF 
signals are typically comprised of two features, a heptameric slippery site and a stimulatory 
element. The slippery site is a series of seven nucleotides in the mRNA from which the 
tRNAs in the translating ribosome can un-pair from the zero frame and re-pair to in the -1 
frame. The stimulatory element has a dual function, it causes the translating ribosome to 
pause on the message when the slippery site is positioned within the ribosome and it 
stimulates ribosomal error. 

 

A BA B

 
Fig. 2. Simultaneous slippage model of programmed ribosomal frameshifting. A) Cartoon of 
two tRNAs paired with the mRNA in the zero (AUG-initiated) reading frame before 
frameshifting occurs. B) Cartoon with the two tRNAs each paired to the mRNA at two of the 
three codon positions after frameshifting has occured. The 5’ end of the mRNA is indicated 
and dashed lines indicate secondary structure. Nucleotides involved in the codon:anticodon 
interaction are shown with dots indicating base pairing. The tRNA in the ribosomal P-site is 
attached to the elongating peptide chain (open circles) and the aminoacylated tRNA in the 
ribosomal A-site is shown with a filled circle. 

3.1 Heptameric slippery sites 

Evidence for the requirement of slippage of both the aminoacyl- and peptidyl-tRNAs has 
accumulated in the last few decades. The actual point of slippage has been confirmed by 
protein sequencing for mouse mammary tumor virus (MMTV) (Hizi et al., 1987); HIV (Jacks 
et al., 1988a); RSV (Jacks et al., 1988b); barley yellow dwarf virus (BYDV) (Di et al., 1993), 
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human T-cell leukemia virus type 1 (HTLV-1) (Nam et al., 1993) and Semiliki Forest virus 
(Firth et al., 2008). A number of mutagenesis experiments have been performed that 
demonstrate that there are specific sequence requirements at both the A- and P-site codons 
in many viruses and even a eukaryotic gene (for example: HIV virus, Wilson et al., 1988; L-A 
virus, Dinman et al., 1991; potato leafroll virus (PLRV), Prüfer et al., 1992; red clover necrotic 
mosaic dianthovirus (RCNMV), Kim & Lommel, 1994; Edr, Manktelow et al., 2005). Rules 
defining the heptameric sequences on which tRNAs could slip were elucidated in part in 
yeast (Dinman et al., 1991) and more extensively in reticulocyte lysate (Brierley et al., 1992). 
In general the slippery site can be defined as N NNW WWH, where N is any three identical 
bases, W is A or U, and H is A, C or U (the frame of the initiator AUG is indicated by the 
spacing), although there are exceptions (see section 4). This sequence is often described as X 
XXY YYZ in the literature. The efficiency of frameshifting promoted by each heptameric 
slippery site varies depending on the system used to assay frameshifting.  

3.2 Stimulatory elements 3’ of the slippery site 

The sequence 3’ of the heptameric slippery site has been shown to be required for optimal 
frameshifting in a number of systems (for example: Brierley et al., 1987; Jacks et al., 1987, 
1988a, 1988b). The stimulatory sequences were predicted to fold into stem loops until 
Brierley et al., (1989) demonstrated that the Avian Infectious Bronchitis virus (IBV) 
stimulatory element was a pseudoknot. Sequence comparisons indicated that some 
structures downstream from slippery sites in other viruses could also be pseudoknots (for 
example: Bredenbeek et al., 1990; Kujawa et al., 1993; Cowley et al., 2000). It has also been 
shown that the stimulatory structure could involve long range interactions (Herold & 
Siddell, 1993; Paul et al., 2001). It has also been postulated that stop codons stimulate 
frameshift events, presumably by pausing translation (Castano & Hernandez, 2005; 
Horsfield et al., 1995). Mutagenesis or deletion analyses have been used to demonstrate that 
the 3’ stimulatory sequences are stem-loops, pseudoknots or other higher order structures 
(see Table 1). Nuclease mapping, NMR, crystallography and mass spectrometry has 
confirmed some of the 3’ stimulatory structures but many remain unresolved at the atomic 
level due to difficulties purifying larger structures. Molecular modeling has been useful in 
elucidating some of these structures (Ahn et al., 2011). A list of stimulatory elements (with 
the exception of HIV which is discussed below) is provided in Table 1. 

3.3 Stimulatory element for HIV 

The structure of one 3’ stimulatory element, the HIV structure, remained elusive for many 
years. Frameshifting efficiencies for many of the viruses listed in Table 1 were dramatically 
reduced when the 3’ sequence was removed. However, removal or alterations in the HIV 3’ 
sequence produced more subtle changes in frameshifting and, as a result, different groups 
reached different conclusions. Jacks et al., (1988a) proposed that a 3’ stem-loop was required 
for efficient frameshifting. This was refuted later that year by Wilson et al., (1988) who 
performed experiments in both rabbit reticulocyte lysate and yeast cells in which they 
obtained efficient frameshifting (5-10% measuring labeled methionine incorporation) from a 26 
nucleotide HIV sequence that lacked the proposed stem-loop sequence. Using luciferase 
reporter plasmids Moosmayer et al., (1991) obtained 2-4% frameshifting in BHK cells using the 
shorter sequence used by Wilson et al., but did not make comparisons to sequences containing 
the stem-loop. Parkin et al., (1992) made mutations to disrupt and reform the stem-loop to 
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demonstrate that, when present, an intact stem-loop stimulated 4-9 fold higher frameshifting 
in avian and simian cells. This result was also obtained by Reil et al., (1993) in BHK-21 cells 
(3.2% with the stem loop versus 0.9% without). This difference in frameshifting efficiency was 
recapitulated in both mouse fibroblasts and human lymphoid cells (Cassan et al., 1994). 
Additionally it has been shown that HIV frameshifting efficiency is several fold higher in 
human T-cells than in a bacterial lysate (Plant & Dinman, 2006). Telenti et al. (2002) found that 
clinical isolates with variations in the stem-loop sequence predicted to disrupt the structure 
had lower levels of frameshifting. In 1998 Kang used UV absorbance melting and nuclease 
assays all under the same conditions to show the formation of a stem-loop structure. 

 
 

Table 1. Viral PRF Stimulatory Elements. References are listed that describe different 
methods used to characterize viral stimulatory elements. GLV, giardiavirus; HAst-1, human 
astrovirus; HTLV-II, human T-cell leukemia virus type 2; mIAP, mouse interstitial A-type 
particle; PLRV-G, potato leafroll virus; RCNMV, red clover necrotic mosaic dianthovirus; 
BWYV, beet western yellows virus; BYDV, barley yellow dwarf virus; EIAV, equine 
infectious anemia virus; FIV, feline immunodeficiency virus; L-A, Saccharomyces cerevisiae 
virus L-A; MHV, mouse hepatitis virus; MMTV, mouse mammary tumor virus; PEMV, pea 
enation mosaic virus; RSV, Rous sarcoma virus; SARS, severe acute respiratory syndrome 
virus; ScYLV, sugarcane yellow leaf virus; SRV, simian retrovirus; TYMV, turnip yellow 
mosaic virus; VMV, Visna-Maedi retrovirus. 
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These experiments and observations helped reinforce the idea that a stem-loop was the 3’ 
stimulatory element in the HIV frameshift signal. However because so many other 3’ 
stimulatory elements were pseudoknots different groups looked for potential pseudoknot 
folding downstream from the HIV slippery site. Taylor et al., (1994) analyzed the HIV 
genome for sequences with the potential to form pseudoknot structures and proposed that a 
few nucleotides of the sequence 3’ of the stem-loop could fold back, and pair with the loop, 
creating a pseudoknot. Based on the structure of other known pseudoknots Du et al., (1996) 
proposed that a small pseudoknot involving the spacer region could form (Figure 3B). 
Dulude et al., (2002) proposed that the 3’ region was not folding back to form a stem-loop, 
but was in fact extending stem 1 by pairing with the spacer region (Figure 3G). Dulude et al. 
supported this hypothesis by mutating each sequence individually and in tandem (to 
disrupt and reform pairing potential) and assayed frameshifting efficiencies in cultured 
cells. NMR experiments with the HIV 3’ stimulatory sequence have shown that the extended 
stem loop proposed by Dulude et al., can form (Gaudin et al., 2005; Staple and Butcher, 
2005). Contrasting experiments by Dinman et al. (2002), using comparative genomics, 
nuclease mapping and frameshifting assays on a variety of mutants, argued that a 
pseudoknot structure formed. However, instead of the second stem proposed by Taylor et 
al., (1994) it was suggested that the top portion of stem 1 could form triplex structure with 
loop 2, in effect creating stem 2. Baril et al., (2003) also used mutagenesis and nuclease 
mapping to argue that the HIV group O frameshift signal is a pseudoknot. The Brakier-
Gingras group has shown that there are a variety of functional structures that stimulate –1 
PRF in different HIV strains (Baril et al., 2003; Dulude et al., 2002). Thus it is apparent for 
HIV at least, that absolute conservation of one particular structure is not essential for 
frameshifting: there is sequence variation in the stimulatory element between strains, and 
efficient frameshifting has been demonstrated when proposed stimulatory elements are 
altered. Examples of these structures are shown in Figure 3. 

It is possible that, as suggested by Taylor et al., (1994), the conversion between structures 
may be important for frameshifting. This notion is important when thinking about the 
structures proposed by Du et al., (1996) and Dulude et al., (2002) which incorporated the 
spacer region between the slippery site and stimulatory element. This spacer region needs to 
be un-paired to fit within the ribosome entry tunnel when the slippery site is correctly 
positioned inside the ribosome. 

In addition to the possibility of different HIV 3’ structures stimulating –1 PRF, there is 
evidence that the frameshifting efficiencies observed may be the sum of different 
frameshifting mechanisms. Jacks et al., (1988a) noted that, when they sequenced the 
frameshifted protein, there was some variation at the position where frameshifting occurs. 
This variation suggested that different aspects of ribosome fidelity were affected during 
frameshifting. The effect of complementary DNA sequences on HIV frameshifting efficiency 
has been analyzed (Vickers and Ecker, 1992). Oligonucleotides predicted to bind to the 
sequences 3’ of the stem loop, which would disrupt both the proposed extended stem-loop 
and pseudoknot structures proposed above, actually enhanced frameshifting in a rabbit 
reticulocyte lysate, as did addition of a second stem-loop downstream from the first. 
Different groups spent the next two decades analyzing several frameshift signals from a 
variety of virus families with the goal of understanding frameshift mechanisms. 
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Fig. 3. Different stimulatory elements reported for HIV frameshift signals. There are some 
minor sequence variations between the subtypes. The stem-loop structure proposed by Jacks 
et al., (1988a) and pseudoknot proposed by Du et al., (1996) are shown in panels A and B 
respectivley. Panel C shows the pseudoknots described by Baril et al., (2003) for group O 
isolates.  Panels D and E show two pseudoknots proposed by Taylor et al., (1994) and panel F 
shows the pseudoknot described by Dinman et al., (2002) using the same sequence. The 
extended stem-loop structure with a 5’-ACAA-3’ tetraloop described by Dulude et al., (2002) is 
shown in panel G. 
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4. Elucidation of frameshifting mechanisms by analysis of viral frameshift 
signals 
Ribosomes translate messager RNA with very low error rates to produce proteins. The 
availability of error-inducing frameshift-stimulating sequences from viruses has facilitated 
the study of ribosome function. Next I describe how the studies of virally encoded 
frameshift signals have had a broad impact on our understanding of protein translation. 
Further, these analyses have enhanced our understanding of viral replication and opened 
the door to new antivirals (discussed in section 5). 

Translation of mRNA sequence into protein is a universal requirement for living organisms 
from the smallest single cell organisms through to the most complex mammals. The 
reaction, directed by the ribosome, is very specific with few errors (reviewed in Ogle & 
Ramakrishnan, 2005). In some instances, small viral genomes for example, the mRNA is 
polycistronic, encoding more than one protein. Tryptic analysis of a number of retroviral 
proteins in the late 1970s indicated that the gag and gag-pol proteins of these RNA viruses 
had the same amino terminus. It was proposed that the identical amino termini could be 
achieved by a number of mechanisms including recoding (Pawson et al., 1976). 
Subsequently gag-pol production for a number of retroviruses and retrotransposons was 
shown to be due to a recoding event, now known as frameshifting (Jacks & Varmus, 1985; 
Wilson et al., 1986; Farabaugh et al., 1993). The direction of frameshifting and the mRNA 
sequences on which frameshifting occurs differ amongst retroelements even though some 
infect the same host. There are several possible ways that frameshifting sequences overcome 
ribosome fidelity. Elucidation of these mechanisms has been possible through study of 
various viral frameshift signals. 

The diverse sequence characteristics of different frameshift stimulating signals led many 
groups to postulate different mechanisms for frameshifting; some are specific to a single 
frameshift signal, others are more general mechanisms. Frameshifting occurs in the decoding 
center of the ribosome as part of protein translation. Each translation elongation cycle involves 
the selection of an aminoacylated-tRNA and it’s accommodation into the ribosomal A-site. The 
amino acid is added to the elongating peptide in the peptidyltransferase center and the tRNA, 
now referred to as the peptidyl-tRNA, is moved into the P-site of the ribosome. After the 
addition of the next amino acid, or the termination of protein synthesis, the peptidyl-tRNA is 
moved into the E-site where it can exit the ribosome. During the elongation cycle the 
anticodon loop of the tRNA is hydrogen bonded to the corresponding triplex codon on the 
mRNA in the decoding center of the ribosome. Programmed ribosomal frameshifting is the 
regulated un-pairing of at least one of the tRNAs from the mRNA and re-pairing of the tRNAs 
to a different position on the mRNA (see Figure 2). 

4.1 Simultaneous slippage 

Frameshifting occurs when the anticodon loop of a tRNA binds to an out of frame codon on 
the mRNA. The first frameshift stimulating sequences described all required a heptameric 
slippery site suggesting that both the aminoacyl- and peptidyl-tRNAs bind out of frame 
(Jacks & Varmus, 1985; Jacks et al., 1987, 1988a). Other viruses and retroelements suspected 
of using programmed –1 ribosomal frameshifting (-1 PRF) also showed a preference for 
certain heptameric sequences and analysis of these sequences revealed that both the A-site 
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Fig. 3. Different stimulatory elements reported for HIV frameshift signals. There are some 
minor sequence variations between the subtypes. The stem-loop structure proposed by Jacks 
et al., (1988a) and pseudoknot proposed by Du et al., (1996) are shown in panels A and B 
respectivley. Panel C shows the pseudoknots described by Baril et al., (2003) for group O 
isolates.  Panels D and E show two pseudoknots proposed by Taylor et al., (1994) and panel F 
shows the pseudoknot described by Dinman et al., (2002) using the same sequence. The 
extended stem-loop structure with a 5’-ACAA-3’ tetraloop described by Dulude et al., (2002) is 
shown in panel G. 
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4. Elucidation of frameshifting mechanisms by analysis of viral frameshift 
signals 
Ribosomes translate messager RNA with very low error rates to produce proteins. The 
availability of error-inducing frameshift-stimulating sequences from viruses has facilitated 
the study of ribosome function. Next I describe how the studies of virally encoded 
frameshift signals have had a broad impact on our understanding of protein translation. 
Further, these analyses have enhanced our understanding of viral replication and opened 
the door to new antivirals (discussed in section 5). 

Translation of mRNA sequence into protein is a universal requirement for living organisms 
from the smallest single cell organisms through to the most complex mammals. The 
reaction, directed by the ribosome, is very specific with few errors (reviewed in Ogle & 
Ramakrishnan, 2005). In some instances, small viral genomes for example, the mRNA is 
polycistronic, encoding more than one protein. Tryptic analysis of a number of retroviral 
proteins in the late 1970s indicated that the gag and gag-pol proteins of these RNA viruses 
had the same amino terminus. It was proposed that the identical amino termini could be 
achieved by a number of mechanisms including recoding (Pawson et al., 1976). 
Subsequently gag-pol production for a number of retroviruses and retrotransposons was 
shown to be due to a recoding event, now known as frameshifting (Jacks & Varmus, 1985; 
Wilson et al., 1986; Farabaugh et al., 1993). The direction of frameshifting and the mRNA 
sequences on which frameshifting occurs differ amongst retroelements even though some 
infect the same host. There are several possible ways that frameshifting sequences overcome 
ribosome fidelity. Elucidation of these mechanisms has been possible through study of 
various viral frameshift signals. 

The diverse sequence characteristics of different frameshift stimulating signals led many 
groups to postulate different mechanisms for frameshifting; some are specific to a single 
frameshift signal, others are more general mechanisms. Frameshifting occurs in the decoding 
center of the ribosome as part of protein translation. Each translation elongation cycle involves 
the selection of an aminoacylated-tRNA and it’s accommodation into the ribosomal A-site. The 
amino acid is added to the elongating peptide in the peptidyltransferase center and the tRNA, 
now referred to as the peptidyl-tRNA, is moved into the P-site of the ribosome. After the 
addition of the next amino acid, or the termination of protein synthesis, the peptidyl-tRNA is 
moved into the E-site where it can exit the ribosome. During the elongation cycle the 
anticodon loop of the tRNA is hydrogen bonded to the corresponding triplex codon on the 
mRNA in the decoding center of the ribosome. Programmed ribosomal frameshifting is the 
regulated un-pairing of at least one of the tRNAs from the mRNA and re-pairing of the tRNAs 
to a different position on the mRNA (see Figure 2). 

4.1 Simultaneous slippage 

Frameshifting occurs when the anticodon loop of a tRNA binds to an out of frame codon on 
the mRNA. The first frameshift stimulating sequences described all required a heptameric 
slippery site suggesting that both the aminoacyl- and peptidyl-tRNAs bind out of frame 
(Jacks & Varmus, 1985; Jacks et al., 1987, 1988a). Other viruses and retroelements suspected 
of using programmed –1 ribosomal frameshifting (-1 PRF) also showed a preference for 
certain heptameric sequences and analysis of these sequences revealed that both the A-site 
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and P-site tRNAs could potentially un-pair from the zero frame and re-pair in the –1 frame 
while maintaining “a two-out-of-three base pair, anticodon-codon configuration” (Jacks et 
al., 1988b). Thus the basis for this model was founded: both the aminoacyl- and peptidyl-
tRNAs ‘slipped’ together on the mRNA one nucleotide from the zero frame register in a 5’ 
direction to the –1 frame. A 3’ stimulatory element was also required and integrated into the 
model even though it was not known how it contributed frameshifting at that time. 

A 3’ stimulatory structure is required in the simultaneous slippage model and is present in 
some examples of the P-site slippage model discussed below. Researchers soon began to 
investigate how these structures were involved in –1 PRF. An early hypothesis was that it 
could be “the binding site for a ribosomal protein or RNA or soluble elongation factor; this 
binding could then affect the fidelity of the ribosome-tRNA interaction at the decoding 
sites” (Jacks et al., 1988b). This is a hypothesis that has been difficult to prove or disprove 
and only one experiment stands out: tem Dam et al., (1994) added back RNA corresponding 
to the pseudoknot so that it might quench the supply of potential pseudoknot binding 
proteins and thus reduce the frequency of –1 PRF in their reporter in an in vitro assay. No 
change in frameshifting efficiency was observed indicating that there is not a pseudoknot 
binding protein. However, even if there is no pseudoknot binding protein the stimulatory 
affect of proteins on frameshifting cannot be totally disregarded. An iron response element 
(stem-loop structure) was positioned downstream from the HIV slippery site and 
frameshifting promoted when iron regulatory proteins were present (Kollmus et al., 1996). 
Because this result is from an artificial construct the results may be suggesting a steric 
interaction with the ribosome is stimulating frameshifting rather than more specific 
interactions. A single protein (or RNA molecule) capable of binding the diverse array of 
pseudoknots to direct frameshifting also seems unlikely.  

As more frameshift stimulating pseudoknots were discovered, it became apparent that there 
were different types of pseudoknots that stimulated frameshifting in both eubacterial and 
eukaryotic systems. The differing size and structures of pseudoknots may reflect specificities 
for host ribosomes. This is evident from many experiments demonstrating that 
frameshifting efficiencies from one particular signal are altered when different lysates or cell 
lines are used to assay frameshifting efficiency (Barry & Miller, 2002; Cassan et al., 1994; 
Dulude et al., 2002; Garcia et al., 1993; Kim et al., 1999; Lewis & Matsui, 1996; Napthine et 
al., 2003; Parkin et al., 1992; Plant & Dinman, 2006; Stahl et al., 1995; Tzeng et al., 1992). But 
even in one host different viruses use different stimulatory elements. For example, the 
structures described for coronaviruses infecting humans include two-stem pseudoknots, 
three-stem pseudoknots and kissing loops (see Figure 1). 

Another hypothesis was that the function of the 3’ stimulatory structure was simply to cause 
a translational pause. Adjacent stop codons have also been suggested to promote 
translational pausing during decoding of the terminator (Rice et al., 1985; Jacks et al., 1988b). 
The latter suggestion was later supported by the Potato Virus M and Measles virus signals 
described below (Gramstat et al., 1994; Liston & Briedis, 1995). The ribosome is known to 
pause at certain positions along an mRNA (Wolin and Walter, 1988) and even pseudoknots 
(Tu et al., 1992). Time course experiments to demonstrate that ribosomes paused at 
frameshift stimulating pseudoknots were performed (Somogyi et al., 1993). Translation was 
stopped by addition of edeine, which hinders mRNA binding and prevents productive 
peptidyl-tRNA interactions, and methionine incorporation was monitored. Conditions were 

 
Ribosomal Frameshift Signals in Viral Genomes 

 

105 

altered to change the ability of the pseudoknot structure to form (higher magnesium to 
promote formation and higher temperatures to discourage formation) and all the results 
correlated with the formation of a pseudoknot (known to stimulate frameshifting) causing 
the ribosomes to pause. The final variation in experimental conditions was to test the ability 
of a stem-loop, predicted to be more stable than the pseudoknot, to stimulate pausing and 
frameshifting. Although the structure could stimulate efficient pausing like the pseudoknot, 
it did not promote efficient –1 PRF. In a follow up paper (Kontos et al., 2001) heelprinting 
was performed to show that the ribosomes paused over the A- and P-site codons with a 
variety of pseudoknots. The conclusion from these experiments was that a pause was 
necessary for efficient –1 PRF but insufficient, as stem-loops could also promote pausing. 

Experiments that replaced the A-site codon of the HIV slippery sequence with a termination 
codon also elicited a frameshift event in E. coli (Horsfield et al., 1995). This suggests that a 
switch from translation elongation to termination can also result in a pause sufficient for 
frameshifting to occur. However, if the A-site codon has been replaced with a termination 
codon then frameshifting must occur at the P-site alone, or at the P- and E-sites. Mutagenesis 
of the HIV frameshift signal by Horsfield et al. (1995) indicated that frameshifting required 
both the A- and E-site codons in this context. Experiments by a different group using the 
native HIV stimulatory structure also led to a similar conclusion (Leger et al., 2007). The E-site 
requirement is also supported by the conservation of certain nucleotides in the E-site position 
upstream of heptameric slippery sites (Bekaert and Rousset, 2005). Sequencing frameshift 
protein products showed that the 0-frame or the -1 frame A-site could be decoded (Jacks et al., 
1988a, Yeverton et al., 1994, Ivanov et al., 1998). Thus, -1 PRF can occur before the 0-frame A-
site is decoded, or if it occurs after the 0-frame A-site decoding, then the aminoacyl-tRNA 
could be removed and a new tRNA that better matches the -1 frame A-site is inserted before 
peptidyltransfer occurs. These analyses also show that multiple mechanisms of resolving a 
frameshift signal with a heptameric slippery site are employed in any one cellular system. The 
timing of frameshifting within the translation elongation cycle has been further delineated by 
Liao et al. (2010) using the HIV and HTLV-1 frameshift signals. Their work suggests three 
different pathways are used when heptameric slippery sites are encountered. 

4.2 P-site slippage 

When any rule is made, the exceptions are usually revealed shortly thereafter and this was 
the case with simultaneous slippage. The Potato Virus M (PVM) and Measles virus slippery 
sites did not conform to the heptameric slippery site rules of the simultaneous slippage 
model, only one tRNA could re-pair in the new frame while maintaining more than two out 
of three codon:anticodon base pair interactions. Gramstat et al., (1994) were able to 
demonstrate that a frameshift protein was made by slippage on a four nucleotide sequence 
from PVM. This sequence was flanked by two termination codons, the first in the –1 frame 
and the latter in the zero-frame (U AGA AAA UGA; spacing indicates the zero-frame and 
stop codons are underlined). Frameshifting was abolished if a single point mutation were 
made in the poly-A stretch, but maintained at wild type levels if the poly-A stretch was 
substituted with poly-U. These results demonstrate that programmed frameshifting can 
occur by slippage of just the peptidyl-tRNA. 

Based on these results Gramstat et al., (1994) proposed the P-site slippage model. In this 
model decoding of the AAA codon by the lysine tRNA occurs in a normal manner and is 
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and P-site tRNAs could potentially un-pair from the zero frame and re-pair in the –1 frame 
while maintaining “a two-out-of-three base pair, anticodon-codon configuration” (Jacks et 
al., 1988b). Thus the basis for this model was founded: both the aminoacyl- and peptidyl-
tRNAs ‘slipped’ together on the mRNA one nucleotide from the zero frame register in a 5’ 
direction to the –1 frame. A 3’ stimulatory element was also required and integrated into the 
model even though it was not known how it contributed frameshifting at that time. 

A 3’ stimulatory structure is required in the simultaneous slippage model and is present in 
some examples of the P-site slippage model discussed below. Researchers soon began to 
investigate how these structures were involved in –1 PRF. An early hypothesis was that it 
could be “the binding site for a ribosomal protein or RNA or soluble elongation factor; this 
binding could then affect the fidelity of the ribosome-tRNA interaction at the decoding 
sites” (Jacks et al., 1988b). This is a hypothesis that has been difficult to prove or disprove 
and only one experiment stands out: tem Dam et al., (1994) added back RNA corresponding 
to the pseudoknot so that it might quench the supply of potential pseudoknot binding 
proteins and thus reduce the frequency of –1 PRF in their reporter in an in vitro assay. No 
change in frameshifting efficiency was observed indicating that there is not a pseudoknot 
binding protein. However, even if there is no pseudoknot binding protein the stimulatory 
affect of proteins on frameshifting cannot be totally disregarded. An iron response element 
(stem-loop structure) was positioned downstream from the HIV slippery site and 
frameshifting promoted when iron regulatory proteins were present (Kollmus et al., 1996). 
Because this result is from an artificial construct the results may be suggesting a steric 
interaction with the ribosome is stimulating frameshifting rather than more specific 
interactions. A single protein (or RNA molecule) capable of binding the diverse array of 
pseudoknots to direct frameshifting also seems unlikely.  

As more frameshift stimulating pseudoknots were discovered, it became apparent that there 
were different types of pseudoknots that stimulated frameshifting in both eubacterial and 
eukaryotic systems. The differing size and structures of pseudoknots may reflect specificities 
for host ribosomes. This is evident from many experiments demonstrating that 
frameshifting efficiencies from one particular signal are altered when different lysates or cell 
lines are used to assay frameshifting efficiency (Barry & Miller, 2002; Cassan et al., 1994; 
Dulude et al., 2002; Garcia et al., 1993; Kim et al., 1999; Lewis & Matsui, 1996; Napthine et 
al., 2003; Parkin et al., 1992; Plant & Dinman, 2006; Stahl et al., 1995; Tzeng et al., 1992). But 
even in one host different viruses use different stimulatory elements. For example, the 
structures described for coronaviruses infecting humans include two-stem pseudoknots, 
three-stem pseudoknots and kissing loops (see Figure 1). 

Another hypothesis was that the function of the 3’ stimulatory structure was simply to cause 
a translational pause. Adjacent stop codons have also been suggested to promote 
translational pausing during decoding of the terminator (Rice et al., 1985; Jacks et al., 1988b). 
The latter suggestion was later supported by the Potato Virus M and Measles virus signals 
described below (Gramstat et al., 1994; Liston & Briedis, 1995). The ribosome is known to 
pause at certain positions along an mRNA (Wolin and Walter, 1988) and even pseudoknots 
(Tu et al., 1992). Time course experiments to demonstrate that ribosomes paused at 
frameshift stimulating pseudoknots were performed (Somogyi et al., 1993). Translation was 
stopped by addition of edeine, which hinders mRNA binding and prevents productive 
peptidyl-tRNA interactions, and methionine incorporation was monitored. Conditions were 
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altered to change the ability of the pseudoknot structure to form (higher magnesium to 
promote formation and higher temperatures to discourage formation) and all the results 
correlated with the formation of a pseudoknot (known to stimulate frameshifting) causing 
the ribosomes to pause. The final variation in experimental conditions was to test the ability 
of a stem-loop, predicted to be more stable than the pseudoknot, to stimulate pausing and 
frameshifting. Although the structure could stimulate efficient pausing like the pseudoknot, 
it did not promote efficient –1 PRF. In a follow up paper (Kontos et al., 2001) heelprinting 
was performed to show that the ribosomes paused over the A- and P-site codons with a 
variety of pseudoknots. The conclusion from these experiments was that a pause was 
necessary for efficient –1 PRF but insufficient, as stem-loops could also promote pausing. 

Experiments that replaced the A-site codon of the HIV slippery sequence with a termination 
codon also elicited a frameshift event in E. coli (Horsfield et al., 1995). This suggests that a 
switch from translation elongation to termination can also result in a pause sufficient for 
frameshifting to occur. However, if the A-site codon has been replaced with a termination 
codon then frameshifting must occur at the P-site alone, or at the P- and E-sites. Mutagenesis 
of the HIV frameshift signal by Horsfield et al. (1995) indicated that frameshifting required 
both the A- and E-site codons in this context. Experiments by a different group using the 
native HIV stimulatory structure also led to a similar conclusion (Leger et al., 2007). The E-site 
requirement is also supported by the conservation of certain nucleotides in the E-site position 
upstream of heptameric slippery sites (Bekaert and Rousset, 2005). Sequencing frameshift 
protein products showed that the 0-frame or the -1 frame A-site could be decoded (Jacks et al., 
1988a, Yeverton et al., 1994, Ivanov et al., 1998). Thus, -1 PRF can occur before the 0-frame A-
site is decoded, or if it occurs after the 0-frame A-site decoding, then the aminoacyl-tRNA 
could be removed and a new tRNA that better matches the -1 frame A-site is inserted before 
peptidyltransfer occurs. These analyses also show that multiple mechanisms of resolving a 
frameshift signal with a heptameric slippery site are employed in any one cellular system. The 
timing of frameshifting within the translation elongation cycle has been further delineated by 
Liao et al. (2010) using the HIV and HTLV-1 frameshift signals. Their work suggests three 
different pathways are used when heptameric slippery sites are encountered. 

4.2 P-site slippage 

When any rule is made, the exceptions are usually revealed shortly thereafter and this was 
the case with simultaneous slippage. The Potato Virus M (PVM) and Measles virus slippery 
sites did not conform to the heptameric slippery site rules of the simultaneous slippage 
model, only one tRNA could re-pair in the new frame while maintaining more than two out 
of three codon:anticodon base pair interactions. Gramstat et al., (1994) were able to 
demonstrate that a frameshift protein was made by slippage on a four nucleotide sequence 
from PVM. This sequence was flanked by two termination codons, the first in the –1 frame 
and the latter in the zero-frame (U AGA AAA UGA; spacing indicates the zero-frame and 
stop codons are underlined). Frameshifting was abolished if a single point mutation were 
made in the poly-A stretch, but maintained at wild type levels if the poly-A stretch was 
substituted with poly-U. These results demonstrate that programmed frameshifting can 
occur by slippage of just the peptidyl-tRNA. 

Based on these results Gramstat et al., (1994) proposed the P-site slippage model. In this 
model decoding of the AAA codon by the lysine tRNA occurs in a normal manner and is 
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followed by pepdidyl transfer and translocation. While the peptidyl-tRNA is in the P-site 
waiting for decoding of the UGA stop codon in the A-site, a –1 frameshift event occurs at the 
P-site and translation elongation resumes in the new frame. The peptidyl-tRNA is able to re-
pair in the –1 frame with the same amount of hydrogen bonding as the zero-frame. Unlike 
the frameshift signals that stimulate simultaneous slippage, the PVM frameshift signal does 
not require a 3’ secondary structure, instead the 3’ termination signal in the zero-frame 
seems to perform the same function. 

A second example of P-site slippage was described that requires a 3’ stimulatory structure. 
Liston and Briedis (1995) used protein sequencing to pinpoint the frameshift site in the 
Measles virus P protein coding region to a CCG proline codon in the C UCC CCG sequence. 
The preceding zero-frame serine codon (UCC) could allow slippage of the decoding proline 
tRNA while maintaining two of three base-pairing interactions on the –1 frame CCC 
sequence. However, the nucleotide 5’ of the serine codon is a cytosine so that if the tRNASer 
slipped to the -1 frame CUC codon it would only retain a Watson-Crick interaction in the 
third codon:anticodon position, the wobble position. Liston and Briedis used deletion 
mutants to show that –1 PRF in the measles virus requires a downstream stem-loop 
structure for efficient frameshifting. Thus, the P-site slippage model posits that the A-site is 
decoded slowly because of a downstream feature or competition from the termination 
factors and this allows the peptidyl-tRNA time to un-pair from the zero frame and re-pair in 
an alternative reading frame. 

One feature of the P-site slippage model is that if the A-site is not occupied then it is possible 
that slippage could occur in either direction (Baranov et al., 2004). There is some evidence that 
this can happen in wheat germ and rabbit reticulocyte lysates and in human hepatoma cells 
(Choi et al., 2003). The experiments that demonstrate this were performed using a frameshift 
signal derived from a viral internal ribosome entry site. A protein from the Hepatitis C Virus 
(HCV) was identified and labeled “F” (Walewski et al., 2001; Xu et al., 2001). It was initially 
thought that this viral protein was derived from a frameshifting event but this notion was later 
disproved (Vassilaki and Mavromara, 2003) and it is now thought that protein F is translated 
from an internal ribosome entry site (IRES) (Baril and Brakier-Gingras, 2005). However, before 
the IRES function of the HCV RNA was revealed, Choi et al., (2003) set up an in vitro 
expression system that lacked most of the IRES but from which transframe proteins (both –1 
frame and a +1 frame products) were detected. They hypothesized that frameshifting occurred 
at a poly-A stretch (A AAA AAA AAC) and demonstrated that the frequency of either –1 or +1 
frameshifting was approximately 2% in Huh7 cells. When the slippery site was mutated such 
that slippage could occur at only one position (A AGA AAA ACC) +1 and –1 frameshifting 
still occurred albeit at a reduced efficiency. This lower level of frameshifting could be 
increased 2-3 fold by adding the elongation inhibitor puromycin, an antibiotic that allows 
more time for frameshifting to occur by slowing the completion of the elongation cycle. This 
demonstrated that frameshifting of the P-site tRNA can occur, in either direction, before an 
aminoacyl-tRNA is accommodated in the A-site. 

Some yeast ribosomal L5 mutant alleles affected the frameshifting efficiency of both L-A and 
Ty-1 and had decreased affinity for the peptidyl-tRNA suggesting that P-site fidelity affects 
-1 and +1 PRF (Meskauskas and Dinman, 2001). Thus, the nature of the tRNA:mRNA 
interaction and the ribosome’s affinity for the tRNA at the P-site, along with the length of 
time this interaction is maintained are important determinants of frameshifting efficiency. 
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4.3 Out of frame binding and +1 slippage 

At the same time that evidence for the simultaneous slippage and P-site slippage models 
were being unraveled a new class of frameshift signals emerged. These were characterized 
by their lack of homogeneity in the heptameric slippery sites: the peptidyl-tRNAs could not 
re-pair in the new (+1) reading frame and establish more than one of the three possible 
codon:anticodon base pair interactions. It was postulated that some frameshift events are 
due to the incoming aminoacyl-tRNA binding out of frame rather than slipping. The 
concepts from the initial discoveries and comparisons of frameshifting in yeast 
retrotransposons can be extended to help explain the frameshifting mechanisms in genomic, 
mitochondrial and cilate genes as well as those in viruses. 

In 1986 Wilson et al. established that the yeast retrotransposon Ty1 used a +1 frameshift to 
express the protein encoded by the second open reading frame (ORF) TYB. They showed 
that a 31 nucleotide stretch of sequence from the overlap of ORFs TYA and TYB was 
required and sequence comparisons suggested that a conserved 11 nucleotide sequence was 
important. Belcourt and Farabaugh (1990) later showed that frameshifting required only a 
heptameric sequence (CCU AGG C) and that disruption of either zero frame codon reduced 
frameshifting. It was established that the leucyl-tRNA in the P-site slipped forward before 
the A-site is decoded. The proposal that a pause was required was demonstrated when Xu 
and Boeke (1990) showed that Ty1 retrotransposition, which requires frameshifting, was 
reduced when a rare tRNAArg that decodes the A-site codon was expressed at higher levels. 
In a complementary experiment, frameshifting was reduced when the HSX1 gene encoding 
tRNAArg was deleted (Kawakami et al., 1993). No other cis-acting elements are apparently 
necessary for +1 frameshifting in these constructs. 

While sequence homology between the yeast retrotransposons Ty3 and Ty1 initially 
suggested that the +1 frameshift mechanism might be similar in both retrotransposons 
(Hansen et al., 1988) it was later shown that the mechanism is quite different. The Ty3 
heptameric frameshift sequence (GCG AGU U) is decoded by a peptidyl-tRNAAla that is 
unable to slip forward (Farabaugh et al., 1993) implying that the aminoacyl-tRNA binds out 
of frame. It was also initially suggested that the +1 frameshift signal (UCC UGA U) in the 
cellular ornithine decarboxylase transcript was due to out of frame binding at the A-site 
(Matsufuji et al., 1995). This frameshift signal contains a termination codon in the zero frame 
A-site. It has subsequently been argued that slippage occurs on the ornithine decarboxylase 
transcript by detachment of peptidyl tRNASer from UCC and re-pairing to CCU (Baranov et 
al., 2004). The scarcity of the aminoacyl-tRNA for the Ty3 is limiting, indicating that a pause 
is required. Vimaladithan and Farabaugh (1994) showed that increasing the abundance of 
the tRNA decreased frameshifting and removal of the tRNA enhanced frameshifting. The 
nature of the codon:anticodon interaction at the P-site is proposed to leave the first base of 
the A-site codon unpaired at tRNA accommodation (Sundararajan et al., 1999). 
Displacement of this nucleotide results in the incoming tRNA recognizing the +1 frame 
codon. This displacement is facilitated by a stimulatory element. 

A 3’ stimulatory element enhances Ty3 +1 frameshifting and has been shown to enhance 
frameshifting from a variety of heptameric frameshift sites (including the Ty1 frameshift 
sequence) unless there is a termination codon in the A-site (Li et al., 2001b). The positioning 
of the stimulator was shown to be crucial, moving it as little as one nucleotide downstream 
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followed by pepdidyl transfer and translocation. While the peptidyl-tRNA is in the P-site 
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reduced frameshifting. This led to the hypothesis that it may stimulate frameshifting by 
binding to the 18S rRNA (Li et al., 2001b). A similar stimulatory sequence is present 3’ from 
the antizyme decarboxylase slippery site (Ivanov and Atkins, 2007). There is no apparent 
homology between the Ty3 stimulatory element and the diverse 3’ antizyme sequences, and 
because the antizyme frameshift sites have a conserved termination signal and specific P-
site, requirements which the Ty3 frameshift site lacks, this supports the notion that there are 
subtle differences in the mechanisms that promote +1 out of frame binding. 

4.4 A-site contributions 

It has been suggested that the equine arteritis virus slippery site is unusual because it does 
not conform in sequence to other heptameric slippery sites (G UUA AAC) (den Boon et al., 
1991). However, this slippery site has been shown to promote efficient –1 PRF in the context 
of a coronavirus pseudoknot (Brierley et al., 1992). Because of the existence of this and other 
proposed slippery sites that did not seem to fit with earlier models of –1 PRF Napthine et al., 
(2003) investigated the importance of the A-site in driving eukaryotic –1 PRF using a series 
of constructs based on the IBV frameshift signal. In vitro translations reactions were 
performed in tRNA depleted wheat germ lysates that were supplemented with either E. coli 
or calf liver tRNA populations. Efficient frameshifting was observed for slippery sites X 
XXA AAC when the lysate was supplemented with eukayotic tRNAs or the E. coli tRNAs. 
Frameshifting was substantially lower when the calf liver tRNAs and the slippery site X 
XXA AAG were used but not when the E. coli tRNAs were used. The reasons for this are 
thought to be due to the abundance of tRNAs in the different cell types (Napthine et al., 
2003 and references within). E. coli contains only one tRNALys isoacceptor with the 
anticodon 3’UUU (which is modified at the wobble position) to decode both AAG and AAA, 
thus explaining the abundance of slippery sites in bacteria ending with A AAG. Mammalian 
cells contain an additional two tRNALys isoacceptors, one with the anticodon 3’UUC could 
outcompete the 3’UUU anticodon-containing tRNA for the AAG codon explaining the lack 
of eukaryote slippery sites utilizing A AAG. 

Frameshifting (when either eukaryote or eubacterial tRNAs were added) was reduced when 
mutations were made to the –1 frame P-site positions (underlined) in the U UUA AAC 
slippery site. Less of an effect was apparent when the U UUA AAG slippery site and P-site 
mutations were assayed with the E. coli tRNAs. However, frameshifting levels were still 
quite high prompting the suggestion that slippage may be occurring in the A-site alone as 
the P-site mutations proposed to minimize post-slippage base-pairing interactions did not 
actually eliminate frameshifting. This result was most apparent with the X XXA AAG 
slippery sites and E. coli tRNAs (Napthine et al., 2003). 

From the above experiments, and in conjunction with the slippery site analysis Brierley et al. 
(1992) performed in rabbit reticulocyte lysates, it appears that the sequence requirements are 
not absolute. These results suggest that the A-site codon:anticodon interactions are more 
important for slippage in the system described and that the P-site interactions or peptidyl-
tRNAs do not play a pivotal role in –1 PRF. Another possible explanation of these results 
could be that –1 PRF requires some interaction between the aminoacy-tRNA and the 
peptidyl-tRNA in addition to the codon:anticodon interactions. That is, the efficiency of 
frameshifting is dependent, in part, on the type of tRNA used, particularly in the A-site.  
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5. Frameshift signals as antiviral targets 
Most frameshift signals regulate production of an enzyme involved in viral replication. 
Altering this regulation can disrupt replication. Thus, frameshift signals are ideal targets for 
antivirals. The diversity of Programmed Ribosomal Frameshift (PRF) signals among, and 
within, different viral families means that each signal provides specific, unique features that 
can be used as drug targets. Specific features of both HIV-1 and coronaviruses have been used 
as antiviral targets and are described below. Modulation of frameshifting affects the viability 
of both types of viruses even though frameshifting regulates different proteins for each virus. 

The generality of the frameshifting mechanism suggests that there could be opportunities to 
modulate frameshifting by targeting cellular factors that affect PRF (Dinman et al., 1997). A 
possible caveat with this approach is the demonstrated presence of frameshift signals in 
non-viral, host genomes (Baranov et al., 2011; Belew et al., 2010; Manktelow et al., 2005). 
Programmed frameshifting on non-viral transcripts has also been linked to the mRNA decay 
pathway in yeast cells (Plant et al., 2004). Until we have a better understanding of the extent 
of host cell usage of PRF caution should be used when designing antivirals that affect 
general frameshifting mechanisms. That said, cellular factors have been identified that are 
able to modulate PRF (Koybayashi et al., 2010; Meskauskas and Dinman, 2001). 

A screen of cellular factors identified some factors which, when knocked down by RNA 
interference (RNAi), reduced HIV replication. Further investigation of a subset of these factors, 
specifically those likely to affect translation, resulted in the identification of eukaryote release 
factor 1 (eRF1) as a protein of interest (Kobayashi et al., 2010). Characterization of the mode of 
action demonstrated that it was through the up-regulation of frameshifting. Translation 
termination factor eRF1 has a tertiary structure that mimics a tRNA structure allowing it to 
recognise all three termination codons when they enter the ribosomal A-site. Kobayashi et al. 
observed an increase in reverse transcriptase activity compare to HIV gag protein when eRF1 
was knocked down by RNAi. The increase in frameshifting was not due to a change in 
ribosome pausing indicating that the reduced amount of eRF1 was not affecting translation 
elongation efficiency. Given the description of the A-site contribution to frameshifting 
described above, it is plausible that the mode of action is due to an interaction between eRF1 
and the P-site tRNA. However, this has not been demonstrated so it is possible that eRF1 is 
modulating -1 PRF through other mechanisms. 

5.1 Targeting retrovirus frameshift signals 

Retroviral systems like HIV regulate the ratios of structural (gag) protein and enzymatic 
(pol) protein via PRF. It has been proposed that maintaining the ratio of structural and 
enzymatic proteins is important for viral propagation. Increasing frameshifting efficiency 
activated the HIV-1 protease and inhibited the budding and assembly of virus-like particles 
(Karacostas et al., 1993). Hung et al. (1998) showed that there was a direct correlation 
between frameshifting and inhibition of HIV-1 replication; a two- to three-fold increase in 
gag-pol production inhibited particle formation.  Also, it has been shown that maintaining 
the optimal gag/gag-pol ratio is important for HIV RNA dimerization (Shehu-Xhilaga et al., 
2001). Biswas et al., (2004) demonstrated that a decrease in frameshifting levels below 10% of 
normal activity abolished virus production. It has been shown for another lentivirus, Equine 
anemia infectious virus, that an 80% reduction in frameshifting abolishes viral replication 
(Chen and Montelaro, 2003), strengthening the assertion that optimal ratios of gag protein to 
gag-pol polyprotein are required for successful retroviral replication. 
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An RNA feature of the HIV frameshift signal has been used as an antiviral target. It has been 
shown by NMR that the 3’ stimulatory structure for some HIV strains is a stem-loop 
(Gaudin et al., 2005; Staple & Butcher, 2005). This stem-loop is often refered to as the HIV 
frameshift stimulatory sequence (FSS) in the literature. The FSS sequence is conserved in 
most group M subtypes (Baril et al., 2003). It has an uncommon 5’-ACAA-3’ tetraloop 
capping the stem and a purine bulge that creates a bend in the structure (Figure 3G). A bent 
stem has also been observed in some other viral frameshift stimulating structures (Chen et 
al., 1996; Chung et al., 2010). A well defined RNA molecule like the HIV-1 FSS makes a 
suitable target to screen for compounds able to bind. Indeed, it was found that some 
compounds are able to bind the upper portion of the HIV stem-loop with high affinity 
(Palde et al., 2010; Staple et al., 2008). Increasing or decreasing the stability of this stem-loop 
will likely affect frameshifting. The lower stem was not used in screens as it unfolds more 
readily than the upper stem-loop (Mazauric et al., 2009) and must be single-stranded to fit 
into the mRNA entry tunnel of the ribosome so that the slippery site is correctly positioned. 

Some molecules have been identified that bind to the FSS and alter the stability of the 
structure. Staple et al., (2008) investigated the binding of a modified synthetic 
aminoglycoside to the HIV FSS. Using NMR they were able to show that 
Guanidinoneomycin B bound to the major groove of the upper stem-loop and this resulted 
in the repositioning of the 5’-ACAA-3’ tetraloop. It remains to be determined if the binding 
of the molecule results in a change in frameshifting efficiency. Oligonucleotides designed to 
match different portions of the HIV FSS also bound to the target (Vickers & Ecker, 1992). 
Interestingly, only those binding to the 3’ portion of the FSS altered frameshifting. This 
demonstrates how our lack of understanding of how specific stimulatory elements facilitate 
frameshifting makes antiviral design difficult. 

Marcheschi et al., (2009) replaced the guanosine in the HIV FSS purine bulge with a 
fluorescent analog, 2-aminopurine. By measuring fluorescence they were able to monitor the 
stability of the HIV stem-loop as different compounds were applied. This screen led to the 
identification of Doxorubicin as a frameshift inhibitor. Although it had good affinity with a 
KD of 2.8μM Doxorubicin is also unfortunately a general translation inhibitor. However, the 
identification of a lead compound with some selectivity and specificity demonstrates the 
utility of this approach. 

Another good lead compound was identified by a screen of a resin bound dynamic 
combinatorial library with the upper stem of the HIV FSS (McNaughton et al., 2007). 
Subsequent analysis of this compound and derivatives of it demonstrated that it had high 
affinity and good selectivity (Palde et al., 2010). In solution the KD of one derivative was 
0.18μM. Additionally it was shown that this compound was non-toxic to human cells at 
concentrations up to 1.0mM. Although it remains to be determined if any of these 
compounds significantly alter frameshifting and are detrimental to HIV replication, the 
identification of these compounds, and knowledge of the features that affect selectivity and 
affinity is encouraging. 

5.2 Targeting coronavirus frameshift signals 

In contrast to the retroviruses and Totiviruses, which regulate structural and enzymatic 
protein production by frameshifting, coronaviruses use frameshifting to modulate the ratio of 
two large polyproteins that both have enzymatic functions. Together two overlapping open 
reading frames form the replicase gene. The polymerase encoded by coronaviruses is in the 
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second open reading frame, downstream from a frameshift signal near the end of the first open 
reading frame. Experiments targeting the frameshift regions of the SARS coronavirus and the 
feline coronavirus have been performed. For both viruses, disrupting the frameshifting 
mechanism results in a decrease in infectivity. Given the complexity of the coronavirus 
lifecycle it is not certain how a reduction in frameshifting leads to the loss of infectivity, but 
clearly the abundance of proteins translated by the frameshifting mechanism is important. 

A minimal level of frameshifting has been shown to be essential for SARS coronavirus 
replication. Using reverse genetics mutant viruses with varying levels of frameshifting 
efficacy were made. Reduction of frameshifting to 10% of the normal level completely 
abrogated the production of infectious virus particles (Plant et al., 2010). Suboptimal 
frameshifting in the SARS coronavirus reduces the amount of genomic RNA more so than 
the reduction of subgenomic RNA (Plant et al., 2010). However, this effect was not apparent 
for the feline coronavirus which has fewer subgenomic RNAs (McDonagh et al., 2011) 
indicating that more work is needed to understand the mechanics of frameshifting in the 
context as an antiviral target. Frameshifting occurs during the initial translation of the 
coronavirus genome early in infection and it is not known if the levels of frameshifting 
remain the same throughout infection. Therefore timing of an anti-frameshifting treatment 
may be an important consideration. 

The SARS frameshift signal has been used as an antiviral target by several groups using 
different approaches. Frameshifting efficiency has been altered by four different approaches 
so far; RNA interfence, peptide-conjugated antisense morpholino oligomers (P-PMOs), 
antisense peptide nucleic acids (PNAs), and antiviral compounds. 

 
Fig. 4. A) 2-D diagram of the SARS pseudoknot structure. B) 3-D model determined by 
molecular dynamics simulation. Reprinted with permission from Park et al., 2011, 
Identification of RNA Pseudoknot-Binding Ligand That Inhibits the -1 Ribosomal 
Frameshifting of SARS-Coronavirus by Structure-Based Virtual Screening. Copyright 2011 
American Chemical Society. 
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second open reading frame, downstream from a frameshift signal near the end of the first open 
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feline coronavirus have been performed. For both viruses, disrupting the frameshifting 
mechanism results in a decrease in infectivity. Given the complexity of the coronavirus 
lifecycle it is not certain how a reduction in frameshifting leads to the loss of infectivity, but 
clearly the abundance of proteins translated by the frameshifting mechanism is important. 

A minimal level of frameshifting has been shown to be essential for SARS coronavirus 
replication. Using reverse genetics mutant viruses with varying levels of frameshifting 
efficacy were made. Reduction of frameshifting to 10% of the normal level completely 
abrogated the production of infectious virus particles (Plant et al., 2010). Suboptimal 
frameshifting in the SARS coronavirus reduces the amount of genomic RNA more so than 
the reduction of subgenomic RNA (Plant et al., 2010). However, this effect was not apparent 
for the feline coronavirus which has fewer subgenomic RNAs (McDonagh et al., 2011) 
indicating that more work is needed to understand the mechanics of frameshifting in the 
context as an antiviral target. Frameshifting occurs during the initial translation of the 
coronavirus genome early in infection and it is not known if the levels of frameshifting 
remain the same throughout infection. Therefore timing of an anti-frameshifting treatment 
may be an important consideration. 

The SARS frameshift signal has been used as an antiviral target by several groups using 
different approaches. Frameshifting efficiency has been altered by four different approaches 
so far; RNA interfence, peptide-conjugated antisense morpholino oligomers (P-PMOs), 
antisense peptide nucleic acids (PNAs), and antiviral compounds. 
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An RNAi approach to inhibit feline coronavirus replication was established by McDonagh et 
al. (2011). Short interfering RNAs (siRNAs) were designed to target different regions of the 
genome including the replicase gene. One siRNA targeted the frameshift signal and another 
targeted the region upstream of the frameshift signal. Both siRNAs reduced the copy 
number of genomic and subgenomic RNA to a similar extent. However, although both 
siRNAs also reduced the relative viral titer, the siRNA targeting the frameshift signal caused 
a significantly greater reduction (McDonagh et al., 2011). P-PMOs directed at the SARS 
coronavirus frameshift signal and the initiating codon of the replicase gene have been 
investigated (Neuman et al., 2005). Both P-PMOs resulted in a similar reduction in virus 
titer. However, in this instance, the reduction in plaque size was more pronounced for P-
PMOs targeting the initiating codon of the replicase gene. This suggests that disruption of 
translation initiation is more effective than an RNAi target within the ORF at limiting viral 
propagation. Even so, PNAs targeting the pseudoknot caused a significant reduction in the 
replication of a SARS replicon at concentrations in the low μM range validating the selection 
of the pseudoknot as an antiviral target (Ahn et al., 2011). 

Using molecular dynamics simulation Park et al., (2011) generated a model for the SARS 
coronavirus frameshift-stimulating pseudoknot. They then used this to screen a database for 
compounds that might be able to bind to the structure. Several hits were experimentally 
tested and found to bind to the pseudoknot RNA. The lead compound bound with high 
affinity and disrupted frameshifting. The effect of this compound on coronavirus replication 
has not be determined yet. 

6. Conclusion 
Viruses manipulate host cells in a number of different ways in order to replicate and thrive. 
The mechanisms used by viruses to manipulate the host cell are varied and evolve as the host 
defenses evolve. Programmed ribosomal frameshifting is one approach to manipulate host 
ribosomes that is used by a wide variety of viruses. There are multiple mechanisms that drive 
frameshifting and a diverse array of viral sequences and structures that stimulate 
frameshifting. While the position of some frameshift signals upstream of an RNA-dependent 
RNA polymerase in some viral genomes suggests these signals may have evolved from a 
common ancestor, the presence of frameshift signals upstream of other genes indicates that 
frameshifting signals may have developed independently in some instances. The essential 
nature of frameshifting for many of the viruses described here makes frameshifting an 
attractive target for antivirals. While some antivirals are being developed for HIV and 
coronaviruses there are many agriculturally important viruses that have not received 
attention. Current limitations stem from the diverse nature of frameshift signals amongst virus 
groups and the different mechanisms driving frameshifting. Although the signals and 
mechanisms are diverse, an underlying feature of frameshifting is that all these signals alter 
ribosome fidelity. A clearer understanding of the critical features of frameshift signals and 
how these alter ribosome fidelity will enhance our ability to develop new antivirals. 
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1. Introduction 
The World Health Organization has indicated that effective control of the HIV/AIDS 
pandemic is the world’s most urgent public health challenge. The 2009 UNAIDS Global 
Facts and Figures report estimated that almost 60 million people have been infected with the 
virus and that 25 million AIDS-related deaths have occurred since the pandemic began in 
the early 1980s. In 2008, there were approximately 33.4 million people living with HIV, 2.7 
million new infections and 2 million deaths from AIDS-related causes. The pathogen that 
causes this pandemic is the Major (M) group of HIV type 1 (HIV-1). Group M HIV-1 
dominates the global pandemic with at least nine subtypes and multiple intersubtype 
recombinants have been identified to date (Leitner et al., 2005). Many of these recombinants 
are circulating in multiple geographical regions and are integral parts in the HIV-1 
pandemic (McCutchan, 2006; Takebe et al., 2004). 

HIV-1 has become the most studied virus in history. Our understanding of the replication 
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1. Introduction 
The World Health Organization has indicated that effective control of the HIV/AIDS 
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million new infections and 2 million deaths from AIDS-related causes. The pathogen that 
causes this pandemic is the Major (M) group of HIV type 1 (HIV-1). Group M HIV-1 
dominates the global pandemic with at least nine subtypes and multiple intersubtype 
recombinants have been identified to date (Leitner et al., 2005). Many of these recombinants 
are circulating in multiple geographical regions and are integral parts in the HIV-1 
pandemic (McCutchan, 2006; Takebe et al., 2004). 

HIV-1 has become the most studied virus in history. Our understanding of the replication 
mechanism of HIV-1 has allowed scientists to develop several classes of antiviral therapies 
targeting various steps of the virus life cycle (Gilliam et al., 2011; Liao et al., 2010; Perno et 
al., 2008). Current antiviral treatments target the functions of several HIV-1 proteins; 
available drugs include nucleoside and non-nucleoside reverse transcriptase inhibitors; 
protease inhibitors, which block the maturation of the nascent virus; and integrase 
inhibitors, which prevent the integration of viral DNA into the host genome. Fusion and 
entry inhibitors are newer classes of antiviral drugs and can prevent viral infection before 
the virus’s entry into the cell. 

In addition to the proteins encoded by the viral genome, RNA secondary structures play 
important roles in the replication of HIV-1 by acting in cis to regulate and facilitate different 
stages of viral replication. Indeed, these RNA secondary structures appear to be promising 
targets for next-generation antiviral drugs (Berkhout, 2009; Biswas et al., 2004; Daelemans et 
al., 2002; Haasnoot et al., 2007; Houghton et al., 2010; Reyes-Darias et al., 2008; Rossi et al., 
2007). Here, we provide an overview of the functions of several important cis-acting RNA 
elements that are crucial to HIV-1 replication. We will also present our latest in-depth 
analysis of a multi-functional viral RNA element that participates in the dimerization of HIV 
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genomic RNA and virion packaging in producer cells, as well as reverse transcription (RT) 
and the recombination of viral RNA in infected cells. 

2. The HIV-1 replication cycle 
A schematic of the HIV life cycle is shown in Figure 1. The life cycle includes binding, entry, 
reverse transcription, integration, viral protein synthesis, assembly and budding. 

 
Fig. 1. Schematic representation of the life cycle of HIV-1. 

2.1 Binding and entry 

The HIV-1 replication cycle begins with a virion binding to a target cell. Both binding and 
entry depend upon the surface envelope proteins of the virus, which are trimeric glycoproteins 
composed of heterodimers of gp120 and gp41 (Checkley et al., 2011). Binding is mediated via 
the interaction between gp120 on the virion and CD4 on the T-lymphocyte (Yoon et al., 2010). 
Upon binding, the viral envelope glycoprotein undergoes a conformational change, exposing a 
specific domain capable of binding the CCR5 or CXCR4 chemokine receptors on the cell 
membrane (Trkola et al., 1996). The binding of gp120 to CD4 and one of the two chemokine 
receptors results in the fusion of gp41 on the viral envelope with the cellular membrane. After 
fusion of the viral envelope with the cell membrane, the virus core is released into the 
cytoplasm, and the viral RNA is uncoated from the viral core (Arhel, 2010). RT occurs in the 
cytoplasm, and the viral RNA is converted to a double-stranded cDNA by the polymerase and 
RNase H domains of the reverse transcriptase.  

2.2 Reverse transcription and integration 

Once HIV-1 genomic RNA is uncoated in the host cytoplasm, reverse transcriptase uses host 
tRNA as a primer for the viral primer binding site (PBS) to initiate minus-strand DNA 
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synthesis (Figure 2) (Jiang et al., 1993; Mak et al., 1994). RT proceeds to the 5’ end of the 
genomic RNA, creating a DNA/RNA hybrid. The RNA component of the hybrid is 
degraded by the RNase H activity of reverse transcriptase, generating minus-strand strong-
stop DNA. The direct repeat (R) sequence allows the minus-strand strong-stop DNA to 
anneal to the identical R at the 3’ end of the viral genome (first-strand transfer). Once first-
strand transfer is completed, minus-strand DNA synthesis continues. The RNase H domain 
of the reverse transcriptase degrades the RNA template when DNA is synthesized, but the 
degradation is incomplete. 

 
Fig. 2. HIV-1 reverse transcription. Reverse transcriptase uses host tRNA (blue line) bound 
to PBS as primer. Viral RNA is indicated as red lines. Black lines represent viral DNA. 
Approximate locations of cis-acting elements relevant to reverse transcription are shown. 
CTS, central termination signal.  

The purine-rich region of the RNA genome is called the poly-purine tract (PPT) and central 
PPT (Charneau et al., 1992; Huber and Richardson, 1990). PPT acts as a primer for plus-
strand DNA synthesis. The PPT and central PPT are relatively resistant to RNase H 
digestion and can prime plus-strand DNA synthesis. Plus-strand synthesis from the PPT 
continues to the 3’ end of the viral genome and the portion of the primer tRNA yielding 
plus-strand strong-stop DNA. RNase H removes the primer tRNA, allowing the PBS on the 
plus-strand strong-stop DNA to anneal to the upstream complementary PBS (second-strand 
transfer). DNA synthesis from the central PPT provides an additional primer for plus-strand 
synthesis. Plus- and minus-strand syntheses are then completed, with each strand of DNA 
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serving as the template for the other. The resulting double-stranded HIV-1 cDNA is 
imported into the nucleus and integrated into the cell genome by integrase (Li et al., 2011). 
The virus then resides permanently in the genome as a provirus. 

2.3 Viral protein synthesis, assembly and budding 

When the host cell receives a signal to become active, cellular RNA polymerase uses the 
promoter and enhancer in the 5’LTR to initiate transcription of proviral DNA into viral RNA 
(Kingsman and Kingsman, 1996). The full-length unspliced viral RNA serves two purposes: 
it expresses Gag and Pol, and becomes incorporated into newly generated viral particles. 
Upon maturation, Gag forms the three structural proteins of the virion: the matrix, capsid 
and nucleocapsid (NC) (Freed, 1998). The protease, reverse transcriptase and integrase are 
encoded by the pol gene. Other viral mRNA encodes the remaining viral proteins. Gag 
expressed from the unspliced viral RNA recognizes viral genomic RNA that contains the 
major packaging signal and packages two copies of RNA into a virion (Clever et al., 1995). 
Virion assembly takes place at the cellular membrane, and the assembly process gives rise to 
immature viral particles (Adamson and Freed, 2007). The viral protease cleaves the Gag-Pol 
polyproteins into matrix, capsid, NC, reverse transcriptase and integrase proteins, 
producing mature and infectious virus particles. The mature particle buds through the 
infected cell membrane and acquires viral envelope glycoproteins that are encoded by the 
env gene and expressed on the cell membrane. 

3. HIV-1 secondary RNA structure 
The viral genome of HIV contains several secondary RNA structures that are important for 
the regulation of viral replication (Watts et al., 2009; Wilkinson et al., 2008). The known 
secondary RNA structures with well-defined functions are the trans-activation responsive 
(TAR) element, stem-loop (SL) 1 to SL4, ribosomal frameshift signal, PPT, central PPT, and 
Rev response element (RRE). 

3.1 Trans-activation responsive element 

The TAR element primarily resides in an approximately 45-nucleotide region of the 5' R of 
the HIV-1 genome. TAR RNA forms a hairpin stem-loop structure with a side bulge. The 
viral transactivator protein, Tat, binds to the bulge of the cis-acting TAR to activate 
transcription. The absence of Tat severely impairs viral replication, highlighting the 
importance of this protein in the viral life cycle. Transcription from the LTR is enhanced 
several hundred-fold in the presence of Tat. Upon binding to TAR, Tat promotes the 
binding of cellular proteins to form the ribonucleoprotein complex, a positive transcription 
elongation factor (P-TEFb) complex that contains Cyclin T1, cdk9 and Brd4 and ensures 
efficient transcription of the full-length HIV genome (Jang et al., 2005; Marshall and Price, 
1992). The interactions of TAR with Tat and P-TEFb allow it to bind RNA polymerase II and 
increase its processivity (Isel and Karn, 1999; Parada and Roeder, 1996). 

3.2 Stem-loops in the 5' untranslated region 

In addition to TAR, HIV-1 possesses RNA secondary structures at the 5' end of the HIV-1 
RNA in the untranslated region. This region forms a series of four SLs preceding and 
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overlapping the Gag start codon that are important for the regulation of viral replication 
(Figure 3A) (Berkhout and van Wamel, 2000; Clever et al., 1995; Watts et al., 2009; Wilkinson 
et al., 2008). Despite some sequence variation, different subtypes of HIV-1 all have similar 
secondary structures in this region (Berkhout and van Wamel, 1996; Laughrea et al., 1997). 
SL1 contains the dimerization initiation sequence that controls partner selection during viral 
RNA dimerization in the cytoplasm (Figure 3B and see Section 4 below). In the absence of 
SL1, HIV-1 cannot replicate in human T cell lines, highlighting the crucial role of this 
element in HIV-1 replication. SL2 is the splice donor that directs the splicing of viral mRNA 
transcripts such as tat and rev. SL3 is the major packaging signal that allows Gag to 
recognize and package viral genomic RNA into the virion. HIV-1 RNA is encapsidated into 
virions through Gag–RNA interactions involving the recognition of SL3 by zinc finger 
motifs in the Gag NC. In addition, SL3 is present in unspliced genomic HIV-1 RNA but 
absent from spliced viral mRNAs, ensuring efficient packaging of the full length HIV-1 viral 
genome. Moreover, SL1, SL2 and SL4 are integral components of the packaging signal 
(Amarasinghe et al., 2000; Clever et al., 1995; Clever and Parslow, 1997; Damgaard et al., 
1998; McBride and Panganiban, 1996, 1997; Sakaguchi et al., 1993). Biochemical analysis has 
indicated that short RNAs possessing HIV-1 SL2 or SL3 have the highest affinity for NC, 
whereas those with SL1 or SL4 have lower affinity for NC (Shubsda et al., 2002). Mutation 
analyses have shown that all of these structures are important for RNA packaging (Berkhout 
and van Wamel, 1996; Clever and Parslow, 1997; Laughrea et al., 1997; Shankarappa et al., 
2001). 

 
Fig. 3. Stem-loops of the HIV-1 5' untranslated region. (A) RNA structure of the four stem-
loops. The dimerization initiation signal (DIS) sequence is shown in box. (B) Mechanism of 
viral RNA dimerization. Dimerization is initiated by base-pairing of the DIS forming a 
kissing-loop complex. Gag nucleocapsid (NC) promotes the formation of a more stable RNA 
dimer. 
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3.3 Ribosomal frameshift signal 

The compactness of the HIV-1 genome makes it challenging for the virus to express multiple 
viral proteins. HIV-1 overcomes this problem by incorporating a ribosomal frameshift signal 
between the gag and pol transcripts (Jacks et al., 1988). The signal has a slippery sequence 
(UUUUUUA) that causes a frameshift, and the sequence immediately downstream forms a 
stem-loop structure (Dinman et al., 2002; Dulude et al., 2002; Jacks et al., 1988; Parkin et al., 
1992). The stem-loop RNA structure of the signal is hypothesized to stall the ribosome, 
resulting in a switch from the zero reading frame to the minus-one frame in the 5' direction; 
translation continues in the new frame (Jacks et al., 1988). The signal is a translational 
control mechanism that is responsible for a minus-one ribosomal frameshift that, in turn, 
produces a specific ratio of Gag and Gag-Pol polyproteins from the overlapping Gag-Pol 
open reading frames. 

3.4 The polypurine and central polypurine tracts 

The RNA genome of HIV-1 contains two short PPTs that are involved in the initiation of 
plus-strand DNA synthesis (Figure 2). The 3’ PPT is a purine-rich sequence 
(AAAAGAAAAGGGGGGA) located just upstream of U3 (Huber and Richardson, 1990). 
The central copy of the PPT, which has an additional function in the nuclear import of HIV-
1 cDNA, is an exact copy of the 3’ PPT (Charneau et al., 1992; Zennou et al., 2000). PPT acts 
as a primer for plus-strand DNA synthesis because it is relatively resistant to RNase H 
degradation. Downstream plus-strand synthesis is primed by the central PPT. Mutations in 
the central PPT significantly reduce viral replication as a result of reduced plus-strand 
initiation (Charneau et al., 1992). The 3’ end PPT primes the synthesis of the 3’ LTR, which is 
paused after the primer tRNA is degraded to produce a plus-strand strong-stop DNA. After 
strand transfer of the plus-strand strong-stop DNA, DNA synthesis continues to the center 
of the viral genome, which is defined by a central termination signal (CTS) located 
approximately 68 nucleotides downstream of the central PPT (Charneau and Clavel, 1991). 
The central initiation of the plus-strand DNA at the central PPT and the downstream 
termination at the CTS generate a linear DNA molecule with a three-stranded DNA 
structure called the central DNA flap (Charneau et al., 1992; Charneau and Clavel, 1991; 
Zennou et al., 2000). This central DNA flap promotes HIV-1 DNA nuclear import in cis. 
Absence of the central DNA flap results in the accumulation of unintegrated linear DNA in 
the cytoplasm of infected cells. 

3.5 Rev response element 

HIV-1 genomic RNA and unspliced mRNA are blocked from nuclear export and are 
retained in the nucleus. To overcome nuclear retention, HIV-1 expresses the Rev protein and 
harbors an RRE in its RNA genome. The RRE is an approximately 200-nucleotide RNA 
element located at the junction between the surface (gp120) and transmembrane (gp41) 
domains of the env gene. The RRE has multiple high-affinity binding sites for the Rev viral 
protein (Dillon et al., 1990; Zapp and Green, 1989). Rev contains the nuclear export signal 
and is expressed from a fully spliced HIV-1 mRNA that can be exported from the nucleus 
normally. After expression and nuclear entry, Rev binds to RRE and facilitates the nuclear 
export of viral genomic RNA and viral unspliced mRNA via the Crm1 nuclear export 
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pathway (Fridell et al., 1996; Fukuda et al., 1997; Neville et al., 1997). The Rev-RRE 
interaction is an essential regulatory switch in the viral life cycle. At the beginning of viral 
replication, Rev concentration is low, and only fully spliced viral mRNA, e.g., Rev mRNA, is 
exported to the cytoplasm. Following expression and nuclear entry, Rev concentration 
increases, and the protein binds to and multimerizes with the RRE to recruit nuclear export 
complexes (Olsen et al., 1990; Zapp et al., 1991). This process results in the export of viral 
genomic and unspliced mRNA from the nucleus to the cytoplasm, which marks the late 
stage of viral replication. 

4. Multiple functions of stem-loop 1  
Unlike most cis-acting elements that participate in a defined step of viral replication, SL1 has 
multiple well-defined functions in the virus life cycle (Berkhout and van Wamel, 1996). 
Studies have shown that SL1 directs the dimerization of HIV genomic RNA and its 
packaging into the virion in producer cells, as well as RT and recombination of the viral 
RNA in infected cells (Chin et al., 2007; Chin et al., 2008; Chin et al., 2005; Moore et al., 2007; 
Moore and Hu, 2009).  

4.1 Stem-loop 1 directs viral RNA dimerization and controls genetic recombination 

HIV-1 virions contain two copies of the viral RNA genome. The genomic RNA is held 
together as a dimer by a noncovalent linkage at the 5’ end (Hoglund et al., 1997; Song et al., 
2007). The dimerization process occurs in the cytoplasm, and the dimeric RNA is then 
packaged through Gag-RNA interactions, as described above (Chen et al., 2009; Moore et al., 
2007; Moore et al., 2009). The viral element that directs the dimerization process is a 6-
nucleotide palindromic sequence called the dimerization initiation signal (DIS), located at 
the SL1 loop in the 5’ untranslated region (Figure 3A) (Berkhout and van Wamel, 1996; Chin 
et al., 2005; Laughrea and Jette, 1994; Moore et al., 2007; Moore and Hu, 2009; Muriaux et al., 
1995; Skripkin et al., 1994; Song et al., 2007). The DIS sequences of HIV-1 are either subtype 
B-like, i.e., GCGCGC, or subtype C-like, i.e., GTCGAC (Leitner et al., 2005). Once full-length 
HIV-1 genomic RNAs are exported into the cytoplasm, the DIS sequences of two viral RNAs 
interact through Watson-Crick base-pairing (Figure 3B) (Clever et al., 1996; Muriaux et al., 
1996b; Paillart et al., 1996b). The dimerization process is then initiated and produces a 
kissing loop complex (Clever et al., 1996; Kieken et al., 2006; Laughrea and Jette, 1994; 
Muriaux et al., 1996b; Skripkin et al., 1994). The NC domain of Gag then promotes the 
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with the major packaging signal in SL2. 

Studies have shown that the DIS-mediated base-pairing of two viral RNA molecules is a 
major determinant in the selection of the copackaged RNA partners (Chin et al., 2005; Moore 
et al., 2007; Moore and Hu, 2009). Using an assay that measures recombination rate as a 
proxy for the efficiency of packaging of genotypically distinct HIV-1 RNA molecules, 
studies have found that the copackaging of two subtype B or subtype C HIV-1 RNAs is very 
efficient (Chin et al., 2005; Rhodes et al., 2005). However, the copackaging of a subtype B 
RNA with a subtype-C RNA occurs with much lower efficiency (9-fold reduction) compared 
to the copackaging of homologous sequences. Therefore, HIV-1 copackaging of 
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3.3 Ribosomal frameshift signal 

The compactness of the HIV-1 genome makes it challenging for the virus to express multiple 
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pathway (Fridell et al., 1996; Fukuda et al., 1997; Neville et al., 1997). The Rev-RRE 
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replication, Rev concentration is low, and only fully spliced viral mRNA, e.g., Rev mRNA, is 
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RNA with a subtype-C RNA occurs with much lower efficiency (9-fold reduction) compared 
to the copackaging of homologous sequences. Therefore, HIV-1 copackaging of 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

130 

genotypically different genomic RNAs is restricted. The major element that restricts the 
copackaging of subtype B and subtype C RNAs was mapped to the DIS on SL1. Subtype B 
and subtype C HIV-1 possess different palindromic sequences in their DIS sequences. This 
sequence difference reduces the co-packaging of subtype B and subtype C viral RNA 
molecules. Although the frequency of template-switching or recombination by reverse 
transcriptase is unchanged, now only a small population of virions contains two different 
subtypes of RNA is present. Because genotypically distinct recombinants can only be 
generated from viruses containing two RNA molecules that encode different sequences 
(heterozygous virions) but not from viruses containing two identical RNAs (homozygous 
virions) (Hu and Temin, 1990), sequence differences in the DIS result in a drastic decrease in 
recombinant HIV-1 formation. 

Based on the numbers and prevalence of circulating and unique recombinant forms of HIV-
1, it is evident that recombination has played a significant role in generating the diversity of 
virus strains in the infected population. Recombination can occur during reverse 
transcription, generating DNA that contains genetic information from each co-packaged 
RNA (Coffin, 1979). The studies described above showed that the DIS sequence identity 
plays a pivotal role in determining the packaging efficiency of RNAs from different HIV-1 
strains and thus governs the opportunities for recombination to occur. It has been suggested 
that the recombination potential between two HIV-1 subtypes can be predicted from their 
DIS sequences. One study explored this possibility by measuring the recombination rate 
between subtype B, subtype C and circulating recombinant forms 01_AE (AE) strains of 
HIV-1 (Chin et al., 2007). In that study, the recombination rate between AE and subtype B 
viruses, which have different DIS sequences, was four-fold lower than the rate between AE 
and subtype C viruses, which have identical DIS sequences. Moreover, the lower 
recombination rate between the AE and B viruses could be recovered by changing the 
subtype B DIS to a subtype C DIS. Therefore, mismatches that affect base-pairing within the 
DIS can severely disrupt recombination between HIV-1 subtypes. Although the intersubtype 
HIV-1 recombination rate is much lower than the intrasubtype rate, HIV-1 has exceedingly 
high recombination rates, approximately 10-fold higher than those of murine leukemia virus 
or spleen necrosis virus (Anderson et al., 1998; Hu and Temin, 1990). Therefore, even for 
different DIS sequences, intersubtype HIV-1 recombination still occurs at levels similar to 
gammaretrovirus recombination rates. 

4.2 Stem-loop 1 maintains proper nucleic acid structures in the reverse transcription 
complex 

Studies have suggested that the multi-functional SL1 of HIV-1 helps to facilitate RT. It was 
shown that SL1 deletion impairs plus-strand HIV-1 DNA transfer in RT (Paillart et al., 
1996a; Shen et al., 2000). In addition, template-switching is restricted in a 2-kb region 
immediately downstream of SL1 mutations (Chin et al., 2008), which affects the efficiency of 
RT and the synthesis of full-length HIV-1 DNA (King et al., 2008). The second observation is 
intriguing because most HIV-1 RNA secondary structures that are thought to stall RT and 
thereby increase recombination are limited to a very short region (Derebail and DeStefano, 
2004; Galetto et al., 2004; Moumen et al., 2001). Unlike these RNA structures, the SL1 
mutations that cause improper base-pairing between two HIV-1 RNA molecules have a 
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long-range effect on the template-switching tendency of reverse transcriptase (Chin et al., 
2008). In that study, viruses that packaged two RNAs containing different DIS sequences 
were examined. The lack of perfect base-pairing between the two DIS regions caused an 
apparent recombination gradient with far fewer recombination events immediately 
downstream from the DIS compared to the pol region, which is more than 2 kb downstream 
from the DIS. 

The long-range effect can be corrected when there is perfect base-pairing between the DIS of 
the two viral RNAs, indicating that the long-range effect is caused by the DIS rather than by 
other local sequences. These results suggest that the two RNA molecules in the RT complex 
are organized in a particular structure(s) and that the base-pairing of the DIS sequences has 
an important role in forming this structure. It is possible that the DIS serves as a nucleation 
point to allow proper arrangement of the dimeric RNA structures immediately downstream 
from it. Without this nucleation point, the 2 kb region immediately following the DIS is not 
structurally suitable for recombination. The effect of DIS base-pairing diminishes after 
approximately 2 kb; most of the pol regions had similar numbers of recombination events 
regardless of whether the DIS could base-pair perfectly. This observation suggests that the 
remainder of the RNA sequences adopt the proper dimer structure. This result is consistent 
with the conclusion generated by several studies that, despite the importance of the DIS, the 
base-pairing of DIS sequences is not absolutely essential for the generation of virion RNA 
dimers (Berkhout and van Wamel, 1996; Laughrea and Jette, 1996; Moore et al., 2007; 
Muriaux et al., 1996b). These findings reveal that the DIS plays a critical role in maintaining 
proper nucleic acid structure in the RT complex. 

4.3 Stem-loop 1 regulates the packaging of spliced and unspliced viral RNA 

The zinc finger motifs of NC recognize the major packaging signal within the SL3 in a full-
length unspliced genomic HIV-1 RNA to promote packaging into virions. Partially spliced 
and completely spliced viral RNAs, which do not contain SL3, are largely excluded from 
packaging. An SL1 deletion mutant of HIV-1 is non-viable and has an abnormal packaging 
preference for full-length unspliced HIV-1 genomic RNA and singly and fully spliced viral 
mRNA (Clever and Parslow, 1997; Clever et al., 2000; Houzet et al., 2007; McBride and 
Panganiban, 1997; Ristic and Chin, 2010; Russell et al., 2003). The ΔSL1 mutant packaged 
genomic RNA two-fold less efficiently than the wildtype (Figure 4A) (Ristic and Chin, 2010). 
This result is not surprising because the SL1 has been suggested to have a role in binding 
Gag during packaging (Clever et al., 1995; Clever and Parslow, 1997; Shubsda et al., 2002). In 
contrast, three- to four-fold more spliced viral mRNA is packaged into the virion when SL1 
is deleted (Figure 4B). The deletion of SL1 increased the amount of spliced viral mRNA 
relative to HIV-1 genomic RNA by seven- to nine-fold (Ristic and Chin, 2010). This aberrant 
packaging of genomic and spliced viral RNA is caused by an abnormal interaction between 
the RNA and Gag; three-fold less ΔSL1 genomic RNA co-immunoprecipitates with Gag 
compared to wildtype RNA. This result indicates that the decreased packaging efficiency of 
ΔSL1 genomic RNA is caused by a reduced association of Gag with the ΔSL1 RNA. In 
accordance with this observation, Gag showed an enhanced association with ΔSL1 spliced 
viral mRNA, immunoprecipitating approximately four-fold more singly spliced and fully 
spliced viral mRNA (Ristic and Chin, 2010). 
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long-range effect on the template-switching tendency of reverse transcriptase (Chin et al., 
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downstream from the DIS compared to the pol region, which is more than 2 kb downstream 
from the DIS. 
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the two viral RNAs, indicating that the long-range effect is caused by the DIS rather than by 
other local sequences. These results suggest that the two RNA molecules in the RT complex 
are organized in a particular structure(s) and that the base-pairing of the DIS sequences has 
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point to allow proper arrangement of the dimeric RNA structures immediately downstream 
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regardless of whether the DIS could base-pair perfectly. This observation suggests that the 
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with the conclusion generated by several studies that, despite the importance of the DIS, the 
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dimers (Berkhout and van Wamel, 1996; Laughrea and Jette, 1996; Moore et al., 2007; 
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4.3 Stem-loop 1 regulates the packaging of spliced and unspliced viral RNA 

The zinc finger motifs of NC recognize the major packaging signal within the SL3 in a full-
length unspliced genomic HIV-1 RNA to promote packaging into virions. Partially spliced 
and completely spliced viral RNAs, which do not contain SL3, are largely excluded from 
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genomic RNA two-fold less efficiently than the wildtype (Figure 4A) (Ristic and Chin, 2010). 
This result is not surprising because the SL1 has been suggested to have a role in binding 
Gag during packaging (Clever et al., 1995; Clever and Parslow, 1997; Shubsda et al., 2002). In 
contrast, three- to four-fold more spliced viral mRNA is packaged into the virion when SL1 
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Fig. 4. Quantification of HIV-1 RNA content in the virion by real-time PCR. (A) Efficiency of 
HIV-1 genomic RNA packaging. NL4-3, wildtype HIV-1; NLΔSL1, SL1 deletion mutant; 
NLΔSL1-913, ΔSL1 with compensatory mutation in matrix; NLΔSL1-1907, ΔSL1 with 
compensatory mutation in SP1. The amount of NL4-3 genomic RNA was set at 100%. *, 
indicates p < 10-4 and significant deviation from the wild-type copy number as determined 
by Student’s t test. (B) Efficiency of spliced HIV-1 RNA (env and rev mRNA) packaging. The 
amount of NL4-3 spliced mRNA was set at 100%. *, indicates significant deviation from the 
wild-type copy number as determined by Student’s t test; p < 10-4, except for NLΔSL1-913, p 
< 10-3. 

4.4 Is stem-loop 1 a potential target for antiviral intervention? 

Given the important role of SL1 in regulating multiple stages of the viral life cycle, it has 
been proposed as a target for RNA-based antiviral therapies including RNA interference 
and antisense approaches (Elmen et al., 2004; Ennifar et al., 2006; Sugiyama et al., 2009). 
However, mutation, sequence deletion and recombination are common mechanisms by 
which HIV-1 escapes antiviral intervention and continues to replicate in the host. Indeed, 
ΔSL1 HIV-1 replicated in human peripheral blood mononuclear cells (PBMCs), although it 
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was >10-fold less infectious than the wildtype (Hill et al., 2003; Jones et al., 2008). Several 
studies have shown that HIV-1 can replicate without SL1 by acquiring changes in the genome 
(Liang et al., 1998; Liang et al., 1999; Ristic and Chin, 2010; Russell et al., 2003). We have 
demonstrated that, despite the absence of a vital element regulating RNA dimerization, the 
ΔSL1 mutant still dimerized, copackaged and subsequently recombined with a recombination-
competent HIV-1 and was restored to infectivity similar to that of wildtype. We also showed 
that, in PM-1 cells infected with ΔSL1 HIV-1, syncytia were observed 14 days post-infection; 
wildtype infected cells showed syncytia by seven days post-infection. Virus production by the 
infected PM-1 cells was detected by ELISA in the culture supernatant three to four days before 
cytopathogenicity was observed (Ristic and Chin, 2010). 

Sequence analysis of the near full-length genome of the ΔSL1 virus at 14 days post-infection 
in PM-1 showed that HIV-1 variants still harbored the SL1 deletion found in the ΔSL1 input 
virus. Two independent mutations were identified in the matrix domain and the SP1 
domain of Gag (Ristic and Chin, 2010). When these two mutations were separately placed 
into a ΔSL1 HIV-1 backbone, both were able to enhance the infectivity of the deletion 
mutant by partially restoring the packaging specificity of viral RNA (Figures 4A and 4B). 
These compensatory mutations allow Gag to exclude spliced viral mRNA from packaging, 
thus reducing interference with the production of infectious virus in the ΔSL1 mutant. Flow 
cytometry analysis of infected PBMCs showed that ΔSL1 HIV-1 carrying these 
compensatory mutations depleted CD4+ cells more rapidly than the original ΔSL1 mutant. 
These data indicate that more than one pathway can compensate for the loss of SL1 
secondary RNA structure. HIV-1 adapts quickly to the deletion of SL1 by compensatory 
mutations or recombination with a variant. These results highlight the ever-changing nature 
of HIV-1. In addition to SL1, future antiviral drug design should also target essential and 
highly conserved gene coding sequences. 

5. Conclusion 
Despite advances in antiviral therapy against HIV and greater understanding of the biology 
of the virus, the eradication of HIV/AIDS remains elusive. HIV continues to evade drug 
interventions and vaccines by mutation and recombination, which allow rapid 
diversification of HIV population. Facing this challenge, antiviral development has 
expanded to target HIV replication at the RNA level. Viral cis-acting RNA elements play 
crucial roles in regulating various steps of viral replication; in particular, the SL1 
participates in multiple stages of the virus’s lifecycle. Indeed, RNA interference-based 
antivirals targeting these elements have been tested in vitro but is far from success mainly 
because of the high variability of the virus. To this end, we have demonstrated that HIV 
adapts quickly to a severe defect at the SL1 region and regains wild type-like infectivity and 
pathogenicity. Therefore, in the light of this urgent public health problem, scientists need to 
continue the endeavor to elucidate new viral cis-acting elements and the mechanisms by 
which they regulate replication, thereby revealing new targets for antiviral intervention and 
to develop combination therapy. 
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that, in PM-1 cells infected with ΔSL1 HIV-1, syncytia were observed 14 days post-infection; 
wildtype infected cells showed syncytia by seven days post-infection. Virus production by the 
infected PM-1 cells was detected by ELISA in the culture supernatant three to four days before 
cytopathogenicity was observed (Ristic and Chin, 2010). 

Sequence analysis of the near full-length genome of the ΔSL1 virus at 14 days post-infection 
in PM-1 showed that HIV-1 variants still harbored the SL1 deletion found in the ΔSL1 input 
virus. Two independent mutations were identified in the matrix domain and the SP1 
domain of Gag (Ristic and Chin, 2010). When these two mutations were separately placed 
into a ΔSL1 HIV-1 backbone, both were able to enhance the infectivity of the deletion 
mutant by partially restoring the packaging specificity of viral RNA (Figures 4A and 4B). 
These compensatory mutations allow Gag to exclude spliced viral mRNA from packaging, 
thus reducing interference with the production of infectious virus in the ΔSL1 mutant. Flow 
cytometry analysis of infected PBMCs showed that ΔSL1 HIV-1 carrying these 
compensatory mutations depleted CD4+ cells more rapidly than the original ΔSL1 mutant. 
These data indicate that more than one pathway can compensate for the loss of SL1 
secondary RNA structure. HIV-1 adapts quickly to the deletion of SL1 by compensatory 
mutations or recombination with a variant. These results highlight the ever-changing nature 
of HIV-1. In addition to SL1, future antiviral drug design should also target essential and 
highly conserved gene coding sequences. 

5. Conclusion 
Despite advances in antiviral therapy against HIV and greater understanding of the biology 
of the virus, the eradication of HIV/AIDS remains elusive. HIV continues to evade drug 
interventions and vaccines by mutation and recombination, which allow rapid 
diversification of HIV population. Facing this challenge, antiviral development has 
expanded to target HIV replication at the RNA level. Viral cis-acting RNA elements play 
crucial roles in regulating various steps of viral replication; in particular, the SL1 
participates in multiple stages of the virus’s lifecycle. Indeed, RNA interference-based 
antivirals targeting these elements have been tested in vitro but is far from success mainly 
because of the high variability of the virus. To this end, we have demonstrated that HIV 
adapts quickly to a severe defect at the SL1 region and regains wild type-like infectivity and 
pathogenicity. Therefore, in the light of this urgent public health problem, scientists need to 
continue the endeavor to elucidate new viral cis-acting elements and the mechanisms by 
which they regulate replication, thereby revealing new targets for antiviral intervention and 
to develop combination therapy. 
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1. Introduction  

Hepatitis B virus (HBV) is one of the most important human pathogens. The outcome of 
HBV infection as well as the severity of HBV-induced liver disease varies widely from one 
patient to another. In around 90-95% of adults, exposure to HBV leads to an acute infection 
which is rapidly cleared without long-term consequences. The remaining 5-10% fail to 
control viral infection that consequently evolves to chronicity. The rate of chronicity of viral 
infection is dramatically higher (up to 90%) in neonates born from infected mothers, 
suggesting that infection around birth successfully induces peripheral tolerance to viral 
antigens which prevents clearance. About 2 billion humans have been infected by HBV 
worldwide and more than 350 million are chronic carriers. The latter have high risk to 
develop severe liver disease, including liver cirrhosis and hepatocellular carcinoma. Around 
600,000 persons die each year due to consequences of hepatitis B infection. As HBV is a non-
cytopatic virus, HBV-related liver damage very likely results from the immune response 
against infected hepatocytes which is activated but not strong enough to clear infection. 

Our knowledge of the molecular biology of HBV has increased considerably over the past 
decades, leading to the development of very effective prophylactic vaccines and to the 
development of direct antivirals active against HBV. Five nucleos(t)ide analogs are currently 
approved to treat chronic hepatitis B. Belonging to the same class of nucleosidic reverse 
transcriptase inhibitors, they specifically inhibit viral polymerase activity and thus suppress 
HBV replication, significantly improving liver histology and the clinical outcomes of the 
disease after one year of treatment (Liaw et al., 2004). Unfortunately, nucleos(t)ide analogs 
act at a late stage in the HBV life cycle (i.e. maturation of newly formed viral capsids by 
reverse transcription of pregenomic RNA) and do neither prevent formation and nuclear 
establishment nor activity of the HBV transcription template, the so called HBV covalently 
closed circular (ccc) DNA.  

Long-term treatments with nucleos(t)ide analogs are thus necessary to cure HBV infected 
cells and unfortunately lead to the selection of HBV drug-resistant strains (Zoulim, 2006). 
Even very effective antivirals such as Tenofovir lead to HBsAg seroconversion in only 3 to 
8% of patients over three years (Heathcote et al., 2011; van Bommel et al., 2010). Pegylated 
(PEG)-IFN- is an established treatment alternative and acts as an antiviral but also 
enhances the host’s immune defense. However, only 30% of PEG-IFN- -treated patients 
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achieve a sustained antiviral response (Karayiannis, 2003), and only about 8-10 % of patients 
clear the virus (Marcellin et al., 2009) with slightly increasing rates during long-term follow-
up (Moucari et al., 2009). New therapeutic approaches that target other viral proteins, 
besides viral polymerase, are needed to decrease viral drug resistance and improve 
treatments against HBV.  

This chapter will particularly focus on the hepatitis B virus X protein (HBx) that is essential 
to initiate and maintain transcription of HBV RNA from nuclear cccDNA and thus is a key 
regulator of the virus life cycle. Due to its central role, HBx represents a very promising new 
target for antiviral strategies against HBV.  

1.1 Hepatitis B virus structure and proteins 

HBV belongs to the family hepadnaviridae. It is a small, enveloped DNA virus that replicates 
via reverse transcription of an RNA intermediate. HBV virions, also called Dane particles, 
are spherical lipid-containing structures with a diameter of ~42 nm (Fig. 1). The inner shell  

 
Fig. 1. HBV proteins and virion structure. (A) List of all HBV proteins. (B) Viral particles 
present in the serum of HBV-infected patients are schematically represented. The so-called 
“Dane particles” are fully infectious viral particles containing the HBV capsid and one 
rcDNA genome copy with the viral polymerase attached. Subviral particles of spherical or 
filamentous shapes consist of empty viral envelopes. Together, Dane particles, spheres, and 
filaments are recognized as HBsAg. The precore protein is secreted as HBeAg. 

of the virus consists of an icosahedral capsid, which is assembled from 180 or 240 subunits 
of the core protein. The capsid is covered by a lipid bilayer membrane densly packed with 
the three envelope proteins, large (L), middle (M), and predominantly small (S) protein, and 
is acquired by budding into the endoplasmic reticulum. They are translated from individual 
start codons but share the open reading frame and the same C-terminal amino acids, called 
the S domain. As a consequence, the M protein shares the S and has an extra N-terminal 
domain called preS2, and the L protein encompasses the S and two extra domains: preS2 
and preS1. Capsids contain a single copy of the HBV genome consisting of a 3.2-kb partially 
double-stranded relaxed circular (rc) DNA molecule. The viral polymerase serves as a 
protein primer and remains covalently linked to the 5’ end of the complete strand, also 
called viral (–) strand DNA of the rcDNA after reverse transcription. Besides virions, HBV 
infection leads to secretion of huge amounts of subviral particles, which consist of empty 
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viral envelopes with filamentous or spherical shapes (Fig. 1) containing mainly S and little L 
protein. Subviral particles are the most abundant HBV structures released into the 
bloodstream, are commonly defined as hepatitis B surface (HBs) antigen and are thought to 
facilitate virus spread and persistence in the host by adsorbing virus-neutralizing antibodies 
and tolerizing T cell responses. 

In addition to polymerase and the structural proteins, the HBV genome also encodes for two 
non-structural proteins, which have less well-defined functions. Secreted HBeAg may have 
immunoregulatory functions (Bertoletti & Gehring, 2006; Chen et al., 2005; Chen et al., 2004; 
Visvanathan et al., 2007), whereas HBx seems to have multiple key functions as it will be 
detailed later.  

1.2 Overview of the hepatitis B virus life cycle  

A schematic overview of the HBV life cycle is depicted below in Fig. 2. HBV infection is 
restricted to hepatocytes. HBV entry into these cells is thought to be a multistep process. 
Virions are first trapped at the surface of the cell by heparan sulfate proteoglycans (Schulze 
et al., 2007) and then bind to a receptor allowing uptake into the cells via an endocytosis 
process (Kott, 2010; Leistner et al., 2008). So far, this cellular receptor as not been identified. 
Proteolytic cleavage of the surface protein occurs within the endosomal compartment, 
probably resulting in a conformational change that exposes some translocation motifs at the 
surface of the viral particle allowing fusion of viral and cellular membranes and release of 
the capsid into the cytosol (Stoeckl et al., 2006).  

 
Fig. 2. Schematic overview of the HBV life cycle. 
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The naked capsid is then directed towards the nucleus, and the HBV genome is translocated 
to the nucleus (Rabe et al., 2006). In the nucleus, the rcDNA genome is converted by cellular 
enzymes into a covalently closed circular DNA (cccDNA), the episomal persistance form of 
the virus serving as transcription template. The 3.5 kb RNA species serves as pregenomic 
RNA (pgRNA) and as messenger RNAs for the synthesis of polymerase and core proteins as 
well as HBeAg. The 2.1 and 2.4 kb subgenomic RNAs encode for the three viral envelope 
proteins, a small 0.7 kbRNA for the HBx. The pgRNA is exported in an unspliced form, 
encapisidated together with the viral polymerase and used as a template for reverse 
transcription. The capsid spontaneously self-assembles from core dimers present in the 
cytoplasm (Zlotnick et al., 1999) due to the nucleic acid-binding domain of the core protein. 
Specific packaging of pgRNA into the capsid is mediated by binding of the primer region of 
the viral polymerase to the  stem-loop in the 5’ region of pgRNA (Hirsch et al., 1990; Junker-
Niepmann et al., 1990; Knaus & Nassal, 1993; Nassal, 1992; Porterfield et al., 2010). The 
pgRNA is then reverse transcribed by the reverse transcriptase domain of the polymerase 
within the capsid in the cytoplasm of the infected cell. Upon minus and then plus strand 
DNA synthesis the capsid matures and can be enveloped or reimported into the nucleus to 
fill up a cccDNA pool.  

HBV budding has been shown to be strictly dependent on the L protein (Bruss & Vieluf, 
1995): when the ratio between L proteins and nucleocapsids is not optimal, the latter are 
preferentially targeted to the nucleus to amplify the cccDNA pool (Summers et al., 1990). 
Whether HBV virions bud into the endoplasmic reticulum or late endosomes or 
multivesicular bodies, before they exit the cell via the exosome pathway, is not entirely clear 
(Patient et al., 2009). As an alternative and although it is not essential for the HBV life cycle, 
the viral genome may also integrate into the host genome using cellular enzymes such as 
topoisomerase I (Wang & Rogler, 1991). 

1.3 General features about HBx  

HBx is translated from a small subgenomic RNA controlled by the HBx promoter (Guo et al., 
1991). Alternatively, HBx may be produced form a very long RNA (3.9 kb) containing all the 
HBV open reading frames (ORF) (Doitsh & Shaul, 2003). The ORF was originally designated 
X because of the lack of homology with known sequences. HBx is a protein composed of 154 
amino acid residues with a molecular mass of around 17.5 kDa. Due to the lack of successful 
crystallography analyses, little is known about its three dimensional structure. Post-
transcriptional modifications of HBx such as phosphorylation or acetylation have been 
described (Schek et al., 1991; Urban et al., 1997), the latest being observed only in insect cells. 
But the significance of such modifications for the described activities of HBx has not been 
assessed yet. 

Cellular localization of HBx has been debated over the years. Indeed, some studies show a 
cytoplasmic localization (Dandri et al., 1996; Doria et al., 1995; Sirma et al., 1998; Su et al., 
1998), whereas others find that HBx is preferentially nuclear (Weil et al., 1999), or present 
both in the cytoplasm and the nucleus (Hoare et al., 2001; Schek et al., 1991). It appears that 
HBx expressed at very low level is predominantly nuclear, whereas high levels of HBx lead 
to cytoplasmic accumulation (Cha et al., 2009; Henkler et al., 2001). Discrepancies regarding 
HBx localization could thus be attributed to variations of HBx expression levels according to 
the models used for the experiments in the different studies.  
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Cellular localization of HBx was shown to influence the half-life of the protein. Indeed, the 
pool of HBx associated with the cytoskeleton and nuclear framework has a longer half-life 
(around 3 h) than the one associated with the cytosolic fraction (15 to 20 min) (Dandri et al., 
1998; Schek et al., 1991). Both ubiquitin-dependent and ubiquitin-independent mechanisms 
have been involved in HBx turnover (Hu et al., 1999; Kim et al., 2008). 

2. Importance of HBx for HBV infection 
In the woodchuck model of HBV infection, it was shown that the woodchuck hepatitis virus 
(WHV) X protein (WHx) is essential for the establishment of viral infection in vivo (Chen et 
al., 1993; Zoulim et al., 1994). Indeed, injection of WHV wild type genomes into the liver of 
woodchuck lead to WHV infection of all the tested animals whereas no replication was 
observed when genomes deficient for WHx expression were injected (Chen et al., 1993; 
Zoulim et al., 1994). Few years later, it was observed that animals injected with WHx-
defective mutants eventually developed a low viremia after an extended period of time 
(Zhang et al., 2001), suggesting that this WHx-defective mutant were not completely 
defective but largely attenuated for HBV replication in vivo. Accordingly, genotypic 
reversions to wild type WHV were observed in all animals inoculated with WHx-deficient 
mutants (Zhang et al., 2001). Taken together, these results point out the importance of WHx 
for a productive and long lasting WHV infection.  

In addition, it was shown that HBx-deficient HBV genomes are somewhat compromised for 
HBV replication using HBV hydrodynamically-injected mice (Keasler et al., 2007; 2009) or 
cell culture models (Belloni et al., 2009; Blum et al., 1992; Keasler et al., 2007; Leupin et al., 
2005). Surprisingly, the absence of HBx had no effect on HBV replication in human 
hepatoma Huh7 cell lines, but impaired replication in HepG2 cells (Blum et al., 1992; Keasler 
et al., 2007; 2009; Leupin et al., 2005). Accordingly, data in HBV transgenic mice are 
contradictory with some mouse lines showing reduced replication (Xu et al., 2002), whereas 
others replicate HBV to high levels (Dumortier et al., 2005). 

The importance of HBx in the context of human HBV infection was demonstrated very 
recently using human hepatocyte chimeric mice and relevant cellular models of HBV 
infection. Indeed, it was observed that mice injected with HBx deficient HBV virus 
developed measurable viremia only in HBx-expressing livers (Tsuge et al., 2010). Moreover, 
using primary human hepatocyte (Schulze-Bergkamen et al., 2003) and differentiated 
HepaRG cells (Gripon et al., 2002), that are the only two models of HBV infection in vitro, we 
recently demonstrated that HBx is essential to initiate and constantly required to maintain 
productive HBV infection (Lucifora et al., 2011).  

This latter study highlighted the importance of performing experiments in relevant in vitro 
and in vivo models. Indeed, results obtained with in vitro HBV infection models (i.e. primary 
human hepatocyte and differentiated HepaRG cells) (Lucifora et al., 2011) support and 
explain the above mentioned observations obtained in mouse livers (Keasler et al., 2007; 
Tsuge et al.). However, they differ from results obtained by transfection of linearized HBV 
genomes into transformed cells (Blum et al., 1992; Leupin et al., 2005) especially when HBx is 
overexpressed to non-physiological levels. Solving this apparent discrepancy, we were able 
to demonstrate that HBx is essential when HBV transcription is initiated from its natural 
transcription circular template (cccDNA) but not from a linearized 1.3-fold genome length 
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HBV genome (Lucifora et al., 2011) containing a duplicate copy of the HBx open reading 
frame 5’ of the HBV genome (Reifenberg et al., 2002; Sprinzl et al., 2001; Zhang et al., 2004) – 
irrespective of whether the linearized HBV genome is integrated or episomal.  

3. Functions of HBx in the HBV life cycle 
Different functions have been attributed to HBx regarding HBV life cycle (Fig. 3).  

 
Fig. 3. Functions attributed to HBx in the HBV life cycle. HBx is an important regulator of 
HBV transcription. Moreover, it might also enhance pgRNA encapsidation and viral 
polymerase activity.  

Several studies have shown that HBx can stimulate HBV replication by activating viral 
transcription (Cha et al., 2009; Leupin et al., 2005; Tang et al., 2005; Zhang et al., 2004; Zhang 
et al., 2001) or enhancing viral polymerase activity via calcium signalling pathways 
(Bouchard et al., 2003; Bouchard et al., 2001; Klein et al., 1999). HBx was also proposed to 
enhance pgRNA encapsidation by increasing phosphorylation of the viral core protein 
(Melegari et al., 2005) although these results were recently challenged (Cha et al., 2009).  

We recently showed that HBx does not determine the ability of HBV to enter the host cell or 
to deposit functional nuclear cccDNA but is essential for viral transcription from its natural 
transcription template, the nuclear HBV cccDNA (Lucifora et al., 2011). Indeed primary 
human hepatocytes or differentiated HepaRG cells inoculated with different HBV virions, 
HBV(wt) and HBV(x-) established comparable amounts of nuclear transcription templates but 
in contrast to HBV(wt), transcription of HBV RNAs and expression of HBV proteins was 
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dramatically impaired in cells inoculated with HBV(x-) (Lucifora et al., 2011). Trans-
complementation of HBx in HBV(x-)-infected cells was able to rescue HBV transcription, 
antigen secretion and replication even weeks after infection. This demonstrated that HBx-
deficient cccDNA is fully functional and very stable, but also that HBx is necessary to initiate 
and maintain HBV replication after infection of human hepatocytes (Lucifora et al., 2011).  

Our results complement a series of data indicating that HBx has an important role in 
epigenetic regulation of HBV transcription from cccDNA. Indeed, cccDNA can persist in the 
cell nucleus as a stable chromatin-like episome (Bock et al., 2001) and was shown to be 
submitted to epigenetic modifications such H3 and H4 histone acetylations when HBV was 
actively replicating (Pollicino et al., 2006). Besides cellular proteins such as histone 
acetyltransferases and histone deacetylases, HBx is also recruited onto the cccDNA with a 
kinetic paralleling HBV replication (Belloni et al., 2009). Moreover, in the absence of HBx, the 
acetylation of cccDNA-bound histones H4 was significantly reduced (Belloni et al., 2009; 
Lucifora et al., 2011), the recruitment of the histone acetyltransferase p300 was severely 
impaired whereas the recruitment of the histone deacetylases hSirt1 and HDAC1 was 
increased and occured at earlier times (Belloni et al., 2009).  

The differences mentioned above in the regulation of viral transcription from cccDNA and 
from linearized HBV genomes (which are present in all plasmid constructs and stable cell 
lines) may help to explain, why the function of HBx was evaluated differently when 
different HBV constructs were used (Blum et al., 1992; Bouchard et al., 2001; Melegari et al., 
2005; Reifenberg et al., 2002; Sprinzl et al., 2001). However, transcriptional regulation by HBx 
may also depend on the cell type used, since transformed cells may lack or antagonize 
cellular proteins with a positive or negative influence on viral transcription. 

Although HBx is essential for the expression of the other viral proteins, no evidence for 
packaging of HBx into the HBV particle has been provided (Lucifora et al., 2011). Therefore, 
the question of how HBx expression itself is induced and regulated remains open. Different 
hypotheses may apply. First, HBx mRNA transcription may be specifically regulated and 
may occur before transcription of the other HBV RNAs. This implies the question whether 
an early-late shift exists for HBV such as for most other viruses – with HBx as an early 
protein essential for expression of the remaining (late) proteins. Some studies performed in 
transfection models support this assumption (Doitsh & Shaul, 2004; Wu et al., 1991) 
suggesting that HBV may express its gene products in a defined order.  

A second hypothesis does not require the presence of HBx in the early phase of HBV 
infection. If HBV transcription from cccDNA starts shortly after infection independent from 
HBx, this would lead to the production of all the HBV proteins including HBx. Subsequent 
activation of a cellular response controlling HBV replication and/or binding of cellular 
restriction factor(s) could - in the absence of HBx - inhibit HBV transcription from cccDNA. 
HBx would here be essential to prevent inhibition of HBV transcription by cell-intrinsic 
mechanisms. Since HBx would have to up-regulate its own expression in a “positive feed-
back loop”, this would explain why a lag phase is observed before HBV replication starts 
after infection in all the HBV infection models (Dandri et al., 2005; Gripon et al., 1988; Gripon 
et al., 2002; Walter et al., 1996; Wieland et al., 2004). Whether one of these hypotheses or a 
third one explains dependency of HBV replication on HBx is currently investigated. 
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dramatically impaired in cells inoculated with HBV(x-) (Lucifora et al., 2011). Trans-
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4. HBx influences many cellular processes 
Besides its role in HBV replication, thousands of publications showed that HBx interacts with 
various cellular partners and modifies many cellular processes including transcription, cell 
cycle progression, DNA damage repair, apoptosis and carcinogenesis (for review, see 
Benhenda et al., 2009; Bouchard & Schneider, 2004; Wei et al., 2010). As we will show with the 
following examples, interactions of HBx with cellular components may represent an attempt of 
the virus to manipulate the cellular context in order to stimulate virus replication and spread.  

HBx has been described to be a weak transactivator able to activate HBV promoters and 
enhancers as well as many different cellular promoters (Yen, 1996). Whereas, HBx does not 
seem to directly bind to DNA, its transactivation activity was reported to occur via several 
DNA binding sites such as NF-KB, AP-1, c-EBP, ATF/CREB, NF-AT, SP1 etc. (for review, 
see Quasdorff & Protzer, 2010; Yen, 1996).  

Different studies have shown an interplay between HBx and apoptosis pathways. Indeed, HBx 
could sensitize the cells to apoptotic signals such as treatments with TNF or doxorubicin, 
oxidative stress or growth factor deprivation (for review, see Benhenda et al., 2009; Bouchard & 
Schneider, 2004; Wei et al., 2010). This may promote hepatocyte regeneration, thus providing a 
larger reservoir of cells for infection. However HBx may also prevent apoptosis induction 
since it rapidly blocks spread of HBV progeny (Arzberger et al., 2010).  

HBx may also be involved in cell cycle regulation but its relative influence seems to differ 
according to the models used (for review, see Benhenda et al., 2009; Bouchard & Schneider, 
2004; Wei et al., 2010). For example, using primary rat hepatocytes, it was recently 
demonstrated that HBx induces normally quiescent hepatocytes to enter the G1 phase of the 
cell cycle and that this calcium-dependent HBx activity is required for HBV replication 
(Gearhart & Bouchard, 2010). While this effect of HBx on cell cycle progression can probably 
lead to carcinogenesis and thus become deleterious for the host, it is believed that it might be 
important for the virus to induce expansion of available deoxynucleoside triphosphate pools 
within the cells which it needs for replication (Bouchard et al., 2003). Indeed, using HepG2 
cells, it was reported that HBx is sufficient for the induction of the R2 subunit of the 
ribonucleotide reductase (RNR) (Cohen et al., 2010). RNR is the key enzyme responsible for de 
novo dNTP synthesis and is composed of R1 and R2 subunits (Nordlund & Reichard, 2006). 
While the R1 subunit is expressed in quiescent cells, the R2 subunit expression is silenced 
(Chabes et al., 2003). As a consequence of induction of R2 by HBx, the dNTP pool for effective 
viral production was increased without affecting cell cycle progression (Cohen et al., 2010).  

Different groups using different models showed that HBx may localize and interact with the 
proteasome components thereby influencing proteasome subunit composition (Chen et al., 
2001; Fischer et al., 1995; Hu et al., 1999; Zhang et al., 2000). Moreover proteasome inhibition 
was shown to enhance HBV replication in cell culture and in mice models (Zhang et al., 2004; 
Zhang et al., 2010). Indeed, in the presence of proteasome inhibitors, the replication of the wild-
type virus was not affected, while the replication of the HBx-negative virus was enhanced and 
restored to the wild-type level (Zhang et al., 2004; Zhang et al., 2010). Thus HBx may functions 
through the inhibition of proteasome activities to enhance HBV replication. 

Finally, several studies have pointed out an interaction between HBx and the DNA repair 
protein DDB1 that would be essential for HBV infection (Leupin et al., 2005; Sitterlin et al., 
2000). However, the exact mechanism by which this interaction may help the virus is still 
debated.  
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Of note, most of the interactions of HBx with cellular processes have been studied in many 
different models often leading to significant overexpression of HBx and outside the context of 
HBV infection. Thus, it remains important to determine whether similar manipulations of the 
cellular machinery by HBx would also occur in the context of an authentic HBV infection. 

5. Conclusion  
Numerous and significant studies have been performed over the past decades to analyze the 
role of HBx in the HBV life cycle. Many data were generated by using different in vivo and in 
vitro models, but contradictory results describing HBx function were obtained. The 
importance and the precise role of HBx on HBV life cycle thus remained unclear until 
recently models allowing an authentic HBV infection were used (Lucifora et al., 2011; Tsuge 
et al., 2010). Most studies, including the most recent, agree that HBx is essential for HBV 
infection. Besides its importance for HBV transcription from nuclear HBV cccDNA, it may 
also influence downstream steps of the HBV life cycle possibly by manipulating different 
cellular machineries. Unfortunately, in the long-term, these manipulations are probably 
leading to hepatocellular de-differentiation and progression towards liver cancer. As HBx 
plays a central role in HBV infection and cannot avoid influencing many cellular processes 
related to disease progression, it may be a very interesting target for new therapies against 
chronic hepatitis B. Targeting HBx may prevent both: viral replication as well as liver tissue 
damage and carcinogenesis. 
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1. Introduction 
1.1 Molecular virology and epidemiology of West Nile virus 

West Nile virus (family Flaviviridae, genus Flavivirus, WNV) is a small, enveloped, single 
stranded, positive RNA genome virus. WNV is a member of the Japanese encephalitis 
serogroup, which includes St Louis encephalitis virus (SLEV), Japanese encephalitis virus 
(JEV), Murray Valley encephalitis virus (MVEV), Kunjin virus (KUNV), and Usutu virus 
(USUV), which have all been shown to cause disease in humans. The virion consists of an 
envelope and prM-M dimers surrounding an icosahedral capsid of approximately 50 nm in 
size (Beasley, 2005). The WNV genomic RNA is approximately 11 kb in length, and contains 
10 genes within a single open reading frame (ORF) that encodes for a single polyprotein 
flanked by 5’ and 3’ untranslated regions (UTR). The approximately 3430 amino acid WNV 
polyprotein is processed by cellular proteases and by the viral NS2B-NS3 protease into 3 
structural and 7 non-structural proteins (NS) (Fig. 1).  

 
Fig. 1. Scheme of WNV genome and virion composition. The 11 kb positive RNA genome 
contains a single ORF encoding the 3 structural proteins that form the virus particle and the 
7 non-structural proteins required for virus replication and immune evasion. 
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The structural proteins i.e., capsid (C), premembrane-membrane (prM-M), and envelope (E), 
interact with the viral genomic RNA and with the host cell membrane to assemble viral 
particles. The structural proteins are not only essential for virion assembly and release, but 
they are also the major targets for virus neutralizing antibodies. The seven viral 
nonstructural proteins (NS1, NS2A, NS2B, NS3, NS4A, NS4B and NS5) are all necessary for 
genome replication (Khromykh et al., 2000). NS1 is a secreted glycoprotein implicated in 
immune evasion (Schlesinger, 2006). NS2A plays a role in virus assembly as well as 
inhibiting IFN-β promoter activation (Leung et al., 2008; Mackenzie et al., 1998). NS3 
contains an ATP-dependent helicase, and in conjunction with the NS2B protein, functions as 
a serine protease, which is required for virus polyprotein processing (Chappell et al., 2005; 
Clum et al., 1997; Falgout et al., 1991). NS4A is responsible for a rapid expansion and 
modification of the endoplasmic reticulum that helps establish replication domains 
(Khromykh et al., 1998; Mackenzie et al., 1998). NS4B blocks the IFN response (Evans et al., 
2007; Munoz-Jordan et al., 2005). NS5 is a methyltransferase and RNA-dependent RNA 
polymerase (Beasley, 2005; Egloff et al., 2002).  

The untranslated regions (UTR) are involved in translation and viral RNA replication and 
likely play an important role in genome packaging. Both the 5’ UTR and the 3’ UTR in the 
WNV genome form highly conserved secondary and tertiary structures, some elements of 
which are similar among mosquito-borne flaviviruses. The cyclization of the flavivirus 
genome is necessary for viral RNA replication. In addition to base pairing between 5′-3′ 
UAR and 5′-3′ CS specific sequences involved in cyclization, a third stretch of nucleotides 
was identified to form a double-stranded region between the 5′ and 3′ UTRs (Friebe & 
Harris, 2010). Different functional regions have been described inside the 5’UTR and 3′UTR 
of flaviviruses based on such factors as nucleotide content, degree of sequence conservation, 
occurrence of repeated sequence motifs, and predicted secondary structure (Gritsun & 
Gould, 2007; Markoff, 2003; Proutski et al., 1997; Tajima et al., 2006). The 5′ end of the WNV 
genomic RNA has a type I cap structure (m7GpppAmp) mediating cap-dependent 
translation. The 5’UTR contains two functional elements, the stem-loop A (SLA) and capsid-
coding region hairpin (cHP) essential for RNA replication. The 3’UTR is generally divided 
into three regions based on the differences in the level of conservation: (1) the variable 
region is located immediately after the ORF; (2) the intermediate region has a moderate level 
of conservation and contains several hairpin motifs; (3) the conserved 3’-terminal region 
contains a cyclization sequences and stable stem-loop structure (Bryant et al., 2005; Markoff, 
2003). These regions are believed to contain sequences that confer identity of the flaviviruses as 
demonstrated by attempts to exchange portions of the 3’UTR between WNV and dengue virus 
(DENV) that resulted in chimeric viruses which were unable to replicate (Yu et al., 2008).  

WNV is maintained in nature by transmission between mosquitoes and birds, but it can also 
infect humans, other mammals (Beasley, 2005; Petersen & Marfin, 2002) and reptiles (Klenk 
et al., 2004) by mosquito bite (Fig.2). Culex spp. mosquitoes are the main vectors of WNV, 
although the virus has also been found in at least 43 other mosquito species (Granwehr et 
al., 2004; Higgs et al., 2004; Petersen et al., 2001). WNV can be transmitted vertically and 
overwinter in hibernating female mosquitoes, providing the mechanisms for viral 
persistence and reemergence each spring (Nasci et. al, 2001). WNV has spread within many 
bird species, including crows, magpies, and jays, house sparrows, house finches, grackles, 
and others representing 63 species, 30 families and 14 orders (Kramer & Bernard, 2001). 
They are all primarily competent reservoirs for WNV infection. By contrast, mammals 
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including humans and horses are “dead-end” hosts in this enzootic cycle. They do not 
develop prolonged high-level viremia, so the concentration of the virus in blood is 
insufficient to infect a feeding mosquito. Most human infections are asymptomatic (~80%). 
The severity of symptomatic cases ranges from flu-like illness (~20% of infections) to severe 
neurological disease (~ 1%) (Hayes & Gubler, 2006). Additional modes of transmission were 
identified in 2002, including human-to-human by blood transfusion, breast-feeding, 
transplacental transmission, and by organ transplants extending the impact of WNV to 
blood safety and other areas of public health worldwide (Austgen et al., 2004; Pealer et al., 
2003; Sbrana et al., 2005).  

 
Fig. 2. Scheme of WNV transmission cycle. The maintenance of WNV in nature depends on 
an enzootic cycle involving many avian and mosquito species. Humans and other animals 
are incidental hosts that can become infected by WNV-infected mosquito bites. The virus 
can be also transmitted from human to human by blood transfusion and by solid organ 
transplantation. 

Historically, since its isolation in Uganda in 1937, WNV outbreaks occurred in Africa, 
Europe, the Middle East, and caused a rare and mild febrile illness in humans and horses. A 
significant geographical expansion occurred starting from 1999 when the virus was 
introduced into North America. First detected in the U.S. in 1999, WNV has become 
endemic, causing yearly summer outbreaks. In 2002, the virus spread westward and the 
number of reported human cases increased dramatically. The North American epidemics of 
2002 and 2003 represent the largest WNV outbreaks ever reported. WNV now is the most 
widespread arbovirus in the world (Kramer et al., 2008). The spread of the virus and 
intensity of the outbreak was correlated with the appearance of a new genotype with higher 
virulence and ability to disseminate in mosquitoes (Beasley, 2005). From the first outbreak in 
1999 through 2010, WNV is estimated to have infected ~4 million humans in the US, causing 
over 30,000 serious illnesses, including 12,729 neuroinvasive disease cases with 1,206 deaths 
reported to the CDC (http://www.cdc.gov/ncidod/dvbid/westnile/). The virus has also 
been detected in the continental U.S. and in several areas of Canada, Central and South 
America, and the Caribbean. The persistence of WNV indicates that it has become endemic 
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in the Western Hemisphere (Kramer et al., 2008). The pattern of yearly reoccurring 
outbreaks in North America differs from that of sporadic outbreaks observed in Europe and 
Africa. However, in recent years, WNV epidemics in humans and horses have become more 
frequent in several Southern European countries, and these epidemics could potentially be 
associated with an emergence of new viral genotypes (Chevalier et al. 2011). The speed with 
which the virus spread over the world triggered great interest and prompted a detailed 
investigation of the genetic evolution of the virus in search of the cause of its rapid 
adaptability. 

Based on phylogenetic analyses, WNV has been initially divided into two major genetic 
lineages (Lanciotti et al., 2002). Lineage 1 included viruses circulating in Europe, Israel, 
United States, India, Russia, and Australia, while the Lineage 2 contained strains that 
circulated in sub-Saharan Africa and Madagascar. Lineage 1 was further divided into 3 sub-
clades: 1a (including strains from Africa, Europe, US, Middle East, and Russia), 1b (Kunjin 
strain from Australia), and 1c (India) (Lanciotti et al., 2002). WNV has now been reported to 
have at least five distinct lineages based on phylogenetic analysis of all known full WNV 
genome sequences of viral isolates that correlates well with the geographical points of their 
isolation from various regions around the world including the U.S. (Davis et al., 2005; 
Herring et al., 2007; Grinev et al., 2008a; McMullen, 2011), Europe and Mediterranean 
(Parreira et al., 2007), and Africa (Botha et al., 2008).  

In 2001 a new WNV genotype, named WN02, emerged in the US. The new genotype became 
prevalent in 2002, eventually displacing the ancestor genotype NY99, which is believed to 
have been introduced to the New World from the Middle East (Davis et al., 2005; Herring et 
al., 2007; Lanciotti et al., 1999). When compared to the WN99 genotype, the WN02 genotype 
possesses a few fixed silent nucleotide mutations and one amino acid substitution in the E 
protein (E-V159A). The highest rate of nucleotide sequence divergence among viruses 
isolated from 2002-2010 varies in the range of 0.4% - 0.6% (Davis et al., 2005; Ebel et al., 2004; 
Grinev et al., 2008a; McMullen et al., 2011). It is noteworthy that 80% of the nucleotide 
changes are observed in the structural regions represented by U<->C transitions; 75% 
among them are silent mutations (Grinev et al., 2008a). The possible explanation for the 
rapid displacement of the WN99 genotype by the new dominant genotype WN02 is due to 
the ability of the new viruses to more efficiently proliferate in domestic mosquitoes (Jerzak 
et al., 2005; Moudy et al., 2007). Phylogenetic analysis of modern WNV isolates 
demonstrates the existence of at least two subtypes of WN02 genotype co-circulating in 
North America. In addition to the common E-V159A amino acid substitution two other 
substitutions have become fixed in the significant part of North American WNV 
population: NS4a-A85T and NS5-K318R. Positive selection of these two amino acid 
substitutions potentially could impact viral fitness, phenotype and virulence (McMullen 
et al., 2011). As indicated by sequence analysis of new WNV genetic variants isolated in 
different areas of the US, the virus continues to diverge from the precursor isolate. Thus, 
changes in the WNV genome and viral proteins have the potential to negatively affect the 
sensitivity of screening and diagnostic assays currently used for virus detection, and to 
impact the development of vaccines and potential antiviral therapeutic agents. Therefore, 
development of new methods able to rapidly detect the emergence of WNV genetic 
variants is critical for epidemiological surveillance.  

 
Application of a Microarray-Based Assay for the Study of Genetic Diversity of West Nile Virus 

 

161 

1.2 Basics of nucleotide microarrays 

The monitoring and surveillance of pathogens is highly dependent on the capability of 
detection technology to simultaneously monitor multiple genomic signatures specific for 
different genetic variants of the pathogen. One of the approaches that enable this type of 
analysis is microarray technology. Generally, nucleotide microarrays are microscopic slides 
loaded with hundreds or thousands of pathogen-specific probes (DNA fragments or 
synthetic oligonucleotides) which can specifically hybridize with the target molecules to 
produce either quantitative (gene expression) or qualitative (diagnostic) data. DNA 
microarray technology provides an opportunity to perform parallel nucleic acid 
hybridization with a large number of immobilized oligonucleotides on a small surface area. 
Microarrays have the unique potential to simultaneously detect and identify defined 
pathogens, as well as to detect mutations within the complete viral genomes and target 
areas of a pathogen’s genome. It provides a significant advantage for the field of clinical 
microbiology and molecular epidemiological studies. Printed microarrays historically were 
the first arrays utilized for detection of mutations in many research laboratories and they are 
so-called because of the “printing” of the probes onto the surface of a glass microscope slide 
(Fig. 3).  
 

 
Fig. 3. Schematic outline of a printed microarray experiment. Microarray probes are spotted 
onto a surface of glass slide. In this example, the target sample and quality control sample 
(QC) with different fluorescent labeling were mixed and hybridized to the microarray 
probes. The efficiency of hybridization is monitored through measurement of the 
fluorescent signal from each spot by using a laser microarray scanner equipped with two 
lasers: 632 nm and 543 nm for excitation of Cy5 and Cy3 dyes respectively. The obtained 
fluorescent images are analyzed using specific computer software. 
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microarray technology provides an opportunity to perform parallel nucleic acid 
hybridization with a large number of immobilized oligonucleotides on a small surface area. 
Microarrays have the unique potential to simultaneously detect and identify defined 
pathogens, as well as to detect mutations within the complete viral genomes and target 
areas of a pathogen’s genome. It provides a significant advantage for the field of clinical 
microbiology and molecular epidemiological studies. Printed microarrays historically were 
the first arrays utilized for detection of mutations in many research laboratories and they are 
so-called because of the “printing” of the probes onto the surface of a glass microscope slide 
(Fig. 3).  
 

 
Fig. 3. Schematic outline of a printed microarray experiment. Microarray probes are spotted 
onto a surface of glass slide. In this example, the target sample and quality control sample 
(QC) with different fluorescent labeling were mixed and hybridized to the microarray 
probes. The efficiency of hybridization is monitored through measurement of the 
fluorescent signal from each spot by using a laser microarray scanner equipped with two 
lasers: 632 nm and 543 nm for excitation of Cy5 and Cy3 dyes respectively. The obtained 
fluorescent images are analyzed using specific computer software. 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

162 

Chemically activated glass slides are commonly used for microarrays because they permit 
irreversible attachment of microarray probes, allow for efficient hybridization kinetics 
between probes and analyzed targets, and have a low background fluorescence level 
(Cheung et al., 1999). Printed arrays can be produced using double-stranded DNA (dsDNA) 
fragments or oligonucleotides. For dsDNA microarrays, the probes usually consist of PCR 
products (amplicons) obtained using primers designed from a known genomic sequence or 
shotgun library clones. The double-stranded probes must be denatured prior to 
hybridization, either using a special printing buffer or after immobilization on the glass 
surface (Tomiuk et al., 2001). These microarrays containing relatively long 200-800 bp 
dsDNA probes usually demonstrate a high sensitivity but are not very useful for detection 
of minor genetic differences (e.g., single nucleotide mutations) between the probe and target 
nucleic acid (Hager et al., 2006). In contrast to dsDNA microarray probes, the length of 
oligonucleotide probes usually ranges from 20 to 80 nucleotides. Use of shorter probe 
lengths increases the microarray specificity and enables efficient detection of minor genetic 
changes between the probe and target (Chou et al., 2004). For more efficient attachment of 
oligonucleotide probes to the functional groups on the surface of chemically activated glass 
slides (usually aldehyde, epoxy, and succinimide groups), the 5’ or 3’ end of the probes 
contain primary amino groups introduced during chemical synthesis.  

Microarray technology has been used to study gene expression in clinical and biological 
samples, detect and genotype pathogens (Honma et al., 2007; Wade et al., 2004), detect 
single base pair mismatches (Anthony et al., 2003; Hacia et al., 1999), design genomic maps 
(Roerig et al., 2005), and study viral evolution (Cherkasova et al., 2003). 

The methods based on combination of initial PCR amplification of target genetic material 
followed by hybridization of amplicons with specific microarray oligonucleotide probes 
allowed for reconstitution of instant mutation profiles and determination of evolutionary 
divergence of individual viral isolates (Neverov et al., 2006). The microarrays consisting of 
multiple individual short oligoprobes were shown to be an efficient and sensitive genetic 
method for detection of single point mutations in viral and bacterial genomes (Chizhikov et 
al., 2002; Grinev et al., 2008b; Laassri et al., 2003, 2005, 2007; Volokhov et al., 2002). 
Microarray assays can also help simultaneously detect and identify the genotype and strain 
of common food-borne viruses without using PCR (Chen et al., 2011). In general, microarray 
technology can be easily implemented for detection and genotyping of any pathogen. 
Recently a pan-Microbial Detection Array was designed to detect all known viruses and 
bacteria (Gardner et al., 2010). Although further improvements, optimizations, and 
automation are still needed to fully implement the microarray technique in routine research 
and clinical practices, the potential role of these robust technologies in rapid diagnostics of 
multiple viral and bacterial pathogens is indisputable (Miller, 2009).  

2. Material and methods 
2.1 Plasma samples 

The microarray development and evaluation study included the analysis of a total of 34 
plasma specimens from blood donor units identified as positive for WNV by nucleic acid 
tests used to screen blood donations (Table 1).  
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Isolate ID Year Location Passage GenBank No. 
FDA/HU-02 2002 NY FFP,P1-P3 AY646354 

ARC10-02 2002 MI P1 AY795965 
ARC12-02 2002 OH P1 DQ666453 
ARC16-02 2002 IN P1 DQ666456 
BSL5-03 2003 UT P1 DQ005530 
BSL9-03 2003 TX P1 DQ666458 

BSL62-03 2003 SD P2 DQ666460 
RMS1-03 2003 MN P1 DQ666462 
RMS2-03 2003 IN P1 DQ666463 
RMS3-03 2003 IN P1 DQ666464 
RMS4-03 2003 IA P1 DQ666465 
BSL2-04 2004 AZ P1 DQ666467 
BSL4-04 2004 AZ P2 DQ666468 
BSL6-04 2004 AZ P1 DQ666469 
BSL7-04 2004 AZ P2 DQ666470 
BSL8-04 2004 AZ P2 DQ666471 
GCTX1 2005 TX P1 DQ666449 
GCTX2 2005 TX P1 DQ666450 
BSL2-05 2005 SD P1 DQ666452 
BSL6-05 2005 AZ P1 DQ666472 
BSL9-05 2005 TX P1 DQ666473 

BSL10-05 2005 LA P1 DQ666474 
BSL13-05 2005 AZ P1 DQ666451 

ARC140-07 2007 ID P1 JF957168 
BSL2-09 2009 NV P1 JF957175 
BSL5-09 2009 AZ P1 JF957176 
BSL6-09 2009 NV P1 JF957177 
BSL11-09 2009 NV P1 JF957178 
BSL18-09 2009 LA P1 JF957179 
BSL20-09 2009 NV P1 JF957180 
BSL22-09 2009 SD P1 JF957181 
BSL24-09 2009 TX P1 JF957182 
BSL27-09 2009 TX P1 JF957183 
CO7-09 2009 CO P1 JF957184 

Table 1. WNV isolates used for microarray assay validation. FFP indicates fresh frozen plasma 
sample. Passage P1 indicates first isolation in Vero cells; P2 and P3 indicates subsequent virus 
passages. Isolates in boldface were used for the full genome array validation. 

These samples were collected in different geographic locations of the continental U.S. from 
the 2002-2009 epidemic seasons under IRB approved informed consent. In addition to 23 
previously published isolates, which were used for structural region investigation (Grinev et 
al., 2008b), 11 WNV isolates from 2007 and 2009 were used to conduct microarray analyses 
of their full genomes in order to detect emerged genetic differences in comparison with that 
of the reference WNV strain NY99. 
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of their full genomes in order to detect emerged genetic differences in comparison with that 
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2.2 Viral isolates  

West Nile virus isolation from tested plasma samples was performed using Vero cells. 
Vero cells were plated in T75 flasks and grown to 85% confluence in EMEM (GIBCO BRL, 
Gaithersburg, MD, USA) supplemented with 5% fetal bovine serum (FBS) (Hyclone, 
Logan, UT) and 10µg/mL of penicillin/streptomycin (GIBCO). For viral isolation, growth 
medium was removed, 500 µl of each plasma sample were added to individual flasks and 
the total volume was adjusted to 5 ml with fresh medium. Vero cells were incubated with 
the viral inoculum for 2 hours, either at room temperature under gentle rocking or at 37oC 
with mixing every 10-15 min. After incubation, 10 ml of fresh medium were added, and 
the cultures were additionally incubated at 37 ºC in 5% CO2, and observed daily under 
phase microscopy for gross morphological degeneration i.e., cytopathic effect (CPE). 
Supernatants were harvested when extensive CPE was observed. Harvested supernatants 
were centrifuged to remove cell debris and aliquots were frozen at –80 ºC until further 
analysis. 

2.3 RNA extraction  

Total RNA was extracted from 1-3 ml of plasma samples with Trizol reagent (Invitrogen, 
Carlsbad, CA), according to the manufacturer protocol with additional step of ethanol 
precipitation. Viral RNA from 140 µl of infected Vero cell culture supernatants was 
extracted by using the QiaAMP viral RNA extraction kit (Qiagen, Valencia, CA), according 
to the manufacturer protocol. Each RNA sample was dissolved in 60 µl of RNase-free water 
and stored at -80◦C. 

2.4 Reverse transcription  

Reverse transcription was performed in 20-40 µl reaction volume at 47◦C for 2 h using a 
mixture of specific reverse primers (Table 2) and SuperScript III (Invitrogen, Carlsbad, CA) 
reverse transcription system according to the manufacturer's instructions. 2-3 µl of the 
reaction mixture were used for the subsequent DNA amplification. 

2.5 PCR amplification 

PCR fragments covering the entire structural region of the FDA-Hu2002 plasma sample 
were amplified by semi-nested PCR (Figure 4) from cDNA using the Hi-Fidelity PCR system 
(Invitrogen, Carlsbad, CA) according to the manufacturer's instructions. Primers used for 
PCR amplification are shown in Table 2.  

cDNA was amplified in the first round of PCR in a GeneAmp 9700 thermocycler (Applied 
Biosystems Inc., Foster City, CA) using the following protocol: denaturation at 94 °C for 30 
s., 35 cycles of 30 s at 94 °C, 30 s at 50 °C, and 2 min at 68 °C. The final extension was carried 
out at 68 °C for 7 min. PCR products were purified using the QIAquick PCR Purification Kit 
(Qiagen Valencia, CA), according to the manufacturer’s protocol. 5 µl of the 1st round PCR 
product was used for the 2nd round of amplification with reverse primers containing the T7 
RNA polymerase promoter sequence at the 5' ends tagged to the WNV sequence using the 
cycling program described above and the protocol for Hi-Fidelity PCR kit. 
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Table 2. Forward and reverse primers used for PCR amplification of different regions of 
WNV genome. Numbers in brackets indicates the primer position in the NY99 genome. 
Reverse primers marked as ‘m’ contained the T7 RNA polymerase promoter sequence. 
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Viral RNA samples isolated from Vero cell culture supernatants were amplified using forward 
and T7 tagged reverse primers (Table 2) using the OneStep RT-PCR Kit (Qiagen Valencia, CA), 
according to the manufacturer’s Q-Solution protocol with the 40 cycle program as 
recommended. PCR products were separated by electrophoresis in 0.8% agarose gel prepared 
in 1×TAE buffer containing 0.2 mg/ml of ethidium bromide. The stained DNA fragments 
were excised under UV light. PCR products were purified using the MinElute Gel Extraction 
Kit (Qiagen Valencia, CA), according to the manufacturer’s protocol, and stored at -20 °C. 
DNA fragments were used for the subsequent RNA synthesis using T7 RNA polymerase. 

2.6 Preparation of fluorescently labeled WNV RNA for hybridization  

The scheme for preparation of fluorescently labeled RNA samples is shown in Figure 4. 
Single-stranded RNA (ssRNA) samples used for hybridization were synthesized by T7 
polymerase-driven transcription of the PCR products using the MEGA script T7 High Yield 
Transcription Kit (Ambion, Austin, TX) according to the manufacturer's instructions. The 
MICROMAX ASAP RNA Labeling Kit (Perkin Elmer, Boston, MA) was used to incorporate 
Cy3 fluorophore into the ssRNA molecules. Fluorescently labeled ssRNA samples were 
purified from unincorporated dye using the Centrisep Spin Columns (Princeton 
Separations, Adelphia, NJ), dried under vacuum, and solubilized in the MICROMAX 
Hybridization Buffer III at a final concentration of 0.5-1.0 µM. The Cy5 antisense-QC 
oligonucleotide was prepared by 5’-end labeling with indocarbocyanine (Cy5)-dCTP during 
synthesis. The Cy5-antisense QC oligonucleotide was purified by high performance liquid 
chromatography (HPLC). 

2.7 Microarray oligoprobe design and microchip fabrication  

Oligonucleotide probes (oligoprobes) were designed on the basis of the nucleotide sequence 
of the reference strain NY99 (GenBank accession no.: AF196835) using the OligoScan 
software. A total of 1274 oligoprobes overlapping by half-lengths, with melting 
temperatures around 50°C, were designed for microarray-based detection of single point 
mutations in the entire WNV genome. Each oligoprobe spotting mixture contained 20 µM 
specific oligoprobe and 1 µM quality control (QC) oligonucleotide in 1× printing buffer (150 
mM sodium phosphate, pH 8.5). The probes were used to print five identical arrays (each 
array contained triplicate set of oligoprobes) per each amine-binding glass slide (CodeLink, 
Amersham Biosciences, Piscataway, NJ) using a contact microspotting robot PIXSYS 5500 
(Cartesian Technologies, Inc.) and a ChipMaker microspotting device equipped with CMP-7 
pins delivering approximately 2 to 3 nl of a spotting mixture per spot (Tele-Chem 
International Inc.). Normally, the size of spots did not exceed 250 μm in diameter. After 
printing slides were processed and stored according to the manufacturer’s protocol. Thus, 
each microarray slide could be used for simultaneous analysis of five RNA samples. The 
array layout is shown in Fig. 4. The quality of each lot of printed slides was tested by 
hybridizing the last printed slide with Cy5-labeled antisense QC oligonucleotide.  

2.8 Hybridization conditions 

Hybridization between microarray oligoprobes and fluorescently labeled ssRNA samples 
was performed for 1 hour at 50°C. Before hybridization, Cy3-labeled ssRNA samples was 

 
Application of a Microarray-Based Assay for the Study of Genetic Diversity of West Nile Virus 

 

167 

mixed with the Cy5-QC oligonucleotide at a molar ratio of 10 to 1, followed by denaturing 
at 95°C for 2 min and rapid chilling on ice. The area of each array on the slide was covered 
with a separate 20×9-mm glass cover-slip containing two rails of 35µm (±10µm) in height 
(Erie Scientific, Portsmouth, NH) that created a tiny “hybridization chamber” between the 
rail-elevated cover-slip and microarray slide. Each hybridization mixture (approximately 5-7 
µl) was gently loaded by pipette into this space; the slides were placed in a hybridization 
cassette (Tele-Chem International, Inc., Sunnyvale, CA) to minimize sample evaporation 
and hybridized for 1 hour at 50°C. After hybridization, the slides were washed twice for 5 
min with 2× SSC with 0.1% SDS pre-warmed to 50°C, then once for 2 min with 0.2× SSC 
buffer and once for 1 min with 0.1× SSC buffer all at room temperature followed by 
centrifugation at 1000 rpm for 5 min to remove any traces of the buffer. 

 
Fig. 4. Scheme of preparation of Cy3 fluorescently labeled RNA samples. The Cy3 image 
shows the design of array and the results of hybridization experiment. Each microarray 
slide contained five identical arrays for analysis of five different RNA samples including the 
reference WNV isolate NY99 and four clinical samples (S1-S4). 

2.9 Microarray scanning and image analysis 

The fluorescent images of processed microarray slides were generated using GenePix 4100 
(Axon Instruments) and ScanArray 5000 (Perkin Elmer) scanners equipped with two lasers 
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operating at 632 nm (for excitation of Cy5 dye) and 543 nm (for excitation of Cy3 dye). 
Images were analyzed using ScanArray Express 2.1 (Perkin Elmer) and GenePix 3.0 (Axon 
Instruments) software. Each spot was defined by manual positioning of a grid over the array 
image. Atypical and empty spots were manually flagged and excluded from further 
analysis. Background fluorescence readings obtained from the region surrounding each spot 
were subtracted, and the net value of the Cy3 fluorescence signal from each oligoprobe was 
divided by the Cy5 signal value from the QC probe of the same spot to minimize the effect 
of spot size variation on resulting data. Data files generated by ScanArray Express and 
GenePix software were exported into MS Excel. To identify positions in the WNV genome 
where mutations occurred, the intensities of fluorescent signals from each array spot 
obtained for tested WNV isolates were compared with that of the reference NY99 isolate. 
The fluorescent signal ratio values between the reference NY99 and the tested sample were 
normalized using a linear regression model. A signal intensity ratio threshold from 
reference spots, specific to each microarray printing lot, was defined as an average ratio plus 
two standard deviation values. Any spots showing a ratio greater than the threshold value 
for a particular printing lot (i.e. considerably lower signal than reference isolate NY99) 
potentially indicated the presence of a mutation in the genomic area covered by the 
oligoprobe of that spot. 

2.10 Validation of the microarray results 

Validation of the microarrays was performed by comparing microarray results with the 
sequencing data obtained for the tested WNV isolate. Direct sequencing of PCR products 
was described previously by Grinev et al. (2008a). 

3. Results and discussion  
3.1 Optimization of the WNV microarray assay 

The objective of this study was to develop and assess the feasibility of a DNA microarray 
approach for rapid throughput detection of spontaneous nucleotide mutations in the 
genome of WNV. A microarray containing a set of 1274 oligoprobes overlapping by half of 
their lengths (overlapping factor = 2) was developed and evaluated by assessing the ability 
of microarray to detect all identified mutations in 34 clinical isolates of WNV that were 
previously sequenced in our laboratory (Fig. 5).  

In fact, optimization of an oligonucleotide microarray assay is a multi-parametric task. Thus, 
the fluorescent signal from the microarray oligoprobes hybridized to the fluorescently 
labeled target is known to depend on several factors including the sequence of oligoprobes, 
the character of mutations, and the position of the mismatched nucleotide in the oligoprobe, 
as well as the propensity of the RNA hybridization target to form a secondary structure 
(Relogio et al., 2002; Liu et al., 2005; Naiser et al., 2008). The goal of the optimization process 
was to determine the hybridization conditions which would enable the sensitive and 
specific hybridization of the target RNA to the vast majority of oligoprobes composing the 
WNV microarray. In our study, we optimized the temperature and time of hybridization, 
the stringency of post-hybridization washing conditions, the image scanning settings (PMT 
and laser power) to achieve the most efficient discrimination for each probe. It should be 
noted that the different oligoprobes have slightly different melting temperatures with the 
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hybridization target that also contributes to the difference in sensitivity-specificity balance 
for each oligoprobe and its targets.  

 
Fig. 5. Scheme of the WNV microarray assay. Five arrays containing 1274 oligoprobes 
overlapped by half-lengths that covered the entire genome of WNV are shown. The Cy3 
hybridization images show the layout of the printed arrays, each oligoprobe was spotted in 
triplicate. The analysis of the hybridization profile of WNV isolate ID140 from the 2007 U.S. 
epidemic is shown as a chart of hybridization signal ratios (y-axis) between the reference 
isolate NY99 and the tested isolate. Oligoprobe numbers are shown on the x-axis.  

The oligoprobes were designed to have similar thermodynamic characteristics to ensure 
uniform hybridization signals from all microarray probes. The design of the microarray 
probes was performed using the OligoScan software, which is capable of selecting multiple 
oligonucleotide probes with similar thermodynamic features. The microarray contained 
overlapping oligoprobes of 15-26 bp in length with melting temperatures around 50°C, 
which was previously shown to be optimal for the detection of single nucleotide mutations 
and deletions-insertions (Laassri et al., 2005, 2007). The predicted melting temperatures of 
the oligoprobes varied from 49.7°C to 52.6°C. Therefore, an optimization of hybridization 
temperature that would provide efficient hybridization and high specificity for each spot on 
the array is required. We evaluated three hybridization temperatures: 47, 50 and 53°C. 
During the optimization process we determined that hybridization and washing of the 
microarrays at 50°C resulted in better discrimination between perfect matches and 
mismatches for most of the spots of the array. 

The synthetic 5’-aminated oligoprobes were printed on CodeLink Activated slides, 
previously shown to be suitable slides for detection of single nucleotide mismatches (Laassri 
et al., 2007). Five arrays containing triplicate sets of oligoprobes were printed on each slide 
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to allow for simultaneous analysis of four target samples in each hybridization experiment. 
One array on each separate slide was always hybridized with the fluorescently labeled RNA 
prepared using the reference WN-NY99 strain while other four arrays were used for 
hybridization with fluorescently labeled RNAs prepared from the WNV isolates to be tested. 
To assess the reproducibility of microarray fabrication, all hybridizations were repeated 
twice using different slides. The hybridization temperature and time, post-hybridization 
washing and the detector setting were optimized. The MS Excel worksheet was developed 
as a result of analysis of each scan image and data obtained from triplicates of each 
oligoprobe averaged by the median. The values from each microarray spot were normalized 
by the signal from the quality controls. The normalized signals from the reference array 
were then divided by the relevant signals obtained from the sample array. The occurrence of 
mismatches between oligoprobe and fluorescently labeled RNA target resulted in significant 
reduction of the hybridization signal in comparison with a perfect matching pair. Thus, the 
monitoring of the ratios of hybridization signals from unknown samples and the reference 
samples could be used as a tool for detection of spontaneous mutations in the target region 
of the WNV genome. The scheme of microarray experiments is shown on Figure 5. 

DNA microarray technology provides an opportunity to perform parallel nucleic acid 
hybridization with a large number of immobilized oligonucleotides on a small surface area.  

DNA microarrays containing short oligonucleotide probes (15-25 nt) provide a greater 
discrimination power compared to microarrays composed of larger oligonucleotides or 
PCR-amplified DNA fragments. The strongest signal ratios between perfect matched and 
mismatched sequences were observed when mutations were located near the center of an 
oligoprobe, and the shortest probes always had better discriminatory power (Urakawa et al., 
2003). Although the microarray hybridization method provides limited information about 
the position of mutations in the analyzed genomic region when compared to sequencing, it 
has the significant advantage of allowing the identification of “hot spots” where random 
mutations occur within short (a few nucleotides) areas. It also may allow for the detection of 
those mutations even when they occur at relatively low levels (up to 1%) as in the case of 
mixtures of quasispecies that cannot be detected by traditional direct sequencing methods 
(Cherkasova et al., 2003; Leberre at al., 2007). The efficiency of microarrays for identification 
and discrimination of closely related bacteria and viruses has been previously demonstrated 
(Chizhikov et al., 2002; Hsia et al., 2007; Laassri et al., 2003; Nordström et al., 2005; Volokhov 
et al., 2002; Wade et al., 2004). The use of oligonucleotide microchips for screening of 
random mutations is based on the ability of microarrays to identify the presence of single-
nucleotide mutations in the hybridization template (Hacia et al., 1999; Urakawa et al., 2003). 

3.2 Optimization of hybridization probes 

In general, single-base-pair discrimination can be achieved by optimization of hybridization 
or array washing conditions. However, optimization of washing conditions does not 
guarantee the equal efficiency of mismatch detection for all designed oligoprobes, which is 
likely to be caused by nature and position of the particular mutation or even formation of 
the secondary and tertiary structures in the hybridization mixture. The increase of size of the 
RNA template tends to increase the complexity of the secondary structure of the RNA 
molecule, and may affect the efficiency of hybridization of the RNA template with the 
microarray oligoprobes. Therefore, the RNA template may be subdivided into shorter 
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overlapping templates covering the full length of the larger template. The use of a 
hybridization RNA target of approximately 2500 nucleotides covering the entire structural 
region of WNV resulted in a twofold reduction of some hybridization signals when 
compared to the use of a mixture of three overlapping RNA templates in the equivalent 
molar concentrations. The typical results of this experiment are shown in Figure 6.  

 
Fig. 6. The analysis of microarray hybridization is shown as a chart that contains the 
oligoprobe numbers on the x-axis. The y-axis shows the signal ratio values between the 
isolate NY99 and two isolates from 2005: BSL13-05; and GCTX2-05. The results for 
hybridization using a mixture of three overlapping RNAs covering the whole structural 
region of WNV and 5’UTR are shown in blue. The results for hybridization using the one 
long RNA covering the whole structural region of WNV and 5’UTR are shown in red. 

Consequently, mixtures of three RNA templates (instead of one long RNA target) were 
normally used for hybridization with microarray to ensure the high efficiency of mutation 
discrimination. The initial use of in-house printed arrays represented a convenient model for 
the development and optimization of mutation-detecting microarrays. However, the low 
densities of in-house printed arrays usually force the use of a substantial number of slides 
for a single hybridization experiment. It is quite laborious and relatively expensive. After 
optimization of the microarray system including the set of oligoprobes and hybridization 
conditions, a high density array can be prepared using a well developed system like the 
widely used GeneChip produced by Affymetrix, which relies on in situ synthesis of all 
oligoprobes covering the entire WNV genome in a single array. In contrast to the printed 
oligonucleotide arrays described above, the oligonucleotide probes for high-density arrays 
are synthesized directly on the surface of the microarray, which is usually a small quartz 
wafer. Because in situ-synthesized probes normally form a very tiny spots, multiple 
overlapping probes for each target may be included to improve sensitivity, specificity, and 
statistical accuracy. On the other hand, the use of a single array and mixture of RNA probes 
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to allow for simultaneous analysis of four target samples in each hybridization experiment. 
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overlapping templates covering the full length of the larger template. The use of a 
hybridization RNA target of approximately 2500 nucleotides covering the entire structural 
region of WNV resulted in a twofold reduction of some hybridization signals when 
compared to the use of a mixture of three overlapping RNA templates in the equivalent 
molar concentrations. The typical results of this experiment are shown in Figure 6.  

 
Fig. 6. The analysis of microarray hybridization is shown as a chart that contains the 
oligoprobe numbers on the x-axis. The y-axis shows the signal ratio values between the 
isolate NY99 and two isolates from 2005: BSL13-05; and GCTX2-05. The results for 
hybridization using a mixture of three overlapping RNAs covering the whole structural 
region of WNV and 5’UTR are shown in blue. The results for hybridization using the one 
long RNA covering the whole structural region of WNV and 5’UTR are shown in red. 

Consequently, mixtures of three RNA templates (instead of one long RNA target) were 
normally used for hybridization with microarray to ensure the high efficiency of mutation 
discrimination. The initial use of in-house printed arrays represented a convenient model for 
the development and optimization of mutation-detecting microarrays. However, the low 
densities of in-house printed arrays usually force the use of a substantial number of slides 
for a single hybridization experiment. It is quite laborious and relatively expensive. After 
optimization of the microarray system including the set of oligoprobes and hybridization 
conditions, a high density array can be prepared using a well developed system like the 
widely used GeneChip produced by Affymetrix, which relies on in situ synthesis of all 
oligoprobes covering the entire WNV genome in a single array. In contrast to the printed 
oligonucleotide arrays described above, the oligonucleotide probes for high-density arrays 
are synthesized directly on the surface of the microarray, which is usually a small quartz 
wafer. Because in situ-synthesized probes normally form a very tiny spots, multiple 
overlapping probes for each target may be included to improve sensitivity, specificity, and 
statistical accuracy. On the other hand, the use of a single array and mixture of RNA probes 
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in a single experiment requires additional optimization of hybridization conditions. We 
found a loss of some signals while using a template composed of a mixture of 15 
overlapping RNAs covering the entire WNV genome, probably due to formation of double 
stranded molecules between complementary parts of the WNV genome such as the 
cyclization sequences in the 5’ and 3’ UTRs and tight secondary structure formation. The 
usage of a number of shorter RNAs produced by multiplex PCR of a target region as a 
hybridization template might reduce this negative effect and improve the signal, as would 
chemical defragmentation of the long RNA probe.  

3.3 Evaluation of genetic stability of West Nile Virus after isolation in Vero cell culture 

Our study required WNV isolation from human plasma samples in Vero cell cultures 
because of the low concentration of WNV and limited volume of starting material available 
from many of the specimens. It was shown previously that genetic changes in flaviviruses 
can be induced by consecutive passages in Vero cell cultures. For example, multiple passage 
of Dengue virus (DENV), which is closely related to WNV, in Vero cells has resulted in 
emergence of mutants with amino acid changes in E and occasionally in prM, but not in C. 
Some nucleotide mutations were detected after the first five passages (Lee et al., 1997). 
Further studies showed that three nucleotide mutations (two in E and one in NS1 proteins) 
that resulted in two amino acid alterations (one each in E and NS1) emerged in the DENV 
genome after 20 continuous passages in Vero cells. Additional passage of the virus for 30 
passages caused four nucleotide changes (two each in E and NS1) that resulted in three 
amino acid substitutions (one in E and two in NS1) (Chen et al., 2003).  

In order to investigate whether viral isolation using three consecutive passages in Vero cells 
resulted in genetic changes in the WNV genome, we cultivated the isolate FDA/HU-02 and 
compared the sequence and microarray results for the three passages (P1, P2 and P3). Total 
RNA samples were isolated from aliquots of the original plasma and from each of the 
passages 1-3. RNA samples were reverse transcribed and amplified by PCR using WNV-
specific primers designed to cover the complete structural region of the virus, followed by 
PCR product purification, direct sequencing, and microarray hybridization. We found no 
significant changes in fluorescent signal ratio values obtained in one slide microarray 
hybridization experiment for each original plasma sample and the RNA isolated from each 
of the Vero cell culture passages. We also performed comparative sequence analysis of the 
aforementioned viral samples. There was no difference between the genomic sequence 
obtained from the isolate FDA-Hu2002 (P1) and two passages (P2 and P3) when compared 
to the genomic sequence obtained from RNA extracted from the original plasma sample. 
These results are in good concordance with the genetic stability data previously published 
for the chimeric Dengue and Yellow Fever-Dengue vaccine candidates passaged 10-20 times 
in Vero cells (Guirakhoo et al., 2004; Butrapet et al., 2006). Therefore we assume that WNV 
isolates generated from human specimens by a few passages in Vero cells represented the 
original virus, and that the structural region was not changed during a low number of serial 
passages in Vero cell cultures.  

3.4 Evaluation of oligonucleotide microarray using clinical WNV isolates 

The ability of microarray to detect mutations in the target regions was evaluated by testing 34 
previously sequenced WNV isolates obtained in the course of the 2002 - 2009 US epidemics.  
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Table 3. Fixed nucleotide mutations and ratios of hybridization signals normalized against 
the reference isolate NY99. Unique mutations are not shown.  

23 WNV isolates from 2002-2005 epidemic seasons we used to evaluate the first array 
containing oligoprobes covering the structural region. Fluorescent signal ratios for all 
mutations ranged from 4.4 to 85.5 depending on the position of the mismatch within the 
oligoprobe and the character of the mismatched nucleotide (Grinev et al., 2008b). Table 3 
shows the positions of identified nucleotide mutations and ratios of hybridization signals 
from the respective hybridization templates normalized against the reference isolate NY99 
for 24 fixed mutations determined in the complete genomes of isolates from 2007 and 2009 
epidemics. All 11 completely sequenced isolates from this study shared 12 nucleotide 
mutations including a non-silent mutation in Env T1442C. Ten more common mutations 
were detected in 4 isolates ARC140-07, BSL5-09, BSL6-09 and BSL11-09. The signal ratios 
for these mutations varied in the range 3.1-73.9. The fluorescence signal ratios produced 
by single nucleotide mutations in all hybridization experiments exceeded the 
experimentally determined cut-off threshold value ranging from 0.2 to 2.1 when 
compared to that of completely matched pairs. The ratio value over 2.1 can be considered 
as an indication on the potential mutation in a specific genomic region pointing to the 
need for additional analysis of this region by sequence analysis. This approach has the 
advantage of substantially reducing the numbers and length of sequences required for 
proper surveillance studies. The results of our study showed that the WNV microarray 
was able to unambiguously detect all mutations in the viral genome previously identified 
by routine sequencing analysis. 
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4. Conclusion 
Viral adaptation through fixation of spontaneous mutations is an important factor 
potentially associated with reoccurrence of WNV outbreaks in the New World. The 
emergence of new genetic variants of WNV raise issues of public health importance because 
they may affect the sensitivity of both screening and diagnostic assays, as well as the 
development of vaccines and drugs. We have developed and optimized a WNV microarray 
assay, which enabled simple monitoring of WNV genetic variability and rapid detection of 
any nucleotide mutation within the entire viral genome. Our microarray system potentially 
can serve as a high throughput, rapid and effective approach for the identification of WNV 
mutations, and characterization of circulating WNV genetic variants. 

5. Acknowledgments 
We would like to thank Drs Caren Chancey, German Anez Gutierrez and Robert Duncan for 
helpful discussion and review of the manuscript, Dr Majid Laassri for technical assistance, 
and Dr Konstantin Chumakov for OligoScan software. 

6. References 
Anthony, R.M.; Schuitema, A.R.; Chan, A.B.; Boender, P.J.; Klatser, P.R. & Oskam, L. (2003). 

Effect of secondary structure on single nucleotide polymorphism detection with a 
porous microarray matrix; implications for probe selection. Biotechniques, Vol.34, 
No.5, (May 2003), pp. 1082–1086, 1088–1089, ISSN 0736-6205 

Austgen, L.E.; Bowen, R.A.; Bunning, M.L.; Davis, B.S.; Mitchell, C.J. & Chang, GJ. (2004). 
Experimental infection of cats and dogs with West Nile virus. Emerging Infectious 
Diseases, Vol.10, No.1, (January 2004), pp. 82-86, ISSN 1080-6040 

Beasley, D.W. (2005). Recent advances in the molecular biology of West Nile virus. Current 
Molecular Medicine, Vol.5, No.8, (December 2005), pp. 835-850, ISSN 1566-5240 

Botha, E.M.; Markotter, W.; Wolfaardt, M.; Paweska, J.T.; Swanepoel, R.; Palacios, G.; Nel, 
L.H. & Venter, M. (2008). Genetic determinants of virulence in pathogenic lineage 2 
West Nile virus strains. Emerging Infectious Diseases, Vol.14, No.2, (February 2008), 
pp. 222-230, ISSN 1080-6040 

Bryant, J.E.; Vasconcelos, P.F.; Rijnbrand, R.C.; Mutebi, J.P.; Higgs, S. & Barrett, D.T. (2005). 
Size heterogeneity in the 3’ noncoding region of South American isolates of yellow 
fever virus. Journal of Virology, Vol.79, No.6, (March 2005), pp. 3807–3821, ISSN 
0022-538X 

Butrapet, S.; Kinney, R.M. & Huang, C.Y. (2006). Determining genetic stabilities of chimeric 
dengue vaccine candidates based on dengue 2 PDK-53 virus by sequencing and 
quantitative TaqMAMA. Journal of Virological Methods, Vol.131, No.1, (January 
2006), pp. 1-9, ISSN 0166-0934 

Chappell, K. J.; Nall, T. A.; Stoermer, M. J.; Fang, N. X.; Tyndall, J. D.; Fairlie, D. P. & Young, 
P.R. (2005). Site-directed mutagenesis and kinetic studies of the West Nile Virus 
NS3 protease identify key enzyme–substrate interactions. Journal of Biological 
Chemistry, Vol. 280, No.4, (January 2005), pp. 2896–2903, ISSN 0021-9258 

 
Application of a Microarray-Based Assay for the Study of Genetic Diversity of West Nile Virus 

 

175 

Chen, H.; Mammel, M.; Kulka, M.; Patel, I.; Jackson, S. & Goswami,B.B. (2011). Detection 
and identification of common food-borne viruses with a tiling microarray. Open 
Virology Journal, No.5, (May 2011), pp. 52-59, ISSN 1874-3579  

Chen, W.J.; Wu, H.R. & Chiou, S.S. (2003). E/NS1 modifications of dengue 2 virus after 
serial passages in mammalian and/or mosquito cells. Intervirology, Vol. 46, No.5, 
(May 2003), pp. 289-295, ISSN 0300-5526 

Cherkasova, E.; Laassri, M.; Chizhikov, V.; Korotkova, E.; Dragunsky, E.; Agol, V.I. & 
Chumakov, K. (2003). Microarray analysis of evolution of RNA viruses: Evidence of 
circulation of virulent highly divergent vaccine-derived polioviruses. Proceedings of 
the National Academy of Sciences, USA, Vol.100, No.16, (August 2003), pp. 9398-9403, 
ISSN 0027-8424 

Cheung, V. G.; Morley, M.; Aguilar, F.; Massimi, A.; Kucherlapati, R. & Childs, G. (1999). 
Making and reading microarrays. Nature Genetics, Vol.21, No.1(Suppl), (January 
1999), pp. 15–19, ISSN 1061-4036 

Chevalier, V.; Lecollinet, S. & Durand, B. (2011). West Nile Virus in Europe: A Comparison 
of Surveillance System Designs in a Changing Epidemiological Context. Vector-
Borne and Zoonotic Diseases, (May 2011) [Epub ahead of print] ISSN 1530-3667 

Chizhikov, V.; Wagner, M.; Ivshina, A.; Hoshino, Y.; Kapikian, A.Z. & Chumakov, K. (2002). 
Detection and genotyping of human group A rotaviruses by oligonucleotide 
microarray hybridization. Journal of Clinical Microbiology, Vol.40, No.7, (July 2002), 
pp. 2398-2407, ISSN 0095-1137 

Clum, S.; Ebner, K.E. & Padmanabhan, R. (1997). Co-translational membrane insertion of the 
serine proteinase precursor NS2B–NS3(Pro) of dengue virus type 2 is required for 
efficient in vitro processing and is mediated through the hydrophobic regions of 
NS2B. Journal of Biological Chemistry, Vol.272, No.49, (December 1997), pp. 30715–
30723, ISSN 0021-9258 

Chou, C.C.; Chen, C.H.; Lee, T.T. & Peck, K. (2004). Optimization of probe length and the 
number of probes per gene for optimal microarray analysis of gene expression. 
Nucleic Acids Research, Vol.32, No.12, (July 2004), pp. e99, ISSN 0305-1048 

Davis, C.T.; Ebel, G.D.; Lanciotti, R.S.; Brault, A.C.; Guzman, H.; Siirin, M.; Lambert, A.; 
Parsons, R.E.; Beasley, D.W.; Novak, R.J.; Elizondo-Quiroga, D.; Green, E.N.; 
Young, D.S.; Stark, L.M.; Drebot, M.A.; Artsob, H.; Tesh, R.B.; Kramer, L.D. & 
Barrett A.D. (2005). Phylogenetic analysis of North American West Nile virus 
isolates, 2001-2004: evidence for the emergence of a dominant genotype. Virology, 
Vol.342, No.2, (November 2005), pp. 252-265, ISSN 0042-6822 

Ebel, G.D.; Carricaburu, J.; Young, D.; Bernard, K.A. & Kramer, L.D. (2004). Genetic and 
phenotypic variation of West Nile virus in New York, 2000-2003. American Journal of 
Tropical Medicine and Hygiene, Vol.71, No.4, (October 2004), pp. 493-500, ISSN 0002-
9637 

Egloff, M.P.; Benarroch, D.; Selisko, B.; Romette, J.L. & Canard B. (2002). An RNA cap 
(nucleoside-2′-O-)-methyltransferase in the flavivirus RNA polymerase NS5: crystal 
structure and functional characterization. EMBO Journal, Vol.21, No.11, (June 2002), 
pp. 2757–2768, ISSN 0261-4189 

Evans, J.D. & Seeger, C. (2007). Differential effects of mutations in NS4B on West Nile virus 
replication and inhibition of interferon signaling. Journal of Virology, Vol.81, No.21, 
(November 2007), pp. 11809–11816, ISSN 0022-538X 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

174 

4. Conclusion 
Viral adaptation through fixation of spontaneous mutations is an important factor 
potentially associated with reoccurrence of WNV outbreaks in the New World. The 
emergence of new genetic variants of WNV raise issues of public health importance because 
they may affect the sensitivity of both screening and diagnostic assays, as well as the 
development of vaccines and drugs. We have developed and optimized a WNV microarray 
assay, which enabled simple monitoring of WNV genetic variability and rapid detection of 
any nucleotide mutation within the entire viral genome. Our microarray system potentially 
can serve as a high throughput, rapid and effective approach for the identification of WNV 
mutations, and characterization of circulating WNV genetic variants. 

5. Acknowledgments 
We would like to thank Drs Caren Chancey, German Anez Gutierrez and Robert Duncan for 
helpful discussion and review of the manuscript, Dr Majid Laassri for technical assistance, 
and Dr Konstantin Chumakov for OligoScan software. 

6. References 
Anthony, R.M.; Schuitema, A.R.; Chan, A.B.; Boender, P.J.; Klatser, P.R. & Oskam, L. (2003). 

Effect of secondary structure on single nucleotide polymorphism detection with a 
porous microarray matrix; implications for probe selection. Biotechniques, Vol.34, 
No.5, (May 2003), pp. 1082–1086, 1088–1089, ISSN 0736-6205 

Austgen, L.E.; Bowen, R.A.; Bunning, M.L.; Davis, B.S.; Mitchell, C.J. & Chang, GJ. (2004). 
Experimental infection of cats and dogs with West Nile virus. Emerging Infectious 
Diseases, Vol.10, No.1, (January 2004), pp. 82-86, ISSN 1080-6040 

Beasley, D.W. (2005). Recent advances in the molecular biology of West Nile virus. Current 
Molecular Medicine, Vol.5, No.8, (December 2005), pp. 835-850, ISSN 1566-5240 

Botha, E.M.; Markotter, W.; Wolfaardt, M.; Paweska, J.T.; Swanepoel, R.; Palacios, G.; Nel, 
L.H. & Venter, M. (2008). Genetic determinants of virulence in pathogenic lineage 2 
West Nile virus strains. Emerging Infectious Diseases, Vol.14, No.2, (February 2008), 
pp. 222-230, ISSN 1080-6040 

Bryant, J.E.; Vasconcelos, P.F.; Rijnbrand, R.C.; Mutebi, J.P.; Higgs, S. & Barrett, D.T. (2005). 
Size heterogeneity in the 3’ noncoding region of South American isolates of yellow 
fever virus. Journal of Virology, Vol.79, No.6, (March 2005), pp. 3807–3821, ISSN 
0022-538X 

Butrapet, S.; Kinney, R.M. & Huang, C.Y. (2006). Determining genetic stabilities of chimeric 
dengue vaccine candidates based on dengue 2 PDK-53 virus by sequencing and 
quantitative TaqMAMA. Journal of Virological Methods, Vol.131, No.1, (January 
2006), pp. 1-9, ISSN 0166-0934 

Chappell, K. J.; Nall, T. A.; Stoermer, M. J.; Fang, N. X.; Tyndall, J. D.; Fairlie, D. P. & Young, 
P.R. (2005). Site-directed mutagenesis and kinetic studies of the West Nile Virus 
NS3 protease identify key enzyme–substrate interactions. Journal of Biological 
Chemistry, Vol. 280, No.4, (January 2005), pp. 2896–2903, ISSN 0021-9258 

 
Application of a Microarray-Based Assay for the Study of Genetic Diversity of West Nile Virus 

 

175 

Chen, H.; Mammel, M.; Kulka, M.; Patel, I.; Jackson, S. & Goswami,B.B. (2011). Detection 
and identification of common food-borne viruses with a tiling microarray. Open 
Virology Journal, No.5, (May 2011), pp. 52-59, ISSN 1874-3579  

Chen, W.J.; Wu, H.R. & Chiou, S.S. (2003). E/NS1 modifications of dengue 2 virus after 
serial passages in mammalian and/or mosquito cells. Intervirology, Vol. 46, No.5, 
(May 2003), pp. 289-295, ISSN 0300-5526 

Cherkasova, E.; Laassri, M.; Chizhikov, V.; Korotkova, E.; Dragunsky, E.; Agol, V.I. & 
Chumakov, K. (2003). Microarray analysis of evolution of RNA viruses: Evidence of 
circulation of virulent highly divergent vaccine-derived polioviruses. Proceedings of 
the National Academy of Sciences, USA, Vol.100, No.16, (August 2003), pp. 9398-9403, 
ISSN 0027-8424 

Cheung, V. G.; Morley, M.; Aguilar, F.; Massimi, A.; Kucherlapati, R. & Childs, G. (1999). 
Making and reading microarrays. Nature Genetics, Vol.21, No.1(Suppl), (January 
1999), pp. 15–19, ISSN 1061-4036 

Chevalier, V.; Lecollinet, S. & Durand, B. (2011). West Nile Virus in Europe: A Comparison 
of Surveillance System Designs in a Changing Epidemiological Context. Vector-
Borne and Zoonotic Diseases, (May 2011) [Epub ahead of print] ISSN 1530-3667 

Chizhikov, V.; Wagner, M.; Ivshina, A.; Hoshino, Y.; Kapikian, A.Z. & Chumakov, K. (2002). 
Detection and genotyping of human group A rotaviruses by oligonucleotide 
microarray hybridization. Journal of Clinical Microbiology, Vol.40, No.7, (July 2002), 
pp. 2398-2407, ISSN 0095-1137 

Clum, S.; Ebner, K.E. & Padmanabhan, R. (1997). Co-translational membrane insertion of the 
serine proteinase precursor NS2B–NS3(Pro) of dengue virus type 2 is required for 
efficient in vitro processing and is mediated through the hydrophobic regions of 
NS2B. Journal of Biological Chemistry, Vol.272, No.49, (December 1997), pp. 30715–
30723, ISSN 0021-9258 

Chou, C.C.; Chen, C.H.; Lee, T.T. & Peck, K. (2004). Optimization of probe length and the 
number of probes per gene for optimal microarray analysis of gene expression. 
Nucleic Acids Research, Vol.32, No.12, (July 2004), pp. e99, ISSN 0305-1048 

Davis, C.T.; Ebel, G.D.; Lanciotti, R.S.; Brault, A.C.; Guzman, H.; Siirin, M.; Lambert, A.; 
Parsons, R.E.; Beasley, D.W.; Novak, R.J.; Elizondo-Quiroga, D.; Green, E.N.; 
Young, D.S.; Stark, L.M.; Drebot, M.A.; Artsob, H.; Tesh, R.B.; Kramer, L.D. & 
Barrett A.D. (2005). Phylogenetic analysis of North American West Nile virus 
isolates, 2001-2004: evidence for the emergence of a dominant genotype. Virology, 
Vol.342, No.2, (November 2005), pp. 252-265, ISSN 0042-6822 

Ebel, G.D.; Carricaburu, J.; Young, D.; Bernard, K.A. & Kramer, L.D. (2004). Genetic and 
phenotypic variation of West Nile virus in New York, 2000-2003. American Journal of 
Tropical Medicine and Hygiene, Vol.71, No.4, (October 2004), pp. 493-500, ISSN 0002-
9637 

Egloff, M.P.; Benarroch, D.; Selisko, B.; Romette, J.L. & Canard B. (2002). An RNA cap 
(nucleoside-2′-O-)-methyltransferase in the flavivirus RNA polymerase NS5: crystal 
structure and functional characterization. EMBO Journal, Vol.21, No.11, (June 2002), 
pp. 2757–2768, ISSN 0261-4189 

Evans, J.D. & Seeger, C. (2007). Differential effects of mutations in NS4B on West Nile virus 
replication and inhibition of interferon signaling. Journal of Virology, Vol.81, No.21, 
(November 2007), pp. 11809–11816, ISSN 0022-538X 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

176 

Falgout, B.; Pethel, M.; Zhang, Y.M. & Lai C. J. (1991). Both nonstructural proteins NS2B and 
NS3 are required for the proteolytic processing of Dengue virus nonstructural 
proteins Journal of Virology, Vol.65, No.5, (May 1991), pp. 2467–2475, ISSN 0022-
538X 

Friebe, P. & Harris, E. (2010). Interplay of RNA elements in the dengue virus 5' and 3' ends 
required for viral RNA replication. Journal of Virology, Vol.84, No.12, (June 2010), 
pp. 6103-6118, ISSN 0022-538X  

Gardner, S.N.; Jaing, C.J.; McLoughlin, K.S. & Slezak, T.R. (2010). A microbial detection 
array (MDA) for viral and bacterial detection. BMC Genomics, No.11, (November 
2010), pp. 668, ISSN 1471-2164 

Granwehr, B.P.; Lillibridge, K.M.; Higgs, S.; Mason, P.W.; Aronson, J.F.; Campbell, G.A. & 
Barrett, A.D. (2004). West Nile virus: where are we now? Lancet Infectious Diseases, 
Vol.4, No.9, (September 2004), pp. 547–556, ISSN 1473-3099 

Grinev, A.; Daniel, S.; Stramer, S.; Rossmann, S.; Caglioti, S. & Rios, M. (2008a). Genetic 
variability ofWest Nile virus in US blood donors, 2002–2005. Emerging Infectious 
Diseases, Vol.14, No.3, (March 2008), pp. 436-444, ISSN 1080-6040 

Grinev, A.; Daniel, S.; Laassri, M.; Chumakov, K.; Chizhikov, V. & Rios M. (2008b). 
Microarray-based assay for the detection of genetic variations of structural genes of 
West Nile virus. Journal of Virological Methods, Vol.154, No.1-2, (December 2008), pp. 
27-40, ISSN 0166-0934 

Gritsun, T.S. & Gould, E.A. (2007). Direct repeats in the flavivirus 3' untranslated region; a 
strategy for survival in the environment? Virology, Vol.358, No.2, (February 2007), 
pp. 258-265, ISSN 0042-6822 

Guirakhoo, F.; Pugachev, K.; Zhang, Z.; Myers, G.; Levenbook, I.; Draper, K.; Lang, J.; Ocran, 
S.; Mitchell, F.; Parsons, M.; Brown, N.; Brandler, S.; Fournier, C.; Barrere, B.; Rizvi, 
F.; Travassos, A.; Nichols, R.; Trent, D. & Monath, T. (2004). Safety and efficacy of 
chimeric yellow Fever-dengue virus tetravalent vaccine formulations in nonhuman 
primates. Journal of Virology, Vol.78, No.9, (May 2004), pp. 4761-4775, ISSN 0022-
538X 

Hacia, J.G.; Fan, J.B.; Ryder, O.; Jin, L.; Edgemon, K.; Ghandour, G.; Mayer, R.A.; Sun, B.; 
Hsie, L.; Robbins, C.M.; Brody, L.C.; Wang, D.; Lander, E.S.; Lipshutz, R.; Fodor, 
S.P. & Collins, F.S. (1999). Determination of ancestral alleles for human single-
nucleotide polymorphisms using high-density oligonucleotide arrays. Nature 
Genetics, Vol.22, No.2, (June 1999), pp. 164–167, ISSN 1061-4036 

Hager, J. (2006). Making and using spotted DNA microarrays in an academic core 
laboratory. Methods in Enzymology, Vol.410 (2006), pp. 135–168, ISSN 0076-6879 

Hayes, E.B. & Gubler, D.J. (2006). West Nile virus: epidemiology and clinical features of an 
emerging epidemic in the United States. Annual Review of Medicine, Vol.57, (2006), 
pp. 181-194, ISSN 0066-4219 

Herring, B.L.; Bernardin, F.; Caglioti, S.; Stramer, S.; Tobler, L.; Andrews, W.; Cheng, L.; 
Rampersad, S.; Cameron, C.; Saldanha, J.; Busch, M.P. & Delwart, E. (2007). 
Phylogenetic analysis of WNV in North American blood donors during the 2003-
2004 epidemic seasons. Virology, Vol.363, No.1, (June 2007), pp. 220-228, ISSN 0042-
6822 

Higgs, S.; Snow, K. & Gould, E. (2004). The potential for West Nile virus to establish outside 
of its natural range: a consideration of potential mosquito vectors in the United 

 
Application of a Microarray-Based Assay for the Study of Genetic Diversity of West Nile Virus 

 

177 

Kingdom. Transactions of the Royal Society of Tropical Medicine and Hygiene, Vol.98, 
No.2, (February 2004), pp. 82–87, ISSN 0035-9203 

Honma, S.; Chizhikov, V.; Santos, N.; Tatsumi, M.; Timenetsky Mdo, C.; Linhares, A.C.; 
Mascarenhas, J.D.; Ushijima, H.; Armah, G.E.; Gentsch, J.R.& Hoshino, Y. (2007). 
Development and validation of DNA microarray for genotyping group A rotavirus 
VP4 (P(4), P(6), P(8), P(9), and P(14)) and VP7 (G1 to G6, G8 to G10, and G12) genes. 
Journal of Clinical Microbiology,Vol.45, No.8, (August 2007), pp.2641-2648, ISSN 0095-
1137 

Hsia, C.C.; Chizhikov, V.E.; Yang, A.X.; Selvapandiyan, A.; Hewlett, I.; Duncan, R.; Puri, 
R.K.; Nakhasi, H.L. & Kaplan, G.G. (2007). Microarray multiplex assay for the 
simultaneous detection and discrimination of hepatitis B, hepatitis C, and human 
immunodeficiency type-1 viruses in human blood samples. Biochemical and 
Biophysical Research Communications, Vol.356, No.4, (May 2007) pp. 1017-1023, ISSN 
0006-291X 

Jerzak, G.; Bernard, K.A.; Kramer, L.D. & Ebel, G.D. (2005). Genetic variation in West Nile 
virus from naturally infected mosquitoes and birds suggests quasispecies structure 
and strong purifying selection.Journal of General Virology, Vol.86, No.8 (August 
2005), pp. 2175–2183, ISSN 0022-1317 

Klenk, K.; Snow, J.; Morgan, K.; Bowen, R.; Stephens, M.; Foster, F.; Gordy, P.; Beckett, S.; 
Komar, N.; Gubler, D. & Bunning, M. (2004). Alligators as West Nile virus 
amplifiers. Emerging Infectious Diseases, Vol.10, No.12, (December 2004), pp. 2150-
2155, ISSN 1080-6040 

Kramer L.D. & Bernard, K.A. (2001). West Nile virus infection in birds and mammals. 
Annals of the New York Academy of Sciences, Vol.951, ( December 2001), pp. 84-93, 
ISSN: 0077-8923 

Kramer, L.D.; Styer, L.M. & Ebel, G.D. (2008). A Global Perspective on the Epidemiology of 
West Nile Virus. Annual Review of Entomology, Vol.53, (2008), pp. 61-81, ISSN 0066-
4170 

Khromykh, A.A.; Kenney, M.T. & Westaway, E.G. (1998). trans-Complementation of 
flavivirus RNA polymerase gene NS5 by using Kunjin virus replicon-expressing 
BHK cells. Journal of Virology, Vol.72, No.9, (September 1998), pp. 7270–7279, ISSN 
0022-538X 

Khromykh, A.A.; Sedlak, P.L. & Westaway, E.G. (2000). cis- and trans-acting elements in 
flavivirus RNA replication. Journal of Virology, Vol.74, No.7, (July 2000), pp. 3253–
3263, ISSN 0022-538X  

Laassri, M.; Chizhikov, V.; Mikheev, M.; Shchelkunov, S. & Chumakov, K. (2003). Detection 
and discrimination of orthopoxviruses using microarrays of immobilized 
oligonucleotides. Journal of Virological Methods, Vol.112, No.1-2, (September 2003), 
pp. 67–78, ISSN 0166-0934 

Laassri, M.; Dragunsky, E.; Enterline, J.; Eremeeva, T.; Ivanova, O.; Lottenbach, K.; Belshe, R. 
& Chumakov, K. (2005). Genomic analysis of vaccine-derived poliovirus strains in 
stool specimens by combination of full-length PCR and oligonucleotide microarray 
hybridization. Journal of Clinical Microbiology, Vol.43, No.6, (June 2005), pp. 2886–
2894, ISSN 0095-1137 

Laassri, M.; Meseda, C.A.; Williams, O.; Merchlinsky, M.; Weir, J.P. & Chumakov, K. (2007). 
Microarray assay for evaluation of the genetic stability of modified vaccinia virus 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

176 

Falgout, B.; Pethel, M.; Zhang, Y.M. & Lai C. J. (1991). Both nonstructural proteins NS2B and 
NS3 are required for the proteolytic processing of Dengue virus nonstructural 
proteins Journal of Virology, Vol.65, No.5, (May 1991), pp. 2467–2475, ISSN 0022-
538X 

Friebe, P. & Harris, E. (2010). Interplay of RNA elements in the dengue virus 5' and 3' ends 
required for viral RNA replication. Journal of Virology, Vol.84, No.12, (June 2010), 
pp. 6103-6118, ISSN 0022-538X  

Gardner, S.N.; Jaing, C.J.; McLoughlin, K.S. & Slezak, T.R. (2010). A microbial detection 
array (MDA) for viral and bacterial detection. BMC Genomics, No.11, (November 
2010), pp. 668, ISSN 1471-2164 

Granwehr, B.P.; Lillibridge, K.M.; Higgs, S.; Mason, P.W.; Aronson, J.F.; Campbell, G.A. & 
Barrett, A.D. (2004). West Nile virus: where are we now? Lancet Infectious Diseases, 
Vol.4, No.9, (September 2004), pp. 547–556, ISSN 1473-3099 

Grinev, A.; Daniel, S.; Stramer, S.; Rossmann, S.; Caglioti, S. & Rios, M. (2008a). Genetic 
variability ofWest Nile virus in US blood donors, 2002–2005. Emerging Infectious 
Diseases, Vol.14, No.3, (March 2008), pp. 436-444, ISSN 1080-6040 

Grinev, A.; Daniel, S.; Laassri, M.; Chumakov, K.; Chizhikov, V. & Rios M. (2008b). 
Microarray-based assay for the detection of genetic variations of structural genes of 
West Nile virus. Journal of Virological Methods, Vol.154, No.1-2, (December 2008), pp. 
27-40, ISSN 0166-0934 

Gritsun, T.S. & Gould, E.A. (2007). Direct repeats in the flavivirus 3' untranslated region; a 
strategy for survival in the environment? Virology, Vol.358, No.2, (February 2007), 
pp. 258-265, ISSN 0042-6822 

Guirakhoo, F.; Pugachev, K.; Zhang, Z.; Myers, G.; Levenbook, I.; Draper, K.; Lang, J.; Ocran, 
S.; Mitchell, F.; Parsons, M.; Brown, N.; Brandler, S.; Fournier, C.; Barrere, B.; Rizvi, 
F.; Travassos, A.; Nichols, R.; Trent, D. & Monath, T. (2004). Safety and efficacy of 
chimeric yellow Fever-dengue virus tetravalent vaccine formulations in nonhuman 
primates. Journal of Virology, Vol.78, No.9, (May 2004), pp. 4761-4775, ISSN 0022-
538X 

Hacia, J.G.; Fan, J.B.; Ryder, O.; Jin, L.; Edgemon, K.; Ghandour, G.; Mayer, R.A.; Sun, B.; 
Hsie, L.; Robbins, C.M.; Brody, L.C.; Wang, D.; Lander, E.S.; Lipshutz, R.; Fodor, 
S.P. & Collins, F.S. (1999). Determination of ancestral alleles for human single-
nucleotide polymorphisms using high-density oligonucleotide arrays. Nature 
Genetics, Vol.22, No.2, (June 1999), pp. 164–167, ISSN 1061-4036 

Hager, J. (2006). Making and using spotted DNA microarrays in an academic core 
laboratory. Methods in Enzymology, Vol.410 (2006), pp. 135–168, ISSN 0076-6879 

Hayes, E.B. & Gubler, D.J. (2006). West Nile virus: epidemiology and clinical features of an 
emerging epidemic in the United States. Annual Review of Medicine, Vol.57, (2006), 
pp. 181-194, ISSN 0066-4219 

Herring, B.L.; Bernardin, F.; Caglioti, S.; Stramer, S.; Tobler, L.; Andrews, W.; Cheng, L.; 
Rampersad, S.; Cameron, C.; Saldanha, J.; Busch, M.P. & Delwart, E. (2007). 
Phylogenetic analysis of WNV in North American blood donors during the 2003-
2004 epidemic seasons. Virology, Vol.363, No.1, (June 2007), pp. 220-228, ISSN 0042-
6822 

Higgs, S.; Snow, K. & Gould, E. (2004). The potential for West Nile virus to establish outside 
of its natural range: a consideration of potential mosquito vectors in the United 

 
Application of a Microarray-Based Assay for the Study of Genetic Diversity of West Nile Virus 

 

177 

Kingdom. Transactions of the Royal Society of Tropical Medicine and Hygiene, Vol.98, 
No.2, (February 2004), pp. 82–87, ISSN 0035-9203 

Honma, S.; Chizhikov, V.; Santos, N.; Tatsumi, M.; Timenetsky Mdo, C.; Linhares, A.C.; 
Mascarenhas, J.D.; Ushijima, H.; Armah, G.E.; Gentsch, J.R.& Hoshino, Y. (2007). 
Development and validation of DNA microarray for genotyping group A rotavirus 
VP4 (P(4), P(6), P(8), P(9), and P(14)) and VP7 (G1 to G6, G8 to G10, and G12) genes. 
Journal of Clinical Microbiology,Vol.45, No.8, (August 2007), pp.2641-2648, ISSN 0095-
1137 

Hsia, C.C.; Chizhikov, V.E.; Yang, A.X.; Selvapandiyan, A.; Hewlett, I.; Duncan, R.; Puri, 
R.K.; Nakhasi, H.L. & Kaplan, G.G. (2007). Microarray multiplex assay for the 
simultaneous detection and discrimination of hepatitis B, hepatitis C, and human 
immunodeficiency type-1 viruses in human blood samples. Biochemical and 
Biophysical Research Communications, Vol.356, No.4, (May 2007) pp. 1017-1023, ISSN 
0006-291X 

Jerzak, G.; Bernard, K.A.; Kramer, L.D. & Ebel, G.D. (2005). Genetic variation in West Nile 
virus from naturally infected mosquitoes and birds suggests quasispecies structure 
and strong purifying selection.Journal of General Virology, Vol.86, No.8 (August 
2005), pp. 2175–2183, ISSN 0022-1317 

Klenk, K.; Snow, J.; Morgan, K.; Bowen, R.; Stephens, M.; Foster, F.; Gordy, P.; Beckett, S.; 
Komar, N.; Gubler, D. & Bunning, M. (2004). Alligators as West Nile virus 
amplifiers. Emerging Infectious Diseases, Vol.10, No.12, (December 2004), pp. 2150-
2155, ISSN 1080-6040 

Kramer L.D. & Bernard, K.A. (2001). West Nile virus infection in birds and mammals. 
Annals of the New York Academy of Sciences, Vol.951, ( December 2001), pp. 84-93, 
ISSN: 0077-8923 

Kramer, L.D.; Styer, L.M. & Ebel, G.D. (2008). A Global Perspective on the Epidemiology of 
West Nile Virus. Annual Review of Entomology, Vol.53, (2008), pp. 61-81, ISSN 0066-
4170 

Khromykh, A.A.; Kenney, M.T. & Westaway, E.G. (1998). trans-Complementation of 
flavivirus RNA polymerase gene NS5 by using Kunjin virus replicon-expressing 
BHK cells. Journal of Virology, Vol.72, No.9, (September 1998), pp. 7270–7279, ISSN 
0022-538X 

Khromykh, A.A.; Sedlak, P.L. & Westaway, E.G. (2000). cis- and trans-acting elements in 
flavivirus RNA replication. Journal of Virology, Vol.74, No.7, (July 2000), pp. 3253–
3263, ISSN 0022-538X  

Laassri, M.; Chizhikov, V.; Mikheev, M.; Shchelkunov, S. & Chumakov, K. (2003). Detection 
and discrimination of orthopoxviruses using microarrays of immobilized 
oligonucleotides. Journal of Virological Methods, Vol.112, No.1-2, (September 2003), 
pp. 67–78, ISSN 0166-0934 

Laassri, M.; Dragunsky, E.; Enterline, J.; Eremeeva, T.; Ivanova, O.; Lottenbach, K.; Belshe, R. 
& Chumakov, K. (2005). Genomic analysis of vaccine-derived poliovirus strains in 
stool specimens by combination of full-length PCR and oligonucleotide microarray 
hybridization. Journal of Clinical Microbiology, Vol.43, No.6, (June 2005), pp. 2886–
2894, ISSN 0095-1137 

Laassri, M.; Meseda, C.A.; Williams, O.; Merchlinsky, M.; Weir, J.P. & Chumakov, K. (2007). 
Microarray assay for evaluation of the genetic stability of modified vaccinia virus 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

178 

Ankara B5R gene. Journal of Medical Virology, Vol.79, No.6, (June 2007), pp. 791-802, 
ISSN 0146-6615 

Lanciotti, R.S.; Roehrig, J.T.; Deubel, V.; Smith, J.; Parker, M.; Steele, K.; Crise, B.; Volpe, 
K.E.; Crabtree, M.B.; Scherret, J.H.; Hall, R.A.; MacKenzie, J.S.; Cropp, C.B.; 
Panigrahy, B.; Ostlund, E.; Schmitt, B.; Malkinson, M.; Banet, C.; Weissman, J.; 
Komar, N.; Savage, H.M.; Stone, W.; McNamara, T. & Gubler, D.J. (1999). Origin of 
the West Nile virus responsible for an outbreak of encephalitis in the northeastern 
United States. Science, Vol.286, No.5448, pp. 2333-2337, ISSN 0036-8075 

Lanciotti, R.S.; Ebel, G.D.; Deubel, V.; Kerst, A.J.; Murri, S.; Meyer, R.; Bowen, M.; 
McKinney, N.; Morrill, W.E.; Crabtree, M.B.; Kramer, L.D. & Roehrig, J.T. (2002). 
Complete genome sequences and phylogenetic analysis of West Nile virus strains 
isolated from the United States, Europe, and the Middle East. Virology, Vol.298, 
No.1, (June 2002), pp. 96-105, ISSN 0042-6822 

Leberre, V.; Baranowski, E.; Deplanche, M.; Trouilh, L. & François, J.M. (2007). Detection of 
minority variants within bovine respiratory syncytial virus populations using 
oligonucleotide-based microarrays. Journal of Virological Methods, Vol.148, No.1-2, 
(March 2007), pp. 271-276, ISSN 0166-0934  

Lee, E.; Weir, R.C. & Dalgarno, L. (1997). Changes in the dengue virus major envelope 
protein on passaging and their localization on the three-dimensional structure of 
the protein. Virology, Vol.232, No.2, pp. 281-290, ISSN 0042-6822  

Leung, J.Y.; Pijlman, G.P.; Kondratieva, N.; Hyde, J.; Mackenzie, J.M. & Khromykh, A.A. 
(2008). Role of nonstructural protein NS2A in flavivirus assembly. Journal of 
Virology,; Vol.82, No.10, (October 2008), pp. 4731–4741, ISSN 0022-538X 

Liu, S.; Li, Y.; Fu, X.; Qiu, M.; Jiang, B.; Wu, H.; Li, R.; Mao, Y. & Xie Y. (2005). Analysis of 
the factors affecting the accuracy of detection for single base alterations by 
oligonucleotide microarray. Experimental and Molecular Medicine , Vol.37, No.2, 
(April 2005), pp. 71-77, ISSN 1226-3613 

Mackenzie, J.M.; Khromykh, A.A.; Jones, M.K. & Westaway, E.G. (1998). Subcellular 
localization and some biochemical properties of the flavivirus Kunjin nonstructural 
proteins NS2A and NS4A. Virology, (June 1998), Vol.245, No.2, pp. 203–215, ISSN 
0042-6822  

Markoff L. (2003). 5'- and 3'-noncoding regions in flavivirus RNA. Advances in virus research, 
Vol.59, pp. 177-228, ISSN 0065-3527 

McMullen, A.R.; May, F.J.; Li, L.; Guzman, H.; Bueno, R. Jr; Dennett, J.A.; Tesh, R.B. & 
Barrett, A.D. (2011). Evolution of new genotype of west nile virus in north America. 
Emerging Infectious Diseases,;Vol.17, No.5, (May 2011), pp. 785-93, ISSN 1080-6040 

Miller, M. B. (2009). Solid and liquid phase array technologies. In Molecular microbiology: 
diagnostic principles and practice, 2nd ed., ASM Press, Washington, DC, ISBN 978-
155-5814-7-7  

Moudy, R.M.; Meola, M.A.; Morin, L.L.; Ebel, G.D. & Kramer, L.D. A newly emergent 
genotype of West Nile virus is transmitted earlier and more efficiently by Culex 
mosquitoes. American Journal of Tropical Medicine and Hygiene, Vol.77, No.2, (August 
2007), pp. 365–370, ISSN 0002-9637 

Muñoz-Jordán, J.L.; Laurent-Rolle, M.; Ashour, J.; Martínez-Sobrido, L.; Ashok, M.; Lipkin, 
W.I. & García-Sastre, A. (2005). Inhibition of alpha/beta interferon signaling by the 

 
Application of a Microarray-Based Assay for the Study of Genetic Diversity of West Nile Virus 

 

179 

NS4B protein of flaviviruses. Journal of Virology, Vol.79, No.13, ( July 2005), pp. 
8004–8013, ISSN 0022-538X  

Naiser, T.; Ehler, O.; Kayser, J.; Mai, T.; Michel, W. & Ott, A. (2008). Impact of point-
mutations on the hybridization affinity of surface-bound DNA/DNA and 
RNA/DNA oligonucleotide-duplexes: comparison of single base mismatches and 
base bulges. BMC Biotechnology, Vol.8, (May 2008), pp. 48, ISSN 1472-6750 

Nasci, R.S.; Savage, H.M.; White, D.J.; Miller, J.R.; Cropp, B.C.; Godsey, M.S.; Kerst, A.J.; 
Bennett, P.; Gottfried, K. & Lanciotti RS. (2001). West Nile virus in overwintering 
Culex mosquitoes, New York City, 2000. Emerging Infectious Diseases, Vol.7, No.4, 
(July-August 2001), pp. 742–744, ISSN 1080-6040 

Neverov, A.A.; Riddell, M.A.; Moss, W.J.; Volokhov, D.V.; Rota, P.A.; Lowe, L.E.; Chibo, D.; 
Smit, S.B.; Griffin, D.E.; Chumakov, K.M. & Chizhikov, V.E. (2006). Genotyping of 
measles virus in clinical specimens on the basis of oligonucleotide microarray 
hybridization patterns. Journal of Clinical Microbiology, Vol.44, No.10, (October 
2006), pp. 3752-3759, ISSN 0095-1137 

Nordström, H.; Falk, K.I.; Lindegren, G.; Mouzavi-Jazi, M.; Waldén, A.; Elgh, F.; Nilsson, 
P.& Lundkvist, A. (2005). DNA microarray technique for detection and 
identification of seven flaviviruses pathogenic for man. Journal of Clinical 
Microbiology, Vol.77, No.4, (December 2005), pp. 528-540, ISSN 0095-1137 

Parreira, R.; Severino, P.; Freitas, F.; Piedade, J.; Almeida, A.P. & Esteves A. (2007). Two 
distinct introductions of the West Nile virus in Portugal disclosed by phylogenetic 
analysis of genomic sequences. Vector-Borne and Zoonotic Diseases, Vol.7, No.3, (Fall 
2007), pp. 344-352, ISSN: 1530-3667 

Pealer, L.N.; Marfin, A.A.; Petersen, L.R.; Lanciotti, R.S.; Page, P.L.; Stramer, S.L.; Stobierski, 
M.G.; Signs, K.; Newman, B.; Kapoor, H.; Goodman, J.L. & Chamberland, M.E. 
(2003).West Nile Virus Transmission Investigation Team. Transmission of West 
Nile virus through blood transfusion in the United States in 2002. The New England 
Journal of Medicine, Vol.349, No.13, pp. 1205-1206. ISSN 0028-4793 

Petersen, L.R. & Roehrig, J.T. (2001).West Nile Virus: a reemerging global pathogen. 
Emerging Infectious Diseases, Vol.7, No.4, (July-August 2001), pp. 611–614, ISSN 
1080-6040 

Petersen, L.R. & Marfin, A.A. (2002). West Nile virus: a primer for the clinician. Annals of 
Internal Medicine, Vol.137, No.3, (August 2002), pp. 173-179, ISSN 0003-4819 

Proutski, V.; Gould, E.A. & Holmes, E.C. (1997). Secondary structure of the 3' untranslated 
region of flaviviruses: similarities and differences. Nucleic Acids Research, Vol.25, 
No.6, (March 1997), pp. 1194-1202, ISSN 0305-1048 

Relógio, A.; Schwager, C.; Richter, A.; Ansorge, W. & Valcárcel, J. (2002). Optimization of  
oligonucleotide-based DNA microarrays. Nucleic Acids Research, Vol.30, No.11, 
(June 2002), pp. e51, ISSN 0305-1048 

Roerig, P.; Nessling, M.; Radlwimmer, B.; Joos, S.; Wrobel, G.; Schwaenen, C.; Reifenberger, 
G. & Lichter, P. (2005). Molecular classification of human gliomas using matrix-
based comparative genomic hybridization. International Journal of Cancer, Vol.117, 
No.1, (October 2005), pp. 2095-2103, ISSN 0020-7136 

Sbrana, E.; Tonry, J.H.; Xiao, S.Y.; da Rosa, A.P.; Higgs, S. & Tesh, R.B. (2005). Oral 
transmission of West Nile virus in a hamster model. The American Journal of Tropical 
Medicine and Hygiene, Vol.72, No.3, (March 2005), pp. 325-329, ISSN 0002-9637 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

178 

Ankara B5R gene. Journal of Medical Virology, Vol.79, No.6, (June 2007), pp. 791-802, 
ISSN 0146-6615 

Lanciotti, R.S.; Roehrig, J.T.; Deubel, V.; Smith, J.; Parker, M.; Steele, K.; Crise, B.; Volpe, 
K.E.; Crabtree, M.B.; Scherret, J.H.; Hall, R.A.; MacKenzie, J.S.; Cropp, C.B.; 
Panigrahy, B.; Ostlund, E.; Schmitt, B.; Malkinson, M.; Banet, C.; Weissman, J.; 
Komar, N.; Savage, H.M.; Stone, W.; McNamara, T. & Gubler, D.J. (1999). Origin of 
the West Nile virus responsible for an outbreak of encephalitis in the northeastern 
United States. Science, Vol.286, No.5448, pp. 2333-2337, ISSN 0036-8075 

Lanciotti, R.S.; Ebel, G.D.; Deubel, V.; Kerst, A.J.; Murri, S.; Meyer, R.; Bowen, M.; 
McKinney, N.; Morrill, W.E.; Crabtree, M.B.; Kramer, L.D. & Roehrig, J.T. (2002). 
Complete genome sequences and phylogenetic analysis of West Nile virus strains 
isolated from the United States, Europe, and the Middle East. Virology, Vol.298, 
No.1, (June 2002), pp. 96-105, ISSN 0042-6822 

Leberre, V.; Baranowski, E.; Deplanche, M.; Trouilh, L. & François, J.M. (2007). Detection of 
minority variants within bovine respiratory syncytial virus populations using 
oligonucleotide-based microarrays. Journal of Virological Methods, Vol.148, No.1-2, 
(March 2007), pp. 271-276, ISSN 0166-0934  

Lee, E.; Weir, R.C. & Dalgarno, L. (1997). Changes in the dengue virus major envelope 
protein on passaging and their localization on the three-dimensional structure of 
the protein. Virology, Vol.232, No.2, pp. 281-290, ISSN 0042-6822  

Leung, J.Y.; Pijlman, G.P.; Kondratieva, N.; Hyde, J.; Mackenzie, J.M. & Khromykh, A.A. 
(2008). Role of nonstructural protein NS2A in flavivirus assembly. Journal of 
Virology,; Vol.82, No.10, (October 2008), pp. 4731–4741, ISSN 0022-538X 

Liu, S.; Li, Y.; Fu, X.; Qiu, M.; Jiang, B.; Wu, H.; Li, R.; Mao, Y. & Xie Y. (2005). Analysis of 
the factors affecting the accuracy of detection for single base alterations by 
oligonucleotide microarray. Experimental and Molecular Medicine , Vol.37, No.2, 
(April 2005), pp. 71-77, ISSN 1226-3613 

Mackenzie, J.M.; Khromykh, A.A.; Jones, M.K. & Westaway, E.G. (1998). Subcellular 
localization and some biochemical properties of the flavivirus Kunjin nonstructural 
proteins NS2A and NS4A. Virology, (June 1998), Vol.245, No.2, pp. 203–215, ISSN 
0042-6822  

Markoff L. (2003). 5'- and 3'-noncoding regions in flavivirus RNA. Advances in virus research, 
Vol.59, pp. 177-228, ISSN 0065-3527 

McMullen, A.R.; May, F.J.; Li, L.; Guzman, H.; Bueno, R. Jr; Dennett, J.A.; Tesh, R.B. & 
Barrett, A.D. (2011). Evolution of new genotype of west nile virus in north America. 
Emerging Infectious Diseases,;Vol.17, No.5, (May 2011), pp. 785-93, ISSN 1080-6040 

Miller, M. B. (2009). Solid and liquid phase array technologies. In Molecular microbiology: 
diagnostic principles and practice, 2nd ed., ASM Press, Washington, DC, ISBN 978-
155-5814-7-7  

Moudy, R.M.; Meola, M.A.; Morin, L.L.; Ebel, G.D. & Kramer, L.D. A newly emergent 
genotype of West Nile virus is transmitted earlier and more efficiently by Culex 
mosquitoes. American Journal of Tropical Medicine and Hygiene, Vol.77, No.2, (August 
2007), pp. 365–370, ISSN 0002-9637 

Muñoz-Jordán, J.L.; Laurent-Rolle, M.; Ashour, J.; Martínez-Sobrido, L.; Ashok, M.; Lipkin, 
W.I. & García-Sastre, A. (2005). Inhibition of alpha/beta interferon signaling by the 

 
Application of a Microarray-Based Assay for the Study of Genetic Diversity of West Nile Virus 

 

179 

NS4B protein of flaviviruses. Journal of Virology, Vol.79, No.13, ( July 2005), pp. 
8004–8013, ISSN 0022-538X  

Naiser, T.; Ehler, O.; Kayser, J.; Mai, T.; Michel, W. & Ott, A. (2008). Impact of point-
mutations on the hybridization affinity of surface-bound DNA/DNA and 
RNA/DNA oligonucleotide-duplexes: comparison of single base mismatches and 
base bulges. BMC Biotechnology, Vol.8, (May 2008), pp. 48, ISSN 1472-6750 

Nasci, R.S.; Savage, H.M.; White, D.J.; Miller, J.R.; Cropp, B.C.; Godsey, M.S.; Kerst, A.J.; 
Bennett, P.; Gottfried, K. & Lanciotti RS. (2001). West Nile virus in overwintering 
Culex mosquitoes, New York City, 2000. Emerging Infectious Diseases, Vol.7, No.4, 
(July-August 2001), pp. 742–744, ISSN 1080-6040 

Neverov, A.A.; Riddell, M.A.; Moss, W.J.; Volokhov, D.V.; Rota, P.A.; Lowe, L.E.; Chibo, D.; 
Smit, S.B.; Griffin, D.E.; Chumakov, K.M. & Chizhikov, V.E. (2006). Genotyping of 
measles virus in clinical specimens on the basis of oligonucleotide microarray 
hybridization patterns. Journal of Clinical Microbiology, Vol.44, No.10, (October 
2006), pp. 3752-3759, ISSN 0095-1137 

Nordström, H.; Falk, K.I.; Lindegren, G.; Mouzavi-Jazi, M.; Waldén, A.; Elgh, F.; Nilsson, 
P.& Lundkvist, A. (2005). DNA microarray technique for detection and 
identification of seven flaviviruses pathogenic for man. Journal of Clinical 
Microbiology, Vol.77, No.4, (December 2005), pp. 528-540, ISSN 0095-1137 

Parreira, R.; Severino, P.; Freitas, F.; Piedade, J.; Almeida, A.P. & Esteves A. (2007). Two 
distinct introductions of the West Nile virus in Portugal disclosed by phylogenetic 
analysis of genomic sequences. Vector-Borne and Zoonotic Diseases, Vol.7, No.3, (Fall 
2007), pp. 344-352, ISSN: 1530-3667 

Pealer, L.N.; Marfin, A.A.; Petersen, L.R.; Lanciotti, R.S.; Page, P.L.; Stramer, S.L.; Stobierski, 
M.G.; Signs, K.; Newman, B.; Kapoor, H.; Goodman, J.L. & Chamberland, M.E. 
(2003).West Nile Virus Transmission Investigation Team. Transmission of West 
Nile virus through blood transfusion in the United States in 2002. The New England 
Journal of Medicine, Vol.349, No.13, pp. 1205-1206. ISSN 0028-4793 

Petersen, L.R. & Roehrig, J.T. (2001).West Nile Virus: a reemerging global pathogen. 
Emerging Infectious Diseases, Vol.7, No.4, (July-August 2001), pp. 611–614, ISSN 
1080-6040 

Petersen, L.R. & Marfin, A.A. (2002). West Nile virus: a primer for the clinician. Annals of 
Internal Medicine, Vol.137, No.3, (August 2002), pp. 173-179, ISSN 0003-4819 

Proutski, V.; Gould, E.A. & Holmes, E.C. (1997). Secondary structure of the 3' untranslated 
region of flaviviruses: similarities and differences. Nucleic Acids Research, Vol.25, 
No.6, (March 1997), pp. 1194-1202, ISSN 0305-1048 

Relógio, A.; Schwager, C.; Richter, A.; Ansorge, W. & Valcárcel, J. (2002). Optimization of  
oligonucleotide-based DNA microarrays. Nucleic Acids Research, Vol.30, No.11, 
(June 2002), pp. e51, ISSN 0305-1048 

Roerig, P.; Nessling, M.; Radlwimmer, B.; Joos, S.; Wrobel, G.; Schwaenen, C.; Reifenberger, 
G. & Lichter, P. (2005). Molecular classification of human gliomas using matrix-
based comparative genomic hybridization. International Journal of Cancer, Vol.117, 
No.1, (October 2005), pp. 2095-2103, ISSN 0020-7136 

Sbrana, E.; Tonry, J.H.; Xiao, S.Y.; da Rosa, A.P.; Higgs, S. & Tesh, R.B. (2005). Oral 
transmission of West Nile virus in a hamster model. The American Journal of Tropical 
Medicine and Hygiene, Vol.72, No.3, (March 2005), pp. 325-329, ISSN 0002-9637 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

180 

Schlesinger, J.J. (2006). Flavivirus nonstructural protein NS1: complementary surprises. 
Proceedings of the National Academy of Sciences of the USA, Vol.103, No.50, (December 
206), pp. 18879–18880, ISSN 0027-8424 

Tajima, S.; Nukui, Y.; Ito, M.; Takasaki, T. & Kurane, I. (2006). Nineteen nucleotides in the 
variable region of 3' non-translated region are dispensable for the replication of 
dengue type 1 virus in vitro. Virus Research, Vol.116, No.1-2, (March 2006), pp. 38-
44, ISSN 0168-1702 

Tomiuk, S. & Hofmann, K. (2001). Microarray probe selection strategies. Briefings in 
bioinformatics, Vol.2, No.4, (December 2001), pp. 329–340, ISSN 1467- 5463 

Urakawa, H.; El Fantroussi, S.; Smidt, H.; Smoot, J.C.; Tribou, E.H.; Kelly, J.J.; Noble, P.A. & 
Stahl, D.A. (2003). Optimization of single-base-pair mismatch discrimination in 
oligonucleotide microarrays. Applied and Environmental Microbiology, Vol.69, No.5, 
(May 2003), pp. 2848-2856, ISSN 0099-2240 

Volokhov, D.; Rasooly, A.; Chumakov, K. & Chizhikov, V. (2002). Identification of Listeria 
species by microarray-based assay. Journal of Clinical Microbiology, Vol.44, No.12, 
(December 2005), pp. 4720–4728, ISSN 0095-1137  

Wade, M.M.; Volokhov, D.; Peredelchuk, M.; Chizhikov, V. & Zhang, Y. (2004). Accurate 
mapping of mutations of pyrazinamide-resistant Mycobacterium tuberculosis 
strains with a scanning-frame oligonucleotide microarray. Diagnostic Microbiology 
and Infectious Disease, Vol.49, No.2, (June 2004), pp. 89–97, ISSN: 0732-8893 

Yu, L.; Nomaguchi, M.; Padmanabhan, R. & Markoff, L. (2008). Specific requirements for 
elements of the 5' and 3' terminal regions in flavivirus RNA synthesis and viral 
replicatio. Virology, Vol.374, No.1, (April 2008), pp. 170-185, ISSN 0042-6822  

9 

Microarray Techniques for Evaluation of 
Genetic Stability of Live Viral Vaccines 

Majid Laassri1, Elena Cherkasova2,  
Mones S. Abu-Asab3 and Konstantin Chumakov1 

1Center for Biologics Evaluation and Research, 
U.S. Food and Drug Administration, Rockville, 

2National Heart, Lung, and Blood Institute, 
National Institutes of Health, Bethesda, 

3National Cancer Institute, National Institutes of Health, Bethesda 
USA 

1. Introduction 
Recent advances in biotechnology gave rise to a set of microarray technologies that became 
ubiquitous in research, medicine, and industry for tens of applications. Microarray 
technology has centered on providing platforms for analyzing, in a single experiment, tens 
or even hundreds of samples from different biologic sources. Its rapid and global adoption 
has been predicated on its simplicity and efficiency in quickly providing relevant data 
generated by simultaneous testing of biological samples with a large number of probes. In 
this chapter, we describe new microarray approaches that have considerably simplified the 
characterization of viral genes and genomes with specific emphasis on analysis of the 
genetic stability of live viral vaccines.  

There are different types of vaccines that immunize against viruses: whole viral vaccines 
(either live attenuated or inactivated), subunit vaccines; purified or recombinant viral 
antigen vaccines, and DNA vaccines.  

Genetic instability and plasticity of genomes are inherent properties of viruses, especially 
RNA viruses, with many profound implications for their replication, evolution, and 
pathogenesis. Because of the presence of a large number of mutants, populations of viruses 
are often described as quasispecies (Domingo et al., 1985; Hansen et al., 2004). Most mutants 
are present at a relatively low level, making them difficult to detect using conventional 
sequencing methods.  

Genetic stability of live viral vaccines, including recombinant virus vaccines, is a key 
element of their safety and protective efficacy. Assessment of genetic stability is an 
important part of pre-licensure evaluation and quality control of a live viral vaccine, both 
during its manufacturing and after its administration.  Spontaneous mutations easily 
emerge during viral replication and accumulation of mutants must be identified to ensure 
the safety of live vaccines.  
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1. Introduction 
Recent advances in biotechnology gave rise to a set of microarray technologies that became 
ubiquitous in research, medicine, and industry for tens of applications. Microarray 
technology has centered on providing platforms for analyzing, in a single experiment, tens 
or even hundreds of samples from different biologic sources. Its rapid and global adoption 
has been predicated on its simplicity and efficiency in quickly providing relevant data 
generated by simultaneous testing of biological samples with a large number of probes. In 
this chapter, we describe new microarray approaches that have considerably simplified the 
characterization of viral genes and genomes with specific emphasis on analysis of the 
genetic stability of live viral vaccines.  

There are different types of vaccines that immunize against viruses: whole viral vaccines 
(either live attenuated or inactivated), subunit vaccines; purified or recombinant viral 
antigen vaccines, and DNA vaccines.  

Genetic instability and plasticity of genomes are inherent properties of viruses, especially 
RNA viruses, with many profound implications for their replication, evolution, and 
pathogenesis. Because of the presence of a large number of mutants, populations of viruses 
are often described as quasispecies (Domingo et al., 1985; Hansen et al., 2004). Most mutants 
are present at a relatively low level, making them difficult to detect using conventional 
sequencing methods.  

Genetic stability of live viral vaccines, including recombinant virus vaccines, is a key 
element of their safety and protective efficacy. Assessment of genetic stability is an 
important part of pre-licensure evaluation and quality control of a live viral vaccine, both 
during its manufacturing and after its administration.  Spontaneous mutations easily 
emerge during viral replication and accumulation of mutants must be identified to ensure 
the safety of live vaccines.  
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To ensure maximum genetic stability and to optimize genetic structure of prospective live 
vaccine strains, it is important to identify the mutations that accumulate both during 
manufacturing and replication in vaccine recipients. Incorporation of mutations that 
increase virus fitness and do not affect its attenuation into the genetic makeup of the new 
vaccine strain may increase its potency and contribute to genetic stability 

Most new viral vaccines are produced by propagation in cell cultures that do not necessarily 
represent the natural substrate for the virus, raising the possibility of introducing 
undesirable mutations in the course of virus adaptation. RNA viral vaccines mutate easily 
upon passage in cell cultures, which can change the phenotype (Amexis et al., 2001), leading 
to increased pathogenicity. That occurred with pSPBNGA-GA, a live rabies virus 
recombinant vaccine candidate, which was obtained via reverse genetics (Dietzschold et al., 
2004). Additionally, it was demonstrated that some deletions in HIV-1 vaccine strains can 
evolve into fast-replicating variants by multiplication of remaining sequence motifs, and 
their safety is therefore not guaranteed (Berkhout et al., 1999), and the presence of even a 
small fraction of viral mutants in an oral poliovirus vaccine can have negative effect on its 
safety (Chumakov et al., 1991), suggesting that genetic consistency must be carefully 
monitored to ensure that accumulated mutants do not adversely impair the safety and 
efficacy of the vaccine. 

In addition, vaccines have been recently developed to serve as live viral vectors expressing 
heterologous host genes. Examples of such live viral vectors include herpesviruses (such as 
pseudorabies and bovine herpesvirus type 1, and 2), poxviruses (Blancou et al., 1986; 
Fekadu et al., 1991; Taylor et al., 1991), human adenovirus 5, (Prevec et al., 1990) and 
flaviviruses (Arroyo et al., 2001; Monath et al., 1999; Pletnev et al., 2001; Pletnev et al., 1992; 
Pletnev et al., 2000; Pletnev and Men, 1998; Pletnev et al., 2002; Pletnev et al., 2006). The 
recombination in genomes of chimeric viruses probably plays an important role in the 
reduction of viral fitness that leads to attenuation. This creates a selective pressure to 
accumulate mutants that restore viral fitness by adapting heterologous genomic parts to 
each other, potentially leading to a loss of attenuation. The accumulation of mutations and 
genetic stability of flaviviruses were previously reported (Dunster et al., 1999; Laassri et al., 
2011; Pugachev et al., 2004; Pugachev et al., 2002; Pugachev et al., 2007). 

Of paramount importance is the need to demonstrate the genetic stability of the 
recombinant construct and confirm the fidelity of the heterologous gene inserted into the 
vector genome (WHO, 1990). An important consideration for the licensure and use of any 
genetically engineered live vaccine is the stability of the vector and that of the recombinant 
construct. In addition, genetic stability is an important safety concern, since predictions of 
vaccine behavior rely heavily on the knowledge of the genetic makeup of the recombinant. 
If a recombinant vaccine is to be useful, it should undergo no substantial mutation either 
during production of the vaccine by passage of working seed or after administration to the 
target species. 

Therefore, it is essential to identify genomic loci that are prone to mutations and determine 
their phenotypes. If mutations in unstable genomic loci increase virulence, then methods to 
prevent their emergence and control their presence in vaccine preparations must be 
developed. On the other hand, if the fitness-restoring mutants do not lead to de-attenuation, 
then it may be desirable to incorporate them into the genetic makeup of the vaccine strain. 
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Additionally, increased yields of such viruses during vaccine production may help stabilize 
the genome by relieving selective pressure, thereby preventing random and potentially 
undesirable mutations from being passively selected through the “passenger effect”.  

Conventional assays of genetic stability of viruses by combined sequencing and sequence 
analysis are generally too insensitive to detect small proportion of mutant viruses in a 
quasispecies, and are laborious. Thus, sensitive high-throughput microarray techniques 
including microarray for resequencing and sequence heterogeneity (MARSH), microarray 
analysis of viral recombination (MAVR) assay, and microarray for quantitation of known 
virulent mutations (MQNVM) have been developed and applied as valuable tools to 
evaluate the genetic stability of live viral vaccines (Cherkasova et al., 2003; Laassri et al., 
2011; Laassri et al., 2005; Laassri et al., 2007). 

These microarray approaches allow large-scale full-genome mutational screening of live 
viral vaccines from various sources including cell culture, humans, monkeys, and mice. 
They can be used to improve quality control and to accelerate development of safer and 
more effective vaccines. The study of genetic stability also contributes to our understanding 
of live viral vaccine evolution. 

2. DNA microarray: An overview 
DNA microarray is a high-throughput hybridization technology used for quantitative and 
qualitative assessments of gene-expression, chromosomal aberrations, and mutations in 
molecular biology and biotechnology. It consists of an arrayed series of tens or thousands of 
micro-spots of oligonucleotides of specific DNA sequence, known as probes. Probes can be 
short regions of a gene or other DNA elements used to hybridize DNA or RNA samples 
(targets) under high-stringency conditions. Probe-target hybridizations are usually detected 
and quantified using fluorophore-labeled targets to determine the relative quantities of 
nucleic acid sequences in the target. Since an array can contain tens of thousands of probes, 
a microarray experiment enables analysis of many genes simultaneously. Therefore, arrays 
have dramatically accelerated many types of investigations.  

In standard microarrays, the probes are attached via their engineered chemical group to a 
solid surface by a covalent bond to a chemical matrix (via epoxy - silane, amino-silane, 
lysine, polyacrylamide, or others). The solid surface can be glass, a silicon chip, or 
microscopic beads.  

DNA microarrays can be used to measure changes in expression level, to detect and 
quantify single nucleotide polymorphisms (SNPs), to genotype and resequence mutant 
genomes, or to determine recombinant nucleotide sequences. Microarrays vary in 
fabrication, operating protocols, accuracy, and efficiency. Additional factors affecting 
microarray experiments are experimental design and methods for analyzing the data. 

3. Microarray for resequencing and sequence heterogeneity 
Several approaches based on hybridization of viral probes with oligonucleotide microarrays 
have been applied for rapid analysis of genetic variations during the microevolution of 
viruses. Microarray for resequencing and sequence heterogeneity (MARSH) was used to 
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identify mutations in vaccine viruses and their derivatives, revealing the degree of their 
evolutionary divergence and quantifying mutant genome proportions present.  

The MARSH assay was based on the hybridization of fluorescently-labeled RNA produced 
from the virus genome with microarrays of oligonucleotide probes that are complementary 
to and cover the entire viral genome or specific genes. Quantitative comparison of 
hybridization data produced for a test sample with the data for homogeneous reference 
RNA reveal mutations that have emerged and accumulated during the replication of vaccine 
strains in vitro or in vivo (Figure 1). 

MARSH (Figure 1) microchips were fabricated using a set of short oligonucleotides (Tm ~ 
50°C) overlapping at half length, matching genomic sequences of virus strains, and covering 
a specific viral region of interest in the genome or the entire viral genome. Each 
oligonucleotide probe was synthesized with an aminolink group at its 5’ end for 
immobilization on a specific platform and purified after automated synthesis. Microarrays 
were printed on sialylated (aldehyde-coated) glass slides by using a contact microspotting 
robot equipped with a microspotting pin. Each oligonucleotide probe was spotted several 
times within a single microarray for redundancy to increase the reliability of results. 

For RNA viruses, cDNA was prepared with reverse transcriptase using a specific reverse 
primer at the 3’ end region of the genome. Microarrays of immobilized oligonucleotide 
probes were hybridized with fluorescently-labeled RNA transcribed by T7 RNA polymerase 
from PCR-amplified viral cDNA. First, the viral genome was amplified using the specific 
primers (the reverse primer contains T7 promotor) to produce the needed DNA segments. 
RNA for hybridization was produced by in vitro transcription of the PCR products with a T7 
RNA polymerase kit. Each RNA product (~10 µg) can be fluorescently labeled with a Cy3 
RNA Labeling Kit. Labeled RNA samples were purified using spin columns.  

Microarray hybridization was performed as follow: fluorescently-labeled RNA samples 
were vacuum-dried prior to hybridization, reconstituted in Hybridization Buffer, and 
denatured by incubation for one minute at 95°C. The final concentration of each fluorescent 
target in the hybridization solution should not exceed 0.1 M. An aliquot of the 
hybridization mixture (~10 l) was applied to the microarray area and covered with an 
individual plastic cover slip. Hybridization was performed in an incubation chamber for one 
hour at 45°C. Fluorescent images of processed microarray slides were captured using a 
ScanArray 5000, and the images were analyzed using ScanArray Express software. 

In the experiments presented on Figure 1, each microarray contained 4 identical sub-arrays 
that were simultaneously hybridized in order to assess reproducibility of the hybridization 
results and to eliminate outlier data points. Hybridization signals from individual sub-array 
elements that differ from the average value were calculated for all 4 replicates of the 
oligonucleotide probes by more than two standard deviations were discarded; the number 
of such invalidated data points should not exceed 0.1%. Next, average values from the 4 
sub-arrays were normalized by the total fluorescence signal from the entire array. Finally, 
normalized signals from the reference sample (homogeneous RNA) were divided by the 
respective normalized signals from the test samples, and the results were expressed as a 
fluorescence ratio (Figure 1C). Regions with no mutations should have ratios close to one, 
while test samples with mutations reduced hybridization with some oligonucleotide probes 
and therefore, produce ratios greater than one.  
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The MARSH assay was first used to analyze mutations that accumulate in the region coding 
for VP1, the most variable capsid protein of poliovirus (Cherkasova et al., 2003; Laassri et al., 
2005). Later, this microarray approach was expanded to discriminate between vaccinia 
strains and to evaluate genetic stability of the vaccinia virus Ankara (MVA) B5R gene 
following propagation of a cloned isolate of MVA in Vero and MRC-5 cell lines (Laassri et 
al., 2007), to analyze the variability of the structural region of West Nile (WN) virus (Grinev 
et al., 2008), and to evaluate stability of the entire genome of a WN/Dengue 4 chimeric virus 
under study as a new candidate of WN vaccine (Laassri et al., 2011).  

The MARSH microarray approach facilitates rapid analysis of viral genes and genomes, and 
circumvents traditional more laborious methods. With the microarray method, many 
samples can be analyzed simultaneously within a few hours. Furthermore, test samples do 
not need to be cloned, thus preserving the natural composition of viral gene populations. 
This method permits large-scale full genome screening of viral isolates, useful for 
epidemiological surveillance, vaccine quality control, and analysis of genetic changes in 
viruses that may occur in response to drug treatment.  
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Fig. 1. Schematic overview of the MARSH assay: (A) Oligonucleotide microarray containing 
short oligonucleotides overlapped at half-length covering the entire viral genome. Each 
microarray has four identical sub-arrays hybridized at the same time. (B) Images of 4 
individual identical sub-arrays hybridized with control sample. (C) Ratio of hybridization 
signals from reference and test sample preparations was plotted to reveal peaks indicating 
the presence of mutations. The hybridization images and the ratio plot are cartoons given 
for illustration purposes only. 
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Fig. 1. Schematic overview of the MARSH assay: (A) Oligonucleotide microarray containing 
short oligonucleotides overlapped at half-length covering the entire viral genome. Each 
microarray has four identical sub-arrays hybridized at the same time. (B) Images of 4 
individual identical sub-arrays hybridized with control sample. (C) Ratio of hybridization 
signals from reference and test sample preparations was plotted to reveal peaks indicating 
the presence of mutations. The hybridization images and the ratio plot are cartoons given 
for illustration purposes only. 
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4. Microarray analysis of viral recombination assay 
Microarray analysis of viral recombination (MAVR) assay is, in essence, an extension of the 
genotype-specific oligonucleotide microarrays previously used to identify different viruses 
and bacteria (Laassri et al., 2003; Volokhov et al., 2003). The MAVR assay was developed to 
detect recombinations between the three serotypes of oral poliovirus vaccine (OPV) 
(Cherkasova et al., 2003; Laassri et al., 2005). The locations of oligonucleotide spots within 
the poliovirus MAVR microarray produce an image that graphically reveals genomic 
recombination patterns and crossover regions (Figure 2).  

The MAVR microarray was composed of genotype-specific oligonucleotide probes 
selected to identify Sabin strains of OPV (GenBank accession nos. AY184219–AY184221); 
the selected sequences were spaced ~150 bases from each other in the viral genome, they 
contain a moderate amount of GC (Tm between 41 and 57°C), spots were printed in three 
rows according to their location in the genome. Each slide accommodates 5 individual 
microarrays for MAVR microarrays. Microarrays of immobilized oligonucleotide probes 
were hybridized with fluorescently-labeled viral cDNA prepared with hexanucleotide 
random primers and Superscript III reverse transcriptase. Each viral cDNA product (10 
µg) was fluorescently labeled with a Cy3 RNA Labeling Kit and purified using spin 
columns. Hybridization between microarray oligonucleotide probes and fluorescently-
labeled cDNA was performed as follow: vacuum-dried fluorescently-labeled cDNA 
samples were reconstituted in Hybridization Buffer and denatured by incubation for one 
minute at 95°C. A 10-µl aliquot of the hybridization mixture was applied to the 
microarray area and covered with an individual plastic cover slip. Hybridization was 
proceeded in an incubation chamber for two hours at 45°C. Fluorescent images of 
processed microarray slides were captured using ScanArray 5000. Any recombination in 
the analyzed viruses was detected as a change of fluorescent patterns of spots in the rows 
(clinical sample, Figure 2). 

One potential caveat regarding MAVR analysis is that it can positively identify 
recombinations only in regions derived from strains represented on the microarray. If one 
recombination partner is unknown, the microarray reveals a “gap” or an irregular pattern, 
calling for nucleotide sequencing as a tool of last resort. Alternatively, conserved 
oligonucleotide probes with broader specificity might be included in MAVR microarrays to 
tentatively identify the origin of “orphan” genomic segments. 

MAVR mapping of poliovirus genomes has an advantage over the more detailed complete 
nucleotide sequencing because it can determine more than one recombinant in the same 
samples without a need for cloning and has an extraordinary throughput. Restriction 
fragment length polymorphism (RFLP), also used for this purpose, is more time-
consuming and less informative than MAVR. In addition, MAVR analysis allows the 
genotyping of naturally heterogeneous populations. For example, the MARV analysis of a 
clinical sample (coded 18058) (Laassri et al., 2005) revealed a mixture of poliovirus strains 
composed of at least two and probably several more different types of recombinants. 
MAVR combined with cDNA preparation, coping of viral genome directly from clinical 
specimens (Laassri et al., 2005), opened the possibility of studying natural heterogeneity 
of viral populations in vivo. 
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Fig. 2. MAVR analysis of the genome structure of poliovirus. Three rows (coded 1, 2, and 3 
in the left of microarrays) of oligonucleotide probes in each microarray are specific to 3 
serotypes of poliovirus were spotted according to their location in the genome. Sample 
names are shown on the right. (a); Hybridization pattern of Sabin 1 genome with the MAVR 
microarray, (b); Represent the hybridization pattern of Sabin 2 genome with the MAVR 
microarray, (c); Hybridization pattern of Sabin 3 genome with the MAVR microarray, (c); 
Hybridization pattern of poliovirus genome extracted from a clinical sample obtained from 
acute flaccid paralysis (AFP).  

5. Microarray assay for quantitation of known virulent mutations 
Microarray assay for quantitation of known virulent mutations (MQNVM) was developed 
to quantify the virulent mutations in the genomes of the three serotypes of oral poliovirus 
vaccine (OPV) isolated from clinical specimens (Laassri et al., 2005; Laassri et al., 2006).  

Sabin strains of OPV mutate rapidly in vitro and in vivo. Some of these mutations are 
direct reversions to the alleles of wild-type progenitors of the vaccine strains, whereas 
others are second-site suppressors of the attenuated phenotype or are incidental changes. 
Among the best characterized attenuating mutations in the OPV Sabin strains are 
mutations located in the Internal Ribosome Entry Site (IRES) of the 5’-untranslated region 
(5’-UTR) (Minor, 1992) (Figure 3). These mutations have been identified in Sabin type 3 
poliovirus (472U→C) (Cann et al., 1984), as well as type 2 (481A→G) (Macadam et al., 
1993), and type 1 (480G→A and 525U→C) (Otelea et al., 1993); they are believed to 
selectively affect initiation of translation of viral polyprotein in neuronal cells (Guest et 
al., 2004; Svitkin et al., 1990). Previously was shown that the content of these revertants 
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4. Microarray analysis of viral recombination assay 
Microarray analysis of viral recombination (MAVR) assay is, in essence, an extension of the 
genotype-specific oligonucleotide microarrays previously used to identify different viruses 
and bacteria (Laassri et al., 2003; Volokhov et al., 2003). The MAVR assay was developed to 
detect recombinations between the three serotypes of oral poliovirus vaccine (OPV) 
(Cherkasova et al., 2003; Laassri et al., 2005). The locations of oligonucleotide spots within 
the poliovirus MAVR microarray produce an image that graphically reveals genomic 
recombination patterns and crossover regions (Figure 2).  

The MAVR microarray was composed of genotype-specific oligonucleotide probes 
selected to identify Sabin strains of OPV (GenBank accession nos. AY184219–AY184221); 
the selected sequences were spaced ~150 bases from each other in the viral genome, they 
contain a moderate amount of GC (Tm between 41 and 57°C), spots were printed in three 
rows according to their location in the genome. Each slide accommodates 5 individual 
microarrays for MAVR microarrays. Microarrays of immobilized oligonucleotide probes 
were hybridized with fluorescently-labeled viral cDNA prepared with hexanucleotide 
random primers and Superscript III reverse transcriptase. Each viral cDNA product (10 
µg) was fluorescently labeled with a Cy3 RNA Labeling Kit and purified using spin 
columns. Hybridization between microarray oligonucleotide probes and fluorescently-
labeled cDNA was performed as follow: vacuum-dried fluorescently-labeled cDNA 
samples were reconstituted in Hybridization Buffer and denatured by incubation for one 
minute at 95°C. A 10-µl aliquot of the hybridization mixture was applied to the 
microarray area and covered with an individual plastic cover slip. Hybridization was 
proceeded in an incubation chamber for two hours at 45°C. Fluorescent images of 
processed microarray slides were captured using ScanArray 5000. Any recombination in 
the analyzed viruses was detected as a change of fluorescent patterns of spots in the rows 
(clinical sample, Figure 2). 

One potential caveat regarding MAVR analysis is that it can positively identify 
recombinations only in regions derived from strains represented on the microarray. If one 
recombination partner is unknown, the microarray reveals a “gap” or an irregular pattern, 
calling for nucleotide sequencing as a tool of last resort. Alternatively, conserved 
oligonucleotide probes with broader specificity might be included in MAVR microarrays to 
tentatively identify the origin of “orphan” genomic segments. 

MAVR mapping of poliovirus genomes has an advantage over the more detailed complete 
nucleotide sequencing because it can determine more than one recombinant in the same 
samples without a need for cloning and has an extraordinary throughput. Restriction 
fragment length polymorphism (RFLP), also used for this purpose, is more time-
consuming and less informative than MAVR. In addition, MAVR analysis allows the 
genotyping of naturally heterogeneous populations. For example, the MARV analysis of a 
clinical sample (coded 18058) (Laassri et al., 2005) revealed a mixture of poliovirus strains 
composed of at least two and probably several more different types of recombinants. 
MAVR combined with cDNA preparation, coping of viral genome directly from clinical 
specimens (Laassri et al., 2005), opened the possibility of studying natural heterogeneity 
of viral populations in vivo. 
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Fig. 2. MAVR analysis of the genome structure of poliovirus. Three rows (coded 1, 2, and 3 
in the left of microarrays) of oligonucleotide probes in each microarray are specific to 3 
serotypes of poliovirus were spotted according to their location in the genome. Sample 
names are shown on the right. (a); Hybridization pattern of Sabin 1 genome with the MAVR 
microarray, (b); Represent the hybridization pattern of Sabin 2 genome with the MAVR 
microarray, (c); Hybridization pattern of Sabin 3 genome with the MAVR microarray, (c); 
Hybridization pattern of poliovirus genome extracted from a clinical sample obtained from 
acute flaccid paralysis (AFP).  

5. Microarray assay for quantitation of known virulent mutations 
Microarray assay for quantitation of known virulent mutations (MQNVM) was developed 
to quantify the virulent mutations in the genomes of the three serotypes of oral poliovirus 
vaccine (OPV) isolated from clinical specimens (Laassri et al., 2005; Laassri et al., 2006).  

Sabin strains of OPV mutate rapidly in vitro and in vivo. Some of these mutations are 
direct reversions to the alleles of wild-type progenitors of the vaccine strains, whereas 
others are second-site suppressors of the attenuated phenotype or are incidental changes. 
Among the best characterized attenuating mutations in the OPV Sabin strains are 
mutations located in the Internal Ribosome Entry Site (IRES) of the 5’-untranslated region 
(5’-UTR) (Minor, 1992) (Figure 3). These mutations have been identified in Sabin type 3 
poliovirus (472U→C) (Cann et al., 1984), as well as type 2 (481A→G) (Macadam et al., 
1993), and type 1 (480G→A and 525U→C) (Otelea et al., 1993); they are believed to 
selectively affect initiation of translation of viral polyprotein in neuronal cells (Guest et 
al., 2004; Svitkin et al., 1990). Previously was shown that the content of these revertants 
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was low in vaccine batches that failed the monkey neurovirulence test (Chumakov et al., 
1991). Sensitive mutant analysis by PCR and restriction enzyme cleavage (MAPREC) 
method is used to monitor the quantity of neurovirulent revertants in batches of oral 
poliovirus vaccine (Chumakov et al., 1991). However, the method is relatively labor-
intensive, and is not amenable to analysis of a large number of clinical samples that is 
needed for studies of genetic stability of vaccine viruses in vivo. Therefore, the 
development of high throughput methods to quantitate revertants in attenuated 
poliovirus remains a high priority for evaluation of existing and new vacines. 

Recently, an MQNVM assay (Figure 4A) was created to identify and quantitate the 4 
known reversions in the 5’-UTR of the 3 poliovirus strains (mutations located at 
nucleotides 480 and 525 for Sabin type 1, nucleotide 481 for Sabin type 2, and nucleotide 
472 for Sabin type 3); the assay has been described in detail elsewhere (Laassri et al., 2005; 
Laassri et al., 2006). 
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Fig. 3. Locations of the most important primary attenuating mutations of Sabin poliovirus in 
the IRES region of 5’-UTR of the genome. There are two known attenuating mutations for 
Sabin 1 (at nucleotides 480 and 525), one for Sabin 2 (at nucleotide 481) and one for Sabin 3 
(at nucleotide 525). 
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To prepare viral genomes directly from stool samples and to quantitate the reversions by 
MQNVM, 1 g of frozen stool was suspended in 10 ml of Dulbecco’s PBS, vortexed, 
centrifuged, and supernatants aliquoted and stored at -70ºC. Viral RNA was isolated from a 
total of 140 µl of stool supernatant. The extracted RNA was eluted in a final volume of 60 µl 
of sterile RNase-free water.  

For viral cDNA preparation, 10 µl of RNA was added to a reaction mixture containing 1 mM 
dithiothreitol, 2.5 µg/ml concentrations of each primer (A7-sabin1, 3 and A7-sabin2 (Laassri 
et al., 2005)), 0.5 mM dNTP mix, and 1x first-strand RT buffer. The final volume of the 
reaction mix is 50 µl. The mixture was heated for 5 min at 65ºC and then quickly chilled on 
ice. Superscript II reverse transcriptase (12 U/µl) was added to the mixture and incubated 
for two hours at 42ºC, then additional Superscript II reverse transcriptase (4 U/µl) was 
added, and the mixture incubated for another 3 hours at 42ºC. 

Full-length poliovirus genome from stool specimens was amplified by PCR (Laassri et al., 
2005). The reaction was performed with an XL-PCR kit. The viral full-length amplicons 
obtained from this PCR amplification were used for MQNVM analysis.  

The MQNVM microarrays (Figure 4A) contain 10 spots of oligonucleotide probe for a 
specific Sabin strain and 10 spots of oligonucleotide probe specific to the revertant virus. 
They also contain two oligonucleotides specific to a conserved region as control. Each 
control oligonucleotide was spotted 5 times in the last row. The redundant spotting of 
oligonucleotide probes was used to improve the quantitation accuracy. Ten individual 
MQNVM microarrays were spotted on each slide. Hybridization probes are single-stranded 
DNA (ssDNA) prepared by asymmetric PCR (Laassri et al., 2005). The ssDNA was purified 
with a PCR purification kit, and diluted in 50 µl of water. Aliquots containing 0.2 µM were 
labeled with a Cy5 or Cy3 RNA Labeling Kit and purified using spin columns. 

Several microarrays spotted on the same slide were simultaneously hybridized for 30 min at 
45ºC with fluorescently-labeled ssDNA samples prepared from the reference Sabin strain, 
reference Sabin revertant (or wild-type poliovirus), and one or more test strains. The 
microarray was then washed for 2 min in 2x standard saline citrate (SSC) with 0.1% sodium 
dodecyl sulfate (SDS), followed by one min in 2x SSC. 

Microarray images were taken with confocal fluorescent scanner ScanArray 5000 equipped 
with green and red HeNe lasers (543 nm and 632 nm that excite Cy3 and Cy5, respectively). 
Images were then analyzed using QuantArray software. The values obtained from MQNVM 
microarrays were normalized, and the percentage of reversion was calculated by dividing 
the normalized signal from each revertant oligonucleotide probe by the total signal (signal 
obtained from both revertant and vaccine oligonucleotide probes). The values obtained from 
10 replicates of each oligonucleotide probe (vaccine, revertant) were averaged, and the 
standard deviation calculated. 

To study the linearity of MQNVM assay to quantify mutants, another candidate vaccine virus 
such as West Nile (WN)/Dengue 4 chimeric virus, was used. An MQNVM microarray was 
developed as described above to analyze the mutation 2337G→C in West Nile/Dengue 4 virus 
(Laassri et al., 2011), and samples to contain different percentages of the mutant were spiked 
and analyzed by MQNVM assay, the detected percentages of mutants were plotted against the 
expected percentages of mutants (Figure 4B). Results demonstrate that mutant quantitation by 
MQNVM assay is linear, indicating that this assay is suitable to quantitate mutants. 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

188 

was low in vaccine batches that failed the monkey neurovirulence test (Chumakov et al., 
1991). Sensitive mutant analysis by PCR and restriction enzyme cleavage (MAPREC) 
method is used to monitor the quantity of neurovirulent revertants in batches of oral 
poliovirus vaccine (Chumakov et al., 1991). However, the method is relatively labor-
intensive, and is not amenable to analysis of a large number of clinical samples that is 
needed for studies of genetic stability of vaccine viruses in vivo. Therefore, the 
development of high throughput methods to quantitate revertants in attenuated 
poliovirus remains a high priority for evaluation of existing and new vacines. 

Recently, an MQNVM assay (Figure 4A) was created to identify and quantitate the 4 
known reversions in the 5’-UTR of the 3 poliovirus strains (mutations located at 
nucleotides 480 and 525 for Sabin type 1, nucleotide 481 for Sabin type 2, and nucleotide 
472 for Sabin type 3); the assay has been described in detail elsewhere (Laassri et al., 2005; 
Laassri et al., 2006). 
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Fig. 3. Locations of the most important primary attenuating mutations of Sabin poliovirus in 
the IRES region of 5’-UTR of the genome. There are two known attenuating mutations for 
Sabin 1 (at nucleotides 480 and 525), one for Sabin 2 (at nucleotide 481) and one for Sabin 3 
(at nucleotide 525). 
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To prepare viral genomes directly from stool samples and to quantitate the reversions by 
MQNVM, 1 g of frozen stool was suspended in 10 ml of Dulbecco’s PBS, vortexed, 
centrifuged, and supernatants aliquoted and stored at -70ºC. Viral RNA was isolated from a 
total of 140 µl of stool supernatant. The extracted RNA was eluted in a final volume of 60 µl 
of sterile RNase-free water.  

For viral cDNA preparation, 10 µl of RNA was added to a reaction mixture containing 1 mM 
dithiothreitol, 2.5 µg/ml concentrations of each primer (A7-sabin1, 3 and A7-sabin2 (Laassri 
et al., 2005)), 0.5 mM dNTP mix, and 1x first-strand RT buffer. The final volume of the 
reaction mix is 50 µl. The mixture was heated for 5 min at 65ºC and then quickly chilled on 
ice. Superscript II reverse transcriptase (12 U/µl) was added to the mixture and incubated 
for two hours at 42ºC, then additional Superscript II reverse transcriptase (4 U/µl) was 
added, and the mixture incubated for another 3 hours at 42ºC. 

Full-length poliovirus genome from stool specimens was amplified by PCR (Laassri et al., 
2005). The reaction was performed with an XL-PCR kit. The viral full-length amplicons 
obtained from this PCR amplification were used for MQNVM analysis.  

The MQNVM microarrays (Figure 4A) contain 10 spots of oligonucleotide probe for a 
specific Sabin strain and 10 spots of oligonucleotide probe specific to the revertant virus. 
They also contain two oligonucleotides specific to a conserved region as control. Each 
control oligonucleotide was spotted 5 times in the last row. The redundant spotting of 
oligonucleotide probes was used to improve the quantitation accuracy. Ten individual 
MQNVM microarrays were spotted on each slide. Hybridization probes are single-stranded 
DNA (ssDNA) prepared by asymmetric PCR (Laassri et al., 2005). The ssDNA was purified 
with a PCR purification kit, and diluted in 50 µl of water. Aliquots containing 0.2 µM were 
labeled with a Cy5 or Cy3 RNA Labeling Kit and purified using spin columns. 

Several microarrays spotted on the same slide were simultaneously hybridized for 30 min at 
45ºC with fluorescently-labeled ssDNA samples prepared from the reference Sabin strain, 
reference Sabin revertant (or wild-type poliovirus), and one or more test strains. The 
microarray was then washed for 2 min in 2x standard saline citrate (SSC) with 0.1% sodium 
dodecyl sulfate (SDS), followed by one min in 2x SSC. 

Microarray images were taken with confocal fluorescent scanner ScanArray 5000 equipped 
with green and red HeNe lasers (543 nm and 632 nm that excite Cy3 and Cy5, respectively). 
Images were then analyzed using QuantArray software. The values obtained from MQNVM 
microarrays were normalized, and the percentage of reversion was calculated by dividing 
the normalized signal from each revertant oligonucleotide probe by the total signal (signal 
obtained from both revertant and vaccine oligonucleotide probes). The values obtained from 
10 replicates of each oligonucleotide probe (vaccine, revertant) were averaged, and the 
standard deviation calculated. 

To study the linearity of MQNVM assay to quantify mutants, another candidate vaccine virus 
such as West Nile (WN)/Dengue 4 chimeric virus, was used. An MQNVM microarray was 
developed as described above to analyze the mutation 2337G→C in West Nile/Dengue 4 virus 
(Laassri et al., 2011), and samples to contain different percentages of the mutant were spiked 
and analyzed by MQNVM assay, the detected percentages of mutants were plotted against the 
expected percentages of mutants (Figure 4B). Results demonstrate that mutant quantitation by 
MQNVM assay is linear, indicating that this assay is suitable to quantitate mutants. 
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Fig. 4. Layout of a microarray for quantitation of known virulent mutations (MQNVM) in 
Sabin strains, the hybridization pattern of Sabin strains and their revertants, and the 
linearity of mutants quantitation with MQNVM assay. 

(A): 1) Detection of the 480G→A and 525U→C revertants in the Sabin strain type-1 of 
poliovirus. The first microarray shows the layout of oligonucleotide probes: 10 spots each of 
4 allele-specific oligonucleotide probes were spotted into the top 4 rows; the bottom row 
contains 5 spots each of a universal oligonucleotide probe and of a Sabin1-specific 
oligonucleotide probe. The second, third and fourth microarrays show patterns of 
hybridization of, respectively, Sabin 1, Mahoney (wild-type poliovirus type 1), and revertant 
strain 11262 (poliovirus type 1). 2) Detection of 481A→G revertants in Sabin 2 strain. The 
first microarray shows the layout of oligonucleotide probes: 10 spots each of two allele-
specific oligonucleotide probes were spotted onto the top 2 rows; the bottom row contains 5 
spots each of universal oligonucleotide probe and Sabin 2-specific oligonucleotide probe. 
The second and third microarrays show patterns of hybridization of, respectively, Sabin 2 
strain, and revertant strain 154 (poliovirus type 2). 3) Detection of the 472U→C revertants in 
Sabin 3 strain. The first microarray shows the layout of oligonucleotide probes: 10 spots each 
of two allele-specific oligonucleotide probes were spotted into the top two rows; the bottom 
row contains 5 spots each of universal oligonucleotide probe and Sabin3-specific 
oligonucleotide probe. The second and third microarrays show patterns of hybridization of, 
respectively, Sabin 3 strain, and Leon/37 (wild type poliovirus type 3). (B): Evaluation of the 
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linearity of a quantitative MQNVM assay. Samples containing different amounts of 
WN/Dengue 4 virus 2337G→C mutant were analyzed by MQNVM assay. The results were 
plotted as observed versus the expected mutant contents. This result shows that mutants 
quantitation with MQNVM assay is linear with R-squared value (R2) equal 0.99. 

Also, MQNVM assay was used to characterize poliovirus in about 300 stool specimens 
obtained from children vaccinated with different combinations of OPV and inactivated polio 
vaccine (IPV) (Laassri et al., 2005; Laassri et al., 2006). The PCR-amplified viral cDNA 
prepared directly from the stool specimens was used to quantitate reversions in the 5’-UTR 
of each of the 3 poliovirus serotypes. Fluorescently-labeled ssDNA for hybridization was 
prepared form each poliovirus serotype as described above and elsewhere (Laassri et al., 
2005). Results of our study (Laassri et al., 2006) show that many stool samples from healthy 
children one week after OPV vaccination contained different percentages of revertants, 
consistent with earlier observations based on conventional methodology (Cann et al., 1984; 
Kew et al., 2002; WHO, 2002). The oligonucleotide microarrays simultaneously detected and 
discriminated between vaccine and revertant sequences and allowed the quantitation of 
reversions in the 5’-UTRs of all 3 serotypes of poliovirus. 

6. Conclusion 
Microarray technology is a sensitive and versatile method for genetic analysis that allows 
screening of mutations in genetic materials and readily detecting single-point mutations. 
Viral nucleic acid hybridization with immobilized oligonucleotides in microarrays that 
encompass thousands of individual probes offers a rapid method suitable for simultaneous 
analysis of a large number of markers distributed over the whole viral genome. The 
technique generates instant genetic maps of mutant strains and reveals evolutionary 
divergence and mutational profiles of individual viral stocks. 

The simplicity and high throughput of microarray-based analyses might also assist in 
improving genetic stability of candidate vaccine strains by incorporating mutations 
conferring better replicative properties. They also facilitate monitoring of molecular 
consistency in a new viral vaccine during its manufacturing. The same approach can be 
applied in future development of new live viral vaccines and used as a new paradigm for 
better quality control tests of vaccines against other pathogens.  

The oligonucleotide microarrays described in this chapter have already facilitated the 
analysis of the genetic diversity of viruses and live virus vaccines at the levels of genomic 

recombination, nucleotide sequence heterogeneity, and quantitation of single-point 
mutations. They facilitate rapid analysis of viral genes and genomes, circumventing 
traditional methods that usually involve much more laborious efforts. Microarray methods 
can analyze a very large number of samples simultaneously, within few hours. Furthermore, 
cloning of nucleic acids is not required, thus preserving the natural genomic composition of 
viral gene populations. Microarray methods open the possibility of a large-scale full-genome 
screening of viral isolates needed for improved epidemiological surveillance and better 
vaccine quality control; for example, MQNVM microarrays rapidly, simultaneously, and 
unambiguously identified viral vaccines and their revertants and quantified the amounts of 
single-point mutations. 

Unlike direct DNA sequencing, the MARSH assay determines only the approximate location 
of mutations within a single oligonucleotide probe. However, this limitation has the 
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Fig. 4. Layout of a microarray for quantitation of known virulent mutations (MQNVM) in 
Sabin strains, the hybridization pattern of Sabin strains and their revertants, and the 
linearity of mutants quantitation with MQNVM assay. 

(A): 1) Detection of the 480G→A and 525U→C revertants in the Sabin strain type-1 of 
poliovirus. The first microarray shows the layout of oligonucleotide probes: 10 spots each of 
4 allele-specific oligonucleotide probes were spotted into the top 4 rows; the bottom row 
contains 5 spots each of a universal oligonucleotide probe and of a Sabin1-specific 
oligonucleotide probe. The second, third and fourth microarrays show patterns of 
hybridization of, respectively, Sabin 1, Mahoney (wild-type poliovirus type 1), and revertant 
strain 11262 (poliovirus type 1). 2) Detection of 481A→G revertants in Sabin 2 strain. The 
first microarray shows the layout of oligonucleotide probes: 10 spots each of two allele-
specific oligonucleotide probes were spotted onto the top 2 rows; the bottom row contains 5 
spots each of universal oligonucleotide probe and Sabin 2-specific oligonucleotide probe. 
The second and third microarrays show patterns of hybridization of, respectively, Sabin 2 
strain, and revertant strain 154 (poliovirus type 2). 3) Detection of the 472U→C revertants in 
Sabin 3 strain. The first microarray shows the layout of oligonucleotide probes: 10 spots each 
of two allele-specific oligonucleotide probes were spotted into the top two rows; the bottom 
row contains 5 spots each of universal oligonucleotide probe and Sabin3-specific 
oligonucleotide probe. The second and third microarrays show patterns of hybridization of, 
respectively, Sabin 3 strain, and Leon/37 (wild type poliovirus type 3). (B): Evaluation of the 
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linearity of a quantitative MQNVM assay. Samples containing different amounts of 
WN/Dengue 4 virus 2337G→C mutant were analyzed by MQNVM assay. The results were 
plotted as observed versus the expected mutant contents. This result shows that mutants 
quantitation with MQNVM assay is linear with R-squared value (R2) equal 0.99. 

Also, MQNVM assay was used to characterize poliovirus in about 300 stool specimens 
obtained from children vaccinated with different combinations of OPV and inactivated polio 
vaccine (IPV) (Laassri et al., 2005; Laassri et al., 2006). The PCR-amplified viral cDNA 
prepared directly from the stool specimens was used to quantitate reversions in the 5’-UTR 
of each of the 3 poliovirus serotypes. Fluorescently-labeled ssDNA for hybridization was 
prepared form each poliovirus serotype as described above and elsewhere (Laassri et al., 
2005). Results of our study (Laassri et al., 2006) show that many stool samples from healthy 
children one week after OPV vaccination contained different percentages of revertants, 
consistent with earlier observations based on conventional methodology (Cann et al., 1984; 
Kew et al., 2002; WHO, 2002). The oligonucleotide microarrays simultaneously detected and 
discriminated between vaccine and revertant sequences and allowed the quantitation of 
reversions in the 5’-UTRs of all 3 serotypes of poliovirus. 

6. Conclusion 
Microarray technology is a sensitive and versatile method for genetic analysis that allows 
screening of mutations in genetic materials and readily detecting single-point mutations. 
Viral nucleic acid hybridization with immobilized oligonucleotides in microarrays that 
encompass thousands of individual probes offers a rapid method suitable for simultaneous 
analysis of a large number of markers distributed over the whole viral genome. The 
technique generates instant genetic maps of mutant strains and reveals evolutionary 
divergence and mutational profiles of individual viral stocks. 

The simplicity and high throughput of microarray-based analyses might also assist in 
improving genetic stability of candidate vaccine strains by incorporating mutations 
conferring better replicative properties. They also facilitate monitoring of molecular 
consistency in a new viral vaccine during its manufacturing. The same approach can be 
applied in future development of new live viral vaccines and used as a new paradigm for 
better quality control tests of vaccines against other pathogens.  

The oligonucleotide microarrays described in this chapter have already facilitated the 
analysis of the genetic diversity of viruses and live virus vaccines at the levels of genomic 

recombination, nucleotide sequence heterogeneity, and quantitation of single-point 
mutations. They facilitate rapid analysis of viral genes and genomes, circumventing 
traditional methods that usually involve much more laborious efforts. Microarray methods 
can analyze a very large number of samples simultaneously, within few hours. Furthermore, 
cloning of nucleic acids is not required, thus preserving the natural genomic composition of 
viral gene populations. Microarray methods open the possibility of a large-scale full-genome 
screening of viral isolates needed for improved epidemiological surveillance and better 
vaccine quality control; for example, MQNVM microarrays rapidly, simultaneously, and 
unambiguously identified viral vaccines and their revertants and quantified the amounts of 
single-point mutations. 

Unlike direct DNA sequencing, the MARSH assay determines only the approximate location 
of mutations within a single oligonucleotide probe. However, this limitation has the 
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advantage of increasing the sensitivity of detecting genomic changes by microarray, since it 
reveals several adjacent mutations on different molecules, even mutations present in 
quantities too low to detect by conventional sequencing (Cherkasova et al., 2003). 

Besides having a high throughput capacity the MARV assay easily demonstrates naturally 
heterogeneous viral populations, even in the same sample, without the need to separate or 
clone them.  

Microarray-based assays for genetic stability of live viral vaccines should greatly assist in 
evaluating safety. The information obtained from such microarray methods will not only 
expedite regulatory review of the prospective recombinant vaccines but also provide a method 
suitable for monitoring consistency of vaccine production as part of routine quality control. 
Microarray techniques also offer the possibility for a large-scale full-genome screening of viral 
isolates to improve epidemiological surveillance, and better vaccine quality control. 
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reveals several adjacent mutations on different molecules, even mutations present in 
quantities too low to detect by conventional sequencing (Cherkasova et al., 2003). 

Besides having a high throughput capacity the MARV assay easily demonstrates naturally 
heterogeneous viral populations, even in the same sample, without the need to separate or 
clone them.  

Microarray-based assays for genetic stability of live viral vaccines should greatly assist in 
evaluating safety. The information obtained from such microarray methods will not only 
expedite regulatory review of the prospective recombinant vaccines but also provide a method 
suitable for monitoring consistency of vaccine production as part of routine quality control. 
Microarray techniques also offer the possibility for a large-scale full-genome screening of viral 
isolates to improve epidemiological surveillance, and better vaccine quality control. 
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All four serotypes of Dengue viruses (DENV-1 to DENV-4) evolved independently in their 
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and selection of variants which replicates better in human population in the context of the 
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of DF, caused by DENV-1 mainly in Kaohsiung and Pingtung in southern Taiwan. Tainan 
City, located just at north of Kaohsiung, had not had a dengue epidemic since l942-43 until 
three outbreaks occurred recently (Ko 1989; Chen, King et al. 1997). The first of three DF 
epidemics in Tainan, was caused by DENV-1, resulted in 38 confirmed DF cases in 1994 with 
no DHF cases observed. Three years later in 1997, a more localized DENV-2 outbreak of DF 
occurred, involving only 14 confirmed cases. The third epidemic of dengue, attributed to 
DENV-3, began in late 1998 and continued into January, 1999. During this 1998-1999 
epidemic, 142 confirmed dengue cases including at least 14 DHF cases were officially 
reported (Chao, Lin et al. 2004).  

During the epidemic, two interesting epidemiological phenomena were found based on our 
previous publications(Chao, Lin et al. 2004). First, the DHF/DF ratio increased with time, 
from 11% during the first time interval, to 20% and 30% during the second and third time 
intervals, respectively. Second, the majority (73.3%, 88/120) of the dengue cases were 
primary infections, including DHF, which showed no significant association with secondary 
infections [13 DHF cases had primary infection and 8 DHF cases had secondary infection, 
odds ratio=1.92 (95%CI 0.64-5.76), p=0.19]. Therefore, we hypothesize that intense 
transmission of dengue virus within closed environment may drive emergence of DENV-3 
strain with higher propensity of causing sever disease. Thus, viruses, isolated in first 
passaged-C6/36 cell culture, from three well-characterized family clusters were chosen for 
molecular genetic study.  

Since previous study suggested that there were a genetic marker in DENV-2 viruses, which 
differentiated American genotype with the southeast Asian genotype and caused wind-
sweeping epidemic in the central and south America since 1981 epidemic in 
Cuba(Leitmeyer, Vaughn et al. 1999; Sariol, Pelegrino et al. 1999; Rodriguez, Alvarez et al. 
2005; Rodriguez, Alvarez et al. 2005), it will be interesting to look at the DENV-3 viruses 
whether such genetic marker or virulence marker exists or not. We started by the consensus-
direct sequencing of full-length genome to identify the genetic markers associated with 
virulence and the most probable quasispecies regions. Candidate regions were then 
amplified, cloned, and randomly selected multiple clones were sequenced to better 
understand the population dynamic of quasispecies variation among family pairs. The 
clonal sequencing result was also conducted in selected regions by obtaining amplicons 
directly from viremic plasma and Aedes aegytie passage one virus. 

2. Materials and methods 
2.1 Case definition 

A confirmed dengue case was defined as a person with the illness that fulfilled any of the 
following laboratory diagnostic criteria: (1) isolation of dengue virus from serum; or (2) 
identification of dengue-specific cDNA fragment from plasma or serum by reverese-
transcriptase polymerase chain reaction (RT-PCR)(Lanciotti, Calisher et al. 1992); or (3) 
seroconversion of dengue-specific IgM from negative to positive but seronegative for 
Japanese encephalitis (JE)-specific IgM by IgM-enzyme-linked immuno-sorbent assay (IgM-
ELISA)(Shu, Chen et al. 2003); or (4) a 4-fold or greater titer rise in dengue-specific IgG 
antibody in paired serum samples(Shu, Chen et al. 2002). The clinical diagnosis of DHF was 
based upon revised WHO’s criteria in 1997(World Health Organization 1997), as follows: (1) 
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fever, (2) hemorrhagic manifestations, including a positive tourniquet test result, (3) 
thrombocytopenia (100,000/mm3 or less), and (4) evidence of plasma leakage manifested by 
at least one of the following: hemoconcentration, presence of pleural effusion or ascites 
(documented by radiography, ultrasound, or computed tomographic scan) or 
hypoproteinaemia. Hemoconcentration, which was defined as a 20% increase in hematocrit 
compared with stabilized hematocrit at hospital discharge or revisit after discharge, was 
calculated as the ratio of the difference of maximum and minimal hematocrit values, 
divided by the minimal value. In consideration of references used in most hospitals in 
Taiwan, hypoproteinaemia was defined as a serum albumin level less than 3 gm/dL. Those 
confirmed dengue cases were classified as primary, secondary, or indeterminate infections, 
depending on the ratio of DENVVgue-specific IgM/IgG as measured by the capture IgM 
and IgG ELISA test(Vaughn, Nisalak et al. 1999; Shu, Chen et al. 2003).  

2.2 Family cluster chosen 

In choosing family clusters during 1998 epidemics, minimum of one confirmed dengue 
patient within the same household unit were selected and it ended up with 12 family 
clusters identified. The definite disease classification, disease onset date, and detail 
demographic data were recorded for all dengue patients in the same family clusters. Virus 
isolates for molecular genetic characterizations from three family clusters were selected, 
based on the following criteria: (1) with DF and DHF patients in the same family clusters; (2) 
the duration of disease onset between DF and DHF patients in the same family clusters is 
longer than 3 day and shorter than 10 days. This is based on the assumption of that if the 
dengue virus is transmitted within the same household from DF patient to DHF patient and 
the duration of disease onset between two cases as indicated, there is a high propensity that 
virus may transmit by mosquito mechanically, influenced by the multiple feeding behavior 
of Aedes aegytie. The bottleneck transmission by the mechanical transmission may create the 
opportunity of transmitting the higher virulent virus population from DF patient to naïve 
individual who may have higher odds ratio of developing DHF. The detail description of 
basic information including onset date, sex, age, viral load and immune status for three 
family clusters was summarized in Table 1.  
 

Cluster ID Disease status Onset date Age Sex Immune status 
Viral load 

(RNA copies/ml 
plasma) 

1 364 DF 11/20 38 F Primary 107,000 
1 368 DHF 11/27 27 M Primary 3,890,000 
2 390 DF 12/1 69 M Secondary <600 
2 388 DHF 12/5 57 F Primary 1,540,000 
3 414 DF 12/7 36 F Primary <600 
3 407 DHF 12/12 63 M Secondary 1,360,000 

Table 1. The Demographic Data and Viral Load From Each Patient Within the Family Clusters. 

2.3 Virus isolation 

Acute-phase serum or plasma samples were collected from patients within seven days after 
the onset of fever and stored in –70oC freezer until tested. Plasma sample aliquots were used 
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to infect C6/36 Aedes albopictus mosquito cell lines as described previously(Kuno, Gubler et 
al. 1985) and were identified as DENVV-3 by indirect fluorescent antibody tests with 
serotype-specific monoclonal antibodies (DENV-1:H47, DENV-2:H46, DENV-3:H49, DENV-
4:H48). Briefly, C6/36 cells were seeded into 75-cm2 tissue culture flasks at 5x105 cells per 
flask in Mitsuhashi & Maramorosch insect medium (MM) (Sigma, St. Louis, MO) and 
Dulbecco’s minimum essential medium (DMEM) (Invitrogen, San Diego, CA) with 1:1 ratio 
containing 10% fetal calf serum and 100% antibiotics-antimycotics (Invitrogen, San Diego, 
CA). As cells reached 80% confluent after seeding, the medium was removed and only 1ml 
left. 40 ul of patient’s plasma was added to each flask and the virus was allowed to infect cells 
by rolling the flasks every 15 minutes for 2 hours. After absorption, fresh maintenance 
medium containing only 2% fetal calf serum was added and incubated in 37oC incubator. The 
culture supernatant was collected at day 7 and 14 post infection, and used to re-infect BHK-21 
cells for plaque assay to determine virus titer as previously described. For the molecular 
sequencing, the C6/36 cell one-passaged virus was used for full-length consensus sequencing 
to identify potential heterogeneous regions for clonal sequencing as described later.  

2.4 Preparation of viral RNA and RT-PCR amplification  

Dengue viral RNA was isolated either from viremic plasma or C6/36 passaged one 
supernatant by using QIAamp viral RNA mini kit (Qiagen, Germany) following the 
manufacturer’s protocol. The eluted RNA was subjected to Titan one tube RT-PCR System 
(Boehringer Mannheim) to amplify overlapping regions of DENV-3 sequence by virus 
specific synthetic oligonucleotide primers. The oligonucleotide primer pairs were designed 
based on published full-length DENV-3 sequence data for H87 and 80-2 obtained from 
Genebank at the National Center for Biotechnology Information (NCBI) and some 
unpublished DENV-3 sequences (personal communication, Chang et. al.; Centers for 
Disease Control and Prevention, Fort Collins, CO., U. S. A.). Ten overlapping fragments 
were generated which spanned genomic regions 1 to 1181, 530 to 1694, 1259 to 1694, 2171 to 
3417, 3142 to 4677, 4123 to 5686, 5443 to 7477, 7246 to 8750, 8501 to 10316, 9991 to 10688 as 
previously described(Chao, King et al. 2005).  

2.5 PCR product cloning, purification and sequencing of PCR fragments 

PCR product was purified by using the QIAquick PCR Purification Kit Protocol following 
manufacture suggested protocol (Qiagen, Germany). The purified double-stranded DNA 
fragments were subjected to sequence analysis the cycle-sequencing dye terminator method 
using the Big Dye Terminator Cycle Sequencing Ready Reaction kit (Perkin-Elmer, Applied 
Biosystems, Foster City, Ca.). We estimated the amount of DNA for each sequence reaction 
by comparing the band intensity of a 1:10 diluted product (1 L product + 9L DEPC dH20) 
with 2 and 4L of the high DNA mass ladder (Invitrogen, San Diego, CA) after gel 
electrophoresis using EtBr containing 1% agarose gel. For each sequencing reaction, 
approximately 50 to 100 ng purified DNA was combined with 3.2 pmol of sequencing 
primer (3.2 µL of 10uM primer concentration), 8.0 µL of reaction cocktail (containing dNTP, 
dye-labeled-ddNTP terminators and Taq polymerase) and deionized distill water to bring the 
final volume to 20ul. Start on sequencing cycling program on the thermocycler as suggested in 
the manufacturer’s protocol (30 cycles of 96for 10sec; 50C for 5sec; 60C for 4 min) and hold 
at 4C forever.  
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The reaction mixture was column purified by home-made SephadexTM G50, fine DNA grade 
(Amersham Pharmacia, Biotech, AB, Sweden) filled column, and the DNA was dried in a 
vacuum centrifuge for 20 minutes. Finally, the DNA pellet was resuspended in Hi-D 
formamide (denaturing reagent), transferred to a 96-well plate, heated for 2 min at 95oC and 
kept on ice prior to run the 3100 automate sequencer (Perkin-Elmer, Aplied Biosystems). We 
used a short capillary (47 cm by 50 um diameter) and Performance Optimized Polymer 6 for 
the run.  

The PCR product from the potential heterogeneous regions ligased with the T/A cloning 
vector, PCRII-TOPO, was used to transform to E. coli TOP10 competent cells (Invitrogen, 
San Diego, CA). At least 30 recombinant clones were randomly selected, and completely 
sequenced by using insert flanking primers, T7 and cSP6.  

2.6 Mosquito feeding and inoculation 

To determine the sequence diversity inside the mosquitoes, 70 5-day old adult female 
mosquitoes of each Ae. aegypti and Ae. albopictus were starving for 2 days prior to oral feed 
on virus spiked rabbit blood. Mosquitoes of each species were enclosed in two fine mesh net 
covered cans. A mixture of 5 ml fresh-prepared rabbit blood (with heparin), 1 ml 1% sucrose 
and 2 ml virus stock (106PFU/ml) was spreading over the net at room temperature for one 
hour for mosquito to feed on virus-spiked blood mixture. One ml each of the blood mixture 
was collected before feeding, feeding 0.5 hour and after feeding, centrifuged at 3000rpm for 
10 minutes to collect the supernatants. The virus titer in each collection was determined by 
the plaque assay. Mosquitoe pools were relocated to the insectory room for 14 days after 
blood feeding. Ten other female Ae. aegypti mosquitoes were inoculated with the 1:5 dilution 
of viral stock by intrathoracic inoculation techniques.  

Virus infected mosquitoes were hold at 32oC for 7 days and 14 days at which the salivary 
glands were dissected from surviving females, and the presence or absence of viral antigen 
in these tissues was determined by the indirect fluorescent antibody techniques (IFA). The 
salivary glands from oral feeding or intrathoracically inoculated mosquitoes were placed 
inside the 1.5ml eppendorf with 200ul PBS, and frozen at –70oC before RNA extraction.  

2.7 Nucleotide and Amino acid sequence analysis  

Overlapping chromatogram files retrieved from the automate sequencer were analyzed and 
edited using the SeqMan program in the Lasergene software package (DNASTAR, inc. 
Madison, Wis.). The derived consensus sequences after excluding the sequences of primers 
were aligned using GCG package (Genetic Computer Group, Wis.). For full-length genomic 
sequences we paid special attention for the regions consistently presented mixed-
chromatographic picks. These regions were identified and selected for the clonal sequence 
analysis. Pairwise comparisons of both nucleotide and amino acid sequences between 
isolates and clonal sequences were performed using the program MEGA v2.1 (Molecular 
Evolutionary Genetics Analysis, Pennsylvania State University, PA) to determine the mean 
and range of proportion of difference (hamming and p distance)(Kumar, Tamura et al. 
2004). The obtained nucleotide sequences were aligned with the sequences of available 
DENV-3 strains and the DENV-2 Jamaica strain obtained from the Genebank at NCBI, using 
the multiple sequences alignment program PILEUP with the default gap penalties. The 
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to infect C6/36 Aedes albopictus mosquito cell lines as described previously(Kuno, Gubler et 
al. 1985) and were identified as DENVV-3 by indirect fluorescent antibody tests with 
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culture supernatant was collected at day 7 and 14 post infection, and used to re-infect BHK-21 
cells for plaque assay to determine virus titer as previously described. For the molecular 
sequencing, the C6/36 cell one-passaged virus was used for full-length consensus sequencing 
to identify potential heterogeneous regions for clonal sequencing as described later.  

2.4 Preparation of viral RNA and RT-PCR amplification  

Dengue viral RNA was isolated either from viremic plasma or C6/36 passaged one 
supernatant by using QIAamp viral RNA mini kit (Qiagen, Germany) following the 
manufacturer’s protocol. The eluted RNA was subjected to Titan one tube RT-PCR System 
(Boehringer Mannheim) to amplify overlapping regions of DENV-3 sequence by virus 
specific synthetic oligonucleotide primers. The oligonucleotide primer pairs were designed 
based on published full-length DENV-3 sequence data for H87 and 80-2 obtained from 
Genebank at the National Center for Biotechnology Information (NCBI) and some 
unpublished DENV-3 sequences (personal communication, Chang et. al.; Centers for 
Disease Control and Prevention, Fort Collins, CO., U. S. A.). Ten overlapping fragments 
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2.5 PCR product cloning, purification and sequencing of PCR fragments 

PCR product was purified by using the QIAquick PCR Purification Kit Protocol following 
manufacture suggested protocol (Qiagen, Germany). The purified double-stranded DNA 
fragments were subjected to sequence analysis the cycle-sequencing dye terminator method 
using the Big Dye Terminator Cycle Sequencing Ready Reaction kit (Perkin-Elmer, Applied 
Biosystems, Foster City, Ca.). We estimated the amount of DNA for each sequence reaction 
by comparing the band intensity of a 1:10 diluted product (1 L product + 9L DEPC dH20) 
with 2 and 4L of the high DNA mass ladder (Invitrogen, San Diego, CA) after gel 
electrophoresis using EtBr containing 1% agarose gel. For each sequencing reaction, 
approximately 50 to 100 ng purified DNA was combined with 3.2 pmol of sequencing 
primer (3.2 µL of 10uM primer concentration), 8.0 µL of reaction cocktail (containing dNTP, 
dye-labeled-ddNTP terminators and Taq polymerase) and deionized distill water to bring the 
final volume to 20ul. Start on sequencing cycling program on the thermocycler as suggested in 
the manufacturer’s protocol (30 cycles of 96for 10sec; 50C for 5sec; 60C for 4 min) and hold 
at 4C forever.  
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The reaction mixture was column purified by home-made SephadexTM G50, fine DNA grade 
(Amersham Pharmacia, Biotech, AB, Sweden) filled column, and the DNA was dried in a 
vacuum centrifuge for 20 minutes. Finally, the DNA pellet was resuspended in Hi-D 
formamide (denaturing reagent), transferred to a 96-well plate, heated for 2 min at 95oC and 
kept on ice prior to run the 3100 automate sequencer (Perkin-Elmer, Aplied Biosystems). We 
used a short capillary (47 cm by 50 um diameter) and Performance Optimized Polymer 6 for 
the run.  

The PCR product from the potential heterogeneous regions ligased with the T/A cloning 
vector, PCRII-TOPO, was used to transform to E. coli TOP10 competent cells (Invitrogen, 
San Diego, CA). At least 30 recombinant clones were randomly selected, and completely 
sequenced by using insert flanking primers, T7 and cSP6.  

2.6 Mosquito feeding and inoculation 

To determine the sequence diversity inside the mosquitoes, 70 5-day old adult female 
mosquitoes of each Ae. aegypti and Ae. albopictus were starving for 2 days prior to oral feed 
on virus spiked rabbit blood. Mosquitoes of each species were enclosed in two fine mesh net 
covered cans. A mixture of 5 ml fresh-prepared rabbit blood (with heparin), 1 ml 1% sucrose 
and 2 ml virus stock (106PFU/ml) was spreading over the net at room temperature for one 
hour for mosquito to feed on virus-spiked blood mixture. One ml each of the blood mixture 
was collected before feeding, feeding 0.5 hour and after feeding, centrifuged at 3000rpm for 
10 minutes to collect the supernatants. The virus titer in each collection was determined by 
the plaque assay. Mosquitoe pools were relocated to the insectory room for 14 days after 
blood feeding. Ten other female Ae. aegypti mosquitoes were inoculated with the 1:5 dilution 
of viral stock by intrathoracic inoculation techniques.  

Virus infected mosquitoes were hold at 32oC for 7 days and 14 days at which the salivary 
glands were dissected from surviving females, and the presence or absence of viral antigen 
in these tissues was determined by the indirect fluorescent antibody techniques (IFA). The 
salivary glands from oral feeding or intrathoracically inoculated mosquitoes were placed 
inside the 1.5ml eppendorf with 200ul PBS, and frozen at –70oC before RNA extraction.  

2.7 Nucleotide and Amino acid sequence analysis  

Overlapping chromatogram files retrieved from the automate sequencer were analyzed and 
edited using the SeqMan program in the Lasergene software package (DNASTAR, inc. 
Madison, Wis.). The derived consensus sequences after excluding the sequences of primers 
were aligned using GCG package (Genetic Computer Group, Wis.). For full-length genomic 
sequences we paid special attention for the regions consistently presented mixed-
chromatographic picks. These regions were identified and selected for the clonal sequence 
analysis. Pairwise comparisons of both nucleotide and amino acid sequences between 
isolates and clonal sequences were performed using the program MEGA v2.1 (Molecular 
Evolutionary Genetics Analysis, Pennsylvania State University, PA) to determine the mean 
and range of proportion of difference (hamming and p distance)(Kumar, Tamura et al. 
2004). The obtained nucleotide sequences were aligned with the sequences of available 
DENV-3 strains and the DENV-2 Jamaica strain obtained from the Genebank at NCBI, using 
the multiple sequences alignment program PILEUP with the default gap penalties. The 
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PHYLIP package, that utilized the neighbor-joining method to calculate nucleotide 
evolutionary distances, was used to generate a phylogenetic tree.(Felsenstein 1993) 

2.8 Statistical analysis  

All the data from the questionnaires and laboratory results were entered into the database 
and analyzed by SAS (Statistical Analytical System, Wisconsin, 6.12 version). Chi-square test 
was performed to compare differences in two groups for discrete data. The exact p-values 
by Fisher exact test were calculated if the expected number was smaller than 5. 

3. Results 
3.1 Geographical distribution and chronological spread of genotypes 

DENV-3 was the only serotype isolated during the 1998 epidemic, which was identified in 
38 (26.7%) of the confirmed dengue cases. The phylogenetic tree analysis showed that the 
virus strain belongs to DENV-3 genotype 2, which comprises Thailand strains according 
to the classification of Lanciotti et al (Fig 1)(Lanciotti, Lewis et al. 1994). Further 
examining the phylogenetic analysis results based on full-length genomes by neighbor-
joining method for DENV-3 viruses including 4 different genotypes and other serotypes 
of dengue viruses suggested the similar results with previous reports by Wittke et 
al(Wittke, Robb et al. 2002), which separated the viruses into 4 main groups except 
genotype 4 because of lacking full-length sequence. The proximity of different genotypes 
of DENV-3 was that genotype I and IV were closer than genotype type II and III. After 
comparing the full-length sequences of the DF and DHF isolates, no genetic makers can be 
found to differentiate the disease severity, which might suggest the genomic virulence 
determination site does not exist.  

Next, we constructed a contingency table to analyze all strains by geographical regions and 
genotypes (Table 2). Based on the geographical distribution of isolates by time, the 
Philippines-Indonesia-Malaysia region has all genotypes except traditional American 
genotype (genotype IV). The oldest genotype V represented the DENV-3 prototype H87, 
which rarely being isolated except one in China in 1980 and the other in Malaysia in 1981. It 
is very possible genotype I evolved from genotype V and first appeared also in the 
Philippines-Indonesia-Malaysia region since 1974 in Malaysia and 1973 in Indonesia. It later 
spread into other southeast Asian countries, including Taiwan and further into south Pacific 
Island, including Fiji in 1992 and Tahiti in 1989. Genotype II however, first evolved from 
Thailand in 1962 and later spread into Malaysia and replaced the original genotype I to 
cause epidemic locally in 1993-4. Genotype III was the wide-spread genotype, which 
evolved probably also from the Philippines-Indonesia-Malaysia region and in the 1980’s this 
genotype spread west to India, Sri Lanka and Africa and east to Taiwan. Genotype III was 
the only genotype isolated in the Latin America since 1994, which the introduced Asian 
genotype replaced the American genotype caused a great DF/DHF epidemics in many 
countries. Genotype IV was the traditional American genotype rarely isolated in other 
countries. Its distribution was limited in Puerto Rico in 1963 and 1977 and in Tahiti in 1965, 
which suggested virus exchange between west-Pacific region and the Central- America 
region during 1960s. 
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Fig. 1. Phylogram Generated by Parsimony Analysis of Nucleic Acid Sequences from 
PrM/M and E Genes of 24 DENV-3 Viruses Isolates.The numbers displayed above the 
horizontal lines correspond to the percentage of bootstrap analysis. Parsimony analysis was 
performed by the heuristic branch swapping alogorithm of MEGA-2. 
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Geographical 
region Country 

Genotypes 

I II III IV V 

Philippines-
Indonesia-
Malaysia region 

Philippines 1983    1956 

Malaysia 1974, 
1981,1997 1992,1993,1994   1981 

Indonesia 1973,19788,
1985,1989 1976    

Thailand-
Vietnam 

Vietnam  1994,1996    
Thailand 1988 1973,1986-1998 (1962)   

China     1980 

Pacific islands 
Polynesia    1964,1969  

Tahiti 1989   1965  
Fiji 1992     

south Asia 
Sri Lanka   1981,1985,

1989,1991   

India   1984   

Africa 
Somoa   1986   

Mozambique   1985   

Central/south 
America 

Guatemala   1996-98 1977  
Mexico   1995-97   

Puerto Rico    1963  
Brazil   2000   

 
 
 
 
 
 
 

Table 2. Geographical Distribution of DENV-3 Genotypes. 
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3.2 Nucleotide and amino acid sequence diversity among different regions of full-
genome 

If DHF patients were not caused by secondary infection or more virulent strain of DENV-
3 viruses during 1998 epidemic, would it be possible that there existed a sub-variant in the 
quasispecies of DENV-3 viruses which caused more severe form of disease after dengue 
viral infection? Three family clusters were chosen as states in Material and Methods 
section. More than 20 clones containing the PCR products of different genes of dengue 
viruses from 6 dengue patients were completed sequenced, aligned and analyzed by 
excluding the primer sequences. To examine the extent of sequence variation, we 
determined the mean pairwise p-distance, which is the number of substitution divided by 
total nucleotide (amino acids) sequenced for each pair of clones. The results were 
summarized in Table 3. In genearal, non-structural protein such as NS3 and NS5 had the 
least sequence diversity than structural protein such as capsid or envelope protein. 
Among non-structural protein, NS3 also presented the least sequence diversity with mean 
p-distance of nucleotide ranged from 0.09-0.24% and that of amino acid ranged from 0.2-
0.5%. Among structural protein, envelope protein presented the largest sequence diversity 
with mean p-distance of nucleotide ranged from 0.2-0.4% and that of amino acid ranged 
from 0.4-0.8%. The difference of mean pairwise p-distance among different genes was 
statistically significant (p<0.01).  

 
 
 
 

ID 
C-PrM E NS3 NS5 

No of 
clones 

nucleo- 
tide 

Amino 
acid 

No of 
clones 

nucleo-
tide 

Amino 
acid 

No of 
clones 

nucleo-
tide 

Amino 
acid 

No of 
clones 

nucleo-
tide 

Amino 
acid 

364 23 0.002671 0.006671 26 0.00223 0.004316 19 0.000936 0.003287 13 0.00174 0.004133 
368 29 0.00245 0.004863 13 0.003815 0.006638 27 0.001182 0.003053 17 0.002416 0.00348 
388 21 0.002027 0.004001 25 0.003878 0.006436 26 0.001247 0.00323 18 0.003005 0.006095 
390 22 0.002165 0.004183 13 0.003179 0.00761 25 0.002437 0.005662 25 0.002459 0.003603 
407 13 0.001807 0.004416 23 0.003828 0.006235 23 0.001592 0.001968 16 0.004251 0.006818 
414 24 0.002549 0.004901 20 0.002555 0.004773 18 0.001013 0.001639 26 0.003697 0.006487 

Mean 22 0.002278 0.004839 20 0.003697 0.006487 23 0.001401 0.00314 19 0.003122 0.005915 

 
 

Table 3. Sequence Diversity (Mean p-Distance) Among Different Genome Regions of dengue 
Viruses. 

We next examined the relationship between the extents of sequence variation among 
different genes. As shown in Fig. 2, there was a trend of increase in the mean pairwise p-
distance of nucleotides of envelope protein as that of the NS3 protein increase (simple linear 
regression, r=0.6, p=0.01). Similarly, a linear relationship was also observed when 
comparing the mean pairwise p-distance of amino acid between these two genes (Fig. 3). 
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Fig. 2. The Relationship of Intrahost Nucleotide Sequence Diversity Between Different 
Genomes. Y-axis and X-axis represented the mean p-distance of nucleotides of indicated 
protein from different patients’ isolates. The line was fitted regression line generated by 
SPSS software and the upward line indicated the positive correlation; the downward line 
indicated the negative correlation. (a) showed the relationship of mean p-distance between 
capsid and envelope protein; (b) showed the relationship between capsid and NS3 protein; 
(c) showed the relationship between NS3 and envelope protein; (d) showed the relationship 
between capsid and NS5 protein. Only the regression line in (c) showed statistical 
significance, meaning the higher sequence diversity in envelope protein correlated with the 
higher sequence diversity in NS3 protein. 
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Fig. 3. The Relationship of Intrahost Amino Acid Sequence Diversity Between Different 
Genomes. Y-axis and X-axis represented the mean p-distance of amino acid of indicated 
protein from different patients’ isolates. The line was fitted regression line generated by 
SPSS software and the upward line indicated the positive correlation; the downward line 
indicated the negative correlation. (a) showed the relationship of mean p-distance between 
capsid and envelope protein; (b) showed the relationship between capsid and NS3 protein; 
(c) showed the relationship between NS3 and envelope protein; (d) showed the relationship 
between capsid and NS5 protein. Only the regression line in (d) showed statistical 
significance, meaning the higher sequence diversity in envelope protein correlated with the 
higher sequence diversity in NS3 protein. 

(c)

(d)
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Fig. 3. The Relationship of Intrahost Amino Acid Sequence Diversity Between Different 
Genomes. Y-axis and X-axis represented the mean p-distance of amino acid of indicated 
protein from different patients’ isolates. The line was fitted regression line generated by 
SPSS software and the upward line indicated the positive correlation; the downward line 
indicated the negative correlation. (a) showed the relationship of mean p-distance between 
capsid and envelope protein; (b) showed the relationship between capsid and NS3 protein; 
(c) showed the relationship between NS3 and envelope protein; (d) showed the relationship 
between capsid and NS5 protein. Only the regression line in (d) showed statistical 
significance, meaning the higher sequence diversity in envelope protein correlated with the 
higher sequence diversity in NS3 protein. 
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3.3 Correlation between sequence diversity and phenotypic change 

The relationship between genotype and phenotype has been an interest among evolutionary 
biologists and virologist(Clarke, Duarte et al. 1993; Bielefeldr-Ohmann and Barclay 1998; 
Arias, Lazaro et al. 2001). Several examples of viral clones isolated from mutant spectra 
showed altered biological properties, such as HIV mutants with resistant to antiviral 
inhibitors(Farci, Shimoda et al. 2000; Delwart, Magierowska et al. 2002). The correlation 
between quasispecies mutant clones with DHF phenotypic change has not been discussed 
before. With extensive searching, there was no such genetic marker of subvariants from 
clonal sequencing were found among those family clusters. However, by comparing intra-
host variation, there was concomitant increase sequence diversity along with the decrease of 
identical clones from the first case to the other one in the same family cluster. As shown in 
Fig. 4, three family clusters present consistent increase sequence diversity from 2.3, 2.5, 3.0 
in first case in each family cluster to 4.8, 4.0, 3.3 in the second case in each family cluster.  
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Fig. 4. Genetic Distance Among the Variants and Percent of Identical Clones Between 
Patients With Different Disease Manifestations Within Individual Family Cluster. Y-Axis on 
the left indicated the mean hamming distance and on the right indicated the percentage of 
identical clones, measured by calculating the number of identical clones among total clones 
sequenced. The box represented the value of mean hamming distance of indicated patient 
ID shown on the bottom and the line represented the value of identical clones percentage of 
indicated patient ID shown on the bottom. (a)-(c) indicated the three family clusters with DF 
and DHF in the same family cluster. The increase of mean hamming distance correlated 
with the decrease numbers of identical clones.  
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Consistent with sequence diversity, the percentage of identical clones decreased from 23%, 
38%, 30% in first case in each family cluster to 0%, 13%, 17% in the second case in each 
family cluster. This kind of consistency was correlated with viral load, but not with primary 
or secondary infection, sampling date, age or sex. 

3.4 Comparison of sequence diversity among original plasma, cultured viruses and 
mosquito inoculation 

Little is known about the sequence diversity within mosquitoes, original plasma of patients 
and cell line passaged viral stocks. The sequence diversity among three family clusters was 
reconfirmed in the patient’s original plasma and mosquito inoculation by one passage viral 
stock. 30 clones were picked after PCR direct cloning and analyzed after direct sequencing. 
There was also consistent change with the extent of quasispecies and the number of identical 
clones. It was found that the sequence diversity of nucleotide (hamming distance) was the 
lowest in original plasma (1.4) than that in one passage viral stock (2.5) or mosquito 
inoculation (1.7) at patient ID 368. Although we did not do mosquito inoculation for patient 
sample ID 388 and 407, the consistent trend was observed when comparing original plasma 
and one passaged virus stocks (Table 4). Consistent with our general impression is the 
decrease of sequence diversity when virus was inoculated into the mosquitoes. The 
hamming distance of nucleotide dropped from 2.46 to 1.7 and the number of identical clones 
was also increased from 15% to 31%. As shown in Fig. 5, there was a decrease in sequence 
diversity of original plasma compared with the C6/36 one passage cultured virus, and also 
increase the percentage of identical clones of original plasma compared with also the 
cultured virus.  

 
 

ID No of clones nucleotide Amino acid 

P368* 45 1.405556 1.061111 

368** 13 2.461538 1.692308 

368i^ 28 1.70154 1.47077 

P388* 20 2.7898 2.33 

388** 25 3.50370 2.87 

P407* 48 1.039894 0.583333 

407** 23 1.905138 1.296443 

 
*indicate sequence diversity from original plasma 
**indicate sequence diversity from one passage in c6/36 cell lines of original plasma 
^indicate sequence diversity from mosquito injection after one passage in c6/36 passage 

Table 4. Sequence Diversity (Mean Hamming Distance) of Envelope Gene Among Different 
Passage Histories of Dengue Viruses. 
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3.3 Correlation between sequence diversity and phenotypic change 

The relationship between genotype and phenotype has been an interest among evolutionary 
biologists and virologist(Clarke, Duarte et al. 1993; Bielefeldr-Ohmann and Barclay 1998; 
Arias, Lazaro et al. 2001). Several examples of viral clones isolated from mutant spectra 
showed altered biological properties, such as HIV mutants with resistant to antiviral 
inhibitors(Farci, Shimoda et al. 2000; Delwart, Magierowska et al. 2002). The correlation 
between quasispecies mutant clones with DHF phenotypic change has not been discussed 
before. With extensive searching, there was no such genetic marker of subvariants from 
clonal sequencing were found among those family clusters. However, by comparing intra-
host variation, there was concomitant increase sequence diversity along with the decrease of 
identical clones from the first case to the other one in the same family cluster. As shown in 
Fig. 4, three family clusters present consistent increase sequence diversity from 2.3, 2.5, 3.0 
in first case in each family cluster to 4.8, 4.0, 3.3 in the second case in each family cluster.  
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Fig. 4. Genetic Distance Among the Variants and Percent of Identical Clones Between 
Patients With Different Disease Manifestations Within Individual Family Cluster. Y-Axis on 
the left indicated the mean hamming distance and on the right indicated the percentage of 
identical clones, measured by calculating the number of identical clones among total clones 
sequenced. The box represented the value of mean hamming distance of indicated patient 
ID shown on the bottom and the line represented the value of identical clones percentage of 
indicated patient ID shown on the bottom. (a)-(c) indicated the three family clusters with DF 
and DHF in the same family cluster. The increase of mean hamming distance correlated 
with the decrease numbers of identical clones.  
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Consistent with sequence diversity, the percentage of identical clones decreased from 23%, 
38%, 30% in first case in each family cluster to 0%, 13%, 17% in the second case in each 
family cluster. This kind of consistency was correlated with viral load, but not with primary 
or secondary infection, sampling date, age or sex. 

3.4 Comparison of sequence diversity among original plasma, cultured viruses and 
mosquito inoculation 

Little is known about the sequence diversity within mosquitoes, original plasma of patients 
and cell line passaged viral stocks. The sequence diversity among three family clusters was 
reconfirmed in the patient’s original plasma and mosquito inoculation by one passage viral 
stock. 30 clones were picked after PCR direct cloning and analyzed after direct sequencing. 
There was also consistent change with the extent of quasispecies and the number of identical 
clones. It was found that the sequence diversity of nucleotide (hamming distance) was the 
lowest in original plasma (1.4) than that in one passage viral stock (2.5) or mosquito 
inoculation (1.7) at patient ID 368. Although we did not do mosquito inoculation for patient 
sample ID 388 and 407, the consistent trend was observed when comparing original plasma 
and one passaged virus stocks (Table 4). Consistent with our general impression is the 
decrease of sequence diversity when virus was inoculated into the mosquitoes. The 
hamming distance of nucleotide dropped from 2.46 to 1.7 and the number of identical clones 
was also increased from 15% to 31%. As shown in Fig. 5, there was a decrease in sequence 
diversity of original plasma compared with the C6/36 one passage cultured virus, and also 
increase the percentage of identical clones of original plasma compared with also the 
cultured virus.  

 
 

ID No of clones nucleotide Amino acid 

P368* 45 1.405556 1.061111 

368** 13 2.461538 1.692308 

368i^ 28 1.70154 1.47077 

P388* 20 2.7898 2.33 

388** 25 3.50370 2.87 

P407* 48 1.039894 0.583333 

407** 23 1.905138 1.296443 

 
*indicate sequence diversity from original plasma 
**indicate sequence diversity from one passage in c6/36 cell lines of original plasma 
^indicate sequence diversity from mosquito injection after one passage in c6/36 passage 

Table 4. Sequence Diversity (Mean Hamming Distance) of Envelope Gene Among Different 
Passage Histories of Dengue Viruses. 
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Fig. 5. Comparison of the Sequence Diversity (Hamming distance) of Nucleotide Among 
Original Plasma, Cultured Viruses and Mosquito Inoculation. Y-axis on the left indicated the 
value of hamming distance and on the right indicated the percentage of identical clones 
measured by the number of identical clones among total clones sequences from the isolates 
ID indicated at the bottom of x-axis. The value of hamming distance for individual isolates 
are represented as box and the value of percentage of identical clones are shown as dot and 
connected between isolates by solid line. (a) – (c) indicated the hamming distance and 
percentage of identical clones from original plasma of DHF patient, which designated by 
p368, p388, p407, and one passaged in C6/36 virus isolates of patients’ plasma, which 
designated by 368, 388, 407. (a) shows the hamming distance of virus isolates from salivary 
gland of mosquito-Ae. Aegypti after intrathoracically inoculation of C6/36 passaged isolates 
ID368, which designated by mosq.  

4. Discussion 
Although several reports have described the uniqueness of 1998 DENV-3 epidemic where 
different serotypes of dengue viruses co-circulated(de Melecio, R. Barea et al. 1998; Harris, 
Videa et al. 2000; Rahman, Rahman et al. 2002), the epidemiology of the 1998 epidemic in 
non-endemic countries, including Republic of China in Taiwan has not been well-described. 
Without the interference of other serotypes of dengue viruses, this study allowed detailed 
examination of population genetics in human and mosquito hosts during intensive 
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transmission, which led to a better understanding of the dynamic transmission of viruses 
during the course of epidemic. 

Most molecular epidemiological studies conducted so far have relied on consensus 
sequences of a virus population or an isolate. When more and more studies on the great 
potential for variation and phenotypic diversity of some important RNA virus pathogen, 
such as HIV, HCV and poliovirus have been done, it is necessary to give an appropriate set 
of micro-environment conditions to observe how virus quasispeices change through 
transmission during epidemics. Before we started to research on quasispecies of dengue 
viruses, it would be important to ask which region of full-genome is the most representative 
one for studying heterogeneity. Many viruses proposed their hyper-variable region for 
studying quasispecies including structure protein, like HIV V3 region of envelope 
protein(Delwart, Magierowska et al. 2002), HCV E2 gene (Farci, Shimoda et al. 2000; Curran, 
Jameson et al. 2002) and non-structure protein (NS5A) in HCV(Blight, Kolykhalov et al. 
2000). What about dengue viruses? After picking up five most probable heterogeneous 
regions for cloning and sequencing, it was found the structural proteins especially envelope 
protein are more seuquence-diversed than other non-structural proteins, especially NS5 
region. The structural proteins we studies here including the capsid and envelope protein. 
The C protein present in virions as a structure component is a small and highly positively 
charged protein, including N-terminal hydrophilic region, central hydrophobic region and 
C-terminal hydrophobic domain. The envelope protein is also the structural protein of 
virions plays a role in a number of biological activities including virion assembly, receptor 
binding and membrane fusion and is the major target for neutralization antibodies. On the 
other hand, the NS3 protein is the second largest viral protein, which encodes protease and 
helicase bi-functional protein. The C-terminal helicase protein is the region sequenced in this 
study. The NS5 protein undoubtly is the largest protein which role acts as the viral RNA 
polymerase and is the most conserved of the flavivirus protein(Chambers, Hahn et al. 1990; 
LinDENVVbach and Rice 2001). The larger of quasispecies among structural proteins than 
non-structural proteins probably implies the more selection immune pressure on the 
structural proteins instead of merely randomly changing during replication. This can be 
further validated by the data in E gene where the Domain I, the antigenic sites had larger 
sequences diversity than other domains. An increasing question raised upon this 
observation has focused on the concept that whether quasispecies distribution of dengue 
viruses as a reservoir of virus variants plays an essential role in diversification and selection 
and contribute to the dengue virus evolution. 

Studies of sequence heterogeneity like our studies need to take precautions to ensure that 
artifacts are not introduced during the amplification of virus genomes. In this study, we used 
C6/36 one-passaged cultured viruses for all viruses isolates among clusters and the approach 
of thermostable RT-PCR kit and molecular cloning, which has been shown to be a simple and 
valuable method for characterization of mutant spectra of virus quasispecies. Even though this 
does not absolutely devoid of RT-PCR error, the relative comparison among different genomes 
is less biased and the linearity between E gene and other proteins should be able to trust. 
Furthermore, according to the study by Arias et al, the biological and molecular clones 
provided statistically indistinguishable definitions of the mutant spectrum with regard to the 
types and distributions of mutations, mutational hot-spots and mutation frequencies(Arias, 
Lazaro et al. 2001). Therefore, the molecular cloning procedure employed in this study 
provides a simple and easy protocol for the characterization of mutant spectra of viruses. 
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Fig. 5. Comparison of the Sequence Diversity (Hamming distance) of Nucleotide Among 
Original Plasma, Cultured Viruses and Mosquito Inoculation. Y-axis on the left indicated the 
value of hamming distance and on the right indicated the percentage of identical clones 
measured by the number of identical clones among total clones sequences from the isolates 
ID indicated at the bottom of x-axis. The value of hamming distance for individual isolates 
are represented as box and the value of percentage of identical clones are shown as dot and 
connected between isolates by solid line. (a) – (c) indicated the hamming distance and 
percentage of identical clones from original plasma of DHF patient, which designated by 
p368, p388, p407, and one passaged in C6/36 virus isolates of patients’ plasma, which 
designated by 368, 388, 407. (a) shows the hamming distance of virus isolates from salivary 
gland of mosquito-Ae. Aegypti after intrathoracically inoculation of C6/36 passaged isolates 
ID368, which designated by mosq.  

4. Discussion 
Although several reports have described the uniqueness of 1998 DENV-3 epidemic where 
different serotypes of dengue viruses co-circulated(de Melecio, R. Barea et al. 1998; Harris, 
Videa et al. 2000; Rahman, Rahman et al. 2002), the epidemiology of the 1998 epidemic in 
non-endemic countries, including Republic of China in Taiwan has not been well-described. 
Without the interference of other serotypes of dengue viruses, this study allowed detailed 
examination of population genetics in human and mosquito hosts during intensive 
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transmission, which led to a better understanding of the dynamic transmission of viruses 
during the course of epidemic. 

Most molecular epidemiological studies conducted so far have relied on consensus 
sequences of a virus population or an isolate. When more and more studies on the great 
potential for variation and phenotypic diversity of some important RNA virus pathogen, 
such as HIV, HCV and poliovirus have been done, it is necessary to give an appropriate set 
of micro-environment conditions to observe how virus quasispeices change through 
transmission during epidemics. Before we started to research on quasispecies of dengue 
viruses, it would be important to ask which region of full-genome is the most representative 
one for studying heterogeneity. Many viruses proposed their hyper-variable region for 
studying quasispecies including structure protein, like HIV V3 region of envelope 
protein(Delwart, Magierowska et al. 2002), HCV E2 gene (Farci, Shimoda et al. 2000; Curran, 
Jameson et al. 2002) and non-structure protein (NS5A) in HCV(Blight, Kolykhalov et al. 
2000). What about dengue viruses? After picking up five most probable heterogeneous 
regions for cloning and sequencing, it was found the structural proteins especially envelope 
protein are more seuquence-diversed than other non-structural proteins, especially NS5 
region. The structural proteins we studies here including the capsid and envelope protein. 
The C protein present in virions as a structure component is a small and highly positively 
charged protein, including N-terminal hydrophilic region, central hydrophobic region and 
C-terminal hydrophobic domain. The envelope protein is also the structural protein of 
virions plays a role in a number of biological activities including virion assembly, receptor 
binding and membrane fusion and is the major target for neutralization antibodies. On the 
other hand, the NS3 protein is the second largest viral protein, which encodes protease and 
helicase bi-functional protein. The C-terminal helicase protein is the region sequenced in this 
study. The NS5 protein undoubtly is the largest protein which role acts as the viral RNA 
polymerase and is the most conserved of the flavivirus protein(Chambers, Hahn et al. 1990; 
LinDENVVbach and Rice 2001). The larger of quasispecies among structural proteins than 
non-structural proteins probably implies the more selection immune pressure on the 
structural proteins instead of merely randomly changing during replication. This can be 
further validated by the data in E gene where the Domain I, the antigenic sites had larger 
sequences diversity than other domains. An increasing question raised upon this 
observation has focused on the concept that whether quasispecies distribution of dengue 
viruses as a reservoir of virus variants plays an essential role in diversification and selection 
and contribute to the dengue virus evolution. 

Studies of sequence heterogeneity like our studies need to take precautions to ensure that 
artifacts are not introduced during the amplification of virus genomes. In this study, we used 
C6/36 one-passaged cultured viruses for all viruses isolates among clusters and the approach 
of thermostable RT-PCR kit and molecular cloning, which has been shown to be a simple and 
valuable method for characterization of mutant spectra of virus quasispecies. Even though this 
does not absolutely devoid of RT-PCR error, the relative comparison among different genomes 
is less biased and the linearity between E gene and other proteins should be able to trust. 
Furthermore, according to the study by Arias et al, the biological and molecular clones 
provided statistically indistinguishable definitions of the mutant spectrum with regard to the 
types and distributions of mutations, mutational hot-spots and mutation frequencies(Arias, 
Lazaro et al. 2001). Therefore, the molecular cloning procedure employed in this study 
provides a simple and easy protocol for the characterization of mutant spectra of viruses. 
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Whether dengue viruses, like other RNA viruses, exist as a quasispecies was first proved 
experimentally by Wang et al with nucleotide sequence diversity of the envelope gene ranging 
from 0.1% to 0.84% and p-distance ranging within 0.21-1.67%(Wang, Lin et al. 2002). Instead of 
using mean diversity represented by using the number of substitutions divided by the total 
number of nucleotides sequenced, our data on envelope gene used mean pairwise hamming 
distance ranging from 2.3 to 4.8 which is similar as being used in HCV’s study(Farci, Shimoda 
et al. 2000). The E gene sequenced in this study contained total 1239 nucleotides and 394 amino 
acids, which was longer in length than previous study but similar diversity with narrower 
range (p-distance ranging within 0.22-0.38%). From our highly characterized family clusters, it 
presented consistent increase in sequence diversity from 2.3, 2.5, 3.0 in the first case (DF) to 4.8, 
4.0, 3.3 in the second case (DHF) of each family cluster. Consistent with sequence diversity, the 
percentage of identical clones decreased from 23%, 38%, 30% in the first case to 0%, 13%, 17% 
in the second case in each family cluster. Further exclusion of those clones with only one single 
nucleotide mutation and inclusion of clones with more than two mutations, the result was the 
same. The percentage of identical clones decreased from 11%, 7%, 10% in the first case to 10%, 
0%, 4% in the second case in each family cluster.  

We hypothesize that intense transmission of dengue virus within closed environment may 
drive emergence of DENV-3 strain with higher propensity of causing severe diseases. It is 
plausible there exists at least three virus variants at any stage in mosquito or human during 
virus replications(Fig 6): variant M: replicate efficiently in mosquito, variant H: replicate 
efficiently in human, and variant N: replicate equal well in human and mosquito. We will use 
abbreviations at the following description. Variant N makes up the majority virus population 
in the quasispecies spectrum either in human, mosquito or tissue culture. Relative percentage 
of variant M increases when virus replicated in the mosquito; however, relative percentage of 
variant H increases when virus transmitted to human by mosquitoes. If virus can maintain an 
efficient Transovary-transmission in mosquito indefinitely, variant M will increase graduately, 
which might occur in the sylvatic cycle of dengue viruses and during inter-epidemic period. 
Variant H will increase and progeny virus or newly derived H-variant may have a higher 
replication capacity, thus higher virus load and higher DHF potential if human virus is 
transmitted mechanically from human to human through mosquito probing. Variant N 
possess quasispecies memory both originated from variant M and variant H. The evolution of 
dengue viruses comes from the random mutation accumulated in the variant N, which forms 
the bottleneck transmission of dengue viruses during transmission from low viremic human to 
mosquitoes. The possible explanation for our results is that a minor virus subpopulation with 
increased virulence gains rapid advantage in a direct transmission condition (ie, within family) 
from a certain mammalian host with peak viremia.  

Several researches have been done to relate quasispecies with adaptability and host range. The 
alternating host cycle in arboviruses may constrain the evolution and sequence diversity 
among viral population. Single-host-cell adaptation by serial passage of alphavirus in 
mammalian cell line (BHK cell) resulted in more mutations than alternating in mammalian 
and mosquito cell passages(Weaver, Brault et al. 1999). So is the genetic diversity in RNA virus 
quasispecies, which is controlled by host-virus interaction(Schneider and Roossinck 2001). Our 
data also showed similar result when comparing genetic diversity among mosquito inoculates, 
original plasma and single passage viruses. Thus, human-mosquito-human transmission acts 
as a bottleneck transmission with profound fitness stability. There is also evidence showing 
that virus transfer might take place with high frequency between human where the donor is at 
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the peak of viremia(Clarke, Duarte et al. 1993; Dockter, Evans et al. 1996). Thus, the chance of a 
minor, more virulent virus subpopulation being transferred could have increased. The most 
explosive outbreak of Ross River virus-induced epidemic polyarthritis in Polynesia in the 
1970s was most likely caused by the arrival of a single viraemia traveler combining with a 
larger susceptible population and no appropriate intermediate hosts(Bielefeldr-Ohmann and 
Barclay 1998). In contrast, in endemic areas pr during periods of low mosquito activity or low 
viraemia titers, the virus is propagated in a bottleneck transmission mode, which repeatedly 
selects against the variants most virulent for human.  

 
Fig. 6. Proposed model of transmission-replication mode of dengue virus and likely 
consequences for the quasispecies. A minor virus subpopulation with better replication 
capability resulting high viremia might rapidly gain selection advantage in a condition of 
possible direct mechanical transmission condition (ie, within a family) with peak viremia 
and thus provides chances to increase the viral virulence. the alternating transmission cycles 
of arboviruses in vertebrates and invertebrates may constrain the evolution and sequence 
diversity among viral populations. 

Our quasispecies-based scenarios reserves a lot questions remained to be answered. First, 
what is the “virulence-factors” of the minor population might be? As we stated before, there 
is no such genetic marker in consensus sequenced or clonal sequences found in our study or 
in other studies. However, there exists several genetic markers repeated appearing in 
different isolates. Because the frequency is not high enough to say “hot-spot”, those mutants 
reflected genomes that were dominant in the prior evolutionary history of the virus 
(previous passage), defining as quasispecies memory and keep to be transmitted during the 
epidemic(Domingo, Ruiz-Jarabo et al. 2002). Changes in virus genome may affect virus 
binding or replication by increasing the number of host cell receptor-specificities or binding 
affinities or enhance virus protein synthesis in target tissue and thus viral cytopathogenicity. 
Or those mutants inside quasispecies hit some viral epitopes rendering them highly 
inflammagenic in some genetically predisposed individuals, without following discernible 
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Whether dengue viruses, like other RNA viruses, exist as a quasispecies was first proved 
experimentally by Wang et al with nucleotide sequence diversity of the envelope gene ranging 
from 0.1% to 0.84% and p-distance ranging within 0.21-1.67%(Wang, Lin et al. 2002). Instead of 
using mean diversity represented by using the number of substitutions divided by the total 
number of nucleotides sequenced, our data on envelope gene used mean pairwise hamming 
distance ranging from 2.3 to 4.8 which is similar as being used in HCV’s study(Farci, Shimoda 
et al. 2000). The E gene sequenced in this study contained total 1239 nucleotides and 394 amino 
acids, which was longer in length than previous study but similar diversity with narrower 
range (p-distance ranging within 0.22-0.38%). From our highly characterized family clusters, it 
presented consistent increase in sequence diversity from 2.3, 2.5, 3.0 in the first case (DF) to 4.8, 
4.0, 3.3 in the second case (DHF) of each family cluster. Consistent with sequence diversity, the 
percentage of identical clones decreased from 23%, 38%, 30% in the first case to 0%, 13%, 17% 
in the second case in each family cluster. Further exclusion of those clones with only one single 
nucleotide mutation and inclusion of clones with more than two mutations, the result was the 
same. The percentage of identical clones decreased from 11%, 7%, 10% in the first case to 10%, 
0%, 4% in the second case in each family cluster.  

We hypothesize that intense transmission of dengue virus within closed environment may 
drive emergence of DENV-3 strain with higher propensity of causing severe diseases. It is 
plausible there exists at least three virus variants at any stage in mosquito or human during 
virus replications(Fig 6): variant M: replicate efficiently in mosquito, variant H: replicate 
efficiently in human, and variant N: replicate equal well in human and mosquito. We will use 
abbreviations at the following description. Variant N makes up the majority virus population 
in the quasispecies spectrum either in human, mosquito or tissue culture. Relative percentage 
of variant M increases when virus replicated in the mosquito; however, relative percentage of 
variant H increases when virus transmitted to human by mosquitoes. If virus can maintain an 
efficient Transovary-transmission in mosquito indefinitely, variant M will increase graduately, 
which might occur in the sylvatic cycle of dengue viruses and during inter-epidemic period. 
Variant H will increase and progeny virus or newly derived H-variant may have a higher 
replication capacity, thus higher virus load and higher DHF potential if human virus is 
transmitted mechanically from human to human through mosquito probing. Variant N 
possess quasispecies memory both originated from variant M and variant H. The evolution of 
dengue viruses comes from the random mutation accumulated in the variant N, which forms 
the bottleneck transmission of dengue viruses during transmission from low viremic human to 
mosquitoes. The possible explanation for our results is that a minor virus subpopulation with 
increased virulence gains rapid advantage in a direct transmission condition (ie, within family) 
from a certain mammalian host with peak viremia.  

Several researches have been done to relate quasispecies with adaptability and host range. The 
alternating host cycle in arboviruses may constrain the evolution and sequence diversity 
among viral population. Single-host-cell adaptation by serial passage of alphavirus in 
mammalian cell line (BHK cell) resulted in more mutations than alternating in mammalian 
and mosquito cell passages(Weaver, Brault et al. 1999). So is the genetic diversity in RNA virus 
quasispecies, which is controlled by host-virus interaction(Schneider and Roossinck 2001). Our 
data also showed similar result when comparing genetic diversity among mosquito inoculates, 
original plasma and single passage viruses. Thus, human-mosquito-human transmission acts 
as a bottleneck transmission with profound fitness stability. There is also evidence showing 
that virus transfer might take place with high frequency between human where the donor is at 
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the peak of viremia(Clarke, Duarte et al. 1993; Dockter, Evans et al. 1996). Thus, the chance of a 
minor, more virulent virus subpopulation being transferred could have increased. The most 
explosive outbreak of Ross River virus-induced epidemic polyarthritis in Polynesia in the 
1970s was most likely caused by the arrival of a single viraemia traveler combining with a 
larger susceptible population and no appropriate intermediate hosts(Bielefeldr-Ohmann and 
Barclay 1998). In contrast, in endemic areas pr during periods of low mosquito activity or low 
viraemia titers, the virus is propagated in a bottleneck transmission mode, which repeatedly 
selects against the variants most virulent for human.  

 
Fig. 6. Proposed model of transmission-replication mode of dengue virus and likely 
consequences for the quasispecies. A minor virus subpopulation with better replication 
capability resulting high viremia might rapidly gain selection advantage in a condition of 
possible direct mechanical transmission condition (ie, within a family) with peak viremia 
and thus provides chances to increase the viral virulence. the alternating transmission cycles 
of arboviruses in vertebrates and invertebrates may constrain the evolution and sequence 
diversity among viral populations. 

Our quasispecies-based scenarios reserves a lot questions remained to be answered. First, 
what is the “virulence-factors” of the minor population might be? As we stated before, there 
is no such genetic marker in consensus sequenced or clonal sequences found in our study or 
in other studies. However, there exists several genetic markers repeated appearing in 
different isolates. Because the frequency is not high enough to say “hot-spot”, those mutants 
reflected genomes that were dominant in the prior evolutionary history of the virus 
(previous passage), defining as quasispecies memory and keep to be transmitted during the 
epidemic(Domingo, Ruiz-Jarabo et al. 2002). Changes in virus genome may affect virus 
binding or replication by increasing the number of host cell receptor-specificities or binding 
affinities or enhance virus protein synthesis in target tissue and thus viral cytopathogenicity. 
Or those mutants inside quasispecies hit some viral epitopes rendering them highly 
inflammagenic in some genetically predisposed individuals, without following discernible 
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evolutionary genetic changes. With the lack of evidences of drawing conclusions based on 
inadequacy of animal models, the biological mechanism for changes in virulence by a 
replication-advantage of the mutant could be multi-factorial, which ultimately cause an 
imbalance in the production of components for virus entry, accumulation or assembly(Yao, 
Strauss et al. 1996). Also, what is the role of defective interfering (DI) particles in the 
pathogenesis of dengue virus infection? The involvement of DI particles has been well-
studied in many RNA viruses, such as LCMV and alphavirus, which leads to virus 
persistence and increased cytopathology and inflammation. Our study, consistent with 
previous studies(Wang, Lin et al. 2002; Wang, Sung et al. 2002), also suggested the DI 
particles exist in human plasma with dengue viral infection. Combinations of DI particles 
with standard virus in the viral quasispecies leading to curing of the infection or increasing 
virus replication remain to be studied. Furthermore, what is the relationship of quasispecies 
in different compartments of the host, such as the liver, the plasma and the different 
immune organ play a role in dengue viral pathogenesis? In HIV, it has been suggested that 
different mutants in different compartments of HIV patients were associated with different 
tissue pathology(Marras, Bruggeman et al. 2002), as as to dengue virus which has been 
suggested to be able to replicate in many kinds of cells and body comparments, including 
liver cell, endothelial cell, dendritic cell, monocyte/ macrophage and CNS.  

Finally, our study provided the most important association between genotype and 
phenotype made so far by observing the consistent increase in sequence diversity from the 
first case (DF) to the second case (DHF), which was consistent with the higher viral load in 
the sera of the second DHF cases of each family cluster. Thus, by preventing high viremia 
titer in human infection and prevent high density transmission of dengue virus, which thus 
decrease the viral qusispecies size and prevent severe disease manifestation will be 
important in public health prevention. Better understanding the evolution and quasispecies 
of dengue viruses with biological determinant(s) and the role of pre-existing sub-
neutralizing antibody, will be crucial for future dengue vaccine.  
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evolutionary genetic changes. With the lack of evidences of drawing conclusions based on 
inadequacy of animal models, the biological mechanism for changes in virulence by a 
replication-advantage of the mutant could be multi-factorial, which ultimately cause an 
imbalance in the production of components for virus entry, accumulation or assembly(Yao, 
Strauss et al. 1996). Also, what is the role of defective interfering (DI) particles in the 
pathogenesis of dengue virus infection? The involvement of DI particles has been well-
studied in many RNA viruses, such as LCMV and alphavirus, which leads to virus 
persistence and increased cytopathology and inflammation. Our study, consistent with 
previous studies(Wang, Lin et al. 2002; Wang, Sung et al. 2002), also suggested the DI 
particles exist in human plasma with dengue viral infection. Combinations of DI particles 
with standard virus in the viral quasispecies leading to curing of the infection or increasing 
virus replication remain to be studied. Furthermore, what is the relationship of quasispecies 
in different compartments of the host, such as the liver, the plasma and the different 
immune organ play a role in dengue viral pathogenesis? In HIV, it has been suggested that 
different mutants in different compartments of HIV patients were associated with different 
tissue pathology(Marras, Bruggeman et al. 2002), as as to dengue virus which has been 
suggested to be able to replicate in many kinds of cells and body comparments, including 
liver cell, endothelial cell, dendritic cell, monocyte/ macrophage and CNS.  

Finally, our study provided the most important association between genotype and 
phenotype made so far by observing the consistent increase in sequence diversity from the 
first case (DF) to the second case (DHF), which was consistent with the higher viral load in 
the sera of the second DHF cases of each family cluster. Thus, by preventing high viremia 
titer in human infection and prevent high density transmission of dengue virus, which thus 
decrease the viral qusispecies size and prevent severe disease manifestation will be 
important in public health prevention. Better understanding the evolution and quasispecies 
of dengue viruses with biological determinant(s) and the role of pre-existing sub-
neutralizing antibody, will be crucial for future dengue vaccine.  

5. References 
Arias, A., E. Lazaro, et al. (2001). "Molecular intermediates of fitness gain of an RNA virus: 

characterization of a mutant spectrum by biological and molecular cloning." J. Gen. 
Virol. 82: 1049-1060. 

Bielefeldr-Ohmann, H. and J. Barclay (1998). "Pathogenesis of Ross River virus-induced 
diseases: a role for viral quasispecies and persistence." Microb. Pathog. 24: 373-383. 

Blight, K. J., A. A. Kolykhalov, et al. (2000). "Efficient initiation of HCV RNA replication in 
cell culture." Science 290: 1972-1974. 

Chambers, T. J., C. S. Hahn, et al. (1990). "Flavivirus genome: organization, expression and 
replication." Annu. Rev. Microbiol. 44: 649-688. 

Chao, D. Y., C. C. King, et al. (2005). "Strategically examining the full-genome of dengue 
virus type 3 in clinical isolates reveals its mutation spectra." Virol J 2: 72. 

Chao, D. Y., T. H. Lin, et al. (2004). "1998 dengue hemorrhagic fever epidemic in Taiwan." 
Emerg Infect Dis 10(3): 552-554. 

Chen, W.-J., C. C. King, et al. (1997). "Changing prevalence of antibody to dengue virus in 
paired sera in the two years following an epidemic in Taiwan." Epidemiol. Infect. 
119: 277-279. 

 
Inter- and Intra-Host Evolution of Dengue Viruses and the Inference to the Pathogenesis 

 

215 

Clarke, D. K., E. A. Duarte, et al. (1993). "Genetic bottlenecks and population passages cause 
profound fitness differeneces in RNA viruses." J. Virol. 67(1): 222-228. 

Cologna, R. and R. Rico-Hesse (2003). "American genotype structures decrease dengue virus 
output from human monocytes and DENVVdritic cells." J Virol 77(7): 3929-3938. 

Curran, R., C. L. Jameson, et al. (2002). "Evolutionary trends of the first hypervariable region 
of the hepatitis C virus E2 protein in individuals with differing liver disease 
severity." J. Gen. Virol. 83: 11-23. 

de Melecio, C. F., H. H. R. Barea, et al. (1998). "Dengue outbreak associated with multiple 
serotypes -- Puerto Rico, 1998." Morb Mortal Wkly Rep (MMWR) 47(44): 952-956. 

Delwart, E., M. Magierowska, et al. (2002). "Homogeneous quasispecies in 16 out of 17 
individuals during very early HIV-1 primary infection." AIDS 16: 189-195. 

Dockter, J., C. F. Evans, et al. (1996). "Competitive selection in vivo by a cell for one variant over 
another: implications for RNA virus quasispecies in vivo." J. Virol. 70(3): 1799-1803. 

Domingo, E., C. Escarmis, et al. (1996). "Basic concepts in RNA virus evolution." FASEB J. 10: 
859-564. 

Domingo, E., C. M. Ruiz-Jarabo, et al. (2002). "Emergence and selection of RNA virus 
variants: memory and extinction." Virus Res 82: 39-44. 

Farci, P., A. Shimoda, et al. (2000). "The outcome of acute hepatitis C predicted by the 
evolution of the viral quasispecies." Science 288: 339-344. 

Felsenstein, J. (1993). "PHYLIP: Phylogeny Inference Package (Univ. of Wahsington, Seattle), 
Version 3.5c." 

Harris, E., E. Videa, et al. (2000). "Clinical, epidemiologic, and virologic features of dengue 
in the 1998 epidemic in Nicaragua." Am J Trop Med Hyg 63(1-2): 5-11. 

Holmes, E. C. and S. S. Twiddy (2003). "The origin, emergence and evolutionary genetics of 
dengue virus." Infect Genet Evol 3(1): 19-28. 

King, C. C., D. Y. Chao, et al. (2008). "Comparative analysis of full genomic sequences 
among different genotypes of dengue virus type 3." Virol J 5: 63. 

Klungthong, C., C. Zhang, et al. (2004). "The molecular epidemiology of dengue virus 
serotype 4 in Bangkok, Thailand." Virology 329(1): 168-179. 

Ko, Y. C. (1989). "Epidemiology of dengue fever in Taiwan." Kaohsiung J Med Sci 5: 1-11. 
Kumar, S., K. Tamura, et al. (2004). "MEGA3: Integrated software for Molecular 

Evolutionary Genetics Analysis and sequence alignment." Briefings in Bioinformatics 
5(2): 150-163. 

Kuno, G., D. J. Gubler, et al. (1985). "Comparative sensitivity of three mosquito cell lines for 
isolation of dengue viruses." Bull World Health Organ 63: 279-286. 

Lanciotti, R. S., C. H. Calisher, et al. (1992). "Rapid detection and typing of dengue viruses 
from clinical samples by using reverse transcriptase-polymerase chain reaction." J 
Clin Microbiol 30(3): 545-551. 

Lanciotti, R. S., J. G. Lewis, et al. (1994). "Molecular evolution and epidemiology of dengue-3 
viruses." J Gen Virol 75: 65-75. 

Leitmeyer, K. C., D. W. Vaughn, et al. (1999). "Dengue virus structural differences that 
correlate with pathogenesis." J. Virol. 73(6): 4738-4747. 

LinDENVVbach, B. D. and C. M. Rice (2001). "Flaviviridae: The viruses and their replication, 
p.991-1110. In D. M. Knipe and P. M. Howley (ed.) Fields' Virology, 4th ed. 
Lippincott Williams & Wilkins, Philadelphia, PA.". 

Marras, A., L. A. Bruggeman, et al. (2002). "Replication and compartmentalization of HIV-1 
in kidney epithelium of patients with HIV-associated nephropathy." Nature 
Medicine 8(5): 522-526. 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

216 

Rahman, M., K. Rahman, et al. (2002). "First outbreak of dengue hemorrhagic fever, 
Bangladesh." Emerg Infect Dis 8(7): 738-740. 

Rodriguez, R., M. Alvarez, et al. (2005). "Virus evolution during a severe dengue epidemic in 
Cuba, 1997." Virol 334: 154-159. 

Rodriguez, R., M. Alvarez, et al. (2005). "Dengue virus type 3, Cuba, 2000-2002." Emerging 
Infectious Diseases 11(5): 773-774. 

Sariol, C., J. L. Pelegrino, et al. (1999). "Detection and genetic relationship of dengue virus 
sequences in seventeen-year-old paraffin-embedded samples from Cuba." Am J 
Trop Med Hyg 61(6): 994-1000. 

Schneider, W. and M. J. Roossinck (2001). "Genetic diversity in RNA virus quasispecies is 
controlled by host-virus interaction." J. Virol. 75(14): 6566-6571. 

Shu, P., L. Chen, et al. (2002). "Potential application of nonstructural protein NS1 serotype-
specific immunoglobulin G enzyme-linked immunosorbent assay in the 
seroepidemiologic study of dengue virus infection: correlation of results with those 
of the plaque reduction neutralization test." J Clin Microbiol. 40(5): 1840-1844. 

Shu, P., L. Chen, et al. (2003). "Comparison of capture IgM and IgG ELISA and nonstructural 
protein NS1 serotype-specific IgG ELISA in the differentiation of primary and 
secondary dengue virus infections." Clin Diagn Lab Immunol 10(4): 622-630. 

Sittisombut, N., A. Sistayanarain, et al. (1997). "Possible occurrence of a genetic bottleneck in 
dengue serotype 2 viruses between the 1980 and 1987 epidemic seasons in 
Bangkok, Thailand." Am J Trop Med Hyg 57(1): 100-108. 

Thant, K.-Z., K. Morita, et al. (1996). "Detection of the disease severity-related molecular 
differences among new Thai dengue-2 isolates in 1993, based on their structural 
proteins and major non-structural protein NS1 sequences." Microbiol. Immunol 40(3): 
205-216. 

Tsishe, H. C. (1932). "Dengue epidemic in Tainan area in Cho-Ho 6th year." Formosa J Med 
31: 767-771. 

Vasilakis, N. and S. C. Weaver (2008). "The history and evolution of human dengue 
emergence." Adv Virus Res 72: 1-76. 

Vaughn, D. W., A. Nisalak, et al. (1999). "Rapid serologic diagnosis of dengue virus infection 
using a commercial capture ELISA that distinguishes primary and secondary 
infections." Am J Trop Med Hyg 60(4): 693-698. 

Wang, W.-K., S.-R. Lin, et al. (2002). "Dengue type 3 virus in plasma is a population of 
closely related genomes:quasispecies." J Virol 76(9): 4662-4665. 

Wang, W.-K., T.-L. Sung, et al. (2002). "Sequence diversity of the capsid gene and the 
nonstructural gene NS2B of dengue-3 virus in vivo." Virology 303: 181-191. 

Weaver, S. C., A. C. Brault, et al. (1999). "Genetic and fitness changes accompanying adaptation 
of an arbovirus to vertebrate and invertebrate cells." J. Virol. 73(5): 4316-4326. 

Wittke, V., T. E. Robb, et al. (2002). "Extinction and rapid emergence of strains of dengue 3 
virus during an interepidemic period." Virology 301: 148-156. 

World Health Organization (1997). "Dengue haemorrhagic fever: diagnosis, treatment, 
prevention and control. 2nd edition. Geneva." Wld Hth Org: 12-23. 

Wu, Y. C. (1986). "Epidemic dengue 2 on Liouchyou Shiang, Pingtung County in 1981." 
Chinese J Microbiol Immunol 19: 203-211. 

Yao, J. S., E. G. Strauss, et al. (1996). "Interactions between PE2, E1 and 6K required for 
assembly of alphaviruses with chimeric viruses." J Virol 70: 7910-7920. 

Part 4 

Host-Virus Interactions 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

216 

Rahman, M., K. Rahman, et al. (2002). "First outbreak of dengue hemorrhagic fever, 
Bangladesh." Emerg Infect Dis 8(7): 738-740. 

Rodriguez, R., M. Alvarez, et al. (2005). "Virus evolution during a severe dengue epidemic in 
Cuba, 1997." Virol 334: 154-159. 

Rodriguez, R., M. Alvarez, et al. (2005). "Dengue virus type 3, Cuba, 2000-2002." Emerging 
Infectious Diseases 11(5): 773-774. 

Sariol, C., J. L. Pelegrino, et al. (1999). "Detection and genetic relationship of dengue virus 
sequences in seventeen-year-old paraffin-embedded samples from Cuba." Am J 
Trop Med Hyg 61(6): 994-1000. 

Schneider, W. and M. J. Roossinck (2001). "Genetic diversity in RNA virus quasispecies is 
controlled by host-virus interaction." J. Virol. 75(14): 6566-6571. 

Shu, P., L. Chen, et al. (2002). "Potential application of nonstructural protein NS1 serotype-
specific immunoglobulin G enzyme-linked immunosorbent assay in the 
seroepidemiologic study of dengue virus infection: correlation of results with those 
of the plaque reduction neutralization test." J Clin Microbiol. 40(5): 1840-1844. 

Shu, P., L. Chen, et al. (2003). "Comparison of capture IgM and IgG ELISA and nonstructural 
protein NS1 serotype-specific IgG ELISA in the differentiation of primary and 
secondary dengue virus infections." Clin Diagn Lab Immunol 10(4): 622-630. 

Sittisombut, N., A. Sistayanarain, et al. (1997). "Possible occurrence of a genetic bottleneck in 
dengue serotype 2 viruses between the 1980 and 1987 epidemic seasons in 
Bangkok, Thailand." Am J Trop Med Hyg 57(1): 100-108. 

Thant, K.-Z., K. Morita, et al. (1996). "Detection of the disease severity-related molecular 
differences among new Thai dengue-2 isolates in 1993, based on their structural 
proteins and major non-structural protein NS1 sequences." Microbiol. Immunol 40(3): 
205-216. 

Tsishe, H. C. (1932). "Dengue epidemic in Tainan area in Cho-Ho 6th year." Formosa J Med 
31: 767-771. 

Vasilakis, N. and S. C. Weaver (2008). "The history and evolution of human dengue 
emergence." Adv Virus Res 72: 1-76. 

Vaughn, D. W., A. Nisalak, et al. (1999). "Rapid serologic diagnosis of dengue virus infection 
using a commercial capture ELISA that distinguishes primary and secondary 
infections." Am J Trop Med Hyg 60(4): 693-698. 

Wang, W.-K., S.-R. Lin, et al. (2002). "Dengue type 3 virus in plasma is a population of 
closely related genomes:quasispecies." J Virol 76(9): 4662-4665. 

Wang, W.-K., T.-L. Sung, et al. (2002). "Sequence diversity of the capsid gene and the 
nonstructural gene NS2B of dengue-3 virus in vivo." Virology 303: 181-191. 

Weaver, S. C., A. C. Brault, et al. (1999). "Genetic and fitness changes accompanying adaptation 
of an arbovirus to vertebrate and invertebrate cells." J. Virol. 73(5): 4316-4326. 

Wittke, V., T. E. Robb, et al. (2002). "Extinction and rapid emergence of strains of dengue 3 
virus during an interepidemic period." Virology 301: 148-156. 

World Health Organization (1997). "Dengue haemorrhagic fever: diagnosis, treatment, 
prevention and control. 2nd edition. Geneva." Wld Hth Org: 12-23. 

Wu, Y. C. (1986). "Epidemic dengue 2 on Liouchyou Shiang, Pingtung County in 1981." 
Chinese J Microbiol Immunol 19: 203-211. 

Yao, J. S., E. G. Strauss, et al. (1996). "Interactions between PE2, E1 and 6K required for 
assembly of alphaviruses with chimeric viruses." J Virol 70: 7910-7920. 

Part 4 

Host-Virus Interactions 



 11 

Flavivirus Neurotropism, Neuroinvasion, 
Neurovirulence and Neurosusceptibility:  

Clues to Understanding Flavivirus- and  
Dengue-Induced Encephalitis 

Myriam Lucia Velandia1 and Jaime E. Castellanos1,2 
 1Grupo de Virología, Universidad El Bosque 

2Grupo Patogénesis Viral, Universidad Nacional de Colombia Bogotá,  
Colombia 

1. Introduction  
Viral infections of the nervous system (NS) can be caused by many types of viruses, 
including rhabdoviruses, alpha and beta herpes viruses, retroviruses, picornaviruses, 
arenaviruses and flaviviruses (van den Pol, 2006) The replication of these viruses can occur 
both in neurons and in non-neuronal cells and each type of cell responds differently (Griffin, 
2003). The final result of these infections is the alteration of function of the nervous system. 

Flaviviruses are single-stranded positive sense RNA viruses of epidemiological and 
neurological importance because the majority of them infect the NS, causing severe damage 
to its function (Figure 1)(Lindenbach et al., 2007). The flaviviruses that most frequently infect 
nervous tissue are Japanese encephalitis virus (JEV), West Nile virus (WNV), Murray Valley 
encephalitis virus (MVEV) and tick-borne encephalitis virus (TBEV). However, other 
members of this family, such as yellow fever virus (YFV) and dengue virus (DENV), which 
preferentially infect hepatocytes and immune cells like monocytes and macrophages, can 
acquire the capacity to enter and infect nervous tissue (Misra et al., 2006). 

Infection with flaviviruses occurs via an interaction between viral envelope (E) proteins and 
molecules on the cellular surface that act as receptors that promote endocytosis of the virus 
(Chambers et al., 1990; Lindenbach et al., 2007; van der Schaar et al., 2007, 2008). This initial 
interaction partially defines the virus tropism; however, the mechanisms that determine and 
promote infection of nervous tissue with neurotropic flaviviruses are not completely 
understood (Chambers & Diamond, 1999; McMinn, 1997). Furthermore, nervous tissue 
infected with DENV is of particular interest because although this virus is not neurotropic, it 
can induce alterations in nervous system function that are being reported with increasing 
frequency. In some cases, virus-specific IgMs have been isolated from the cerebrospinal fluid, 
which suggests the presence of the virus in the NS (Domingues et al., 2008; Lum et al., 1996).  

In severe cases of dengue fever, neurological alterations including encephalitis, 
encephalomyelitis, transverse myelitis, flaccid paralysis, Guillain-Barre Syndrome, 
cerebrovascular accident and behaviour disorders have been reported (Domingues et al., 
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2008; Mathew & Pandian, 2010; Misra et al., 2006; Solomon, 2003, 2004). Frequently, 
neurological signs manifest as a consequence of viral infection in organs such the liver 
(encephalopathies) (Gulati & Maheshwari, 2007; Row et al., 1996). Despite the fact that little 
is known about the mechanisms that favour DENV infection of nervous tissue (Chien et al., 
2008; Kumar et al., 2008; Malavige et al., 2007), it has been postulated that the individuals’ 
age, genetic background and immune status, in addition to the viral serotype and genotype, 
may explain both the ability of the virus to infect the NS and the appearance of neurological 
manifestations as a result of this virus infection. This chapter will review the interactions 
between nervous tissue and certain flaviviruses, including DENV, such as neuroinvasion, 
neurotropism, neurovirulence and neurosusceptibility. 

 
Fig. 1. Schematic organization of genome and polyprotein of a flavivirus. A. The flaviviruses 
are enveloped single strand RNA viruses with a unique open reading frame coding for both 
structural and non structural genes. B. Diagram of entire translated polyprotein which must 
be cleaved by viral and cellular proteases to release mature and active proteins. C. Schematic 
representation of final disposition of structural proteins in the virions. After proteolytic 
cleavage or prM, glycoprotein E exposes its homodimerization domains to activate the cell-
binding site. Core protein specifically encapsidates the recently synthesized genomic RNA 
to form the nucleocapsid. 

2. Neuroinvasion 
Neuroinvasion is the ability of viruses to enter nervous tissue and cause neurological 
alterations. The majority of viruses in the Flavivirus genus are transmitted via the bite of an 
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arthropod vector (mosquito or tick), and once inoculated in the dermis, these viruses spread 
to infect target cells such as dendritic cells or monocytes/macrophages or enter directly into 
the lymph nodes, muscles, liver, spleen or nervous system via nerve endings (Chambers & 
Diamond, 2003; McMinn, 1997). In some cases during infection with these viruses, the 
blood-brain barrier (BBB) is disturbed as a result of cytokines and chemokines that favour 
the entry of WNV and JEV into nervous tissue (Chambers & Diamond 2003; Chaturvedi et 
al., 1991) (Figure 2). 

2.1 The blood-brain barrier disruption and axonal transport 

The BBB is formed by specialised endothelial cells, surrounded by a basal lamina, pericytes, 
astrocytes and neurons that together form the neurovascular unit (NVU). This structure acts 
as a physical and metabolic barrier that restricts the type of nutrients and molecules that can 
enter the cerebral parenchyma (Banerjee & Bhat, 2007; Calabria & Shusta, 2006; Cardoso et 
al., 2010). Inter-endothelial junctions formed by membrane proteins present at tight 
junctions (claudins, occludins and Juctional Adhesion Molecules (JAM) and adherens 
junctions (cadherins and catenins) filter nutrients and metabolites and regulate the passage 
of immune cells into nervous tissue (Cardoso et al., 2010).  

However, during infection with neurotropic flaviviruses such as WNV, JEV and MVEV, the 
over-expression of cytokines, such as tumour necrosis factor-alpha (TNF-alpha), or enzymes, 
such as matrix metalloproteinase (MMP), affects the permeability of the endothelium and 
permits the entry of viruses into the cerebral parenchyma (Chambers & Diamond, 2003). Wang 
et al. (2004) reported that during WNV infection, the over-expression of TNF-alpha and 
interleukin 6 (IL-6) affects the integrity of the BBB because they alter expression of the proteins 
responsible for inter-endothelial junctions (Wang et al., 2004). Additionally, MMP enzymes 
digest the basal lamina, weakening the interactions between endothelial cells and other 
elements forming the NVU (Cardoso et al., 2010; Petty & Lo, 2002; Wang et al., 2004), 
favouring the entry of viral particles or infected leukocytes into the cerebral parenchyma and 
facilitating the spreading and replication of the virus in nervous tissue (Wang et al., 2004). 

Additionally during infection, endothelial cells are activated and overexpress cellular adhesion 
molecules that favour the transmigration of immune cells into the cerebral parenchyma, such 
as E-selectin, VCAM-1 and ICAM-1 (Shen et al., 1997; Verna et al., 2009). For example, the 
overexpression of ICAM-1 promotes the adhesion and diapedesis of infected and activated 
leukocytes that can enter and alter the brain. These cells can also amplify the infection, acting 
as Trojan horses that introduce viral particles into nervous tissue (Ben-Nathan et al., 1996; 
Cardosa et al., 1986; King et al., 2007). Infection with flaviviruses and the signalling induced by 
some cytokines expressed extraneurally during such an infection can activate macrophages 
and microglial cells. These cells then acquire an antigen-presenting phenotype and produce 
and spread pro- and anti-inflammatory molecules such as IL-6, IL-1β, IL-10, TNF-alpha, type I 
and II interferon (IFN) and the monocytes chemotactic protein (MCP-1) in the brain 
microenvironment (Ghoshal et al., 2007), which promotes the disturbance of the endothelium 
and increases and sustains the activation of glial cells, promoting the infiltration of leukocytes 
(Muñoz-Fernández & Fresno, 1998) Another aspect that contributes to the disturbance of the 
BBB and the transport of flaviviruses into the cerebral parenchyma is the infection of 
endothelial cells (Avirutnan et al., 1998), which allows replication of the virus and its 
subsequent movement toward the cerebral parenchyma (Liu et al., 2008; Lopes et al., 2007; 
Mathur et al., 1992; Mishra et al., 2009) (Figure 3). 
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Fig. 2. Mechanisms for flavivirus entry into nervous systmem during neurologic disease. 
Neurotropism could be explained by direct binding of virus with neurons or ability of 
neurons to replicate the virus, while neuroinvasión and neurovirulence depends on ability 
of virus to enter to CNS and disrupt the brain architecture or function. A. - Flavivirus 
inoculation by an arthropod bite in the dermis. B. - Dendritic cells or Langerhans cells take 
the inoculated virus and migrates to lymph nodes to infect other immune cells. C. - Virus-
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free or cell-associated virus spreading using hematogenous pathway to enter CNS and infect 
neurons and glia. D. - Virus capture and spreading by sensory and motor peripheral fibers. 
Virus is transported by retrograde axonal transport to CNS, and E. - spread following 
connecting neurons. F. - Then; virus can infect neighborhood neurons affecting its 
metabolism and function. During extraneural infection, immune cells produce cytokines and 
chemokines, which induce adhesion molecules expression in brain endothelial cells, 
favouring rolling of monocytes and macrophages. In addition to cells, the over expression of 
pro-inflammatory mediators and proteolytic enzymes result in an increase in blood-brain 
barrier permeability (see explanation of inset box in Figure 3). 

However, infection and the damage to endothelial cells in vivo is not always evident, and 
Liou and Hsu (1998) demonstrated that JEV passes through brain endothelial cells via 
transcytosis (Liou & Hsu, 1998), suggesting that flaviviruses can exploit a diversity of 
mechanisms to penetrate nervous tissue. Other routes used by flaviviruses to enter the NS 
include the hematogenous route and axonal transport. The haematogenous route is the 
most likely dispersion route of various viruses, including flaviviruses, because these 
viruses, after being inoculated by mosquitoes or ticks, infect monocytes/macrophages, 
dendritic cells and Langerhans cells, which then transport viruses to a second cell type, 
such as epithelial, endothelial, fibroblast or muscle cells (Chambers & Diamond 2003; 
Lindenbach et al., 2007).  

WNV, JEV and TBEV also utilise axonal retrograde or anterograde transport in olfactory 
epithelial neurons and motor neurons to penetrate and spread within the central nervous 
system (CNS) (Charles et al., 1995; Monath et al., 1983; Ramos et al., 1994; Sriurairatna et al., 
1973), and peripheral nervous system (PNS) (An et al., 2003; McMinn et al., 1996; Samuel et 
al., 2007a; Silvia et al., 2003). Samuel et al. (2007b) using in vitro and in vivo infection models 
demonstrated that WNV enters to CNS and is transported efficiently using axonal transport 
in spinal medullary neurons and superior cervical ganglion neurons. Additionally, they 
demonstrated that in a hamster model, after viral inoculation and sciatic nerve transection, 
animals exhibited neurological alterations such as paralysis and prostration, suggesting that 
WNV utilises both the nervous and hematogenous routes to penetrate and replicate in 
nervous tissues (Samuel et al., 2007b). 

2.2 DENV neuroinvasion 

With regard to infection of the NS by DENV, it has been reported that this virus can infect 
NS cells in vitro and in vivo and could use axonal transport to spread inside the brain. 
Moreover, it has been demonstrated that in vivo infection with DENV can alter the integrity 
of the BBB (Chaturvedi et al., 1991), which has been associated with high levels of MMP-9 in 
plasma. This enzyme can degrade the basal lamina of the NVUs and facilitate the free 
passage of the virus and infected leukocytes into the cerebral parenchyma (Luplertlop et al., 
2006). In animal models, NS infection by DENV has been reported after the virus was tissue-
adapted, as reported by Cole and Wisseman (1969) and Sriurairatna et al. (1973). These 
authors achieved infection and virus production in tissue, accompanied by neurological 
signs associated with infection, such as paralysis of the posterior limbs. This infection was 
achieved after adapting a DENV strain via numerous passages in mice brains (Cole & 
Wisseman, 1969; Sriurairatna et al., 1973).  
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Fig. 3. Diagram of a neurovascular unit, a capillary enclosed in astrocyte end-feet during a 
nervous system infection by a flavivirus. A. - Infected and non-infected immune cells 
secretion of cytokines and chemokines. B. - Disruption of thigh junctions that seal the 
pathway between the capillary endothelial cells, caused by cells and inflammatory 
mediators. C. - Transcytosis of infected cells to brain parenchyma. D. - Direct infection of 
brain endothelial cells by flavivirus. E. - Virus neuronal infection by neighbor infected 
neurons. F. - Secretion of cytokines and chemokines by infected neurons and glial cells, 
causing change of structure and function of nervous cells. 

Desprès et al. (1996 and 1998) also reported nervous tissue infection in 2-day-old mice after 
viral adaptation of a DENV-1 strain in nervous tissue and mosquito cells. This model of 
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neuroinfection was the first to suggest that neurological alterations exhibited by infected 
animals, such as paralysis of posterior limbs, are principally associated with the death of 
infected neurons (Desprès et al., 1996, 1998). Another model of nervous tissue infection was 
developed by An et al. (2003), who infected young adult SCID mice (severe combined 
immunodeficiency) with an non adapted DENV-2 strain; these animals developed high viral 
titres in their nervous tissue, and viral particles were observed in spinal medullary motor 
neurons, axons and ependymal cells (An et al., 2003), using transmission electron 
microscopy, which suggests that DENV can penetrate and infect CNS and PNS neurons 
using axonal transport. Finally, it has been reported that DENV, regardless of whether it is 
adapted to nervous tissue, can infect a low proportion of primary neurons or cell lines in 
vitro (Desprès et al., 1996; Imbert et al., 1994; Ramos et al., 1994, 1998), thus demonstrating 
DENV weak neurotropism.  

This evidence demonstrates that neuroadapted DENV, can infect the brain and can utilise 
axonal transport to enter and spread throughout the nervous system (An et al., 2003; 
Desprès et al., 1998; Liou & Hsu, 1998; Lum et al., 1996), Nevertheless, this virus continues to 
be classified as a non-neurotropic virus, and the elements that confer the capacity to enter, 
infect and spread in nervous tissue in this virus are completely unknown. 

3. Neurotropism 
The ability of some viruses to infect and replicate in neurons is called neurotropism and is 
determined by viral and cellular factors. Mostly virus determinants are associated with 
envelope glycoprotein gene mutations that favour interactions between the virus and 
molecules on the neuron surface. These interactions promote the fusion of the virus with the 
plasma membrane and can also trigger endocytosis or transcytosis of the virus. A well-
known example of viral neurotropism is that mediated by glycoprotein G of the rabies virus 
(a highly neurotropic virus), which interacts with the neurotrophin low-affinity receptor, the 
neural cell adhesion molecule or the nicotinic receptor present in muscular and neuron cells 

to infect cells. The interaction of rabies virus protein G with some of these molecules 
promotes virus entry and replication in the nervous system (Lafon, 2005). 

3.1 Viral and cellular proteins 

The virus and cell interactions occur first with molecules that act as low-affinity receptors to 
bring virus closer to membrane, and then viral co-receptors bind to proteins on the viral 
surface and promote infection, which can be mediated by endocytosis or through the fusion 
of membranes such that the nucleocapsid is released into the cytoplasm. The use of co-
receptors is common in many different viruses. The human immunodeficiency virus uses 
co-receptors to infect T lymphocytes and macrophages via the CD4 receptor and the CCR5 
and CXCR4 molecules (Moiser, 2009). 

In flaviviruses, the envelope protein (E) is the principal component of the virion surface. It 
participates in the recognition and subsequent binding to the receptor and the fusion of the 
virus with the cell membranes (Lindenbach et al., 2007). This protein is formed by three 
beta-barrel domains known as domains I, II and III, and these last two are responsible for 
interacting with putative receptor molecules (Pastorino et al., 2010). Variations in the amino 
acid sequence in domains II and III, which are associated with the lack of proofreading 
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neuroinfection was the first to suggest that neurological alterations exhibited by infected 
animals, such as paralysis of posterior limbs, are principally associated with the death of 
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to infect cells. The interaction of rabies virus protein G with some of these molecules 
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activity of the flavivirus RNA polymerase, bear directly upon the changes of viral tropism 
and can promote the neurotropism of flaviviruses including DENV (Lee et al., 2006a). 

The molecules that have been reported as possible receptors for DENV, JEV, WNV and 
TBEV in different cell populations include ICAM-3 (Jindadamrongwech & Smith, 2004), 
CD209 (DC-SIGN) (Tassaneetrithep et al., 2003), DC-SIGNR (Davis et al., 2006), integrins 
(Chu & Ng, 2004), the mannose receptor (Miller et al., 2008), HSP70 and HSP90 (Das et al., 
2009; Reyes del Valle et al., 2005), the laminin receptor (Tio et al., 2005) and heparan 
sulphate (HS) (Germi et al., 2002) among others (Barba-Spaeth et al., 2005; Upanan et al., 
2008). It seems that HS favours the attraction and recruitment of viral particles to the cellular 
surface, thus favouring the direct entry of the virus or interaction with a second receptor 
molecule (Germi et al., 2002; Lee et al., 2002, 2004, 2006b). Additionally, in human (SK-N-
SH) and murine (N1E-115) neuroblastoma cell lysates, the presence of a 65 kDa protein that 
binds specifically to DENV-2 has been reported (Ramos et al., 1997), and these findings 
suggest that neuronal cells express a receptor that permits the binding of the virus with 
these cell membranes; however, the characterisation of this protein has not been reported. 

As was previously stated, the E flavivirus protein partially determines cellular tropism. 
However, the molecular determinants that promote the entry into susceptible cells are not 
well known, and the mechanisms that define their neurotropism are even less clear (Lobigs 
et al., 1990). So far, the RGD Motif (Arg-Gly-Asp), present in the E protein of JEV, YFV, 
TBEV and WNV, has been identified as being responsible for promoting the interaction 
between these viruses and integrins present on the surface of susceptible cells. This was 
demonstrated by modification of position 390 of the E protein of MVEV, which changes the 
tropism and virulence of this virus. Thus, this amino acid motif is proposed as the main site 
of interaction between flaviviruses and their viral receptors (Becker, 1990; Lee & Lobigs, 
2000; Lobigs et al., 1990). However, the RGD motif has not been identified in the E protein of 
DENV, which suggests that this virus possesses different domains or mechanisms for 
interacting with receptor molecules. 

3.2 DENV neurotropism 

Various authors have reported that during in vitro or in vivo passages associated with the 
adaptation of DENV, mutations occur throughout the genome, primarily in glycoprotein E, 
which seemingly confers neurotropism and the ability to enter nervous tissue and cause 
neurological alterations. For example, the Glu126Lys change in the DENV-2 E protein 
changed the virus tropism and conferred the capacity to infect nervous tissue (Gualano et 
al., 1998). Similarly, the mutations Asp390His and Phe402Leu in DENV-4 E protein conferred a 
neurotropic and neurovirulent phenotype on the virus (Bray et al., 1998; Kawano et al., 1993; 
Sanchez & Ruiz, 1996). These findings suggest that for DENV to acquire a neurotropic 
phenotype, certain variations must occur in the sequence located in specific regions of the E 
protein (Desprès et al., 1996; Lee et al., 2006a). However, mutations in non-structural viral 
proteins could also determine the success of the infection, particularly the replication of the 
virus in neurons (Duarte dos Santos et al., 2000). Consequently, it should be determined 
whether the neurotropism of adapted DENV depends on the viral serotype used and the 
type of cell to which the virus is adapted. Additionally, the mechanisms of DENV transport 
and dispersion throughout the nervous tissue and whether these mechanisms depend on 
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changes in the viral genome acquired during the process of neuroadaptation should be 
evaluated.  

4. Neurovirulence 
Neurovirulence is the capacity of viruses to cause disease and alterations in the nervous 
system and can be affected by both viral and host-related factors. The viral factors that affect 
neurovirulence are viral serotype and genotype. Beasley et al. (2002) reported that 
genotypes I and II of WNV, which are very similar in sequence, cause different neurological 
alterations in mice and hamsters (Beasley et al., 2002). 

4.1 Serotypes and genotypes 

The dengue serocomplex is formed by 4 viral serotypes that possess a high genome 
homology and all cause dengue symptoms. However, it has been demonstrated that the 
genomic differences among DENV serotypes and genotypes induce clinical manifestations 
of the disease that vary in intensity, as has been shown for DENV-2 and DENV-3, which 
have been associated mainly with haemorrhagic symptoms and cases of severe dengue in 
some patients (Clyde et al., 2006; Tsia et al., 2009). 

For example, the best-studied genotypes of DENV-2 are the Asian and American genotypes. 
When the Asian strain started circulation in the American continent, it was caused serious 
dengue outbreaks with haemorrhagic symptoms in patients with primary infections who 
were from Central and South American countries (Clayde et al., 2006). The Asian genotype 
is frequently associated with severe dengue and haemorrhagic symptoms in Asian patients, 
and experimentally, this genotype is more virulent and replicates with higher efficiency in 
macrophages, while the American genotype is associated with signs of dengue fever and its 
replication is slower in cultured macrophages (Barreto dos Santos et al., 2002; Guzmán et al., 
2002a; Rico-Hesse et al., 1997). 

These differences could partially explain the changes in symptoms exhibited by patients 
infected with DENV. When the genotype sequences were compared, significant 
differences were found in the 5’ and 3’ untranslated regions (UTR) of the genomic RNA, 
and it was observed that the 3’ UTR of the Asian genotype generates secondary structures 
that permit better interaction with the viral RNA polymerase and enhance its processivity. 
This difference could explain the efficiency of virus replication and virus production in 
infected cells with this genotype, which in turn could be related to the inefficiency of the 
immune system to control and eliminate this virus (Cologma & Rico-Hesse, 2003; 
Leitmeyer et al., 1999). 

Additionally, it has been reported that genotype I of DENV-3 can induce different 
symptoms in infected mice, when was intracerebrally inoculated. An effective infection was 
observed with high viral titer detected in tissue. Infiltration of monocyte cells into the 
cerebral parenchyma was also detected, as was the appearance of neurological symptoms 
such as meningo-encephalitis and paralysis associated with neuronal degeneration. In 
contrast, intracerebral inoculation of mice with genotype III induced a less intense immune 
response, with less tissue damage and low viral production (Ferreira et al., 2010), confirming 
that differences among genotypes and serotypes can be related to flavivirus virulence. 
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Beyond viral factors, the neurovirulence caused by flaviviruses can be related to the type of 
immune response that the individual generates against infection at the local and systemic 
levels. This response is similar among flaviviruses, although DENV and YFV mainly induce 
alterations in vascular permeability and in coagulation (Avirutnan et al., 2010). The immune 
response that occurs in nervous tissue during flavivirus infection varies in intensity and can 
support the control and clearence of the virus and establish a neuroprotective state that 
stimulates the repair of tissue damaged by the infection (Griffin, 2003). To promote virus 
clearance, monocytes and lymphocytes enter the cerebral parenchyma, attack infected cells, 
and release soluble mediators, which stimulate and maintain the local immune response 
activating astrocytes, microglia and the cerebrovascular endothelium. Additionally, the 
infected or damaged neurons themselves can express and release some of these mediators 
(Chakraborty et al., 2010), amplifying the local immune response. 

4.2 The host factor: Immune and nervous system 

As was mentioned above, the activated cerebrovascular endothelium can facilitate the 
passage of T and B lymphocytes and macrophages and allow the leakage of soluble factors 
and toxins that increase inflammation and damage the cerebral parenchyma, causing 
neuron death (Less et al., 2006; Lin et al., 2002; Wrona, 2006). Inflammation of nervous tissue 
is associated with the activation of astrocytes and microglia, as indicated by morphological 
changes and changes in the expression profile of adhesion molecules, cytokines and 
interleukins (TNF-alpha, IL-1, IL-6, IL-10, IFNs, MCP-1 and TGF-), which combined with 
factors secreted by infiltrating immune cells, can increase the nervous system damage 
(Muñoz-Fernández & Fresno, 1998). The activation of glial cells is partially due to their 
infection by flaviviruses. For example, astrocytes infected with WNV express the chemokine 
CXCL10 and other neuroinflammatory and neurotoxic molecules that can increase nervous 
system injury and induce the death of both infected and uninfected neurons. These data 
suggest that the activation of glial cells depends on viral replication and that the signalling 
induced by some inflammatory mediators within the nervous tissue can increase the 
neuropathogenesis caused by WNV (Van Marle et al., 2007) and other flaviviruses. 

Immune cells that infiltrate nervous tissue are mainly CD4+ and CD8+ T lymphocytes and 
macrophages. CD4+ lymphocytes producing IL-12 stimulate the cytotoxic activity of CD8+ 
lymphocytes that arrive to the nervous tissue. These lymphocytes secrete proinflammatory 
mediators such as IFN-gamma, TNF-alpha and IL-6 that alter tissue homeostasis when 
expressed consistently during the infection (Chaturvedi et al., 2000; Sánchez-Burgos et al., 
2004; Swarup et al., 2007). Additionally, CD8+ lymphocytes embedded in the tissue promote 
the death of both infected and uninfected cells via the release of perforin and granzymes 
and the expression of Fas ligand (FasL) (Courageot et al., 2003; Marques-Deak et al., 2005; 
Mellor & Munn, 2006; Rempel et al., 2004, 2005). Lastly, infiltrating macrophages modulate 
the type of immune response that occurs in the tissue during infection and can clear free 
viral particles and infected and damaged cells present in the tissue, although these cells can 
also seemingly promote the entering of some flaviviruses, acting as Trojan horses by 
releasing viral particles within the nervous tissue (Chaturvedi, 2006; Chaturvedi et al., 2006). 

Finally, neurotropic flaviviruses as well as non-neurotropic flaviviruses preferably infect 
neurons in vitro and in vivo (Chambers & Diamond, 2003; Johnson & Roehring, 1999; Samuel 
& Diamond, 2006; Shrestha et al., 2003). Nevertheless, it has been reported that other 
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nervous tissue cells such as oligodendrocytes, astrocytes and microglial cells (Chen et al., 
2000; Jordan et al., 2000) may be susceptible to infection. The cellular, metabolic and 
molecular factors that increase the susceptibility of neurons to flaviviruses are unknown. 
Additionally, it has been reported that infection with some flaviviruses, including DENV, 
induces death in infected neurons. This response may be mediated by TNF-alpha, the 
Fas/FasL complex or the release of cytochrome c and the presence of free radicals; during 
this process, caspases 3, 8, and 9 have been found to be activated (Courageot et al., 2003; 
Marianneau et al., 1998; Samuel et al., 2007a). Thus, cell death in nervous tissue, such as 
neurons, has been associated with the development of neurological alterations resulting 
from infection. 

5. Neurosusceptibility 
Neurosusceptibility refers to the vulnerability of a host to neurological alterations during an 
infection with neurotropic viruses. This vulnerability can be affected by the age, species, 
immune status and genetic background of the individual. 

5.1 Age 

Using animal models, it has been demonstrated that physiological immaturity increases the 
susceptibility of the nervous system to WNV and JEV infection (Ogata et al., 1991; Weiner et 
al., 1970). For example, JEV infects neurons in the cortex, hippocampus and brainstem of 2-
day-old mice, but the areas susceptible to infection and the numbers of infected neurons 
diminish as age increases. This resistance to infection is maintained, even if previously-
infected neonatal neurons are implanted in animals greater than 14 days old. Similarly, the 
mortality of rats infected with JEV is 100% when they are inoculated between 2 and 12 days 
after birth but diminishes to 50%, 8.3% and 0% when they are inoculated at 13, 14 and 17 
postnatal days. These results demonstrate that the neuronal and physiological maturity of 
nervous tissues is determining factors in favouring infection and neuronal alteration (Ogata 
et al., 1991; Weiner et al., 1970). 

With respect to DENV-2 infection, Guzmán et al. (2002b) reported that children between the 
age of 3 and 4 years old were more vulnerable to developing symptoms of dengue compared 
to older children and adults (Guzmán et al., 2002b). This vulnerability is due principally to the 
type of response that neonates generate against viral, bacterial, fungal and parasitic infections 
(Maródi, 2006). Some clinical reports demonstrate that neonatal immunity is predominantly of 
the Th2 type, which specifically stimulates immune tolerance and inhibits the Th1 type 
response, which in turn activates immune cells to control and eliminate pathogens. 

This tolerance and ineffectiveness in young individuals is related to the type of cytokines 
that are released and circulate before and after infection, such as the immunomodulatory 
molecule IL-10 that negatively regulates the activation of cells such as macrophages, NK 
cells and T and B lymphocytes. This hypo-reactivity of antigen-presenting cells causes them 
to inefficiently recognise and present viral or bacterial antigens. Additionally, in neonates, 
the absence of specific antibodies against microorganisms and the low level of production of 
molecules like IFN-gamma and TNF-alpha further reduce the activation of Th1 lymphocytes 
(Kemp & Campbell, 1996; Maródi, 2006; Wilson et al., 1999), and thus the cytotoxic activity 
and pathogen control exhibited by lymphocytes is not established. 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

228 

Beyond viral factors, the neurovirulence caused by flaviviruses can be related to the type of 
immune response that the individual generates against infection at the local and systemic 
levels. This response is similar among flaviviruses, although DENV and YFV mainly induce 
alterations in vascular permeability and in coagulation (Avirutnan et al., 2010). The immune 
response that occurs in nervous tissue during flavivirus infection varies in intensity and can 
support the control and clearence of the virus and establish a neuroprotective state that 
stimulates the repair of tissue damaged by the infection (Griffin, 2003). To promote virus 
clearance, monocytes and lymphocytes enter the cerebral parenchyma, attack infected cells, 
and release soluble mediators, which stimulate and maintain the local immune response 
activating astrocytes, microglia and the cerebrovascular endothelium. Additionally, the 
infected or damaged neurons themselves can express and release some of these mediators 
(Chakraborty et al., 2010), amplifying the local immune response. 

4.2 The host factor: Immune and nervous system 

As was mentioned above, the activated cerebrovascular endothelium can facilitate the 
passage of T and B lymphocytes and macrophages and allow the leakage of soluble factors 
and toxins that increase inflammation and damage the cerebral parenchyma, causing 
neuron death (Less et al., 2006; Lin et al., 2002; Wrona, 2006). Inflammation of nervous tissue 
is associated with the activation of astrocytes and microglia, as indicated by morphological 
changes and changes in the expression profile of adhesion molecules, cytokines and 
interleukins (TNF-alpha, IL-1, IL-6, IL-10, IFNs, MCP-1 and TGF-), which combined with 
factors secreted by infiltrating immune cells, can increase the nervous system damage 
(Muñoz-Fernández & Fresno, 1998). The activation of glial cells is partially due to their 
infection by flaviviruses. For example, astrocytes infected with WNV express the chemokine 
CXCL10 and other neuroinflammatory and neurotoxic molecules that can increase nervous 
system injury and induce the death of both infected and uninfected neurons. These data 
suggest that the activation of glial cells depends on viral replication and that the signalling 
induced by some inflammatory mediators within the nervous tissue can increase the 
neuropathogenesis caused by WNV (Van Marle et al., 2007) and other flaviviruses. 

Immune cells that infiltrate nervous tissue are mainly CD4+ and CD8+ T lymphocytes and 
macrophages. CD4+ lymphocytes producing IL-12 stimulate the cytotoxic activity of CD8+ 
lymphocytes that arrive to the nervous tissue. These lymphocytes secrete proinflammatory 
mediators such as IFN-gamma, TNF-alpha and IL-6 that alter tissue homeostasis when 
expressed consistently during the infection (Chaturvedi et al., 2000; Sánchez-Burgos et al., 
2004; Swarup et al., 2007). Additionally, CD8+ lymphocytes embedded in the tissue promote 
the death of both infected and uninfected cells via the release of perforin and granzymes 
and the expression of Fas ligand (FasL) (Courageot et al., 2003; Marques-Deak et al., 2005; 
Mellor & Munn, 2006; Rempel et al., 2004, 2005). Lastly, infiltrating macrophages modulate 
the type of immune response that occurs in the tissue during infection and can clear free 
viral particles and infected and damaged cells present in the tissue, although these cells can 
also seemingly promote the entering of some flaviviruses, acting as Trojan horses by 
releasing viral particles within the nervous tissue (Chaturvedi, 2006; Chaturvedi et al., 2006). 

Finally, neurotropic flaviviruses as well as non-neurotropic flaviviruses preferably infect 
neurons in vitro and in vivo (Chambers & Diamond, 2003; Johnson & Roehring, 1999; Samuel 
& Diamond, 2006; Shrestha et al., 2003). Nevertheless, it has been reported that other 

Flavivirus Neurotropism, Neuroinvasion, Neurovirulence  
and Neurosusceptibility: Clues to Understanding Flavivirus- and Dengue-Induced Encephalitis 

 

229 
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2000; Jordan et al., 2000) may be susceptible to infection. The cellular, metabolic and 
molecular factors that increase the susceptibility of neurons to flaviviruses are unknown. 
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induces death in infected neurons. This response may be mediated by TNF-alpha, the 
Fas/FasL complex or the release of cytochrome c and the presence of free radicals; during 
this process, caspases 3, 8, and 9 have been found to be activated (Courageot et al., 2003; 
Marianneau et al., 1998; Samuel et al., 2007a). Thus, cell death in nervous tissue, such as 
neurons, has been associated with the development of neurological alterations resulting 
from infection. 
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Neurosusceptibility refers to the vulnerability of a host to neurological alterations during an 
infection with neurotropic viruses. This vulnerability can be affected by the age, species, 
immune status and genetic background of the individual. 
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Using animal models, it has been demonstrated that physiological immaturity increases the 
susceptibility of the nervous system to WNV and JEV infection (Ogata et al., 1991; Weiner et 
al., 1970). For example, JEV infects neurons in the cortex, hippocampus and brainstem of 2-
day-old mice, but the areas susceptible to infection and the numbers of infected neurons 
diminish as age increases. This resistance to infection is maintained, even if previously-
infected neonatal neurons are implanted in animals greater than 14 days old. Similarly, the 
mortality of rats infected with JEV is 100% when they are inoculated between 2 and 12 days 
after birth but diminishes to 50%, 8.3% and 0% when they are inoculated at 13, 14 and 17 
postnatal days. These results demonstrate that the neuronal and physiological maturity of 
nervous tissues is determining factors in favouring infection and neuronal alteration (Ogata 
et al., 1991; Weiner et al., 1970). 

With respect to DENV-2 infection, Guzmán et al. (2002b) reported that children between the 
age of 3 and 4 years old were more vulnerable to developing symptoms of dengue compared 
to older children and adults (Guzmán et al., 2002b). This vulnerability is due principally to the 
type of response that neonates generate against viral, bacterial, fungal and parasitic infections 
(Maródi, 2006). Some clinical reports demonstrate that neonatal immunity is predominantly of 
the Th2 type, which specifically stimulates immune tolerance and inhibits the Th1 type 
response, which in turn activates immune cells to control and eliminate pathogens. 

This tolerance and ineffectiveness in young individuals is related to the type of cytokines 
that are released and circulate before and after infection, such as the immunomodulatory 
molecule IL-10 that negatively regulates the activation of cells such as macrophages, NK 
cells and T and B lymphocytes. This hypo-reactivity of antigen-presenting cells causes them 
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(Kemp & Campbell, 1996; Maródi, 2006; Wilson et al., 1999), and thus the cytotoxic activity 
and pathogen control exhibited by lymphocytes is not established. 
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5.2 Genetic background 

The species and genetic background of vectors and hosts are other determinants that can 
favour the dispersion of flaviviruses and neuroinfection. The enzootic life cycle of 
flaviviruses includes vectors and reservoirs such as birds, monkeys or other wildlife, as well 
as humans. Flavivirus vectors can include mosquitoes of the Aedes and Culex genera and 
ticks of the Ixodes genus, which transmit TBEV (Lindenbach et al., 2007). The known 
reservoirs for flaviviruses are birds and small mammals, which suggests that there are some 
species-specific characteristics that restrict the transmission of these viruses. These 
ecological restrictions are evident during DENV infection in some experimental infection 
models in mice and monkeys, which reproduce some signs of disease that manifest in 
infected humans. Additionally, in these models, certain symptoms associated with infection 
are exhibited that are uncommon in infected humans, such as neurological alterations (Tan 
et al., 2010), which render interpretation of the data more difficult. 

Murine models commonly used to reproduce certain symptoms associated with DENV 
infection are mice models such as SCID (Lin et al., 1998), AG129 (lacking functional IFN-α/β 
and– receptors) (Johnson & Roehring, 1999; Williams et al., 2009; Tan et al., 2010) and 
NOD/SCID (non-obese diabetic/severe combined immunodeficient) (Bente et al., 2005; 
Huang et al., 2000; Mota & Rico-Hesse, 2009), which upon being infected by DENV 
develop some signs of disease such as haemorrhage, thrombocytopenia and plasma 
leakage (Shresta et al., 2006). Nevertheless, while these models have increased our 
understanding of some of the cellular and molecular mechanisms involved in the 
development of the haemorrhagic signs observed during infection, their interpretation 
should be tentative given that these animals present an incomplete immune response to 
the virus due to their modified genomes. 

With these differences in mind, other models have been established using 
immunocompetent animals such as C57BJ/C, ICR, A/J (Shresta et al., 2004) and Balb/C 
(Barreto et al., 2007) mice, which present robust immune responses to the virus, and 
possibly are less susceptible to infection as a result. However, these animals contract the 
virus and develop symptoms when infected with mouse cell- or tissue-adapted DENV or 
following intravenous or intracerebral inoculation with high viral titres in suckling or young 
adult mice (Yauch & Sheresta, 2008; Wu-Hsieh et al., 2009). These models allow the 
acquisition of other data that allow a different understanding of the molecular mechanisms 
associated with DENV immunopathogenesis. Nevertheless, independent of the strain of 
animals employed, one must keep in mind that these models are experimental tools that so 
far only allow the in vivo reproduction of some symptoms of the very complicated disease 
induced by DENV.  

6. Conclusion 
The infection and pathogenesis caused by neurotropic flaviviruses is a product of a series of 
complex interactions between the virus and nervous tissues and is affected by viral diversity 
and the host’s immune response and susceptibility. Therefore, it will be necessary to 
perform new studies with new experimental strategies to expand our knowledge and 
understand the interactions between flaviviruses and nervous tissue. It will be necessary to 
identify those factors affecting DENV and the nervous system that favour neuroinfection 
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and the increasingly frequent appearance of neurological symptoms stemming from this 
virus. The study of this phenomenon will provide information that permits an 
understanding of viral pathogenesis that is of great importance for public health in tropical 
countries. In addition, this proposal will uncover new strategies for antiviral and vaccine 
research that will be useful for fighting DENV. 
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1. Introduction 
The Epstein-Barr virus (EBV) is a globally prevalent γ-herpesvirus that infects over 90% of 
humans and persists for the lifetime of the person. The EB virion is composed of a linear 
dsDNA molecule, an icosahedral capsid, an amorphous tegument, and an envelope 
containing viral glycoprotein spikes on its surface (figure 1A). The EBV primarily infects 
human B-lymphocytes, establishes a latent phase that persists as an incomplete virus, and 
then induces the transformation as well as proliferation of the infected cells. Under certain 
circumstances, latent EBV infection can be reactivated, subsequently giving rise to the 
production of infectious progeny that reinfects cells of the same type. The reactivated virus 
can also be transmitted to another individual. 1 

EBV-infected B lymphocytes harbor the latent EBV genome as a multicopy episome. There is 
compelling evidence that most EBV-associated malignancies have escaped this potent virus-
specific cytotoxic T-lymphocytes (CTL) response by restricting viral gene expression. EBV 
expresses more than 80 lytic antigens, whereas latent EBV does not produce progeny 
virions. However, latent EBV expresses a limited set of viral gene products that maintain the 
viral genome as well as promote host-cell survival and proliferation. Latent EBV-infected 
cells express up to nine proteins (figure 1B) and several non-translated RNAs.2 Among the 
nine latent EBV proteins, six are EBV nuclear antigens (EBNA1, 2, 3A, 3B, 3C, and LP) and 
three are latent membrane proteins (LMP1, 2A, and 2B). Based on the latent viral gene 
expression pattern, the latency is characterized as three main types, namely, types I, II, and 
III.3 A type I infected cell only expresses EBNA1; EBNA1, LMP1, and LMP2 are found in 
type II infected cells. A type III infected cell expresses the full spectrum of latent EBV 
proteins.  

The role of the immune system in the defense against EBV-associated diseases has recently 
become a popular topic. One hypothesis suggests that numerous neoplasms express viral 
antigens that should potentially enable them to be recognised and destroyed by the immune 
system. The EBV infection of B cells is mainly controlled by CD8+ T cells, in addition to 
                                                 
*Corresponding Author 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

240 

Wilson, C.; Lewis, D. & English, K. (1999). Immunity in the neonate. Semin Pediatr Infect Dis, 
Vol.10, No.2, (April 1999), pp. 83-90, ISSN 1045-1870 

Wrona, D. (2006). Neural-immune interactions: an integrative view of the bidirectional 
relationship between the brain and immune systems. J Neuroimmunol, Vol.172, 
No.1-2, (Janaury 2006), pp. 38-58, ISSN 1872-8421 

Wu-Hsieh, B.; Yen, Y. & Chen, H. (2009). Dengue hemorrhage in a Mouse model: 
Immunology and pathogenesis of viral hemorrhagic fevers. Ann NY Acad Sci, 
Vol.1171, Suppl.1, (September 2009), pp. E42–E47, ISSN 1749- 6632 

Yauch, L.; & Sheresta S. Mouse models of dengue virus infection and disease. Antiviral Res, 
Vol.80, No.2, (July 2008), pp. 87–93, ISSN 1872-9096 

12 

Vaccines and Antiviral Drugs for Diseases 
Associated with the Epstein-Barr Virus  

Limin Chen, Ning Li and Cheng Luo* 
Drug Discovery and Design Center,  

Shanghai Institute of Materia Medica, 
 Chinese Academy of Sciences, Shanghai 

China 

1. Introduction 
The Epstein-Barr virus (EBV) is a globally prevalent γ-herpesvirus that infects over 90% of 
humans and persists for the lifetime of the person. The EB virion is composed of a linear 
dsDNA molecule, an icosahedral capsid, an amorphous tegument, and an envelope 
containing viral glycoprotein spikes on its surface (figure 1A). The EBV primarily infects 
human B-lymphocytes, establishes a latent phase that persists as an incomplete virus, and 
then induces the transformation as well as proliferation of the infected cells. Under certain 
circumstances, latent EBV infection can be reactivated, subsequently giving rise to the 
production of infectious progeny that reinfects cells of the same type. The reactivated virus 
can also be transmitted to another individual. 1 

EBV-infected B lymphocytes harbor the latent EBV genome as a multicopy episome. There is 
compelling evidence that most EBV-associated malignancies have escaped this potent virus-
specific cytotoxic T-lymphocytes (CTL) response by restricting viral gene expression. EBV 
expresses more than 80 lytic antigens, whereas latent EBV does not produce progeny 
virions. However, latent EBV expresses a limited set of viral gene products that maintain the 
viral genome as well as promote host-cell survival and proliferation. Latent EBV-infected 
cells express up to nine proteins (figure 1B) and several non-translated RNAs.2 Among the 
nine latent EBV proteins, six are EBV nuclear antigens (EBNA1, 2, 3A, 3B, 3C, and LP) and 
three are latent membrane proteins (LMP1, 2A, and 2B). Based on the latent viral gene 
expression pattern, the latency is characterized as three main types, namely, types I, II, and 
III.3 A type I infected cell only expresses EBNA1; EBNA1, LMP1, and LMP2 are found in 
type II infected cells. A type III infected cell expresses the full spectrum of latent EBV 
proteins.  

The role of the immune system in the defense against EBV-associated diseases has recently 
become a popular topic. One hypothesis suggests that numerous neoplasms express viral 
antigens that should potentially enable them to be recognised and destroyed by the immune 
system. The EBV infection of B cells is mainly controlled by CD8+ T cells, in addition to 
                                                 
*Corresponding Author 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

242 

natural killer (NK) cells. CD4+ T cell response is also probably important as a source of 
either effector cells or cytokine help for the massive CD8+ T cell.4  

 
A. 

 

 
B. 

 

Fig. 1. A) Structure of EB virion. B) Schematic diagram of the EBV genome and location of 
nine genes expressing latent proteins. The location and polarity of the EBV nuclear antigens 
(EBNAs) encoding region are shown with blue arrows, latent membrane proteins (LMPs) 
encoding region are shown with red arrows.  
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2. EBV-associated diseases 
EBV is best known as the aetiological agent of infection mononucleosis (IM), which is most 
common among adolescents and young adults. IM, a self-limiting disease, is characterised 
by the appearance of heterophile antibodies in the serum and an atypical lymphocytosis.5 In 
developing countries, people are exposed to the virus in their early childhood when they are 
unlikely to produce noticeable symptoms. In developed countries, such as the United States, 
the age of first exposure may be delayed to late childhood and young adulthood age when 
symptoms are more likely to manifest.  

2.1 EBV-associated cancers 

EBV is associated with an increasing number of lymphoproliferative processes and 
epithelial neoplasias not only in immunodepressed or immunodeficient patients, but also in 
immunocompetent persons. EBV-related tumors are characterised by the active expression 
patterns of viral gene products (Table 1). 
 

 IM BL HL NPC PTLD 

EBNA1 + + + + + 

EBNA2 + _ _ _ + 

EBNA3A + _ _ _ + 

EBNA3B + _ _ _ + 

EBNA3C + _ _ _ + 

EBNALP + _ _ _ + 

LMP1 + _ + + + 

LMP2A + _ + + + 

LMP2B + _ + + + 

EBERs + + + + + 

BARTs + + + + + 
Latency III I II II III 

Table 1. Expression pattern of latent EBV infected genes in EBV- related diseases. IM: 
infection mononucleosis; BL: Burkitt’s lymphoma; HL: Hodgkin’s lymphoma; NPC: 
Nasopharygeal carcinoma; PTLD: Posttransplantation lymphoproliferative disorder. 

Burkitt’s lymphoma (BL), first described by Denis Parsons Burkitt in 1956, are classified into 
three forms: endemic, sporadic, and AIDS-associated BL.6 Endemic BL,  initially found in 
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Africa, is the most common childhood lymphoma in western countries and accounts for 
approximately 5% of all adult lymphomas.7 About 97% of endemic BL patients are EBV-
positive, suggesting the strong association of endemic BL with EBV. On the other hand, EBV 
DNA can be detected in 20%-40% of sporadic and AIDS-associated BL.6 EBNA1 is the only 
EBV antigen expressed in BL. 

Hodgkin’s lymphoma (HL) has first been described by Thomas Hodgkin in 1832.8 
Approximately 25%-50% of classical HL cases are associated with the presence of EBV in 
Reed-Sternberg (RS) mononuclear, and multinuclear cells,9 which are major components 
of the tumor.10 RS cells produce cytokines and chemokines, including TGF-B, IL-10, and 
TARC. These cytokines and chemokines possibly enable RS cells to modulate the immune 
response and escape CTL detection.11 The human tumor-associated antigen RCAS1 
expressed in RS cells induces the apoptosis of activated cytotoxic T cells and natural killer 
(NK) cells. EBV-positive RS cells expressing RCAS1may evade the host immune 
response.12  

Nasopharygeal carcinoma (NPC), the most common tumor that develops in the 
nasopharynx, is extremely common in Southeast Asia and Africa.13 The EBV genome has 
been coincidentally found in all NPC specimens,14 i.e. NPC shows a 100% association with 
EBV. The latent EBV gene expression pattern in NPC is generally very similar with that 
detected in most EBV-related HL cases. However, there is no detectable IL-10 and TARC 
expression in NPC tumor cells, suggesting that the mechanism for escaping immune 
recognition and destroying NPC tumor cells is different from HL.11 LMP1 is known to have 
oncogenic properties during latent infection in NPC, and is thought to be a key modulator in 
the pathogenesis of NPC.13 LMP1 triggers the NF-κB, AP-1, and STAT signaling pathways in 
NPC. Ultimately, all signaling cascades triggered by LMP1 lead to the disruption of the cell 
cycle, inducing cell transformation.13 

Posttransplantation lymphoproliferative disorder (PTLD) is an uncontrolled proliferation of 
B lymphocytes occurring in immunocompromised patients following organ transplant with 
immunosuppressant medication.15 The relationship between EBV and PTLD has first been 
noted by Crawford et al. in 1980.16 PTLD has a complex clonal diversity ranging from 
polymorphic B-lymphocyte hyperplasia to malignant monoclonal lymphoma.5 The B-
lymphoma cells of PTLD patients express a full spectrum of latent EBV genes.17 

In HIV-associated lymphomas, the HIV-induced immunodeficiency may increase the traffic 
of EBV-infected B-cells,  leading to a wide variety of AIDS-related lympholmas.18 the 
incidence of non-HL (NHL) in AIDS has increased. Primary cerebral lymphoma (or primary 
central nervous system lymphoma), a form of NHL, is strongly related to EBV because EBV 
DNA is present in cerebrospinal fluid. 

2.2 EBV-associated autoimmune diseases 

There is increasing evidence that EBV is a possible triggering factor of many human-
autoimmune diseases.19 

Multiple sclerosis (MS) is a neurological disease characterised by chronic inflammation and 
demyelination within the central nervous system. A higher frequency of EBV seropositivity 
and a higher prevalence of high anti-EBV antibody titres exist in patients with MS compared 

 
Vaccines and Antiviral Drugs for Diseases Associated with the Epstein-Barr Virus  

 

245 

with controls.20 About 99% of MS patients are EBV-seropositive.21 To determine whether 
antibodies to EBV are elevated before the onset of MS, Levin et al. have conducted a study 
on the blood samples of  more than three million US military personnel. The results 
demonstrate that the presence of high EBV antibody titres in human increases the risk for 
developing MS by 34-fold.22 Although there is no sufficient evidence to conclude that EBV 
virus causes MS, in some cases, the first attack of MS occurrs at the time of primary EBV 
infection.23 Apparently, T cells controlling EBV-infected B cells in MS patients are 
impaired.24 

Systemic lupus erythematosus (SLE), an autoimmune chronic inflammatory disease that 
generates a multi-systemic rheumatic disorder, which ultimately causes organ failure.25 
Compared with controls, SLE patients have increased EBV viral load,26 anti-EBV antibody 
levels27, and numbers of latently infected peripheral B cells. The functional T cell responses 
of SLE patients are also impaired, and they are positive for the presence of EBV DNA. About 
99% of young SLE patients are EBV seropositive.26  Verdolini et al.28 have reported a 22-
year-old woman who immediately developed SLE after contracting EBV- induced IM. The 
data obtained from this case suggest that EBV infection can work as a trigger of SLE in some 
cases, particularly if the patient is genetically susceptible. The T cells controlling the EBV-
infected B cells in SLE become defectived that cannot control the numbers of EBV-infected B 
cells.29 

Rheumatoid arthritis (RA) is a widespread autoimmune disease characterized by the 
infiltration of CD4+ T cells and NK cells into synovial joints.30 Compared with controls, RA 
patients exhibit increased viral load, anti-EBV antibody titres, and frequency of circulating 
EBV-infected B cells.31 The high frequency of EBV-infected B cells in RA patients may be 
explained by the impaired control of infected B cells by EBV-specific T cells.32  

Sjögren’s syndrome is an autoimmune disorder characterised by lymphoid infiltrates in the 
salivary gland. Patients with this disorder have elevated levels of anti-EBV antibodies33 and 
decreased EBV-specific T cell cytotoxicity.34  

Other autoimmune disorders, such as autoimmune thyroid disease,35 scleroderma,36 
autoimmune liver disease (primary biliary cirrhosis and autoimmune hepatitis),37 
inflammatory bowel disease (ulcerative colitis and Crohn’s disease),38 as well as cryptogenic 
fibrosing alveolitis39 are also associated with EBV. Patients with any of these disorders all 
have increased EBV DNA loads and increased serum levels of anti-EBV antibodies. 

3. Vaccines 
EBV is known to be associated with a large number of human malignancies in 
immunocompetent and immunosuppressed individuals. Prophylactic vaccines against some 
pathogenic viruses are excellent public health interventions in terms of safety and 
effectiveness. Accordingly, there is a great demand for effective vaccines against EBV. 
Interest in formulating an effective vaccine against EBV is increasing, but onlt a few clinical 
trials have been conducted. No candidate vaccine has yet been proven sufficiently effective 
as to warrant commercialisation.  

Vaccines should be able to either block primary EBV infection or significantly reduce the 
EBV load during primary EBV infection. Almost all, if not all, EBV-associated malignancies 
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develop years after the primary EBV infection. Given that immunisation with whole viral 
proteins does not elicit an efficient CTL response, focus has been directed towards 
developing peptide vaccines based on defined epitope sequences. Two broad approaches 
being considered to design effective vaccines for controlling EBV-associated diseases are 
discussed in the following subsections. 

3.1 EBV structural antigens as target antigens 

The EBV is enveloped by a membrane composed of four major virus-specific proteins, 
namely, gp350, gp220, gp85, and p140.40 The EBV mainly binds to B cells, via the interaction 
of the gp220 present in the envelope of the virus with cell receptor CD21. This interaction 
fosters infection. Later, the EBV produces a latent infection mainly in B cells.41 Most 
strategies for developing EBV vaccines have focused on the virus membrane antigen, which 
consists of at least three glycoproteins.  

Prophylactic vaccines are known to function primarily via the induction of virus-
neutralising antibodies. Gp350 contains the main neutralisation epitope and is the primary 
target of the virus-neutralising antibody response. These features suggest that gp350 is a 
primary potential vaccine candidate. In the past several decades, there have been several 
efforts of developing vaccines mainly focused on the use of a subunit preparation of gp350 
(recombinant and affinity purified). Abundant recombinant formulations of gp350 
presenting as a subunit antigen or expressing from recombinant viral vectors, generated to 
induce high load neutralising antibodies, have shown significant protection against EBV-
induced B-cell lymphomas in cotton-top tamarins. The recombinant gp350 vaccine is able to 
elicit neutralising antibodies in a phase I/II trial,42 has a good safety profile, and is well 
tolerated.43 The vaccine is proven effective in preventing the development of EBV-induced 
IM, but has no efficacy in preventing asymptomatic EBV infection.44 Indeed, highly purified 
gp350 induces high levels of neutralising antibodies and inhibits tumor formation in cotton-
top tamarins when administered subcutaneously administered with adjuvants such as 
muramyl dipeptide or immune-stimulation complexes,.45 A number of recombinant vectors, 
including vaccinia-gp350 and adenovirus 5-gp350, have also been successfully used in these 
animals to block tumor outgrowth.46 Nevertheless, the development of neutralising 
antibody titres in vaccinated animals does not always correlate with protection.47 Yao et al. 
have demonstrated that very low levels of neutralising anti-gp350 antibodies are present in 
the saliva of healthy EBV-immune donors. This finding suggests that such antibodies are 
unlikely to be the basis of long-term immunity in healthy seropositive individuals.48 
Apparently, a vaccine solely based on gp350 does not completely prevent the infection of 
every single B lymphocyte or epithelial cell.  

Wolf et al.49 have expressed poly-antigens containing several antigenic determinants of 
gp220 and gp350. These proteins are useful in the prophylaxis and therapy of EBV-related 
diseases because they are able to modulate the immune responses of patients suffering 
from diseases such as NPC, IM, or EBV-related BL. Mond et al.50 have enhanced B-cell 
activation and immunoglobulin secretion by co-stimulation of the receptor for antigen 
gp350/220. 

gp85 is also a potential target for vaccine design.51 Burrows et al.52 have successfully 
identified CTL epitopes within the EBV structural antigen gp85. Using ex vivo primary 
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effectors, strong reactivity to gp85 peptides is observed. An animal model system further 
reveals that gp85 epitopes are capable of generating structural antigen-specific CTL 
responses and reducing infections with the virus expressing gp85. Queensland Institute of 
Medical Research has developed a vaccine including several CTL epitopes that provides 
protection to more than 90% of the Caucasian population.53 In 1995, the recombinant 
vaccinia virus expressing the major virus membrane antigen has first been used in 
humans.54 

3.2 Latent antigens as potential vaccine candidates 

EBV structural antigens are not expressed in latently infected B-lymphocytes. Hence, 
therapeutic EBV vaccine efforts have been focused on latency antigens expressed in EBV-
associated diseases. EBNA1 has been identified as a vaccine antigen. In a specific 
embodiment, a purified protein corresponding to EBNA1 elicits a strong CD4+ T cell 
response.55 Another vaccine for EBNA2 with the aim of treating and/or preventing PTDL 
has been developed.56 LMP1 and LMP2 are the only target antigens available for expanding 
CTL responses in patients with HD and NPC. Duraiswamy et al.57 have generated a 
recombinant poxvirus vaccine that encodes a polyepitope protein derived from LMP1. 
Human cells infected with the vaccine are efficiently recognised by LMP1-specific CTLs 
from HLA A2 healthy individuals. The outgrowth of LMP1-expressing tumors in HLA 
A2/Kb mice is also reversed by the vaccine. 

EBNA1 is a protein expressed during both the latent and lytic phases of the EBV. EBNA1 is 
the only viral protein expressed in all EBV-positive proliferating cells in healthy EBV 
carriers and in all EBV-associated malignancies.58 Therefore, a possible vaccine would 
include EBNA1 added to another latent or lytic gene. A group has developed a vaccine 
comprising a synthetic polypeptide with a plurality of different segments of parent EBV 
polypeptides, including EBNA1, LMP1, and LMP2.59 The vaccine is mainly aimed at treating 
NPC, HL, and PTLD. Taylor et al. 60 have generated a modified vaccinia virus Ankara 
recombinant, MVA-EL, which expresses the CD4+ epitope-rich C-terminal domain of 
EBNA1 fused to full-length LMP2. LMP2 is the source of subdominant CD8+ T cell epitopes. 
MVA-EL has immunogenicity to both CD4+ and CD8+ T cells. 

4. Antiviral drugs 
4.1 Targeting lytic DNA replication/EBV-encoded DNA polymerase 

Lytic phase EBV causes a cell-to-cell infection in the same host or transmits the virus to 
another individual. Until now, the most successful therapeutic interventions used against 
EBV infection and its associated diseases target the lytic replication of EBV. 

DNA polymerase performs a key step in DNA replication. The polymerase ‘reads’ an intact 
DNA strand as a template and uses it to synthesise the new strand. During the lytic phase of 
the EBV life cycle, EBV DNA polymerase mediates viral DNA replication. Compounds that 
target EBV DNA polymerase are used to treat diseases associated with lytic EBV infection, 
and are widely used in various clinical settings. Drugs that may be possible candidates for 
targeting viral DNA polymerase are categorised into two groups, namely, nucleoside 
analogues and non-nucleoside DNA polymerase inhibitors. 
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effectors, strong reactivity to gp85 peptides is observed. An animal model system further 
reveals that gp85 epitopes are capable of generating structural antigen-specific CTL 
responses and reducing infections with the virus expressing gp85. Queensland Institute of 
Medical Research has developed a vaccine including several CTL epitopes that provides 
protection to more than 90% of the Caucasian population.53 In 1995, the recombinant 
vaccinia virus expressing the major virus membrane antigen has first been used in 
humans.54 

3.2 Latent antigens as potential vaccine candidates 

EBV structural antigens are not expressed in latently infected B-lymphocytes. Hence, 
therapeutic EBV vaccine efforts have been focused on latency antigens expressed in EBV-
associated diseases. EBNA1 has been identified as a vaccine antigen. In a specific 
embodiment, a purified protein corresponding to EBNA1 elicits a strong CD4+ T cell 
response.55 Another vaccine for EBNA2 with the aim of treating and/or preventing PTDL 
has been developed.56 LMP1 and LMP2 are the only target antigens available for expanding 
CTL responses in patients with HD and NPC. Duraiswamy et al.57 have generated a 
recombinant poxvirus vaccine that encodes a polyepitope protein derived from LMP1. 
Human cells infected with the vaccine are efficiently recognised by LMP1-specific CTLs 
from HLA A2 healthy individuals. The outgrowth of LMP1-expressing tumors in HLA 
A2/Kb mice is also reversed by the vaccine. 

EBNA1 is a protein expressed during both the latent and lytic phases of the EBV. EBNA1 is 
the only viral protein expressed in all EBV-positive proliferating cells in healthy EBV 
carriers and in all EBV-associated malignancies.58 Therefore, a possible vaccine would 
include EBNA1 added to another latent or lytic gene. A group has developed a vaccine 
comprising a synthetic polypeptide with a plurality of different segments of parent EBV 
polypeptides, including EBNA1, LMP1, and LMP2.59 The vaccine is mainly aimed at treating 
NPC, HL, and PTLD. Taylor et al. 60 have generated a modified vaccinia virus Ankara 
recombinant, MVA-EL, which expresses the CD4+ epitope-rich C-terminal domain of 
EBNA1 fused to full-length LMP2. LMP2 is the source of subdominant CD8+ T cell epitopes. 
MVA-EL has immunogenicity to both CD4+ and CD8+ T cells. 

4. Antiviral drugs 
4.1 Targeting lytic DNA replication/EBV-encoded DNA polymerase 

Lytic phase EBV causes a cell-to-cell infection in the same host or transmits the virus to 
another individual. Until now, the most successful therapeutic interventions used against 
EBV infection and its associated diseases target the lytic replication of EBV. 

DNA polymerase performs a key step in DNA replication. The polymerase ‘reads’ an intact 
DNA strand as a template and uses it to synthesise the new strand. During the lytic phase of 
the EBV life cycle, EBV DNA polymerase mediates viral DNA replication. Compounds that 
target EBV DNA polymerase are used to treat diseases associated with lytic EBV infection, 
and are widely used in various clinical settings. Drugs that may be possible candidates for 
targeting viral DNA polymerase are categorised into two groups, namely, nucleoside 
analogues and non-nucleoside DNA polymerase inhibitors. 
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4.1.1 Nucleoside analogues 

Nucleosidic antivirals have been used in the clinical treatment of EBV-associated diseases 
since the late 1970s. Acyclovir (ACV; 9-(2-hydroxyethoxymethyl) guanine), a synthetic 
acyclic nucleoside compound, has been initially shown to have a potent inhibitory activity 
against herpes simplex virus (HSV) infected cells.61 Subsequently, ACV has been proven as 
an effective inhibitor of viral DNA replication in lytic EBV-infected cells, but without the 
same function in latently infected ones.62 Given that ACV is only effective in the lytic phase 
by selectively inhibiting EBV DNA polymerase, efficacious compounds urgently need to be 
developed. Nucleoside analogues are prodrugs that require phosphorylation by viral 
thymidine kinase to become active. Inspired by ACV, nucleoside analogues such as 
ganciclovir (GCV; 9-(1,3-dihydroxy-2-propoxymethyl) guanine)63 and penciclovir (PCV; 9-
(4-hydroxy-3-hydroxymethylbut-1-yl) guanine),64 as well as nucleotide analogues including 
cidofovir (CDF; (S)-1-(3-hydroxy-2-phosphonylmethoxypropyl) cytosine)65 and adefovir (9-
(2-phosphonylmethoxyethyl) adenine, PMEA)66 have been developed. GCV reduces the risk 
of EBV-associated PTLD in renal transplant recipients, and may be more efficacious than 
ACV.67 The inhibitive activity of PCV to EBV has also been evaluatedin assays, wherein 
infectious virus production, viral antigen expression, and viral DNA synthesis are 
measured. The obtained data suggest that PCV is a selective inhibitor of EBV in cell 
cultures.68 CDF, an acyclic nucleoside phosphonate analogue, decreases EBV oncopreteins 
and enhances radiosensitivity in EBV-associated diseases.69 In vitro, adefovir is a potent 
inhibitor against a few viruses including EBV.70Nevertheless, efficiencies of these 
compounds as inhibitors of EBV are limited. To improve bioavailability, the orally available 
prodrugs valaciclovir (VACV),71 valganciclovir (VGC; the valine ester of GCV)72 and 
famciclovir (FCV)73 have been introduced in the mid-1990s. VACV, the L-valyl ester of ACV, 
is rapidly and almost completely converted to ACV in vivo, as well as provided three to five 
times increase in ACV bioavailability.74 The pharmacokinetics of the orally administered 
VGC, the valine ester of GCV, has been studied compared with the pharmacokinetics of oral 
and intravenous GCV. VGC results in the improved oral absorption of GCV in liver 
transplant recipients.75 FCV, the oral form of PCV, is converted to PCV in vivo.76 Despite the 
impressive efficiency of these nucleoside analogues in the treatment of herpes simplex 
infection, all these compounds suffer from the same drawbacks, including toxic side effects, 
poor oral bioavailability, and potential mutagenesis. Nearly all clinically effective nucleoside 
analogues also target the same active sites on viral DNA polymerase molecules, such that 
mutant viruses resistant to one drug are commonly resistant to others.77  

4.1.2 Non-nucleoside inhibitors 

Given the success of ACV and its analogues, additional inhibitors of DNA polymerases have 
been expectedly identified. For example, foscarnet (the trisodium salt of phosphonoformic 
acid),78 apparently inhibits EBV replication within the range of 2μM to 3μM, which is 
nontoxic to normal cellular growth. The inhibitory effects of foscarnet are exerted at the 
pyrophosphate binding site of DNA polymerase. Given that foscarnet is not activated by 
viral kinases, it is often used as an alternative treatment for EBV, and forACV- or GCV-
resistant patients. However, foscarnet is more toxic than ACV, has profound metabolic side 
effects, and must be intravenously administered.77 A novel class of non-nucleoside 
inhibitors against DNA polymerases, 4-oxo-dihydroquinolines (represented as PHA-529311 
and PHA-570886), has great inhibitory activity against multiple herpesviruses. These 
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inhibitors also show activity against ACV-resistant HSV and varicella-zoster virus isolates, 
as well as GCV- or foscarnet-resistant cytomegalovirus isolates.79  

4.2 Targeting latent infections/EBV-encoded latent proteins 

Most EBV-associated tumors harbor the latent viral genome as a multicopy episome in the 
nucleus of the transformed cells. During latent infection, the EBV does not produce progeny 
virions, but expresses a limited set of viral gene products that promote host-cell survival 
and proliferation. The EBV-encoded proteins involved in latency that have received the 
most attention are EBNA1, EBNA2, EBNA3A, EBNA3C, LMP1, and LMP2A. These latent 
proteins can induce the immortalisation and proliferation of infected cells, and are 
involveed in immune response evasion, which are essential for neoplasias. 

4.2.1 LMP1 as a target protein 

LMP1 is an integral membrane protein containing a short N-terminal cytoplasmic tail of 17 
amino acids, 6 hydrophobic transmembrane-spanning domains, and a large cytoplasmic C-
terminal domain of 200 amino acids.80 LMP1, is the main transforming protein of EBV, is 
identified as the principal oncoprotein because it can transform rodent fibroblasts and is 
essential for the immortalisation of B cells.81 LMP1 is a functional homologue of the TNF 
receptor CD40, which that can deliver a signal to rescue cells from apoptosis and drive 
proliferation.82 LMP1 mimics CD40 in activating multiple downstream signaling pathways, 
such as the NF-κB and JNK pathways, Subsequently, LMP1 up-regulates the expression of 
cellular genes involved in cell proliferation, cytokine secretion, angiogenesis, and tumor 
metastasis.83 The expression of LMP1 induces EBV-associated lymphomas in transgenic 
mice.84 Based on these characteristics, LMP1 is a potential target for EBV-associated diseases.  

Antisense oligonucleotides (AODs) are effective in inhibiting gene expression in a sequence-
specific manner.85 A number of research groups have used antisense molecules for silencing 
LMP1. This process is performed with the notion of modulating the course of EBV- 
associated lymphoproliferative disorders because the modulation is vital for B-cells 
transformation. As expected, silencing the expression of LMP1 rendered the EBV-positive 
lymphoblastoid cell lines susceptible to chemotherapeutic agents by abrogating Bcl-2 
upregulation and consequently enhancing apoptosis.86 Galletti et al.87 have examined the 
efficacy of liposomes, dendrimers or transferrin–polylysine-conjugated oligonecleotides 
(ONs) for antisense molecules. The data have indicated that only the delivery system 
exploiting the transferrin receptor pathway internalised active molecules for silence LMP1 
expression. Intracellular single-chain antibodies (sFvs), the smallest domain region of an 
antibody that retains the binding specificity of the parental antibody, could selectively 
knockout viral or cellular oncoproteins. Piche et al.88 have reported that an anti-LMP1 sFv 
increases the sensitivity of EBV-transformed B lymphocytes to drug-induced cell death. The 
authors suggest that an anti-LM1 sFv used in combination with conventional chemotherapy 
may be useful for the therapy of EBV-related lymphomas in immunocompromised patients.  

4.2.2 LMP2A as a target protein 

LMP2A can promote the survival of latently infected cells and prevent EBV reactivation 
from the latent phase to the lytic phase.89 LMP2A signaling does not cause B cells to grow, 
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inhibitors also show activity against ACV-resistant HSV and varicella-zoster virus isolates, 
as well as GCV- or foscarnet-resistant cytomegalovirus isolates.79  

4.2 Targeting latent infections/EBV-encoded latent proteins 

Most EBV-associated tumors harbor the latent viral genome as a multicopy episome in the 
nucleus of the transformed cells. During latent infection, the EBV does not produce progeny 
virions, but expresses a limited set of viral gene products that promote host-cell survival 
and proliferation. The EBV-encoded proteins involved in latency that have received the 
most attention are EBNA1, EBNA2, EBNA3A, EBNA3C, LMP1, and LMP2A. These latent 
proteins can induce the immortalisation and proliferation of infected cells, and are 
involveed in immune response evasion, which are essential for neoplasias. 

4.2.1 LMP1 as a target protein 

LMP1 is an integral membrane protein containing a short N-terminal cytoplasmic tail of 17 
amino acids, 6 hydrophobic transmembrane-spanning domains, and a large cytoplasmic C-
terminal domain of 200 amino acids.80 LMP1, is the main transforming protein of EBV, is 
identified as the principal oncoprotein because it can transform rodent fibroblasts and is 
essential for the immortalisation of B cells.81 LMP1 is a functional homologue of the TNF 
receptor CD40, which that can deliver a signal to rescue cells from apoptosis and drive 
proliferation.82 LMP1 mimics CD40 in activating multiple downstream signaling pathways, 
such as the NF-κB and JNK pathways, Subsequently, LMP1 up-regulates the expression of 
cellular genes involved in cell proliferation, cytokine secretion, angiogenesis, and tumor 
metastasis.83 The expression of LMP1 induces EBV-associated lymphomas in transgenic 
mice.84 Based on these characteristics, LMP1 is a potential target for EBV-associated diseases.  

Antisense oligonucleotides (AODs) are effective in inhibiting gene expression in a sequence-
specific manner.85 A number of research groups have used antisense molecules for silencing 
LMP1. This process is performed with the notion of modulating the course of EBV- 
associated lymphoproliferative disorders because the modulation is vital for B-cells 
transformation. As expected, silencing the expression of LMP1 rendered the EBV-positive 
lymphoblastoid cell lines susceptible to chemotherapeutic agents by abrogating Bcl-2 
upregulation and consequently enhancing apoptosis.86 Galletti et al.87 have examined the 
efficacy of liposomes, dendrimers or transferrin–polylysine-conjugated oligonecleotides 
(ONs) for antisense molecules. The data have indicated that only the delivery system 
exploiting the transferrin receptor pathway internalised active molecules for silence LMP1 
expression. Intracellular single-chain antibodies (sFvs), the smallest domain region of an 
antibody that retains the binding specificity of the parental antibody, could selectively 
knockout viral or cellular oncoproteins. Piche et al.88 have reported that an anti-LMP1 sFv 
increases the sensitivity of EBV-transformed B lymphocytes to drug-induced cell death. The 
authors suggest that an anti-LM1 sFv used in combination with conventional chemotherapy 
may be useful for the therapy of EBV-related lymphomas in immunocompromised patients.  

4.2.2 LMP2A as a target protein 

LMP2A can promote the survival of latently infected cells and prevent EBV reactivation 
from the latent phase to the lytic phase.89 LMP2A signaling does not cause B cells to grow, 
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but delivers a critical signal that is essential for the survival of all B cells.82 In in vitro 
infected B cells, the LMP2A N-terminal cytoplasmic domain blocks B cell antigen receptor 
(BCR) signal transduction, preventing the change from the latent to the lytic cycle, thereby 
maintaining latency.90 This domain interacts with Syk and Lyn protein tyrosine kinases via 
multiple phosphotyrosines arranged in ITAM- and SH2-protein binding motifs. Hence, Syk 
and Lyn are prevented from binding to the cytoplasmic B cells. Syk and Lyn binding to 
cytoplasmic B cells are able to induce the lytic cycle.  

Monroe et al.91 have used peptide homologues (synthetic ITAM analogues) to inhibit the 
interaction of proteins and the ITAM-protein binding motif of viral proteins. They have 
shown that the blocking association of LMP2A ITAM with cellular molecules and the block-
ing of LMP2A ITAM-mediated signaling are effective strategies for the treatment and 
prevention of metastases of EBV-induced malignancies.  

4.2.3 EBNA1 as a target protein 

EBNA1 is an extremely attractive target for preventing EBV infection and treating EBV-
related malignancies.  EBNA1 is the only viral protein expressed in all EBV-positive 
proliferating cells in healthy EBV carriers and in all EBV-related malignancies.92 EBNA1 is 
essential for the persistence of the EBV episome, and is anti-apoptotic in contributing to 
infected-cell survival.93 EBNA1 also has well-defined biochemical and structural properties. 
It consists of several functional domains, including a well-defined carboxyl-terminal DNA 
binding domain.94 This domain is essential for interacting with the viral oriP. OriP 
consisting of a series of 30 bp repeats acts in cis to permit linked DNAs to replicate as 
plasmids in cells containing EBV DNA. EBNA1 regulates the function of oriP to which 
EBNA1 binds an 18 bp palindromic-sequence as a homodimer.95 The DNA binding and 
dimerisation interface have been solved by high resolution X-ray crystallography in the apo- 
and DNA-bound forms.96  

The approach of using an AOD to target a single selected viral gene product is promising for 
the treatment of EBV infections.97 The treatment of EBV-transformed B cells with EBNA1 
antisense ONs inhibits the proliferation of EBV-immortalised cells by at least 50% compared 
with scrambled antisense sequences.98 In contrast to primary B cells, EBV-transformed B 
lymphoblastoid cell lines express alpha-v integrins, the adenovirus internalisation receptor, 
and are also susceptible to adenovirus-mediated gene delivery. The adenovirus delivery of a 
specific EBNA1 ribozyme to lymphoblastoid cell lines as well as suppressed EBNA1 mRNA, 
and protein expression, significantly reduce the number of EBV genomes.99 Recently, Sun et 
al.100 have demonstrated that Hsp90 inhibitors can be used to inhibit EBNA1 expression and 
translation. This effect requires the EBNA1 Gly-Ala repeat domain. Hsp90 inhibitors induce 
the death of established, EBV-transformed lymphoblastiod cell lines at doses that are 
nontoxic to normal cells. Hsp90 inhibitors prevent the EBV transformation of primary B cells 
and strongly inhibit the growth of EBV-induced lymphoproliferative disease in severe 
combined immunodeficiency (SCID) mice. The authors suggest that Hsp90 inhibitors may 
be particularly effective for treating EBV-induced diseases requiring the continued presence 
of the viral genome. Li et al.101 have identified a new class of small molecule compound 
inhibitors of EBV latent infection based on their ability to inhibit the DNA binding function 
of EBNA1. The molecules have been discovered via high throughput in silico virtual 
screening and further validated by biochemical as well as cell-based assays. Four 
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compounds are identified to have biochemical activity, and two of which have activity in 
cell-based assays.  

4.2.4 EBNA2 and EBNA3 as target proteins 

EBNA2 is related to the differentiation and transformation of B cells. EBNA2 acts as a trans-
activator molecule that binds to cellular sequence-specific DNA-binding proteins, such as 
the Jkappa recombination signal binding protein (CBF1/RBP Jkappa). Consequently, the 
cellular genes CD23 and CD21, as well as the viral genes LMP1 and LMP2A are 
transactivated.102 However, EBNA3A and 3C can inhibit EBNA2 activation of transcription 
by interacting with RBP Jkappa.103 EBNA3A and 3C, other than EBNA3B, are critical to this 
B-lymphocyte growth transformation.104 Farrell et al.105 have synthesised a 10-aa peptide 
from the CBF1 interaction domain of EBNA2 as a fusion with the protein transduction 
domain of HIV-1 TAT (transcriptional transactivator). Treatment of an EBV-immortalised 
lympfoid cell lines (LCLs) with the EBNA2-TAT peptide stops cell growth and reduces cell 
viability. EBNA2-TAT peptide treatment also down-regulats the viral LMP1 and LMP2 
genes as well as cellular CD23 expression while up-regulating the expression of the cyclin-
dependent kinase inhibitor p21. As another form of treatment, Kempkes106 has provided a 
mutant RBP-J DNA binding protein capable of binding the Notch protein but unable to bind to 
EBNA2. The RBP-J DNA binding protein presents an amino acid sequence with at least one 
mutation in the EBNA2 binding domain, thereby preventing immortalisation. EBNA3C 
regulates cell cycles by targeting critical cellular complexes such as cyclin A/cdk2, SCFSkp2, 
and Rb. Knight et al.107 have used a 20-aa EBNA3C-derived peptide fused to an HIV TAT-tag 
to disrupt the EBNA3C-mediated cell cycle. The peptide has inhibited a hyperproliferation of 
EBV-infected B cell lines and reduced in vitro immortalization of primary B lymphocytes by 
EBV. The peptide also inhibited lymphoblastoid outgrowth from the blood of an EBV-positive 
transplant patient in vitro.These experiments suggest that inhibitors targeted against EBNA2 
and EBNA3C may be have potential novel anti-EBV therapeutics. 

5. Therapies 
Chemotherapies based on chemical products play important roles in the treatment of EBV-
associated diseases. Immunotherapies using antibodies, such as the anti-CD30 and anti-
CD20 antibodies (rituximab) are used to treat EBV-related malignancies. Rituximab has been 
combined with standard chemotherapy for EBV-associated diseases, with promising 
results.9, 108 Other therapies such as adoptive immunotherapy, gene therapy and small 
interfering RNA (siRNA) therapy have also been developed. 

5.1 Adoptive immunotherapy 

The adoptive transfer of antigen-specific cytotoxic T lymphocytes offers a safe and effective 
therapy for certain viral infections and could prove useful in the eradication of tumor cells. 
Helen et al.109 have reported the long-term detection of gene-marked EBV-specific CTLs in 
immunocompromised patients at risk for the development of EBV lymphoproliferative 
disease. Infusions of T cell lines have not only restored cellular immune responses against 
EBV, but have also established populations of CTL precursors that could respond to in vivo 
or ex vivo challenge with the virus for as long as 18 months. The adoptive transfer of EBV-
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compounds are identified to have biochemical activity, and two of which have activity in 
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regulates cell cycles by targeting critical cellular complexes such as cyclin A/cdk2, SCFSkp2, 
and Rb. Knight et al.107 have used a 20-aa EBNA3C-derived peptide fused to an HIV TAT-tag 
to disrupt the EBNA3C-mediated cell cycle. The peptide has inhibited a hyperproliferation of 
EBV-infected B cell lines and reduced in vitro immortalization of primary B lymphocytes by 
EBV. The peptide also inhibited lymphoblastoid outgrowth from the blood of an EBV-positive 
transplant patient in vitro.These experiments suggest that inhibitors targeted against EBNA2 
and EBNA3C may be have potential novel anti-EBV therapeutics. 

5. Therapies 
Chemotherapies based on chemical products play important roles in the treatment of EBV-
associated diseases. Immunotherapies using antibodies, such as the anti-CD30 and anti-
CD20 antibodies (rituximab) are used to treat EBV-related malignancies. Rituximab has been 
combined with standard chemotherapy for EBV-associated diseases, with promising 
results.9, 108 Other therapies such as adoptive immunotherapy, gene therapy and small 
interfering RNA (siRNA) therapy have also been developed. 

5.1 Adoptive immunotherapy 

The adoptive transfer of antigen-specific cytotoxic T lymphocytes offers a safe and effective 
therapy for certain viral infections and could prove useful in the eradication of tumor cells. 
Helen et al.109 have reported the long-term detection of gene-marked EBV-specific CTLs in 
immunocompromised patients at risk for the development of EBV lymphoproliferative 
disease. Infusions of T cell lines have not only restored cellular immune responses against 
EBV, but have also established populations of CTL precursors that could respond to in vivo 
or ex vivo challenge with the virus for as long as 18 months. The adoptive transfer of EBV-
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CTLs has been successfully applied in the treatment of PTLD. In 2010, Helen et al.110 have 
tried to address the long-term efficacy, safety, and practicality of EBV-specific CTL 
immunotherapy. They have studied 114 patients who received infusions of EBV-specific 
CTLs to prevent or treat PTLD. None of the 101 patients who received CTL prophylaxis has 
developed EBV-positive PTLD, whereas 11 of the 13 patients treated with CTLs for biopsy-
proven or probable PTLD have achieved sustained complete remissions. A gene-marking 
component is used to demonstrate the persistence of functional CTLs for up to 9 years. The 
conclusion is that CTL lines provide a safe and effective prophylaxis or treatment for PTLD.  
However, Subklewe et al111 compared dendritic cells (DCs) with LCLs for T cell stimulation 
against dominant and subdominant EBV antigens. DCs expand tenfold more EBNA3A and 
LMP2 specific T cells than LCLs, and expand EBV-specific T cell responses more efficiently 
than LCLs. In a specific embodiment, a vaccine using DCs charged with EBNA1 elicits a 
strong T cell response.112 Kuzushima et al.113  have introduced EBNA1 and LMP1 mRNAs 
into APCs. These modified cells can induce EBV-specific CTLs, inhibit the outgrowth of 
EBV-infected B lymphocytes, and then lyse EBV-infected NK lymphomas and NK cells.  

5.2 Gene therapy 

Gene therapy strategies for introducing novel compounds or cytotoxic gene products (e.g., 
HSV1-TK gene into EBV-infected tumor cells followed by GCV therapy) are being actively 
developed. Such strategies involve the inhibition of EBV oncoproteins or cellular genes that 
are critical for virus-associated oncogenesis. 

Liu et al.114 have administered a nucleic acid molecule that can limit tumor cell growth and/or 
cause tumor cell death. The molecule comprises an EBNA1 responsive promoter region 
operatively linked to a gene necessary for viral replication. This method can be used to treat 
and prevent EBV-associated tumors. Franken et al.115 have introduced a suicide gene regulated 
by the expression of EBNA2 into latent EBV-infected cells. Cells expressing EBNA2 are 
demonstrated to be more selectively sensitive to GCV. There is also a complete macroscopic 
regression of established B-cell lymphomas in SCID mice. However, gene therapy suffers from 
the common problem of accurate delivery to the appropriate disease sites. 

5.3 SiRNA therapy 

Therapies using drugs targeted at latent proteins mainly expressing in tumors such as 
LMP1, LMP2A, or EBNA1 are promising. These proteins are critical to the immortalisation 
and proliferation of cells and for evading immune responses. The efficacy of siRNA is 
manifested. Mei et al.116 have constructed a plasmid stably encoding a 21-nt siRNA 
specifically and efficiently interfering with LMP1. The siRNA can induce apoptosis in EBV-
positive lymphoma cells.  

6. Conclusions 
Asymptomatic EBV infection causes a few EBV-associated malignancies and autoimmune 
diseases. The prevention and treatment of these disorders are long-term and arduous. 
Chemotherapy based on chemical agents such as ACV and GCV can effectively inhibit the 
viral DNA polymerase used in the treatment of EBV infection and EBV-associated diseases. 
However, these agents are only effective in lyticly infected cells, but not in latently infected 
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ones. Standard chemotherapy combined with chemical compounds that transform latent 
phase cells into lytic phase cells has apparently increased therapeutic efficiency. Employing 
immunotherapy after chemotherapy also has a prominent effect on prevention and 
treatment. 

Gene and siRNA therapies effectively prevent or inhibit critical genes involved in EBV 
infection. However, they suffer from the same drawback of accurate delivery. Adaptive 
immunotherapy is a promising approach against EBV-associated neoplasias. Based on the 
reactivation and expansion of epitope-specific CTL clones in vitro, the epitope activates and 
increases the immune response against EBV-associated disorders. An effective vaccine that 
prevents primary EBV infection and produce long-lasting protective immunity may 
significantly lessen the occurrence of diseases caused by EBV. Abundant vaccines based on 
membrane glycoproteins or latent proteins against EBV have been developed, and have 
promisingresults. However, an effective vaccine should at least contain promising CD4+ T 
cell and CD8+ cell antigens for both the prevention of symptomatic EBV infection and 
immunotherapy against EBV-associated diseases. 
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1. Introduction 
Infectious pancreatic necrosis virus (IPNV) is a fish pathogen and the prototype of the 
Birnaviridae virus family (Dobos et al., 1979). IPNV causes infectious pancreatic necrosis, an 
acute and serious disease in juvenile salmonid fish worldwide (Hill and Way, 1995) 
Birnaviruses possess a bi-segmented, double-stranded RNA genome contained within a 
medium-sized, unenveloped, icosahedral capsid. The protein products of four unrelated 
major genes undergo various post-translational cleavage processes to generate three to five 
different structural proteins (Dobos, 1995). The largest of these proteins (VP1; 90–110 kDa) is 
encoded by the smaller segment B RNA (Wu et al., 1998). The larger genome segment A 
contains a large open reading frame (ORF; which encodes VP3 [32-kDa; a minor capsid 
protein] [Wu et al., 1998], VP4 [28 kDa], and VP2 [the major capsid protein; 46 kDa] [Wu et 
al., 1998]) and a small ORF, which encodes VP5 (17 kDa; a non-structural protein with anti-
apoptotic activity) (Hong et al., 2002a; Hong and Wu, 2002c).  

Previously, it was found that IPNV-induced apoptosis (Hong et al., 1998; Hong, et al., 1999a; 
Hong et al., 1999b; Hong and Wu, 2002) may be mediated through activation of caspase-8 and 
-3 (Hong et al., 2005) and requires new protein synthesis (Hong et al., 1999). This pathway may 
be triggered through NF-κB transcription factor transactivation of downstream effector genes 
such as Bad (Hong et al., 2008). Recently, it was found that IPNV-induced loss of ΔΨm can be 
blocked by the adenine nucleotide translocase (ANT) inhibitor bongkrekic acid (BKA) (Chen et 
al., 2009), and that IPNV-induced expression of annexin 1 can have an anti-death function 
(Hwang et al., 2007). IPNV was also found to induce apoptotic cell death and necrotic cell 
death in the same cells through TNFα up-regulation (Wang et al., 2011). 

The structures associated with IPNV replication and genome and particle assembly in 
infected cells have only started to be elucidated. Recently, viral particles of different sizes 
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1. Introduction 
Infectious pancreatic necrosis virus (IPNV) is a fish pathogen and the prototype of the 
Birnaviridae virus family (Dobos et al., 1979). IPNV causes infectious pancreatic necrosis, an 
acute and serious disease in juvenile salmonid fish worldwide (Hill and Way, 1995) 
Birnaviruses possess a bi-segmented, double-stranded RNA genome contained within a 
medium-sized, unenveloped, icosahedral capsid. The protein products of four unrelated 
major genes undergo various post-translational cleavage processes to generate three to five 
different structural proteins (Dobos, 1995). The largest of these proteins (VP1; 90–110 kDa) is 
encoded by the smaller segment B RNA (Wu et al., 1998). The larger genome segment A 
contains a large open reading frame (ORF; which encodes VP3 [32-kDa; a minor capsid 
protein] [Wu et al., 1998], VP4 [28 kDa], and VP2 [the major capsid protein; 46 kDa] [Wu et 
al., 1998]) and a small ORF, which encodes VP5 (17 kDa; a non-structural protein with anti-
apoptotic activity) (Hong et al., 2002a; Hong and Wu, 2002c).  

Previously, it was found that IPNV-induced apoptosis (Hong et al., 1998; Hong, et al., 1999a; 
Hong et al., 1999b; Hong and Wu, 2002) may be mediated through activation of caspase-8 and 
-3 (Hong et al., 2005) and requires new protein synthesis (Hong et al., 1999). This pathway may 
be triggered through NF-κB transcription factor transactivation of downstream effector genes 
such as Bad (Hong et al., 2008). Recently, it was found that IPNV-induced loss of ΔΨm can be 
blocked by the adenine nucleotide translocase (ANT) inhibitor bongkrekic acid (BKA) (Chen et 
al., 2009), and that IPNV-induced expression of annexin 1 can have an anti-death function 
(Hwang et al., 2007). IPNV was also found to induce apoptotic cell death and necrotic cell 
death in the same cells through TNFα up-regulation (Wang et al., 2011). 

The structures associated with IPNV replication and genome and particle assembly in 
infected cells have only started to be elucidated. Recently, viral particles of different sizes 
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were identified during the IPNV infective cycle (Villanueva et al., 2004). Immediately after 
synthesis, non-infectious, immature particles 66 nm in diameter appeared. These provirion 
particles were detected simultaneously with viral double-stranded (ds) RNA in infected 
cells, suggesting that viral assembly occurs as soon as dsRNA replication has begun. 
Subsequent maturation into smaller virions (60 nm in diameter) was found to proceed 
through proteolytic cleavage of the viral precursors within the capsid. An early study of 
IPNV also suggested an association of VP3 with viral RNA. VP3-containing 
ribonucleoprotein core structures were identified by electron microscopy studies, and an 
association of the basic C-terminal end of the protein with the viral genome was proposed 
(Hudson et al., 1986). Furthermore, Pedersen found that VP3 can interact with itself, co-
precipitate dsRNA, and interact with VP1 (Pedersen et al., 2007). The dynamics of VP3 
interaction with other proteins or RNA are still unknown. 

In the present study, we located the death domain of VP3 protein and examined its 
interactions with other viral molecules culminating in the formation of the VP3-VP1-RNA-
VP2 complex during viral replication. 

2. Materials and methods 
2.1 Cell line and virus 

Chinook salmon embryo cells (CHSE-214 obtained from the American Type Culture 
Collection, ATCC, Manassas, VA, USA) were grown at 18C in plastic tissue-culture flasks 
(Nalge Nunc International, Rochester, NY, USA) containing Eagle’s minimum essential 
medium (MEM) supplemented with 10% (v/v) fetal bovine serum (FBS) and gentamycin (25 
µg/ml). ZLE cells were grown at 28C in Leibovitz’s L-15 medium (GibcoBRL, Grand Island, 
NY) supplemented with 5% v/v FBS and 25 μg/ml of gentamycin. An isolate of the Ab 
strain of IPNV, designated E1-S, was obtained from Japanese eels in Taiwan (Wu et al., 
1987). The virus was propagated in CHSE-214 cell monolayers at a multiplicity of infection 
(MOI) of 0.01 per cell. Infected cultures were monitored as described previously (Dobos, 
1977) and Tissue Culture Infectious Dose 50 (TCID50) assay was performed on confluent 
monolayers (Nicholson and Dunn, 1974). 

2.2 VP3-enhanced green fluorescent protein (EGFP) gene fusion and different mutant 
form constructions 

A VP3 coding sequence from IPNV E1S VP3 (VP3 cDNA in pGEMT-easy plasmid) was 
amplified using the sense primer (1-P1; in Table 1) 5’-CCgCTCgAgCCATggACgAggAgCTg 
CAA-3’ (the Xho I site is underlined and the start codon of VP3 is in boldface) and an anti-
sense primer (1-P2) 5’-CgggATCCATTCACCTCCgCATCTT-3’ (the BamHI site is 
underlined). This allowed for the construction of VP3-EGFP fusion genes to monitor VP3-
induced cellular morphological changes. The other VP3 mutant forms (pEGFP-VP3: 1–158, 
pEGFP-VP3: 80–237, pEGFP-VP3: 80–158, pEGFP-VP3: 1–79, and pEGFP-VP3: 159–237) were 
amplified using the sense primers (2-P1, 2-P1, 4-P1, 5-P1, and 6-P1; in Table 1) and an anti-
sense primer (2-P2, 3-P2, 4-P2, 5-P2, or 6-P2; in Table 1). The Xho I and BamHI sites are 
underlined in the constructions shown in Table 1. PCR products were ligated with the 
identically predigested pEGFP (enhanced yellow fluorescent protein)-C1 vector (BD 
Biosciences ClonTech, Palo Alto, CA, USA) after restriction digestion with Xho I and BamHI 
to create pEGFP-VP3. Cell transfection was implemented by seeding 3 x 105 ZLE cells in 60-
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mm culture dishes one day prior to the transfection procedure. pEGFP, pEGFP-VP3, and 
each of the VP3 deletion mutant forms (2 g) were separately transfected into cells using 
Lipofectamine-Plus (Life Technologies, Inc., Gaithersburg, MD). Expression of the EYFP 
fusion proteins was visualized using a fluorescence microscope with an FITC filter set, as 
previously described (Hong et al., 1999b). The number of apoptotic cells containing EGFP or 
EGFP-VP3 (200 cells per sample) was assessed for three individual experiments. Each point 
represents the mean number of apoptotic cells ± the standard error of the mean (SEM). Data 
were analyzed using either the paired or unpaired Student’s t-test as appropriate. Statistical 
significance of between-group differences in mean values was defined at P < 0.05.  

2.3 Western blot analysis 

CHSE-214 cells (4.0 ml) were seeded at 105 cells per ml per 60 mm Petri dish for at least 20 h 
prior to cultivation. The resulting monolayers were rinsed twice with PBS. Cells were 
infected with virus at an MOI of 1.0 and were incubated for 0, 4, 6, 8, 12, or 24 h. Culture 
media were aspirated at the end of each time point. Cells were washed with PBS and lysed 
in 0.3 ml of lysis buffer (10 mM Tris base, 20% glycerol, 10 mM sodium dodecyl sulfate, and 
2% β-mercaptoethanol; pH = 6.8). ZLE cells (4.0 ml) were seeded at 1x105 cells per ml and 
cultivated as previously described for VP3 to allow mutant gene overexpression. The cells 
after 20 h were transfected with pEGFP, pVP3-EGFP, pEGFP-VP3: 1–158, pEGFP-VP3: 80–
237, pEGFP-VP3: 80–158, pEGFP-VP3: 1–79, and pEGFP-VP3: 159–237 plasmids (2 g added 
to each dish) using Lipofectamine-Plus (Life Technologies). Transfection was allowed to 
proceed for 4 h. ZLE cells were incubated at 28C for 0, 24, and 48 h. Culture media were 
aspirated at the end of each incubation period. The cells were washed with PBS and finally 
lysed in 0.3 ml of lysis buffer. 

Proteins were separated by sodium dodecyl sulfate-polyacrylamide gel electrophoresis 
(Laemmli, 1970), electroblotted, and visualized using a previously described method (Kain 
et al., 1994). Blots were incubated first with anti-IPNV E1-S polyclonal antibodies (PolyAb, 
1:1500) (Hong et al., 1999a), anti-mouse β-actin MAb (1:5000; Chemicon, Temecula, CA, 
USA), or anti-mouse EGFP MAb (1:3000, Clontech Laboratories, Mountain View, CA, USA), 
then with peroxidase-labeled goat anti-mouse conjugate (1:7500 to 1:10,000; Amersham, 
Piscataway, NJ, USA) or peroxidase-labeled goat anti-rabbit conjugate (1:7500 to 1:10,000; 
Amersham).  

Chemiluminescence detection was performed using the Western Exposure 
Chemiluminescence Kit (Amersham) according to the manufacturer's instructions. 
Chemiluminescence was visualized on Kodak XAR-5 film (Eastman Kodak, Rochester, 
NY, USA), and protein expression level amounts were quantified using a Personal 
Densitometer (Molecular Dynamic, Sunnyvale, CA). 

2.4 Radioactive labeling of infected cells for determination of VP3 interactions 

Radioactive labeling of infected cells: A confluent CHSE-214 cell monolayer in a plastic tissue 
culture plate (60 mm diameter, Nunc) was infected with IPN virus at 18°C at an MOI of 1. 
After a 1-h adsorption period, the medium was removed, the monolayer was rinsed three 
times with phosphate-buffered saline (PBS), and starved for 2 h at 18°C. Then, growth 
medium containing 50 μCi ml–1 of [35S]methionine was added. At different times in the 
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were identified during the IPNV infective cycle (Villanueva et al., 2004). Immediately after 
synthesis, non-infectious, immature particles 66 nm in diameter appeared. These provirion 
particles were detected simultaneously with viral double-stranded (ds) RNA in infected 
cells, suggesting that viral assembly occurs as soon as dsRNA replication has begun. 
Subsequent maturation into smaller virions (60 nm in diameter) was found to proceed 
through proteolytic cleavage of the viral precursors within the capsid. An early study of 
IPNV also suggested an association of VP3 with viral RNA. VP3-containing 
ribonucleoprotein core structures were identified by electron microscopy studies, and an 
association of the basic C-terminal end of the protein with the viral genome was proposed 
(Hudson et al., 1986). Furthermore, Pedersen found that VP3 can interact with itself, co-
precipitate dsRNA, and interact with VP1 (Pedersen et al., 2007). The dynamics of VP3 
interaction with other proteins or RNA are still unknown. 

In the present study, we located the death domain of VP3 protein and examined its 
interactions with other viral molecules culminating in the formation of the VP3-VP1-RNA-
VP2 complex during viral replication. 

2. Materials and methods 
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amplified using the sense primer (1-P1; in Table 1) 5’-CCgCTCgAgCCATggACgAggAgCTg 
CAA-3’ (the Xho I site is underlined and the start codon of VP3 is in boldface) and an anti-
sense primer (1-P2) 5’-CgggATCCATTCACCTCCgCATCTT-3’ (the BamHI site is 
underlined). This allowed for the construction of VP3-EGFP fusion genes to monitor VP3-
induced cellular morphological changes. The other VP3 mutant forms (pEGFP-VP3: 1–158, 
pEGFP-VP3: 80–237, pEGFP-VP3: 80–158, pEGFP-VP3: 1–79, and pEGFP-VP3: 159–237) were 
amplified using the sense primers (2-P1, 2-P1, 4-P1, 5-P1, and 6-P1; in Table 1) and an anti-
sense primer (2-P2, 3-P2, 4-P2, 5-P2, or 6-P2; in Table 1). The Xho I and BamHI sites are 
underlined in the constructions shown in Table 1. PCR products were ligated with the 
identically predigested pEGFP (enhanced yellow fluorescent protein)-C1 vector (BD 
Biosciences ClonTech, Palo Alto, CA, USA) after restriction digestion with Xho I and BamHI 
to create pEGFP-VP3. Cell transfection was implemented by seeding 3 x 105 ZLE cells in 60-
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mm culture dishes one day prior to the transfection procedure. pEGFP, pEGFP-VP3, and 
each of the VP3 deletion mutant forms (2 g) were separately transfected into cells using 
Lipofectamine-Plus (Life Technologies, Inc., Gaithersburg, MD). Expression of the EYFP 
fusion proteins was visualized using a fluorescence microscope with an FITC filter set, as 
previously described (Hong et al., 1999b). The number of apoptotic cells containing EGFP or 
EGFP-VP3 (200 cells per sample) was assessed for three individual experiments. Each point 
represents the mean number of apoptotic cells ± the standard error of the mean (SEM). Data 
were analyzed using either the paired or unpaired Student’s t-test as appropriate. Statistical 
significance of between-group differences in mean values was defined at P < 0.05.  

2.3 Western blot analysis 

CHSE-214 cells (4.0 ml) were seeded at 105 cells per ml per 60 mm Petri dish for at least 20 h 
prior to cultivation. The resulting monolayers were rinsed twice with PBS. Cells were 
infected with virus at an MOI of 1.0 and were incubated for 0, 4, 6, 8, 12, or 24 h. Culture 
media were aspirated at the end of each time point. Cells were washed with PBS and lysed 
in 0.3 ml of lysis buffer (10 mM Tris base, 20% glycerol, 10 mM sodium dodecyl sulfate, and 
2% β-mercaptoethanol; pH = 6.8). ZLE cells (4.0 ml) were seeded at 1x105 cells per ml and 
cultivated as previously described for VP3 to allow mutant gene overexpression. The cells 
after 20 h were transfected with pEGFP, pVP3-EGFP, pEGFP-VP3: 1–158, pEGFP-VP3: 80–
237, pEGFP-VP3: 80–158, pEGFP-VP3: 1–79, and pEGFP-VP3: 159–237 plasmids (2 g added 
to each dish) using Lipofectamine-Plus (Life Technologies). Transfection was allowed to 
proceed for 4 h. ZLE cells were incubated at 28C for 0, 24, and 48 h. Culture media were 
aspirated at the end of each incubation period. The cells were washed with PBS and finally 
lysed in 0.3 ml of lysis buffer. 

Proteins were separated by sodium dodecyl sulfate-polyacrylamide gel electrophoresis 
(Laemmli, 1970), electroblotted, and visualized using a previously described method (Kain 
et al., 1994). Blots were incubated first with anti-IPNV E1-S polyclonal antibodies (PolyAb, 
1:1500) (Hong et al., 1999a), anti-mouse β-actin MAb (1:5000; Chemicon, Temecula, CA, 
USA), or anti-mouse EGFP MAb (1:3000, Clontech Laboratories, Mountain View, CA, USA), 
then with peroxidase-labeled goat anti-mouse conjugate (1:7500 to 1:10,000; Amersham, 
Piscataway, NJ, USA) or peroxidase-labeled goat anti-rabbit conjugate (1:7500 to 1:10,000; 
Amersham).  

Chemiluminescence detection was performed using the Western Exposure 
Chemiluminescence Kit (Amersham) according to the manufacturer's instructions. 
Chemiluminescence was visualized on Kodak XAR-5 film (Eastman Kodak, Rochester, 
NY, USA), and protein expression level amounts were quantified using a Personal 
Densitometer (Molecular Dynamic, Sunnyvale, CA). 

2.4 Radioactive labeling of infected cells for determination of VP3 interactions 

Radioactive labeling of infected cells: A confluent CHSE-214 cell monolayer in a plastic tissue 
culture plate (60 mm diameter, Nunc) was infected with IPN virus at 18°C at an MOI of 1. 
After a 1-h adsorption period, the medium was removed, the monolayer was rinsed three 
times with phosphate-buffered saline (PBS), and starved for 2 h at 18°C. Then, growth 
medium containing 50 μCi ml–1 of [35S]methionine was added. At different times in the 
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labelling period (3–20 h) or continuously labelled for 20 h as a positive control, the cell layer 
was washed with PBS, and the monolayer was lysed in 1 ml of lysis buffer (0.5% [v/v] 
Nonidet P-40 in phosphate-buffered saline) (Wu et al., 1998). 

VP3 interaction assay: Cell extracts were incubated for 18 h at 4°C in the presence of 0.1% 
(w/v) N-laurolysarcosine, 1% bovine serum albumin, 10 M phenylmethanesulfonyl fluoride 
(PMSF), and anti-mouse E1S VP3 B9 and E7 monoclonal antibodies (home-made). The 
mixture was incubated with anti-rabbit IgG serving as a negative control) 1 μg/ ml each 
antibody; Transduction Laboratories, Lexington, KY) at 4°C for 12 h, and then with 160 l of 
10% (v/v) protein A-Sepharose (Zyme) in 150 mM NaCl/10 mM Tris-HCl, pH 7.8/1% N-
lauroylsarcosine at 4°C for 1 h. The protein A-Sepharose-antibody complexes so formed 
were washed three times in the same buffer, boiled in 200 l of 10 mM Tris-HCl, pH 7.8/1 
mM EDTA/0.1% SDS (Hong and Wu. 2002), and boiled in 60 l of sodium dodecyl sulfate 
(SDS)-polyacrylamide gel electrophoresis (PAGE) sample buffer containing 5% SDS and 4% 
-mercaptoethanol to release bound proteins. Proteins present in the cell lysate were 
separated by SDS-polyacrylamide gel electrophoresis (Laemmli, 1970), and the dried gel 
(dried under vacuum) (Studier, 1973) was autoradiographed.  

3. Results 
3.1 VP3 expressed early in the replication cycle 

The present study confirmed that a minor viral capsid protein VP3 is expressed early in the 
IPNV replication cycle (Wu et al., 1987; Wu et al., 1998). VP3 expression levels increased 5-
fold between 4 and 6 h post-infection (p.i.) (Fig. 1A, lanes 2 and 3) compared to levels in 
mock-infected normal control cells (Fig. 1A, lane 1). The elevated expression was 
maintained for 8–24 h p.i. (Fig. 1A, lanes 4–7).  

 
Fig. 1. IPNV VP3 protein expression in CHSE-214 cells. 
The pattern of VP3 expression in CHSE-214 cells was revealed using a anti-IPNV E1-S 
particle polyclonal antibody. The cells were infected with IPNV (MOI=1), lysed at different 
times p.i., and the proteins in lysates were separated electrophoretically. Lane 1 corresponds 
to IPNV-uninfected cells (0 h; the control). Lanes 2–7 correspond to IPNV-infected cells 
lysed 4, 6, 8, 10, 12, and 24 h p.i., respectively.  
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3.2 VP3 localization 

Green fluorescent protein (GFP) from the jellyfish Aequorea victoria has become an invaluable 
tool for monitoring gene expression and fusion protein localization in vivo or in situ, as well 
as for determination of cellular morphological changes (Chalfie et al., 1994; Hong et al., 
1999b; Maniak et al., 1995; Oparka et al., 1997). A variant type of GFP (EGFP), a marker for 
visualization of apoptotic cell morphological changes (Hong et al., 1999b), was used in the 
present study to trace VP3 localization and monitor interaction with other proteins.  

The tracking of VP3 with EGFP in ZLE cells has revealed their presence in plasma (Espinoza 
et al., 2000). However, VP3 was absent from endoplasmic reticulum (ER) when tracked with 
an ER marker (data not shown).  

3.3 Identification of the VP3 death-inducing domain  

Recently, we demonstrated that IPNV VP3 induces apoptotic cell death through the up-
regulation of the pro-apoptotic effector Bad, which triggers the mitochondria-mediated cell 
death pathway (Chiu et al., 2010). A deletion series was used to determine which VP3 region 
might be associated with death induction. Different VP3 constructs were designed (Fig. 2A; 
Table 1) and inserted into pEGFP to produce pEGFP-VP3 (VP3 full length, 1–237 aa), 
pEGFP-VP3: 1–158, pEGFP-VP3: 80–237, pEGFP-VP3: 80–158, pEGFP-VP3: 1–79, and 
pEGFP-VP3: 159–237. All were amplified for further identification. Western blotting with 
anti-EGFP monoclonal antibody confirmed the different sizes of EGFP (lane 1), EGFP-VP3 
(lane 2), EGFP-VP3: 1–158 (lane 3), EGFP-VP3: 80–237 (lane 4), EGFP-VP3: 80–158 (lane 5), 
EGFP-VP3: 1–79 (lane 6), and EGFP-VP3: 159–237 (lane 7) transiently expressed 48 h p.i. 
(Fig. 2B).  

 
Notes: P1, designed as for forward primer and P2 as for reverse primer. 

Table 1. The primers were used to VP3 and different mutant constructions of EGFP-VP3 
fusion genes in plasmids. 
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labelling period (3–20 h) or continuously labelled for 20 h as a positive control, the cell layer 
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mixture was incubated with anti-rabbit IgG serving as a negative control) 1 μg/ ml each 
antibody; Transduction Laboratories, Lexington, KY) at 4°C for 12 h, and then with 160 l of 
10% (v/v) protein A-Sepharose (Zyme) in 150 mM NaCl/10 mM Tris-HCl, pH 7.8/1% N-
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(dried under vacuum) (Studier, 1973) was autoradiographed.  
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fold between 4 and 6 h post-infection (p.i.) (Fig. 1A, lanes 2 and 3) compared to levels in 
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maintained for 8–24 h p.i. (Fig. 1A, lanes 4–7).  
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The pattern of VP3 expression in CHSE-214 cells was revealed using a anti-IPNV E1-S 
particle polyclonal antibody. The cells were infected with IPNV (MOI=1), lysed at different 
times p.i., and the proteins in lysates were separated electrophoretically. Lane 1 corresponds 
to IPNV-uninfected cells (0 h; the control). Lanes 2–7 correspond to IPNV-infected cells 
lysed 4, 6, 8, 10, 12, and 24 h p.i., respectively.  
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3.2 VP3 localization 

Green fluorescent protein (GFP) from the jellyfish Aequorea victoria has become an invaluable 
tool for monitoring gene expression and fusion protein localization in vivo or in situ, as well 
as for determination of cellular morphological changes (Chalfie et al., 1994; Hong et al., 
1999b; Maniak et al., 1995; Oparka et al., 1997). A variant type of GFP (EGFP), a marker for 
visualization of apoptotic cell morphological changes (Hong et al., 1999b), was used in the 
present study to trace VP3 localization and monitor interaction with other proteins.  

The tracking of VP3 with EGFP in ZLE cells has revealed their presence in plasma (Espinoza 
et al., 2000). However, VP3 was absent from endoplasmic reticulum (ER) when tracked with 
an ER marker (data not shown).  

3.3 Identification of the VP3 death-inducing domain  

Recently, we demonstrated that IPNV VP3 induces apoptotic cell death through the up-
regulation of the pro-apoptotic effector Bad, which triggers the mitochondria-mediated cell 
death pathway (Chiu et al., 2010). A deletion series was used to determine which VP3 region 
might be associated with death induction. Different VP3 constructs were designed (Fig. 2A; 
Table 1) and inserted into pEGFP to produce pEGFP-VP3 (VP3 full length, 1–237 aa), 
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(Fig. 2B).  
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Fig. 2. Mapping and identification of the IPNV VP3 death-inducing domain (80–158 aa) in 
fish cells. (A) Schematic representation of various IPNV VP3 deletion mutant constructs N-
terminally fused with EGFP and transfected into ZLE cells. (B) Identification of EGFP, 
EGFP-VP3, and EGFP-VP3 deletion mutants. The pEGFP, pEGFP-VP3, and different pEGFP-
VP3 mutants were transfected into ZLE cells with Lipofectamine-Plus. The cells were 
incubated for 48 h post-transfection (lane 1, EGFP; lane 2, EGFP-VP3; lane 3, EGFP-VP3: 1–
158; lane 4, EGFP-VP3: 80–237; lane 5, EGFP-VP3: 80–158; lane 6, EGFP-VP3: 1–79, and lane 
7, EGFP-VP3: 159–237) and lysed. The lysates were analyzed by Western blotting using a 
monoclonal antibody to EGFP.  
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EGFP served as a tracer to allow direct visualization of apoptotic changes in ZLE cells 
overexpressing VP3 and VP3 peptides at 48 h p.t. The site of the death domain was found to 
be in a 78-aa region between aa 80 and aa 157 (Fig. 3A). Compared to EGFP-VP3 fusion 
proteins without this region, those containing this domain induced a higher rate of 
apoptosis (Fig. 3B; see phase-contrast micrographs in panels b [EGFP-VP3], c [EGFP-VP3: 1–
158], d [EGFP-VP3: 80–237], and i [EGFP-VP3: 80–158] and green fluorescence micrographs 
in panels f [EGFP-VP3], g [EGFP-VP3: 1–158], h [EGFP-VP3: 80–237], and l [EGFP-VP3: 80–
158; arrows indicate EGFP-positive cells]). By contrast, the rate of apoptosis was much less 
in cells expressing EGFP, EGFP-VP3: 1–79, and EGFP-VP3: 159–237 (panels c [EGFP], m 
[EGFP-VP3: 1–79], and f [EGFP-VP3: 159–237]). 

As shown in Figure 3B, these rates at 48 h p.i. were higher in the presence of the death 
domain (69% [EGFP-VP3], 36% [EGFP-VP3: 1–158], 49% [EGFP-VP3: 80–237], and 52% 
[EGFP-VP3: 80–158]) than in its absence (3% [EGFP], 18% [EGFP-VP3: 1–79], and 12% 
[EGFP-VP3: 159–237]). 
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Fig. 3. Identification of the death domain of VP3 in ZLE cells. 
Expression of EGFP, EGFP-VP3, and EGFP-VP3 deletion mutants was assessed in ZLE cells. 
The pEGFP, pEGFP-VP3, and different pEGFP-VP3 mutants were transfected into ZLE cells 
with Lipofectamine-Plus, and the cells were incubated for 48 h post-transfection (p.t.). (A) 
Phase-contrast and fluorescence micrographs of transfected and untransfected apoptotic 
ZLE cells at 48 h p.t. Rounded up cells and plasma membrane blebbing are indicated by 
arrows (Bar = 10 µm). (B) The percentage of apoptotic cells containing EGFP, EGFP-VP3, or 
the different EGFP-VP3 deletion mutant constructs at 48 h p.t. The number of apoptotic cells 
per 200 cells per sample was assessed. Each point represents the mean of three independent 
experiments and the vertical bars indicate ± the standard error of the mean (SEM). Data 
were analyzed using either paired or unpaired Student’s t-test as appropriate. Statistical 
significance was defined at P < 0.05. 

3.4 Kinetics of VP3 interaction during IPNV infection  

Although VP3 participated in many viral processes (apoptosis induction, binding to viral 
RNA, binding to RdRp, and self interaction), it did not associate directly with capsid protein 
VP2. So, we were interested in the mechanism of interaction between VP3 protein and other 
proteins. The binding of native VP3 to two VP3 monoclonal antibodies was assessed at 0, 
2.5, 4, 6, 8, and 24 h p.i. (Fig. 4). VP3 protein was found to bind to both anti-VP3 B9 (lanes, 
15–20) and anti-VP3 E7 (lanes, 21–26) Mabs at 6, 8, and 24 h p.i. but not to the negative 
controls protein A (lanes, 3–8) and secondary anti-rabbit Ig (lanes, 9–14). The positive 
control ([35S]methionine continuously labelled for 20 h) is shown in lane 2 and protein 
markers labelled with [35S]methionine are shown in lane 1. Furthermore, we found just 
only anti-VP3 E7 that at 6 h p.i., VP3 associated with VP1, p85 protein, and RNA to form a 
complex capable of binding VP2 protein during the period 8–24 h p.i (Fig. 5), indicating that 
viral particle assembly begins as early as 6 h p.i. 
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Fig. 4. Identification of profiles of IPNV-VP3 protein interaction with anti-VP3 monoclonal 
antibody at different replication stages in CHSE-214 cells. 
The non-infected and IPNV-infected cells were labelled with [35S]methionine at different 
times after infection and lysed. The lysates were immunoprecipitated with protein A 
Sepharose (Zyme) coupled with anti-rabbit Ig, and anti-IPNV-VP3 B9 and anti-IPNV-VP3 E7 
monoclonal antibodies, and analyzed on 12% SDS-PAGE. Lane 1, [35S]methionine protein 
markers; lane 2, lysate of IPNV-infected CHSE-214 cells labelled with [35S]methionine for 20 
h; lanes 3–8, [35S]methionine-labelled CHSE-214 cells lysed and reacted with protein A 
Sepharose (Zyme) at 0, 2.5, 4, 6, 8, and 24 h p.i., respectively; lanes 9–14, [35S]methionine-
labelled CHSE-214 cells lysed and reacted with protein A Sepharose (Zyme) coupled to anti-
rabbit Ig (Zyme) at 0, 2.5, 4, 6, 8, and 24 h p.i., respectively; lanes 15–20, [35S]methionine-
labelled CHSE-214 cells lysed and reacted with protein A Sepharose (Zyme) coupled to anti-
IPNV-VP3 B9 (home-made) at 0, 2.5, 4, 6, 8 and 24 h p.i., respectively; lanes 21–26, 
[35S]methionine-labelled CHSE-214 cells lysed and reacted with protein A Sepharose (Zyme) 
coupled to anti-IPNV-VP3 E7 (home-made) at 0, 2.5, 4, 6, 8 and 24 h p.i., respectively. 
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Fig. 3. Identification of the death domain of VP3 in ZLE cells. 
Expression of EGFP, EGFP-VP3, and EGFP-VP3 deletion mutants was assessed in ZLE cells. 
The pEGFP, pEGFP-VP3, and different pEGFP-VP3 mutants were transfected into ZLE cells 
with Lipofectamine-Plus, and the cells were incubated for 48 h post-transfection (p.t.). (A) 
Phase-contrast and fluorescence micrographs of transfected and untransfected apoptotic 
ZLE cells at 48 h p.t. Rounded up cells and plasma membrane blebbing are indicated by 
arrows (Bar = 10 µm). (B) The percentage of apoptotic cells containing EGFP, EGFP-VP3, or 
the different EGFP-VP3 deletion mutant constructs at 48 h p.t. The number of apoptotic cells 
per 200 cells per sample was assessed. Each point represents the mean of three independent 
experiments and the vertical bars indicate ± the standard error of the mean (SEM). Data 
were analyzed using either paired or unpaired Student’s t-test as appropriate. Statistical 
significance was defined at P < 0.05. 

3.4 Kinetics of VP3 interaction during IPNV infection  

Although VP3 participated in many viral processes (apoptosis induction, binding to viral 
RNA, binding to RdRp, and self interaction), it did not associate directly with capsid protein 
VP2. So, we were interested in the mechanism of interaction between VP3 protein and other 
proteins. The binding of native VP3 to two VP3 monoclonal antibodies was assessed at 0, 
2.5, 4, 6, 8, and 24 h p.i. (Fig. 4). VP3 protein was found to bind to both anti-VP3 B9 (lanes, 
15–20) and anti-VP3 E7 (lanes, 21–26) Mabs at 6, 8, and 24 h p.i. but not to the negative 
controls protein A (lanes, 3–8) and secondary anti-rabbit Ig (lanes, 9–14). The positive 
control ([35S]methionine continuously labelled for 20 h) is shown in lane 2 and protein 
markers labelled with [35S]methionine are shown in lane 1. Furthermore, we found just 
only anti-VP3 E7 that at 6 h p.i., VP3 associated with VP1, p85 protein, and RNA to form a 
complex capable of binding VP2 protein during the period 8–24 h p.i (Fig. 5), indicating that 
viral particle assembly begins as early as 6 h p.i. 
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Fig. 4. Identification of profiles of IPNV-VP3 protein interaction with anti-VP3 monoclonal 
antibody at different replication stages in CHSE-214 cells. 
The non-infected and IPNV-infected cells were labelled with [35S]methionine at different 
times after infection and lysed. The lysates were immunoprecipitated with protein A 
Sepharose (Zyme) coupled with anti-rabbit Ig, and anti-IPNV-VP3 B9 and anti-IPNV-VP3 E7 
monoclonal antibodies, and analyzed on 12% SDS-PAGE. Lane 1, [35S]methionine protein 
markers; lane 2, lysate of IPNV-infected CHSE-214 cells labelled with [35S]methionine for 20 
h; lanes 3–8, [35S]methionine-labelled CHSE-214 cells lysed and reacted with protein A 
Sepharose (Zyme) at 0, 2.5, 4, 6, 8, and 24 h p.i., respectively; lanes 9–14, [35S]methionine-
labelled CHSE-214 cells lysed and reacted with protein A Sepharose (Zyme) coupled to anti-
rabbit Ig (Zyme) at 0, 2.5, 4, 6, 8, and 24 h p.i., respectively; lanes 15–20, [35S]methionine-
labelled CHSE-214 cells lysed and reacted with protein A Sepharose (Zyme) coupled to anti-
IPNV-VP3 B9 (home-made) at 0, 2.5, 4, 6, 8 and 24 h p.i., respectively; lanes 21–26, 
[35S]methionine-labelled CHSE-214 cells lysed and reacted with protein A Sepharose (Zyme) 
coupled to anti-IPNV-VP3 E7 (home-made) at 0, 2.5, 4, 6, 8 and 24 h p.i., respectively. 
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Fig. 5. The interaction between VP3 and other viral components and complexes in IPNV-
infected CHSE-214 cells during the replication cycle. 
Schematic representation of the IPNV VP3 protein interactions. Early in the replicative cycle 
(at 6 h p.i.), VP3 interacted with VP1-p85-RNA complex. Then, VP1-p85-RNA-VP3 recruited 
VP2 at 8 h and 24 h p.i., which may affect either viral replication or viral assembly during 
the mid to late replication period.  

3.5 The role of VP3 protein in cell death  

The Bcl-2 family of proteins, including both anti- and pro-apoptotic molecules, act at a 
critical, intracellular decision point along the common death pathway (Newton and Strasser, 
1998). The ratio of antagonist (Bcl-2, Bcl-xL, Mcl-1, Bcl-W, and A1) to agonist (Bax, Bak, Bcl-
xs, Bid, Bik, Bad, PUMA, and NOXA) molecules dictates whether a cell responds to a 
proximal apoptotic stimulus (Newton and Strasser, 1998; Galluzzi et al., 2008). Homologues 
of Bcl-2 (Bcl-xL, Bcl-W, Mcl-1, and A1) reside in mitochondria and stabilize the barrier 
function of mitochondrial membranes. In contrast, pro-apoptotic proteins can shuttle 
between non-mitochondrial locations (the cytosol for Bax, Bad, and Bid) and mitochondrial 
membranes where they can insert and permeabilize the mitochondrial membrane (Zamzami 
and Kroemer, 2001; Galluzzi et al., 2008). In our system, the Bcl-2 family member, zebrafish 
Bcl-xL, was found to play a role in blocking both apoptotic (Yang et al., 1995) and necrotic 
cell death. Recently, VP3 overexpression was found to up-regulate Bad protein (a pro-
apoptotic Bcl-2 family member), but how VP3 overexpression was induced remained 
unknown. Moreover, the interactions of the death domain (80–158 aa) of VP3 protein with 
other molecules also remained unknown. From the recently published literature, we found 
that VP3 protein contains a potential phosphokinase C phosphorylation site in Domain 2 
corresponding to residues 122–124 (Domain A2; TGR) (Chiu et al., 2010), which could have 
an important role in cell death induction. 

3.6 Novel role for VP3 in the replication cycle 

Viruses infect specific target cells, replicate in them to produce large numbers of progeny 
virions, which then spread to other susceptible cells to initiate new rounds of infection. They 
also encode proteins that are highly efficient for the optimization of such replication. 
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However, target organisms use both systemic and cell-based defence mechanisms to limit 
the extent of viral infection, including immune and inflammatory processes and the 
execution or suicide of infected cells (Benedict et al., 2002). When we investigated the 
involvement of viral protein (VP3) in host cell death later in the viral replication cycle (VP3, 
apoptosis), we found that VP3 interacts with VP1, p85, and RNA initially (Fig. 4, lane 24; 
Fig. 5), then the VP1-p85-RNA-VP3 complex recruits VP2 at 8 h (Fig. 4, lane 25; Fig. 5) and 
24 h (Fig. 4, lane 26; Fig. 5), suggesting that VP3 protein performs many functions. For 
example, VP3 may stimulate VP1 expression and prime viral assembly. In the present study, 
VP2 interacted with VP3 protein and a new protein p85 (which may have a role in viral 
replication), but the role of p85 remains to be elucidated. 

4. Conclusion 
IPNV E1-S is a fish pathogen of the IPNV Ab strain. It induces apoptotic cell death in CHSE-
214 cells (Hong et al., 1998; Hong et al., 1999a; Hong et al., 1999b) and zebrafish ZLE cells 
(Hong et al., 2005). In summary, we provided evidence that IPNV minor capsid proteins 
were specifically involved in the induction of necrotic cell death. The death domain of VP3 
was found to be located within the stretch 80–158 aa, which contains a protein kinase C 
phosphorylation site. We also found that the VP3 protein can interact with VP1-p85-RNA 
complex early in the replicative cycle (at 6 h p.i.), and that VP3-VP1-p85-RNA binds VP2 at 8 
h and 24 h p.i. thereby affecting either viral replication or viral assembly. Our study adds 
important new information concerning the IPNV VP3-host cell interaction and provides the 
basis for study of the viral pathogenesis of VP3-mediated necrotic cell death and viral 
assembly. 

5. Summary 
Aquatic birnavirus induces secondary necrotic cell death through the synthesis of new 
protein. Very recently we found that the viral genome-encoded minor capsid protein VP3 
can induce cell death in fish and mouse cells. In the present study, we identified the death 
domain of VP3 and the role of VP3 in processes such as interaction with VP1 and viral 
assembly during late stages of replication. Aquatic birnavirus-encoded VP3 was mildly 
expressed in CHSE-214 cells at 4 h post-infection (p.i.), but its expression increased up to 3.5- 
to 4-fold by 6 h p.i. Furthermore, using a deletion series, the VP3 death domain was 
localized to a 78-amino acid (aa) segment (80–158 aa), which was separated from the VP3 
self-binding domain (1–101 aa) and VP1 binding domain (the so-called RNA-dependent 
RNA polymerase, RdRp binding domain; 171–236 aa). Using two anti-VP3 monoclonal 
antibodies, VP3 was also found to interact with VP1, VP2, viral RNA, and host protein-85. 
Our results suggested that aquatic birnavirus VP3 not only triggers Bad-mediated cell death, 
but also stabilizes viral RNA, and promotes viral particle assembly. Thus, VP3 may be a 
good target for antiviral drug-therapy. 
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1. Introduction 
Citrus tristeza virus (CTV) (genus Closterovirus, family Closteroviridae) is the largest identified 
RNA virus infecting plants and the second largest worldwide after the animal Coronaviruses. 
Unlike from most elongated viruses, CTV particles are bipolar flexuous helicoidal filaments of 
2000 x 11 nm, having two different capsid proteins that coat the opposite ends of the virions 
(Febres et al., 1996; Kitajima et al., 1964; Satyanarayana; et al., 2004). The viral genome consists 
of a long single-stranded positive-sense RNA molecule (gRNA) of around 19.3 kb (Karasev et 
al., 1995), a size that defies the theoretical predictions on the upper limit of RNA size found in 
nature, based on the high error frequency of RNA polymerases (Domingo & Holland, 1997). 
The viral genome encodes twelve open reading frames (ORFs), which potentially express at 
least nineteen protein products, and contains two non-translated regions (NTR) at the 5´ and 3´ 
terminus (Figure 1) (Karasev et al., 1995). CTV infects most species, cultivars and hybrids of 
Citrus and related genera, and it is transmitted vegetatively (via infected budwood) and by 
aphids (Hemiptera: Aphididae) in a semipersistent manner. While aphid transmission is 
responsible of local spread, CTV dispersal to new areas or countries occurs by graft 
propagation of virus-infected plant tissues (Bar-Joseph et al., 1989).  

 
Fig. 1. Organization of CTV genome. PRO, MT, HEL and RdRp indicate protein domains of 
papain-like protease, methyltranferase, helicase and RNA-dependent RNA polymerase, 
respectively. HSP70h, CPm and CP indicate ORFs encoding a homologue of heat shock 
protein 70, the minor and the major capsid proteins, respectively. NTR indicates non-
translated region. 

Citrus and related genera were originated 20 million years ago in South Eastern Asia and the 
Malayan archipelago (Scora, 1988). CTV probably co-evolved with its host plant during 
centuries. There are at least four Citrus progenitors reported to be the origin of all of the 
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current citrus varieties in agriculture: citron (C. medica L.), pummelo [C. grandis (L.) Osb.], 
mandarin (C. reticulata Blanco) and C. micrantha L. (Nicolosi et al., 2000). The fact that many 
CTV isolates are symptomless in most of these citrus species supports this hypothesis 
(Moreno et al., 2008). The CTV-citrus pathosystem was created by mankind with the advent 
of the commercial citrus industries during the last two hundred years (Bar-Joseph et al., 
1989). Since transport of citrus plants was difficult for centuries, they were transported and 
grown from seeds, which were free of CTV. Improvements in maritime transport during the 
XIX and XX centuries enabled the movement of intact citrus plants, which often contained 
different CTV genotypes, from Asia to other regions, where the virus interacted and evolved 
in different environmental conditions. The establishment of the modern commercial citrus 
industries also brought the use of new varieties and cultivars, along with new combinations 
citrus variety/rootstocks (which is the way as the commercial citrus trees are generally 
grown in the field), to increase the fruit productivity. After two hundred years, both 
mankind and aphid transmission have made this virus endemic in most of the citrus-
growing areas, with only a few places in the Mediterranean basin and Western USA free of 
CTV infections. The spreading of the virus to new citrus areas resulted in the death of one 
hundred million trees. The actual economic damages to the citrus industries worldwide 
depend on the environmental conditions, the resident CTV pathotypes and the sensitivity to 
CTV infection of the local citrus varieties or scion-rootstock combinations. The endemic CTV 
population of some citrus areas is composed by mild or severe, but controllable, strains. 
These commercial citrus industries are continuously threatened by the possible introduction 
of exotic and almost uncontrollable CTV isolates of higher virulence (Bar-Joseph & Dawson, 
2008). In order to avoid risks derived from introduction and dispersal of highly virulent 
isolates, methods are needed to discriminate the indigenous from any newly introduced 
severe isolates. Consequently, there is a considerable interest in mapping CTV disease 
determinants as well as studying their pathogenicity mechanisms.  

In order to infect a plant, the virus first needs to enter in the cell and to overcome the 
constitutive and/or inducible plant defences to program the plant cellular machinery for its 
viral multiplication, followed by the systemic invasion of the plant, thus interacting with the 
host and inducing disease (Culver & Padmanabhan, 2007). Citrus genus contains many 
species, varieties, and intergenic hybrids with which CTV could interact causing a range of 
physiological and biochemical responses. In some cases, CTV invades the plant and is 
asymptomatic, in others the virus induces disease, and in others the plant is resistant to all 
or some CTV genotypes (Garnsey et al., 1987, 1996, 2005). Furthermore, within the CTV-
Citrus pathosystem, the plant interacts not only with the virus, but also with the insect 
vector. In other plant virus pathosystems, also involving aphid transmission, the 
biochemical interactions between the virus and its host plant affect the fitness of its 
arthropod vectors, therefore modulating their own spread and connecting pathogenicity 
with effective viral transmission (Fereres & Moreno, 2009). In order to develop methods to 
discriminate between pathotypes (severe, disease-causing isolates and mild or symptomless 
isolates) and to engineer reliable and enduring biotechnological strategies to control the 
diseases induced by CTV, it is essential to understand the processes that occur during CTV-
citrus interactions and that connect CTV-infected plants and insect vector interactions, 
which lead to symptoms development and viral spread.  

The genetic research on CTV was hindered for a long time due to the difficulties for 
experimenting with a virus with a large RNA genome, encapsidated in fragile particles and 
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present in reduced amounts in a tree host, thus difficult to isolate and characterize. 
Afterwards, the elevated complexity of CTV genetics, aphid transmission and viral 
populations of highly divergent genotypes, and the myriad of phenotypes induced 
depending on the Citrus host and the CTV strain, challenged the study of the viral genetics 
and the virus-host interactions (Bar-Joseph & Dawson, 2008; Moreno et al., 2008). In the last 
decades, efforts were made to develop molecular techniques to improve CTV detection and 
genotype differentiation. However, a remarkable achievement was the development of 
reverse genetics to overcome the challenges of mapping the CTV genes involved in CTV-
citrus interactions, particularly the pathogenic determinants (Albiach-Marti et al., 2010; 
Satyanarayana et al., 1999, 2001). Therefore, the generation of a cDNA clone (T36-CTV9, 
Figure 2, left panel) of the Florida (USA) isolate T36 and the development of a in vitro 
genetic system to analyze CTV genotypes, mutants and self replicating constructs in 
Nicotiana benthamiana protoplasts or indexing citrus plants (Satyanarayana et al., 1999; 2001), 
allowed examining CTV viral replication, gene expression and assembly. Furthermore, the 
T36 genetic system was modified by Gowda et al. (2005) to allow CTV agroinoculation and 
replication in N. benthamiana plants. Afterwards, the T36-CTV9 construct was adapted to be 
employed as a virus-based vector (Folimonov et al., 2007) (Figure 2, center and right panels) 
for the study of movement and virus-host interactions (Folimonova el al., 2008; Tatineni et 
al., 2008). The complexity of the CTV genetics and the pathosystem established by the 
interaction of Citrus, CTV and the insect vector, plus the molecular virology advances in 
identification of the genetic determinants of the diseases induced by CTV, and the different 
technology approaches used in these studies, are discussed.  

 
Fig. 2. T36-CTV9 infectious clone and the in vitro genetic system to manage CTV. (Left 
panel): Northern-Blot hybridization using minus-stranded riboprobes specific to the 3´ 
proximal genomic region. Accumulation of total RNAs from (line A) construct T36-CTV9 in 
N. benthamiana protoplast; (line B) T36 isolate in C. macrophylla plants; (line C) dsRNA 
accumulation of contruct T36-CTV9 in C. macrophylla plants. (Center and right panels): 
Sections of C. macrophylla infected with construct BCN5-GFP visualized in a confocal 
microscope under UV light, indicating location of CTV in plants. (Center panel): bark flap; 
(Right panel): (Top) leaf, (Center) shoot, (Bottom) roots. Photos from Folimonov et al. (2007). 
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2. The complexity of the Citrus tristeza virus molecular genetics  
The virus needs to program the plant cellular machinery for the viral multiplication and for 
the viral movement through the plasmodesmata and the plant vascular system to colonize 
the plant. Although each viral gene product seems to have primary functions that are 
required for the survival of the virus, there are secondary interactions that cause disease or 
trigger resistance response in the plant host (Culver & Padmanabhan, 2007). Additionally, 
the genetic variability of CTV viral populations is extremely important in order to design 
strategies to study pathogenic determinants and to develop reliable and perdurable 
biotechnological strategies of viral control (Albiach-Marti et al., 2010; Folimonova et al., 
2010). In this section, the primary functions of CTV genes and the genetic variability of CTV 
genotypes, composing a wild isolate, will be reviewed.  

2.1 Genome organization and functions of viral proteins  

The expression of the twelve CTV ORFs is a remarkable process that includes at least three 
different RNA expression mechanisms widely used by positive-strand RNA viruses: 
proteolytic processing of the polyprotein precursor, translational frameshifting and the 
generation of a nested set of ten 3’-coterminal sub-genomic RNAs (sgRNA) (Karasev et al., 
1997). The organization and expression of the 19.3 Kbs of the CTV genome resembles that of 
Coronaviruses, but phylogenetically the CTV polymerase, like in other Closteroviruses, 
belongs to the Sindbis virus-like lineage (Karasev et al., 1997). The replication gene block, 
which is conserved in the family Closteroviridae and in the supergroup of sindbis-like 
viruses, comprises ORF 1a and 1b and makes up the 5´ half of the genome and encodes, as 
indicates the replication machinery (Figure 1) (Dolja et al, 2006). The ORFs 1a and 1b are 
directly translated from the positive stranded gRNA to yield a 400 kDa polyprotein that is 
later proteolytically processed into at least nine protein products (Karasev et al., 1995). The 
ORF1a encodes a 349 kDa polyprotein with two papain-like protease domains, a type I 
methyltransferase-like domain, and a helicase-like domain bearing the motifs of the 
superfamily I helicases. The ORF1b encodes a 54 kDa protein with RNA-dependent RNA 
polymerase (RdRp) domains that is occasionally translated after ORF 1a by a +1 ribosomal 
frameshifting (Karasev et al., 1995).  

The other 10 ORFs, located at the 3’ half of the CTV genome, are expressed by the synthesis 
of a set of 3’ co-terminal subgenomic RNAs (sgRNAs). Each 3’ sgRNA serves as a messenger 
for the translation of its 5’ proximal ORF (Hilf et al., 1995; Karasev et al., 1997) and the 
expression of each of the ten 3’ proximal ORFs is regulated independently both in amount 
and timing (Hilf et al., 1995; Navas-Castillo et al., 1997). Part of the CTV 3´ ORFs are 
enclosed in the conserved quintuple gene block (Figure 1), another hallmark of the 
Closteroviridae family that is related with virion assembly and trafficking (Dolja et al., 2006). 
This consists of the major coat protein (CP of 25kDa), the minor capsid protein (CPm of 
27kDa) (Febres et al., 1996), p61, HSP70h (a p65 kDa protein homologue of the HSP70 plant 
heat-shock proteins) and p6 (a small hydrophobic protein that belongs to the single-span 
transmembrane proteins) (Karasev et al., 1995). About the 97% of the CTV genome is coated 
by CP, while the remainder 3% is encapsidated by CPm resulting in viral particles with the 
emblematic tail of the members of the Closteroviridae family (Dojla et al., 2006; Febres et al., 
1996; Satyanarayana et al., 2004). The coordinate action of HSP70h and p61, in addition to 

 
Molecular Virology and Pathogenicity of Citrus tristeza virus 

 

279 

the CP and CPm coat proteins, are required for proper assembly of CTV virions 
(Satyanarayana et al., 2000). During CTV assembly, HSP70h or p61 bind to the transition 
zone between CP and CPm (around 630 nt) and restrict CPm to the virion tail 
(Satyanarayana et al., 2004; Tatineni et al., 2010). The protein homologous to HSP70h and 
p61 in Beet yellows virus (BYV) (genus Closterovirus) are coordinately assembled with CPm in 
the virion structure and remain attached to the viral particles (Dolja et al., 2006). However, 
the assembly of HSP70h and p61 has not been directly confirmed for CTV (Satyanarayana et 
al., 2004). Although unnecessary for virus assembly or replication, p6 is required for 
systemic invasion of host plant (Tatineni et al., 2008) and probably functions as a movement 
protein, similarly to its homologue in BYV (Dolja et al., 2006). 

The additional five CTV ORFs located at the 3´ half of the genome (Figure 1) are the p20 
ORF, an homologue of p21 of BYV, and four genes encoding proteins with no homologue in 
other closteroviruses (p33, p18, p13 and p23) (Dolja et al., 2006). The p20 protein is the main 
component of the CTV-induced amorphous inclusion bodies (Gowda et al., 2000) and, as 
well as p6, is needed for CTV systemic infection, thus suggesting a possible role in CTV 
translocation in the citrus plant (Satianarayana et al., 2001; Tatineni et al., 2008). 
Unexpectedly, ORFs that encode proteins p33, p18 and p13 are not required either for 
replication or assembly (Satyanarayana et al., 1999, 2000) or for systemic infection of 
Mexican lime [C. aurantifolia (Christm.) Swing.] and C. macrophylla Wester plants (Tatineni et 
al., 2008). These three genes are CTV host range determinants (Tatineni et al., 2011). The p33 
gene is essential for complete infection of sour orange (C. aurantium L.) and lemon [C. limon 
(L.) Burm. f.] trees. The p33 plus p18 and the p33 plus p13 are required for systemic infection 
of grapefruit (C. paradisi Macf.) and of calamondin (C. madurensis Lour.) trees, respectively 
(Tatineni et al., 2011). Part of the plant antiviral defense consists of the post-transcriptional 
gene silencing (PTGS) mechanism. Viruses have evolved developing genes to suppress this 
plant mechanism (Qu & Morris, 2005; Voinnet, 2005). Unusually, CTV evolved ending up 
with three proteins that act as RNA silencing suppressors in N. benthamiana and N. tabacum 
plants. The p23 inhibits intercellular RNA silencing, while CP impedes intracellular RNA 
silencing and p20 obstructs both inter and intracellular RNA silencing (Lu et al., 2000). 
Additionally, the multifunction protein p23 contains a Zn finger domain that binds 
cooperatively both ssRNA and dsRNA molecules in a non-sequence specific manner (López 
et al., 2000) and it controls asymmetrical accumulation of positive and negative RNA strands 
during viral replication, ensuring the presence of enough quantity of positive gRNA ready 
for virion assembly (Satyanarayana et al., 2002b). The CTV genes or sequences related with 
aphid transmission are unknown. However, for viral transmission, unknown helper 
component or CTV virions have to interact with the mouthparts and the foregut of the aphids 
(Ng & Falk, 2006). Therefore, the structural proteins, CP, HSP70h, p61 (Satyanarayana et al., 
2004) and especially the CPm, which composes the CTV particle tail structure, are suspected 
to affect aphid transmission (Barzegar et al., 2009; Febres et al., 1996). In fact, the CPm of 
Lettuce infectious yellows virus (LIYV), a close relative to CTV (genus Crinivirus, family 
Closteroviridae), is involved in viral transmission (Steward et al., 2010).  

The 3´and 5´ non-translated regions (Figure 1) contain the cis-acting elements indispensable 
for CTV replication (Satyanarayana et al., 1999). The 5´ termini of the CTV genome is 
protected with a cap structure (Karasev et al., 1995). CTV 5´ NTR is the most variable 
genomic region with nucleotide identities as low as 42% among some CTV isolates (Figure 
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indicates the replication machinery (Figure 1) (Dolja et al, 2006). The ORFs 1a and 1b are 
directly translated from the positive stranded gRNA to yield a 400 kDa polyprotein that is 
later proteolytically processed into at least nine protein products (Karasev et al., 1995). The 
ORF1a encodes a 349 kDa polyprotein with two papain-like protease domains, a type I 
methyltransferase-like domain, and a helicase-like domain bearing the motifs of the 
superfamily I helicases. The ORF1b encodes a 54 kDa protein with RNA-dependent RNA 
polymerase (RdRp) domains that is occasionally translated after ORF 1a by a +1 ribosomal 
frameshifting (Karasev et al., 1995).  

The other 10 ORFs, located at the 3’ half of the CTV genome, are expressed by the synthesis 
of a set of 3’ co-terminal subgenomic RNAs (sgRNAs). Each 3’ sgRNA serves as a messenger 
for the translation of its 5’ proximal ORF (Hilf et al., 1995; Karasev et al., 1997) and the 
expression of each of the ten 3’ proximal ORFs is regulated independently both in amount 
and timing (Hilf et al., 1995; Navas-Castillo et al., 1997). Part of the CTV 3´ ORFs are 
enclosed in the conserved quintuple gene block (Figure 1), another hallmark of the 
Closteroviridae family that is related with virion assembly and trafficking (Dolja et al., 2006). 
This consists of the major coat protein (CP of 25kDa), the minor capsid protein (CPm of 
27kDa) (Febres et al., 1996), p61, HSP70h (a p65 kDa protein homologue of the HSP70 plant 
heat-shock proteins) and p6 (a small hydrophobic protein that belongs to the single-span 
transmembrane proteins) (Karasev et al., 1995). About the 97% of the CTV genome is coated 
by CP, while the remainder 3% is encapsidated by CPm resulting in viral particles with the 
emblematic tail of the members of the Closteroviridae family (Dojla et al., 2006; Febres et al., 
1996; Satyanarayana et al., 2004). The coordinate action of HSP70h and p61, in addition to 
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the CP and CPm coat proteins, are required for proper assembly of CTV virions 
(Satyanarayana et al., 2000). During CTV assembly, HSP70h or p61 bind to the transition 
zone between CP and CPm (around 630 nt) and restrict CPm to the virion tail 
(Satyanarayana et al., 2004; Tatineni et al., 2010). The protein homologous to HSP70h and 
p61 in Beet yellows virus (BYV) (genus Closterovirus) are coordinately assembled with CPm in 
the virion structure and remain attached to the viral particles (Dolja et al., 2006). However, 
the assembly of HSP70h and p61 has not been directly confirmed for CTV (Satyanarayana et 
al., 2004). Although unnecessary for virus assembly or replication, p6 is required for 
systemic invasion of host plant (Tatineni et al., 2008) and probably functions as a movement 
protein, similarly to its homologue in BYV (Dolja et al., 2006). 

The additional five CTV ORFs located at the 3´ half of the genome (Figure 1) are the p20 
ORF, an homologue of p21 of BYV, and four genes encoding proteins with no homologue in 
other closteroviruses (p33, p18, p13 and p23) (Dolja et al., 2006). The p20 protein is the main 
component of the CTV-induced amorphous inclusion bodies (Gowda et al., 2000) and, as 
well as p6, is needed for CTV systemic infection, thus suggesting a possible role in CTV 
translocation in the citrus plant (Satianarayana et al., 2001; Tatineni et al., 2008). 
Unexpectedly, ORFs that encode proteins p33, p18 and p13 are not required either for 
replication or assembly (Satyanarayana et al., 1999, 2000) or for systemic infection of 
Mexican lime [C. aurantifolia (Christm.) Swing.] and C. macrophylla Wester plants (Tatineni et 
al., 2008). These three genes are CTV host range determinants (Tatineni et al., 2011). The p33 
gene is essential for complete infection of sour orange (C. aurantium L.) and lemon [C. limon 
(L.) Burm. f.] trees. The p33 plus p18 and the p33 plus p13 are required for systemic infection 
of grapefruit (C. paradisi Macf.) and of calamondin (C. madurensis Lour.) trees, respectively 
(Tatineni et al., 2011). Part of the plant antiviral defense consists of the post-transcriptional 
gene silencing (PTGS) mechanism. Viruses have evolved developing genes to suppress this 
plant mechanism (Qu & Morris, 2005; Voinnet, 2005). Unusually, CTV evolved ending up 
with three proteins that act as RNA silencing suppressors in N. benthamiana and N. tabacum 
plants. The p23 inhibits intercellular RNA silencing, while CP impedes intracellular RNA 
silencing and p20 obstructs both inter and intracellular RNA silencing (Lu et al., 2000). 
Additionally, the multifunction protein p23 contains a Zn finger domain that binds 
cooperatively both ssRNA and dsRNA molecules in a non-sequence specific manner (López 
et al., 2000) and it controls asymmetrical accumulation of positive and negative RNA strands 
during viral replication, ensuring the presence of enough quantity of positive gRNA ready 
for virion assembly (Satyanarayana et al., 2002b). The CTV genes or sequences related with 
aphid transmission are unknown. However, for viral transmission, unknown helper 
component or CTV virions have to interact with the mouthparts and the foregut of the aphids 
(Ng & Falk, 2006). Therefore, the structural proteins, CP, HSP70h, p61 (Satyanarayana et al., 
2004) and especially the CPm, which composes the CTV particle tail structure, are suspected 
to affect aphid transmission (Barzegar et al., 2009; Febres et al., 1996). In fact, the CPm of 
Lettuce infectious yellows virus (LIYV), a close relative to CTV (genus Crinivirus, family 
Closteroviridae), is involved in viral transmission (Steward et al., 2010).  

The 3´and 5´ non-translated regions (Figure 1) contain the cis-acting elements indispensable 
for CTV replication (Satyanarayana et al., 1999). The 5´ termini of the CTV genome is 
protected with a cap structure (Karasev et al., 1995). CTV 5´ NTR is the most variable 
genomic region with nucleotide identities as low as 42% among some CTV isolates (Figure 
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3) (Albiach-Marti et al., 2000b; López et al., 1998). Remarkably, the CTV 5´NTR secondary 
structure is similar even for divergent genotypes and folded in two stem-loops separated by 
a short spacer region (Gowda et al, 2003b, 2009; López et al., 1998). This secondary structure 
contains the sequences necessary for both replication and particle assembly (Gowda et al, 
2003b; Satyanarayana et al., 2004; Tatineni et al., 2010). Opposite to the sequence divergence 
of the CTV 5´NTRs, the 3´ NTR sequences are almost identical (Figure 3) (Harper et al, 2010; 
López et al., 1998). The 3´NTR lacks a poly-A tract and does not appear to fold in a tRNA-
like structure (Karasev et al., 1995) but instead consist in a secondary structure of 10 stem-
loop structures, which contain the sequences necessary for minus-strand initiation for the 
CTV gRNA and the sgRNAs (Satyanarayana et al., 2002a)  

2.2 Viral RNA species generated during Citrus tristeza virus replication 

CTV replication is an extraordinary process that generates at least 35 different species of 
viral RNA in CTV-infected cells (Gowda et al., 2001) plus a myriad of defective RNAs (D-
RNAs) (Albiach-Marti et al., 2000a; Ayllon et al., 1999a; Mawassi et al., 1995). The positive to 
negative-stranded total RNA (gRNAs plus sgRNAs) ratio, approximately 40 to 50:1, falls 
within the range of the genomic RNAs of most positive-stranded RNA viruses, particularly 
the more similar Alphavirus supergroup and large complex viruses of the Nidovirales 
(Satanarayana et al., 2002a). Viral replication starts when the CTV replicase generates a 
negative-stranded gRNA using as template the positive stranded CTV genome. Apart from 
the gRNA molecules, CTV accumulates high quantities of single- and double- stranded 
sgRNAs generated during the expression of the ten ORFs situated at the 3´half of the CTV 
genome (Hilf et al., 1995). Unlike the large animal viruses of the Nidovirales, the 3´ sgRNAs 
of CTV do not share a common 5´ terminus. The synthesis of each sgRNA is controlled by its 
corresponding cis-acting element [controller elements (CEs)] (Ayllon et al., 2005; Gowda et 
al., 2001; Karasev et al., 1997). In addition of the plus and minus stranded 3´ coterminal 
sgRNAs, the CEs corresponding to each of the ten 3´ ORFs produce a reduced amount of a 
set of 5´ coterminal positive-stranded sgRNAs, probably due to premature termination 
during the synthesis of the gRNA (Gowda et al., 2001). In addition, CTV generates 
significant amounts of low molecular-weight tristeza, LMT1 and LMT2, a two positive-
stranded 5´ coterminal sgRNAs population with heterogeneous 3´ termini at nt 842-854 and 
744-746, respectively (Che at al., 2001), which are produced and accumulated differently 
(Gowda et al., 2003a; 2009). LMT1 is likely created by premature termination during 
genomic RNA synthesis at a 5´ CE sited in the PRO I domain of replicase (Gowda et al., 
2003a). Nevertheless, the LMT2 production is correlated to virion assembly although its 
exact viral function is unknown (Gowda et al., 2009).  

In addition to the 35 different species of RNA created during replication, CTV could 
accumulate considerable amounts of D-RNAs in infected cells, probably originated during 
the generation of the positive-stranded sgRNA or gRNA by a template-switching 
mechanism (Ayllón et al., 1999a; G. Yang et al., 1997). Generally, D-RNAs bear a genome 
from about 2.0 to 12.0 kb and are composed by variable portions of the 3’ and 5’ termini of 
CTV genomic RNA with large internal delections (Mawassi et al., 1995a; Ayllón et al., 1999a; 
Che et al., 2003). Moreover, some of them resembled the RNAs 1 and 2 distinctive of the 
bipartite Criniviruses, also included in the Closteroviridae family (Che et al., 2003). Apart from 
of their size, they vary also in sequence, and could be encapsidated into particles and be 
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transmitted by aphids (Albiach-Martí et al., 2000a; Mawassi et al, 1995a, 1995b). D-RNAs 
need to use the viral machinery for their survival (Pathak & Nagy, 2009). CTV D-RNAs 
replication in trans required a minimal 5´ proximal region of 1kb and a 3´ termini limited to 
the 3´ NTR. In addition, efficient replication involves some spacing between these terminal 
cis-acting signals and a continuous ORF through most of the 5´ proximal regions of the D-
RNA sequence (Mawassi et al., 2000). In other viral pathosystems, D-RNAs have the 
capacity of interfering in the viral replication of their helper virus (named defective 
interfering (DI) RNAs) (Pathak & Nagy, 2009), but this function was not confirmed for CTV 
(Mawassi et al., 2000) and thus, their biological role is presently unknown. 

2.3 Citrus tristeza virus viral diversity: From the extreme genomic divergence to the 
genetic stasis 

CTV isolates from different host and areas exhibit great variability either biologically or 
genetically (Moreno et al., 2008). There are CTV isolates that consist basically of a main 
genotype and its quasispecies (Albiach-Marti et al., 2000b; Satyanarayana et al., 2001), but 
others are composed by two or more different CTV genotype-related groups which are 
recognized as strains. These could vary in the pathogenicity induced depending on the 
citrus host and in transmission efficiency by aphids (Bar-Joseph & Dawson, 2008; Moreno et 
al., 2008). The strains composing a field population are unequally distributed within a CTV 
infected tree (d’Urso et al., 2000) and could be somehow separated from the former mixture 
by aphid or graft transmission or by host passage creating a new mixture of strains, thus a 
new isolate, which could generate a completely distinct symptomatology in citrus plants 
(Albiach et al., 2000a; Ayllon et al., 1999b; Moreno et al., 1993; Roy & Brlansky, 2009; 
Velazquez-Monreal et al., 2009; Weng et al., 2007). Additionally, aphid or graft transmission 
and host passage could modify the composition of the D-RNAs population in the CTV 
isolates (Albiach-Martí et al., 2000a; Mawassi et al., 1995b)  

The sequencing of the genomes of nineteen CTV isolates from distant places in the planet, 
which represented a subset of its local CTV population, helped the understanding of the 
evolution of CTV and the complex structure of the actual CTV isolates. These genomic 
sequences are T36 and T30 from Florida, USA (Albiach-Martí et al., 2000b; Karasev et al., 
1995); VT from Israel (Mawassi et al., 1996); SY568R from California (Z.N. Yang et al., 1999; 
Vives et al., 2005); T385 and T318A from Spain (Ruiz-Ruiz et al., 2006; Vives et al., 1999); 
NuagA from Japan (Suastika et al., 2001); Qaha (AY340974) from Egypt; Mexican isolate 
(DQ272579); B165 from India (Roy & Brlansky, 2010); NZ-M16, NZ-B18, NZRB-TH28, 
NZRB-TH30, NZRB-M12, NZRB-M17 and NZRB-G9 from New Zealand (Harper et al., 2009, 
2010); and HA16-5 and HA18-9 from Hawaii (Melzer et al., 2010). Comparison of CTV 
genomes yielded nucleotide identities from 79.9% (between Qaha and VT) to 99.3% 
(between T30 and T385) (Melzer et al 2010). Phylogenetic analysis grouped the CTV genome 
diversity in seven clades reflecting six main severe sequence-related groups [(1) T36-like 
(T36, Qaha, Mexican); (2) the NZRB strains plus HA18-9; (3) the VT-like (VT, NUagA, 
T318A, SY568); (4) HA16-5; (5) B165 and NZ-B18; (6) NZ-M16] and one asymptomatic 
genotype [the T30- like (T30 ,T385)] (Harper et al., 2009; Melzer et al. 2010). Moreover, the 
T36-like genotypes and close relatives [clades (1) and (2)] show an unusually high genetic 
distance to the other CTV genotypes in spite of belonging to the same taxonomic entity. The 
divergence between these two groups of genotypes is mostly concentrated at the 5´ half of 
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3) (Albiach-Marti et al., 2000b; López et al., 1998). Remarkably, the CTV 5´NTR secondary 
structure is similar even for divergent genotypes and folded in two stem-loops separated by 
a short spacer region (Gowda et al, 2003b, 2009; López et al., 1998). This secondary structure 
contains the sequences necessary for both replication and particle assembly (Gowda et al, 
2003b; Satyanarayana et al., 2004; Tatineni et al., 2010). Opposite to the sequence divergence 
of the CTV 5´NTRs, the 3´ NTR sequences are almost identical (Figure 3) (Harper et al, 2010; 
López et al., 1998). The 3´NTR lacks a poly-A tract and does not appear to fold in a tRNA-
like structure (Karasev et al., 1995) but instead consist in a secondary structure of 10 stem-
loop structures, which contain the sequences necessary for minus-strand initiation for the 
CTV gRNA and the sgRNAs (Satyanarayana et al., 2002a)  

2.2 Viral RNA species generated during Citrus tristeza virus replication 

CTV replication is an extraordinary process that generates at least 35 different species of 
viral RNA in CTV-infected cells (Gowda et al., 2001) plus a myriad of defective RNAs (D-
RNAs) (Albiach-Marti et al., 2000a; Ayllon et al., 1999a; Mawassi et al., 1995). The positive to 
negative-stranded total RNA (gRNAs plus sgRNAs) ratio, approximately 40 to 50:1, falls 
within the range of the genomic RNAs of most positive-stranded RNA viruses, particularly 
the more similar Alphavirus supergroup and large complex viruses of the Nidovirales 
(Satanarayana et al., 2002a). Viral replication starts when the CTV replicase generates a 
negative-stranded gRNA using as template the positive stranded CTV genome. Apart from 
the gRNA molecules, CTV accumulates high quantities of single- and double- stranded 
sgRNAs generated during the expression of the ten ORFs situated at the 3´half of the CTV 
genome (Hilf et al., 1995). Unlike the large animal viruses of the Nidovirales, the 3´ sgRNAs 
of CTV do not share a common 5´ terminus. The synthesis of each sgRNA is controlled by its 
corresponding cis-acting element [controller elements (CEs)] (Ayllon et al., 2005; Gowda et 
al., 2001; Karasev et al., 1997). In addition of the plus and minus stranded 3´ coterminal 
sgRNAs, the CEs corresponding to each of the ten 3´ ORFs produce a reduced amount of a 
set of 5´ coterminal positive-stranded sgRNAs, probably due to premature termination 
during the synthesis of the gRNA (Gowda et al., 2001). In addition, CTV generates 
significant amounts of low molecular-weight tristeza, LMT1 and LMT2, a two positive-
stranded 5´ coterminal sgRNAs population with heterogeneous 3´ termini at nt 842-854 and 
744-746, respectively (Che at al., 2001), which are produced and accumulated differently 
(Gowda et al., 2003a; 2009). LMT1 is likely created by premature termination during 
genomic RNA synthesis at a 5´ CE sited in the PRO I domain of replicase (Gowda et al., 
2003a). Nevertheless, the LMT2 production is correlated to virion assembly although its 
exact viral function is unknown (Gowda et al., 2009).  

In addition to the 35 different species of RNA created during replication, CTV could 
accumulate considerable amounts of D-RNAs in infected cells, probably originated during 
the generation of the positive-stranded sgRNA or gRNA by a template-switching 
mechanism (Ayllón et al., 1999a; G. Yang et al., 1997). Generally, D-RNAs bear a genome 
from about 2.0 to 12.0 kb and are composed by variable portions of the 3’ and 5’ termini of 
CTV genomic RNA with large internal delections (Mawassi et al., 1995a; Ayllón et al., 1999a; 
Che et al., 2003). Moreover, some of them resembled the RNAs 1 and 2 distinctive of the 
bipartite Criniviruses, also included in the Closteroviridae family (Che et al., 2003). Apart from 
of their size, they vary also in sequence, and could be encapsidated into particles and be 
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transmitted by aphids (Albiach-Martí et al., 2000a; Mawassi et al, 1995a, 1995b). D-RNAs 
need to use the viral machinery for their survival (Pathak & Nagy, 2009). CTV D-RNAs 
replication in trans required a minimal 5´ proximal region of 1kb and a 3´ termini limited to 
the 3´ NTR. In addition, efficient replication involves some spacing between these terminal 
cis-acting signals and a continuous ORF through most of the 5´ proximal regions of the D-
RNA sequence (Mawassi et al., 2000). In other viral pathosystems, D-RNAs have the 
capacity of interfering in the viral replication of their helper virus (named defective 
interfering (DI) RNAs) (Pathak & Nagy, 2009), but this function was not confirmed for CTV 
(Mawassi et al., 2000) and thus, their biological role is presently unknown. 

2.3 Citrus tristeza virus viral diversity: From the extreme genomic divergence to the 
genetic stasis 

CTV isolates from different host and areas exhibit great variability either biologically or 
genetically (Moreno et al., 2008). There are CTV isolates that consist basically of a main 
genotype and its quasispecies (Albiach-Marti et al., 2000b; Satyanarayana et al., 2001), but 
others are composed by two or more different CTV genotype-related groups which are 
recognized as strains. These could vary in the pathogenicity induced depending on the 
citrus host and in transmission efficiency by aphids (Bar-Joseph & Dawson, 2008; Moreno et 
al., 2008). The strains composing a field population are unequally distributed within a CTV 
infected tree (d’Urso et al., 2000) and could be somehow separated from the former mixture 
by aphid or graft transmission or by host passage creating a new mixture of strains, thus a 
new isolate, which could generate a completely distinct symptomatology in citrus plants 
(Albiach et al., 2000a; Ayllon et al., 1999b; Moreno et al., 1993; Roy & Brlansky, 2009; 
Velazquez-Monreal et al., 2009; Weng et al., 2007). Additionally, aphid or graft transmission 
and host passage could modify the composition of the D-RNAs population in the CTV 
isolates (Albiach-Martí et al., 2000a; Mawassi et al., 1995b)  

The sequencing of the genomes of nineteen CTV isolates from distant places in the planet, 
which represented a subset of its local CTV population, helped the understanding of the 
evolution of CTV and the complex structure of the actual CTV isolates. These genomic 
sequences are T36 and T30 from Florida, USA (Albiach-Martí et al., 2000b; Karasev et al., 
1995); VT from Israel (Mawassi et al., 1996); SY568R from California (Z.N. Yang et al., 1999; 
Vives et al., 2005); T385 and T318A from Spain (Ruiz-Ruiz et al., 2006; Vives et al., 1999); 
NuagA from Japan (Suastika et al., 2001); Qaha (AY340974) from Egypt; Mexican isolate 
(DQ272579); B165 from India (Roy & Brlansky, 2010); NZ-M16, NZ-B18, NZRB-TH28, 
NZRB-TH30, NZRB-M12, NZRB-M17 and NZRB-G9 from New Zealand (Harper et al., 2009, 
2010); and HA16-5 and HA18-9 from Hawaii (Melzer et al., 2010). Comparison of CTV 
genomes yielded nucleotide identities from 79.9% (between Qaha and VT) to 99.3% 
(between T30 and T385) (Melzer et al 2010). Phylogenetic analysis grouped the CTV genome 
diversity in seven clades reflecting six main severe sequence-related groups [(1) T36-like 
(T36, Qaha, Mexican); (2) the NZRB strains plus HA18-9; (3) the VT-like (VT, NUagA, 
T318A, SY568); (4) HA16-5; (5) B165 and NZ-B18; (6) NZ-M16] and one asymptomatic 
genotype [the T30- like (T30 ,T385)] (Harper et al., 2009; Melzer et al. 2010). Moreover, the 
T36-like genotypes and close relatives [clades (1) and (2)] show an unusually high genetic 
distance to the other CTV genotypes in spite of belonging to the same taxonomic entity. The 
divergence between these two groups of genotypes is mostly concentrated at the 5´ half of 
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the genome and increases towards the 5´NTR (Figure 3) (Bar-Joseph & Dawson, 2008; Hilf et 
al., 1999; Mawassi et al., 1996). In this way, the comparison of the genomic sequences of T30 
and T36 diverged from 5% in the 3´NTR to as high as 58% in the 5´NTR (Figure 3) (Albiach-
Marti et al., 2000b). Conversely, genomic sequence divergence between the CTV genotypes 
included in clades (3) to (7) increase slightly in the 5´NTR region but is relatively constant in 
proportion and distribution along the genome (Figure 3) (Hilf et al., 1999; Melzer et al. 2010). 
Based in this two paths of sequence divergence (Hilf et al., 1999) it was speculated that the 
T36 genotype and relatives evolved from a recombinant of a CTV genome and an unknown 
virus millions of years ago in Asia (Mawassi et al., 1996). This high genomic divergence 
between distinct genotypes confirmed the genetic variability found between strains 
composing the CTV isolates.  

 
Fig. 3. Graphic of the sequence identities along the CTV genome between T30 genotype and 
(A) T385 (B) T36, (C) VT and (D) SY568 genotypes (Albiach-Marti et al., 2000b). PRO, MT, 
HEL and RdRp indicate protein domains of papain-like protease, methyltranferase, helicase 
and RNA-dependent RNA polymerase, respectively. HSP70h, CPm and CP indicate ORFs 
encoding a homologue of heat shock protein 70, the minor and the major capsid proteins, 
respectively. NTR indicates non-translated region. 

In spite of this genetic variability, Albiach-Martí et al. (2000b) reported that the genomes of 
the symptomless isolates T30 from Florida and T385 from Spain, which where separated 
geographically and in time, were essentially identical (Figure 3). Moreover, these authors 
demonstrated that the T30/T385 genotype was distributed around the world and it could 
have been stable at least 500 years, which suggests that the T30/T385 genotype is well 
adapted to the citrus environment. Afterwards, this genetic similarity was found for other 
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CTV genotypes separated geographically and in time like T36 from Florida and Qaha from 
Egypt. Although, a great capacity for rapid evolution is a common feature of RNA viruses 
(Domingo & Holland, 1997), there are examples of long genetic stability in animal 
(Nakajima et al., 1978) and plant (Blok et al., 1987; Fraile et al., 1997) viral RNA populations, 
which were reported to be nearly identical after 22 years and from 100 to 13,000-14,000 
years, respectively. This genetic stasis has been explained as a consequence of strong 
selection and competition between the mutants that arise in each replication cycle, which 
creates equilibrium in the viral quasispecies distribution (Blok et al., 1987; Fraile et al., 1997). 
Therefore, if some CTV sequences tend to remain relatively stable over periods of years, 
sequence-based control strategies like transgenic plants based in PTGS or cross-protection 
using recombinant mild CTV strains, have a higher probability of success (Albiach-Martí et 
al., 2000b, 2010; Folimonova et al., 2010).  

A possible hypothesis to explain the actual high sequence variability found in the CTV 
isolates could be based in the fact that the main CTV genotypes evolved in different Citrus 
progenitors at its point of origin in Asia. Afterwards, the high viral diversity found intra and 
inter CTV isolates could has been generated by two processes acting in parallel. In one hand, 
the dispersal of the main CTV genotypes to different environments around the world by 
vegetative propagation of citrus, followed by the exposure during decades of the citrus-
infected trees to repetitive inoculation by the natural aphid population, and by cultural 
practices like graft transmission, would create founder effects or bottlenecks. These could 
change the frequency of sequence variants within field isolates. On the other hand, RNA 
virus mutation due the error-prone nature of RNA-dependent RNA polymerases (Domingo 
& Holland, 1997), in addition to recombination events between diverged sequence variants, 
plus selection, genetic drift and gene flow, possibly might allow newly arising mutants to 
shift the sequence variants distribution of the isolates, becoming prevalent in CTV 
populations, and promoting rapid evolution (Moreno et al., 2008). In this context, 
identifying a specific genetic determinant that is responsible for a specific disease symptom 
under field or glasshouse conditions is, in the case of CTV, a real challenge.  

3. Virus-host interactions in the Citrus tristeza virus pathosystem 
Citrus tristeza virus natural plant hosts belong to the order Geraniales, family Rutaceae, 
subfamily Aurantoidea. Most of them are included in the genus Citrus L. except for kumquats 
(Fortunella spp) and other Citrus relatives (Aegle, Aeglopsis, Afraegle, Atalantia, Citropsis, 
Clausena, Eremocitrus, Hesperthusa, Merrillia, Microcitrus, Pamburus, Pleiospermium, and 
Swinglea). However, there are also non-rutaceous hosts that have been experimentally 
infected with CTV strains like Passiflora gracilis and Passiflora coerulea (Bar-Joseph et al, 1989; 
Moreno et al., 2008), and N. benthamiana protoplasts or agroinfiltrated leaves (Gowda et al., 
2005; Navas-Castillo et al., 1997). When CTV interacts with the plant host there could be 
several plant responses. Depending on the CTV strain and the specific citrus host or 
variety/rootstock combination, CTV interactions with a particular citrus host might be 
pathogenesis or asymptomatic or from limited to complete plant resistance. In this way, 
Citron, Mexican lime, C. macrophylla, sour orange and lemon seedlings are usually 
susceptible to CTV infection. In addition, mandarins, clementine (C. clementina Hort. ex 
Tan.), satsuma [C. unshiu (Mak.) Marc.] and the citrus hybrids tangelos (mandarin × 
grapefruit or pummelo) and tangors (mandarin × sweet orange), as well as some pummelos 
and citrumelos (grapefruit × P. trifoliata), are among the commonly tolerant hosts to CTV. 
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the genome and increases towards the 5´NTR (Figure 3) (Bar-Joseph & Dawson, 2008; Hilf et 
al., 1999; Mawassi et al., 1996). In this way, the comparison of the genomic sequences of T30 
and T36 diverged from 5% in the 3´NTR to as high as 58% in the 5´NTR (Figure 3) (Albiach-
Marti et al., 2000b). Conversely, genomic sequence divergence between the CTV genotypes 
included in clades (3) to (7) increase slightly in the 5´NTR region but is relatively constant in 
proportion and distribution along the genome (Figure 3) (Hilf et al., 1999; Melzer et al. 2010). 
Based in this two paths of sequence divergence (Hilf et al., 1999) it was speculated that the 
T36 genotype and relatives evolved from a recombinant of a CTV genome and an unknown 
virus millions of years ago in Asia (Mawassi et al., 1996). This high genomic divergence 
between distinct genotypes confirmed the genetic variability found between strains 
composing the CTV isolates.  

 
Fig. 3. Graphic of the sequence identities along the CTV genome between T30 genotype and 
(A) T385 (B) T36, (C) VT and (D) SY568 genotypes (Albiach-Marti et al., 2000b). PRO, MT, 
HEL and RdRp indicate protein domains of papain-like protease, methyltranferase, helicase 
and RNA-dependent RNA polymerase, respectively. HSP70h, CPm and CP indicate ORFs 
encoding a homologue of heat shock protein 70, the minor and the major capsid proteins, 
respectively. NTR indicates non-translated region. 

In spite of this genetic variability, Albiach-Martí et al. (2000b) reported that the genomes of 
the symptomless isolates T30 from Florida and T385 from Spain, which where separated 
geographically and in time, were essentially identical (Figure 3). Moreover, these authors 
demonstrated that the T30/T385 genotype was distributed around the world and it could 
have been stable at least 500 years, which suggests that the T30/T385 genotype is well 
adapted to the citrus environment. Afterwards, this genetic similarity was found for other 
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CTV genotypes separated geographically and in time like T36 from Florida and Qaha from 
Egypt. Although, a great capacity for rapid evolution is a common feature of RNA viruses 
(Domingo & Holland, 1997), there are examples of long genetic stability in animal 
(Nakajima et al., 1978) and plant (Blok et al., 1987; Fraile et al., 1997) viral RNA populations, 
which were reported to be nearly identical after 22 years and from 100 to 13,000-14,000 
years, respectively. This genetic stasis has been explained as a consequence of strong 
selection and competition between the mutants that arise in each replication cycle, which 
creates equilibrium in the viral quasispecies distribution (Blok et al., 1987; Fraile et al., 1997). 
Therefore, if some CTV sequences tend to remain relatively stable over periods of years, 
sequence-based control strategies like transgenic plants based in PTGS or cross-protection 
using recombinant mild CTV strains, have a higher probability of success (Albiach-Martí et 
al., 2000b, 2010; Folimonova et al., 2010).  

A possible hypothesis to explain the actual high sequence variability found in the CTV 
isolates could be based in the fact that the main CTV genotypes evolved in different Citrus 
progenitors at its point of origin in Asia. Afterwards, the high viral diversity found intra and 
inter CTV isolates could has been generated by two processes acting in parallel. In one hand, 
the dispersal of the main CTV genotypes to different environments around the world by 
vegetative propagation of citrus, followed by the exposure during decades of the citrus-
infected trees to repetitive inoculation by the natural aphid population, and by cultural 
practices like graft transmission, would create founder effects or bottlenecks. These could 
change the frequency of sequence variants within field isolates. On the other hand, RNA 
virus mutation due the error-prone nature of RNA-dependent RNA polymerases (Domingo 
& Holland, 1997), in addition to recombination events between diverged sequence variants, 
plus selection, genetic drift and gene flow, possibly might allow newly arising mutants to 
shift the sequence variants distribution of the isolates, becoming prevalent in CTV 
populations, and promoting rapid evolution (Moreno et al., 2008). In this context, 
identifying a specific genetic determinant that is responsible for a specific disease symptom 
under field or glasshouse conditions is, in the case of CTV, a real challenge.  

3. Virus-host interactions in the Citrus tristeza virus pathosystem 
Citrus tristeza virus natural plant hosts belong to the order Geraniales, family Rutaceae, 
subfamily Aurantoidea. Most of them are included in the genus Citrus L. except for kumquats 
(Fortunella spp) and other Citrus relatives (Aegle, Aeglopsis, Afraegle, Atalantia, Citropsis, 
Clausena, Eremocitrus, Hesperthusa, Merrillia, Microcitrus, Pamburus, Pleiospermium, and 
Swinglea). However, there are also non-rutaceous hosts that have been experimentally 
infected with CTV strains like Passiflora gracilis and Passiflora coerulea (Bar-Joseph et al, 1989; 
Moreno et al., 2008), and N. benthamiana protoplasts or agroinfiltrated leaves (Gowda et al., 
2005; Navas-Castillo et al., 1997). When CTV interacts with the plant host there could be 
several plant responses. Depending on the CTV strain and the specific citrus host or 
variety/rootstock combination, CTV interactions with a particular citrus host might be 
pathogenesis or asymptomatic or from limited to complete plant resistance. In this way, 
Citron, Mexican lime, C. macrophylla, sour orange and lemon seedlings are usually 
susceptible to CTV infection. In addition, mandarins, clementine (C. clementina Hort. ex 
Tan.), satsuma [C. unshiu (Mak.) Marc.] and the citrus hybrids tangelos (mandarin × 
grapefruit or pummelo) and tangors (mandarin × sweet orange), as well as some pummelos 
and citrumelos (grapefruit × P. trifoliata), are among the commonly tolerant hosts to CTV. 
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Sweet orange [C. sinensis (L.) Osb.] and grapefruit could be susceptible or tolerant 
depending on the CTV pathotype (Bar-Joseph et al, 1989; Garnsey et al., 2005). Finally, 
pummelos, grapefruit, sour orange and the rootstock Swingle citrumelo exhibit a differential 
degree of resistance depending on the CTV strain (Bernet et al., 2008; Garnsey et al., 1996; Fang 
& Roose, 1999; Folimonova et al., 2008). Whereas, some Citrus relatives, within subfamily 
Aurantioideae like Poncirus trifoliata (L.) Raf., Swinglea glutinosa (Blanco) Merr., and Severinia 
buxifolia (Poir) Ten, as well as P. trifoliata intergenic hybrids like citranges (sweet orange × P. 
trifoliata), remain resistant or immune to most of the CTV strains (Garnsey et al., 1987; Yoshida, 
1985, 1993). Therefore, there is an elevated complexity in the Citrus-CTV interactions that 
generate processes like pathogenesis or plant host resistance. Although there have been 
considerable advances in the study of the CTV genetics, the interaction between CTV and 
Citrus and in particular the mechanisms involved in the development of disease or plant 
resistance, are still poorly understood. Interactions between CTV and citrus could also affect 
the performance of the CTV arthropod vector, therefore affecting virus spread (Fereres & 
Moreno, 2009). Consequently, the different CTV-Citrus interactions as well the possible 
connection between CTV infected plant interactions and modulation of aphid transmission are 
reviewed in this section. 

3.1 Citrus tristeza virus pathotypes 

Phenotypically, CTV is a very complex virus, with three hallmark diseases, plus a myriad 
different symptom patterns in indexing plants. After the Phytophthora epidemics in 1836, 
commercial citrus varieties were mainly propagated on sour orange, a Phytophthora resistant 
rootstock exceptionally adaptable to all soil types that generates excellent fruit quality and 
elevated productivity. Tristeza disease or Quick decline (QD), the first known syndrome of 
CTV, appeared in 1930 as sour orange roostock resulted to be highly sensitive to CTV 
(Figure 4). The QD syndrome consists in the rapid death of the commercial varieties sweet 
orange, mandarin, grapefruit, Kumquats or limes on sour orange rootstock in field 
conditions (Bar-Joseph & Dawson, 2008; Moreno et al., 2008). During the development of 
QD the sieve tubes and companion cells close to the bud union between the scion and the 
rootstock collapse and necroses, producing an excessive amount of non-functional phloem 
(Schneider, 1959). This generates overgrowth of the scion at the bud union, loss of root mass, 
and therefore, drought sensitivity, stunting, leave chlorosis, reduced fruit size, poor growth, 
dieback, wilting and finally death of the tree. The QD symptomatology explains the disease 
name of Tristeza, which means ¨sadness¨ in Spanish and Portuguese. The CTV QD pathotype 
has been devastating for the commercial citrus industries around the world, since it has 
caused the death of hundred million trees worldwide. Moreover, the QD syndrome forced 
the transformation of a citrus industry based in sour orange rootstock to other established 
on Tristeza-tolerant rootstocks, which generate damages from soil salinity or alkalinity, 
water logging in heavy soils, or sensitivity to soil fungi and lower fruit yield than sour 
orange rootstock. The QD pathotypes are distributed in most of the citrus-growing areas, 
except a few places in the Mediterranean basin and Western USA. The second pathogenic 
interaction between citrus and CTV, Stem pitting (SP) (Figure 4) was first observed in 
orchards replanted with Tristeza resistant or tolerant rootstocks. The disease is produced by 
highly virulent strains that affect commercial lime, sweet orange, and grapefruit trees 
grafted on any rootstock. SP consists of deep pits in the wood under depressed areas of 
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bark. Contrasting with QD, the SP pathotypes usually do not cause tree death, but 
chronically limit profitable growth of different varieties, significant reduction of plant vigor, 
severe stunting and low yield of unmarketable fruit, thus causing high economic losses (Bar-
Joseph et al., 1989). The SP pathotypes are restricted to regions of Asia, Australia, South 
Africa and South America. However, these pathotypes have also been found, although at 
lower frequency, in California, Florida, and the Mediterranean area ((Bar-Joseph & Dawson, 
2008; Moreno et al., 2008).  

 
Fig. 4. CTV pathotypes. (Left panel): Quick decline symdrome. (Right panel): Stem pitting 
symdrome.  

The third CTV-induced syndrome, Seedling yellows (SY) is observed in the greenhouse 
(Figure 5) but might also be found in the field in top–grafted plants. SY is characterized by 
stunting, leaf chlorosis and sometimes a complete cessation of growth of sour orange, 
grapefruit or lemon seedlings (Fraser, 1952). Although SY is not economically valuable, it 
can be examined in the greenhouse in a timely manner and has a substantial diagnostic 
value for CTV pathotype differentiation (Garnsey et al., 2005). In contrast, there are mild 
CTV strains (as the T30-like genotypes) that cause a complete lack of symptoms in almost all 
varieties of citrus, including those propagated on sour orange rootstocks, even though the 
virus multiplies to reach high titers (Albiach-Marti et al., 2000b). These mild isolates are 
common in almost all the citrus growing areas (Albiach-Marti et al., 2000b; Hilf et al., 2005; 
Roy et al., 2010), although their presence is frequently masked when they are present in 
mixed infections with severe isolates (Moreno et al., 2008).  

The development of QD and SP extends over 10 to 40 years in the field, a period too long to 
screen the CTV pathotypes. Although the SP pathotype can be examined somehow in 
glasshouse conditions, there are no reliable methods to reproduce QD in those conditions 
(Moreno et al., 2008). Therefore, the degree of severity of a specific CTV isolate, strain or 
genotype usually is assessed by using indexing plants (seedlings from Mexican lime, sour 
orange, Madame vinous sweet orange and Duncan grapefruit), where the development of 
severe pathotypes could be determined in months (Garnsey et al., 2005). The majority of 
CTV isolates induce symptoms (vein clearing, leaf cupping, dwarfing and stem pitting), in 
Mexican Lime (Figure 5), the most sensitive host for CTV. In this case, the degree of CTV 
symptomology ranges from the mild phenotypes, which are almost asymptomatic, to the 
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Sweet orange [C. sinensis (L.) Osb.] and grapefruit could be susceptible or tolerant 
depending on the CTV pathotype (Bar-Joseph et al, 1989; Garnsey et al., 2005). Finally, 
pummelos, grapefruit, sour orange and the rootstock Swingle citrumelo exhibit a differential 
degree of resistance depending on the CTV strain (Bernet et al., 2008; Garnsey et al., 1996; Fang 
& Roose, 1999; Folimonova et al., 2008). Whereas, some Citrus relatives, within subfamily 
Aurantioideae like Poncirus trifoliata (L.) Raf., Swinglea glutinosa (Blanco) Merr., and Severinia 
buxifolia (Poir) Ten, as well as P. trifoliata intergenic hybrids like citranges (sweet orange × P. 
trifoliata), remain resistant or immune to most of the CTV strains (Garnsey et al., 1987; Yoshida, 
1985, 1993). Therefore, there is an elevated complexity in the Citrus-CTV interactions that 
generate processes like pathogenesis or plant host resistance. Although there have been 
considerable advances in the study of the CTV genetics, the interaction between CTV and 
Citrus and in particular the mechanisms involved in the development of disease or plant 
resistance, are still poorly understood. Interactions between CTV and citrus could also affect 
the performance of the CTV arthropod vector, therefore affecting virus spread (Fereres & 
Moreno, 2009). Consequently, the different CTV-Citrus interactions as well the possible 
connection between CTV infected plant interactions and modulation of aphid transmission are 
reviewed in this section. 

3.1 Citrus tristeza virus pathotypes 

Phenotypically, CTV is a very complex virus, with three hallmark diseases, plus a myriad 
different symptom patterns in indexing plants. After the Phytophthora epidemics in 1836, 
commercial citrus varieties were mainly propagated on sour orange, a Phytophthora resistant 
rootstock exceptionally adaptable to all soil types that generates excellent fruit quality and 
elevated productivity. Tristeza disease or Quick decline (QD), the first known syndrome of 
CTV, appeared in 1930 as sour orange roostock resulted to be highly sensitive to CTV 
(Figure 4). The QD syndrome consists in the rapid death of the commercial varieties sweet 
orange, mandarin, grapefruit, Kumquats or limes on sour orange rootstock in field 
conditions (Bar-Joseph & Dawson, 2008; Moreno et al., 2008). During the development of 
QD the sieve tubes and companion cells close to the bud union between the scion and the 
rootstock collapse and necroses, producing an excessive amount of non-functional phloem 
(Schneider, 1959). This generates overgrowth of the scion at the bud union, loss of root mass, 
and therefore, drought sensitivity, stunting, leave chlorosis, reduced fruit size, poor growth, 
dieback, wilting and finally death of the tree. The QD symptomatology explains the disease 
name of Tristeza, which means ¨sadness¨ in Spanish and Portuguese. The CTV QD pathotype 
has been devastating for the commercial citrus industries around the world, since it has 
caused the death of hundred million trees worldwide. Moreover, the QD syndrome forced 
the transformation of a citrus industry based in sour orange rootstock to other established 
on Tristeza-tolerant rootstocks, which generate damages from soil salinity or alkalinity, 
water logging in heavy soils, or sensitivity to soil fungi and lower fruit yield than sour 
orange rootstock. The QD pathotypes are distributed in most of the citrus-growing areas, 
except a few places in the Mediterranean basin and Western USA. The second pathogenic 
interaction between citrus and CTV, Stem pitting (SP) (Figure 4) was first observed in 
orchards replanted with Tristeza resistant or tolerant rootstocks. The disease is produced by 
highly virulent strains that affect commercial lime, sweet orange, and grapefruit trees 
grafted on any rootstock. SP consists of deep pits in the wood under depressed areas of 
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bark. Contrasting with QD, the SP pathotypes usually do not cause tree death, but 
chronically limit profitable growth of different varieties, significant reduction of plant vigor, 
severe stunting and low yield of unmarketable fruit, thus causing high economic losses (Bar-
Joseph et al., 1989). The SP pathotypes are restricted to regions of Asia, Australia, South 
Africa and South America. However, these pathotypes have also been found, although at 
lower frequency, in California, Florida, and the Mediterranean area ((Bar-Joseph & Dawson, 
2008; Moreno et al., 2008).  
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The third CTV-induced syndrome, Seedling yellows (SY) is observed in the greenhouse 
(Figure 5) but might also be found in the field in top–grafted plants. SY is characterized by 
stunting, leaf chlorosis and sometimes a complete cessation of growth of sour orange, 
grapefruit or lemon seedlings (Fraser, 1952). Although SY is not economically valuable, it 
can be examined in the greenhouse in a timely manner and has a substantial diagnostic 
value for CTV pathotype differentiation (Garnsey et al., 2005). In contrast, there are mild 
CTV strains (as the T30-like genotypes) that cause a complete lack of symptoms in almost all 
varieties of citrus, including those propagated on sour orange rootstocks, even though the 
virus multiplies to reach high titers (Albiach-Marti et al., 2000b). These mild isolates are 
common in almost all the citrus growing areas (Albiach-Marti et al., 2000b; Hilf et al., 2005; 
Roy et al., 2010), although their presence is frequently masked when they are present in 
mixed infections with severe isolates (Moreno et al., 2008).  

The development of QD and SP extends over 10 to 40 years in the field, a period too long to 
screen the CTV pathotypes. Although the SP pathotype can be examined somehow in 
glasshouse conditions, there are no reliable methods to reproduce QD in those conditions 
(Moreno et al., 2008). Therefore, the degree of severity of a specific CTV isolate, strain or 
genotype usually is assessed by using indexing plants (seedlings from Mexican lime, sour 
orange, Madame vinous sweet orange and Duncan grapefruit), where the development of 
severe pathotypes could be determined in months (Garnsey et al., 2005). The majority of 
CTV isolates induce symptoms (vein clearing, leaf cupping, dwarfing and stem pitting), in 
Mexican Lime (Figure 5), the most sensitive host for CTV. In this case, the degree of CTV 
symptomology ranges from the mild phenotypes, which are almost asymptomatic, to the 
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highly virulent CTV isolates that could kill the plant (Garnsey et al., 2005). However, there 
are exceptions, such as severe isolates that induce symptoms in sweet orange but not in 
Mexican lime (Harper et al., 2009).  

 
Fig. 5. CTV symptomology in greenhouse conditions. (A) healthy sour orange plant. Seedling 
yellows syndrome in (B) sour orange and (C) grapefruit. Symptoms induced in Mexican lime: 
(D) leaf cupping, (E) vein clearing and (F) stem pitting.  

3.2 Genetic determinants of the Citrus tristeza virus syndromes 

Viruses possess the potential to disrupt host physiology by the interaction of specific viral 
components with the host components. During viral infection, the virus has to overcome the 
constitutive and/or inducible plant defences. The plant inducible defence could confine the 
virus and prevent systemic infection (Culver & Padmanabhan, 2007). The plant constitutive 
defense consist in the PTGS or the RNA interference (RNAi) pathway that implies the 
specific degradation of the viral dsRNA in small interfering RNAs (siRNAs), which guides a 
specific plant ribonuclease to degrade the viral genomes in the cytoplasm of the plant cell. 
Besides of the antiviral role, the gene silencing mechanism has important functions in 
regulating plant gene expression (miRNA metabolism) (Voinnet, 2005). Viruses contain RNAi 
suppressing genes or RNA silencing suppressors, allowing viral multiplication and 
interfering in host gene expression, thus inducing disease (Qu & Morris, 2005; Voinnet, 2005). 
The CTV genome contains three suppressors (CP, p20 and p23, see section 2) that block 
intracellular and/or intercellular RNA silencing mechanism in N. benthamiana and N. 
tabacumm plants (Lu et al., 2000). In spite of the presence of these three silencing suppressors, 
accumulation of siRNAs in CTV-infected susceptible hosts could be 50% of the total RNAs in 
the plant (Ruiz-Ruiz et al., 2011). Moreover, the siRNAs accumulation is directly proportional 
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to the virus accumulation and varies depending on the CTV strain and the citrus host 
(Comellas, 2009). Deep sequencing analysis of siRNAs from CTV-infected plants indicated that 
they mainly consisted in small RNAs of 21-22 nt derived from essentially all the CTV genome 
(Ruiz-Ruiz et al., 2011). Although, CP, p20 and p23 have not been yet reported as RNAi 
suppressing genes in citrus, these three CTV genes could be candidates for symptom 
determinants. 

Apart of CP, p20 and p23, CTV multiplication generates great quantities of other viral 
products (35 RNA species, 16 protein products and D-RNAs, see section 2.1 and 2.2) along 
with a complicated process of replication, gene expression, assembly and movement, where 
the interaction with host factors is essential. Consequently, during CTV-Citrus interactions 
there are multiple opportunities to generate disease. However, determination of which of 
the viral products induce a specific symptomology is a complicated task. Analysis of 
Mexican lime transcriptome after infection with a severe CTV isolate showed altered 
expression of 334 genes and about half of them without significant similarity with other 
known sequences, thus indicating elevated complexity in the citrus-CTV interaction during 
symptoms development (Gandia et al., 2007). Many attempts have been made to develop 
rapid diagnostics for specific CTV syndromes. Their application has led to the establishment 
of some correlations between various serological and molecular markers with CTV 
pathotypes (Hilf et al., 2005; López et al., 1998; Permar et al., 1990; Roy et al., 2010; Sambade 
et al., 2003). Although these molecular markers are a valuable tool for genotyping a 
particular CTV population, recombinants between genotypes affecting the disease 
determinants could be present, thus invalidating these methodologies for severe/mild strain 
differentiation. Additionally, direct linkage of these markers to symptom development has 
yet not been established. An important step through the identification of disease 
determinants was the sequencing of the nineteen CTV complete sequences. Their sequence 
comparison yielded an intriguing correspondence of the CTV phylogenetic clades (section 
2.3 of this chapter) with CTV pathotypes that could point to a distribution of the symptom 
determinants along the CTV genome.  

3.2.1 Genetic determinant of Seedling yellows syndrome 

A distinctive phenotype of some isolates of CTV is the ability to induce Seedling yellows in 
sour orange, lemon and grapefruit seedlings (Fraser, 1952). The recombinant virus T36-
CTV9 and the original wild type T36 isolate produce identical SY symptoms in sour orange 
and grapefruit seedlings (Satyanarayana et al., 2001). T30, the type isolate of the widely 
distributed asymptomatic genotype T30 (T385), does not induce SY and consists of one 
genotype and its quasiespecies (Albiach-Marti et al., 2000b). To delimit the viral sequences 
associated with the SY syndrome, eleven T36/T30 hybrids were generated by substituting 
T36 sequences for homologous T30 sequences into the 3´ moiety of T36-CTV9, where both 
genome sequences (T30 and T36) are about 90% similar (Figure 3) (Albiach-Marti et al., 
2010). However, hybrid constructs, which carried exchanges of T30 CP and CPm into the 
T36 genome, failed to passage through successive sets of N. benthamiana protoplasts 
(Albiach-Marti et al., 2010), probably due to deficient heteroencapsidation since incomplete 
virions do not withstand this procedure (Satyanarayana et al., 2000; 2004). Nevertheless, 
hybrid T30/T36 constructs [P23-3’NTR], [P13], [P61], [P18-3’NTR] and [HSP70h-P61] were 
sufficiently amplified to allow successful infection of the highly susceptible host C. 
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highly virulent CTV isolates that could kill the plant (Garnsey et al., 2005). However, there 
are exceptions, such as severe isolates that induce symptoms in sweet orange but not in 
Mexican lime (Harper et al., 2009).  

 
Fig. 5. CTV symptomology in greenhouse conditions. (A) healthy sour orange plant. Seedling 
yellows syndrome in (B) sour orange and (C) grapefruit. Symptoms induced in Mexican lime: 
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3.2 Genetic determinants of the Citrus tristeza virus syndromes 

Viruses possess the potential to disrupt host physiology by the interaction of specific viral 
components with the host components. During viral infection, the virus has to overcome the 
constitutive and/or inducible plant defences. The plant inducible defence could confine the 
virus and prevent systemic infection (Culver & Padmanabhan, 2007). The plant constitutive 
defense consist in the PTGS or the RNA interference (RNAi) pathway that implies the 
specific degradation of the viral dsRNA in small interfering RNAs (siRNAs), which guides a 
specific plant ribonuclease to degrade the viral genomes in the cytoplasm of the plant cell. 
Besides of the antiviral role, the gene silencing mechanism has important functions in 
regulating plant gene expression (miRNA metabolism) (Voinnet, 2005). Viruses contain RNAi 
suppressing genes or RNA silencing suppressors, allowing viral multiplication and 
interfering in host gene expression, thus inducing disease (Qu & Morris, 2005; Voinnet, 2005). 
The CTV genome contains three suppressors (CP, p20 and p23, see section 2) that block 
intracellular and/or intercellular RNA silencing mechanism in N. benthamiana and N. 
tabacumm plants (Lu et al., 2000). In spite of the presence of these three silencing suppressors, 
accumulation of siRNAs in CTV-infected susceptible hosts could be 50% of the total RNAs in 
the plant (Ruiz-Ruiz et al., 2011). Moreover, the siRNAs accumulation is directly proportional 
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to the virus accumulation and varies depending on the CTV strain and the citrus host 
(Comellas, 2009). Deep sequencing analysis of siRNAs from CTV-infected plants indicated that 
they mainly consisted in small RNAs of 21-22 nt derived from essentially all the CTV genome 
(Ruiz-Ruiz et al., 2011). Although, CP, p20 and p23 have not been yet reported as RNAi 
suppressing genes in citrus, these three CTV genes could be candidates for symptom 
determinants. 

Apart of CP, p20 and p23, CTV multiplication generates great quantities of other viral 
products (35 RNA species, 16 protein products and D-RNAs, see section 2.1 and 2.2) along 
with a complicated process of replication, gene expression, assembly and movement, where 
the interaction with host factors is essential. Consequently, during CTV-Citrus interactions 
there are multiple opportunities to generate disease. However, determination of which of 
the viral products induce a specific symptomology is a complicated task. Analysis of 
Mexican lime transcriptome after infection with a severe CTV isolate showed altered 
expression of 334 genes and about half of them without significant similarity with other 
known sequences, thus indicating elevated complexity in the citrus-CTV interaction during 
symptoms development (Gandia et al., 2007). Many attempts have been made to develop 
rapid diagnostics for specific CTV syndromes. Their application has led to the establishment 
of some correlations between various serological and molecular markers with CTV 
pathotypes (Hilf et al., 2005; López et al., 1998; Permar et al., 1990; Roy et al., 2010; Sambade 
et al., 2003). Although these molecular markers are a valuable tool for genotyping a 
particular CTV population, recombinants between genotypes affecting the disease 
determinants could be present, thus invalidating these methodologies for severe/mild strain 
differentiation. Additionally, direct linkage of these markers to symptom development has 
yet not been established. An important step through the identification of disease 
determinants was the sequencing of the nineteen CTV complete sequences. Their sequence 
comparison yielded an intriguing correspondence of the CTV phylogenetic clades (section 
2.3 of this chapter) with CTV pathotypes that could point to a distribution of the symptom 
determinants along the CTV genome.  

3.2.1 Genetic determinant of Seedling yellows syndrome 

A distinctive phenotype of some isolates of CTV is the ability to induce Seedling yellows in 
sour orange, lemon and grapefruit seedlings (Fraser, 1952). The recombinant virus T36-
CTV9 and the original wild type T36 isolate produce identical SY symptoms in sour orange 
and grapefruit seedlings (Satyanarayana et al., 2001). T30, the type isolate of the widely 
distributed asymptomatic genotype T30 (T385), does not induce SY and consists of one 
genotype and its quasiespecies (Albiach-Marti et al., 2000b). To delimit the viral sequences 
associated with the SY syndrome, eleven T36/T30 hybrids were generated by substituting 
T36 sequences for homologous T30 sequences into the 3´ moiety of T36-CTV9, where both 
genome sequences (T30 and T36) are about 90% similar (Figure 3) (Albiach-Marti et al., 
2010). However, hybrid constructs, which carried exchanges of T30 CP and CPm into the 
T36 genome, failed to passage through successive sets of N. benthamiana protoplasts 
(Albiach-Marti et al., 2010), probably due to deficient heteroencapsidation since incomplete 
virions do not withstand this procedure (Satyanarayana et al., 2000; 2004). Nevertheless, 
hybrid T30/T36 constructs [P23-3’NTR], [P13], [P61], [P18-3’NTR] and [HSP70h-P61] were 
sufficiently amplified to allow successful infection of the highly susceptible host C. 
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macrophylla by stem-slash or bark-flap inoculation (Robertson et al., 2005; Satyanarayana et 
al, 2001). Sour orange and Duncan grapefruit seedlings were graft-inoculated with tissues 
from the C. macrophylla plants infected with the five hybrid constructs as well as plants 
infected with T36 and T30 (as controls). Finally, analysis of the SY development 
demonstrated that the parental T36 and three of the T36/T30 hybrids induced SY 
symptoms while hybrid constructs [P23-3’NTR] and [P18-3’NTR] and the wild type T30 
remained symptomless like the healthy controls (Figure 6, Left panel). Therefore, Albiach-
Martí et al. (2010) demonstrated that SY is mapped to the region encompassing the p23 
gene and the 3' NTR.  

 
Fig. 6. (Left panel) Seedling yellows syndrome assay in sour orange seedlings inoculated with 
(A) T36/T30 hybrid [P23-3´NTR], (B) isolate T30 (C) healthy (D) construct T36 CTV9 and (E) 
T36/T30 hybrid [HSP70h-P61]. (Right panel) T36/T30 hybrid [P23-3’NTR] protects against 
development of SY symptoms in sour orange seedlings. Sour orange plants inoculated with 
(A) T36/T30 hybrid [P23-3´UTR] (B) hybrid [P23-3´UTR] and then challenged with construct 
T36-CTV9, and (C) T36 CTV9. Pictures from Albiach-Marti et al. (2010). 

Other methodology used to map disease determinants was the expression of CTV proteins 
in transgenic plants (Fagoaga et al., 2005; Ghorbel et al., 2001). When p23 is ectopically 
expressed in transgenic citrus induces virus-like symptoms. However, transgenic Mexican 
lime plants develop more intense vein clearing in the plant leaves and symptomatology like 
chlorotic pinpoints in leaves, stem necrosis and collapse (Ghorbel et al., 2001) that differs 
from those induced by natural virus infection (Figure 5). Additionally, transgenic sour 
orange plants expressing p23 develop vein clearing, leaf deformation, defoliation, and shoot 
necrosis (Fagoaga et al., 2005). However, these transgene-induced symptoms differ 
substantially from the virus-induced SY of uniform chlorosis and stunting of new shoot 
growth in sour orange (Figure 5). Transgenic limes differ from virus-infected limes in that 
symptom severity is proportional to the levels of p23 production, not to the source or 
sequence of the gene (Fagoaga et al., 2005; Ghorbel et al., 2001), whereas the symptom 
intensity in virus-infected limes is dramatically different between severe and mild isolates of 
virus. Yet, the different response in transgenic plants could be related to the fact that the p23 
protein is produced constitutively in most cells, while in nature the expression of p23 ORF 
from the viral genome is limited to phloem-associated cells (Albiach-Marti et al., 2010). 
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If the symptoms induced by CTV in sour orange are determined by p23, they should be 
related to p23 sequence and not to protein expression levels, since there was no correlation 
between the amount of p23 and the intensity of the SY symptoms induced by T36 or by the 
T36/T30 hybrids, which did not induce SY in sour orange plants (Albiach-Marti et al., 2010). 
Since p23 is a suppressor of RNA-mediated gene silencing, it could potentially disrupt the 
miRNA metabolism thus inducing the SY syndrome. Several viral silencing suppressors 
have been identified as pathogenicity determinants (Qu & Morris, 2005) and p23 could be 
the obvious candidate for being the CTV determinant of SY syndrome development in sour 
orange and Duncan grapefruit seedlings. However, since a viral 3´ NTR has also been 
related to symptom development (Rodriguez-Cerezo et al., 1991), it cannot yet be concluded 
that the p23 protein directly induces SY. Additionally, the SY reaction is specific to only 
certain citrus hosts of CTV, such as lemons, sour orange and grapefruit, indicating that there 
are specific host factors involved in its expression in addition to the isolate-specific factors 
identified. Although Albiach-Marti et al. (2010) were able to map a determinant of the SY 
syndrome in T36, since this genotype is highly divergent from the other CTV genotypes 
(Harper et al., 2010; Mawassi et al., 1996), it is essential to assess whether this determinant is 
common to other CTV genotypes that also induce SY or if there are other possible SY 
determinants.  

3.2.2 Genetic determinants of Quick decline and Stem pitting syndromes 

From economic standpoint it would be highly valuable to map decline and stem pitting 
determinants, which could be developed into detection tools. It is possible, but not yet 
confirmed, that determinant(s) for the decline disease map similarly to that of SY, since a 
strong correlation between SY and decline has been observed in the biological evaluation 
of a wide range of CTV isolates (Garnsey et al., 2005). However, since some decline-
inducing isolates do not produce obvious SY symptoms, the T36/T30 hybrids have to be 
directly evaluated in decline-susceptible grafted combinations of scion and rootstock. 
Unfortunately, clear decline assays need to be conducted during long periods in the field. 
In addition, since the hybrids are made by recombinant DNA technologies these assays 
require special permits from the plant protection and environmental safety authorities 
(Albiach-Marti et al., 2010).  

In relation to the mapping of the stem pitting determinants, expression of p23 in transgenic 
plants of several citrus species, but not in tobacco plants, induced phenotypic aberrations 
resembling in some cases foliar symptoms induced by CTV, indicating that the stem pitting 
determinant could be also located in p23 (Fagoaga et al., 2005; Ghorbel et al., 2001). 
However, it seems that, in addition to p23, there are other genes related to the development 
of SP, at least in C. macrophylla plants infected with the four T36/T30 hybrids used to map 
the SY syndrome determinant, since the T36/T30 hybrid [p23-3´NTR] generate an 
attenuated phenotype for SP in this plant host (M.R. Albiach-Marti et al., unpublished data). 
Apart of p23, CTV genome codes for other two possible silencing suppressors in citrus 
plants (p20 and CP) that could be involved in the developing of QD and SP phenotypes. 
Consequently, there is no evidence that other CTV symptom determinants would map 
similarly to the SY determinant of the T36 isolate. Thus, it is necessary to promote the 
research of the mapping of the decline and stem pitting determinants and to discover the 
nature of these specific virus/host interactions. 
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macrophylla by stem-slash or bark-flap inoculation (Robertson et al., 2005; Satyanarayana et 
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Martí et al. (2010) demonstrated that SY is mapped to the region encompassing the p23 
gene and the 3' NTR.  

 
Fig. 6. (Left panel) Seedling yellows syndrome assay in sour orange seedlings inoculated with 
(A) T36/T30 hybrid [P23-3´NTR], (B) isolate T30 (C) healthy (D) construct T36 CTV9 and (E) 
T36/T30 hybrid [HSP70h-P61]. (Right panel) T36/T30 hybrid [P23-3’NTR] protects against 
development of SY symptoms in sour orange seedlings. Sour orange plants inoculated with 
(A) T36/T30 hybrid [P23-3´UTR] (B) hybrid [P23-3´UTR] and then challenged with construct 
T36-CTV9, and (C) T36 CTV9. Pictures from Albiach-Marti et al. (2010). 

Other methodology used to map disease determinants was the expression of CTV proteins 
in transgenic plants (Fagoaga et al., 2005; Ghorbel et al., 2001). When p23 is ectopically 
expressed in transgenic citrus induces virus-like symptoms. However, transgenic Mexican 
lime plants develop more intense vein clearing in the plant leaves and symptomatology like 
chlorotic pinpoints in leaves, stem necrosis and collapse (Ghorbel et al., 2001) that differs 
from those induced by natural virus infection (Figure 5). Additionally, transgenic sour 
orange plants expressing p23 develop vein clearing, leaf deformation, defoliation, and shoot 
necrosis (Fagoaga et al., 2005). However, these transgene-induced symptoms differ 
substantially from the virus-induced SY of uniform chlorosis and stunting of new shoot 
growth in sour orange (Figure 5). Transgenic limes differ from virus-infected limes in that 
symptom severity is proportional to the levels of p23 production, not to the source or 
sequence of the gene (Fagoaga et al., 2005; Ghorbel et al., 2001), whereas the symptom 
intensity in virus-infected limes is dramatically different between severe and mild isolates of 
virus. Yet, the different response in transgenic plants could be related to the fact that the p23 
protein is produced constitutively in most cells, while in nature the expression of p23 ORF 
from the viral genome is limited to phloem-associated cells (Albiach-Marti et al., 2010). 

 
Molecular Virology and Pathogenicity of Citrus tristeza virus 

 

289 

If the symptoms induced by CTV in sour orange are determined by p23, they should be 
related to p23 sequence and not to protein expression levels, since there was no correlation 
between the amount of p23 and the intensity of the SY symptoms induced by T36 or by the 
T36/T30 hybrids, which did not induce SY in sour orange plants (Albiach-Marti et al., 2010). 
Since p23 is a suppressor of RNA-mediated gene silencing, it could potentially disrupt the 
miRNA metabolism thus inducing the SY syndrome. Several viral silencing suppressors 
have been identified as pathogenicity determinants (Qu & Morris, 2005) and p23 could be 
the obvious candidate for being the CTV determinant of SY syndrome development in sour 
orange and Duncan grapefruit seedlings. However, since a viral 3´ NTR has also been 
related to symptom development (Rodriguez-Cerezo et al., 1991), it cannot yet be concluded 
that the p23 protein directly induces SY. Additionally, the SY reaction is specific to only 
certain citrus hosts of CTV, such as lemons, sour orange and grapefruit, indicating that there 
are specific host factors involved in its expression in addition to the isolate-specific factors 
identified. Although Albiach-Marti et al. (2010) were able to map a determinant of the SY 
syndrome in T36, since this genotype is highly divergent from the other CTV genotypes 
(Harper et al., 2010; Mawassi et al., 1996), it is essential to assess whether this determinant is 
common to other CTV genotypes that also induce SY or if there are other possible SY 
determinants.  

3.2.2 Genetic determinants of Quick decline and Stem pitting syndromes 

From economic standpoint it would be highly valuable to map decline and stem pitting 
determinants, which could be developed into detection tools. It is possible, but not yet 
confirmed, that determinant(s) for the decline disease map similarly to that of SY, since a 
strong correlation between SY and decline has been observed in the biological evaluation 
of a wide range of CTV isolates (Garnsey et al., 2005). However, since some decline-
inducing isolates do not produce obvious SY symptoms, the T36/T30 hybrids have to be 
directly evaluated in decline-susceptible grafted combinations of scion and rootstock. 
Unfortunately, clear decline assays need to be conducted during long periods in the field. 
In addition, since the hybrids are made by recombinant DNA technologies these assays 
require special permits from the plant protection and environmental safety authorities 
(Albiach-Marti et al., 2010).  

In relation to the mapping of the stem pitting determinants, expression of p23 in transgenic 
plants of several citrus species, but not in tobacco plants, induced phenotypic aberrations 
resembling in some cases foliar symptoms induced by CTV, indicating that the stem pitting 
determinant could be also located in p23 (Fagoaga et al., 2005; Ghorbel et al., 2001). 
However, it seems that, in addition to p23, there are other genes related to the development 
of SP, at least in C. macrophylla plants infected with the four T36/T30 hybrids used to map 
the SY syndrome determinant, since the T36/T30 hybrid [p23-3´NTR] generate an 
attenuated phenotype for SP in this plant host (M.R. Albiach-Marti et al., unpublished data). 
Apart of p23, CTV genome codes for other two possible silencing suppressors in citrus 
plants (p20 and CP) that could be involved in the developing of QD and SP phenotypes. 
Consequently, there is no evidence that other CTV symptom determinants would map 
similarly to the SY determinant of the T36 isolate. Thus, it is necessary to promote the 
research of the mapping of the decline and stem pitting determinants and to discover the 
nature of these specific virus/host interactions. 



Viral Genomes – Molecular Structure,  
Diversity, Gene Expression Mechanisms and Host-Virus Interactions 

 

290 

3.2.3 The possible role of D-RNAs in Citrus tristeza virus pathogenicity modulation 

Models for DI RNA-mediated reduction in helper virus levels and symptom modulation 
include the enhancement of the PTGS (Pathak & Nagy, 2009). At least in one case, the 
presence of CTV D-RNAs was suggested to modulate SY development either increasing or 
decreasing symptom expression (G. Yang et al., 1999). Most of the CTV D-RNAs contain a 
complete region p23 and the 3´NTR (G. Yang et al., 1997) that is associated with SY 
symptom development (Albiach-Marti et al., 2010), thus they could have a role in symptom 
modulation. Additionally, p23 could be a suppressor of PTGS in citrus (Lu et al., 2004), thus 
probably could act increasing symptom development. The isolate T30 usually generates 
elevated concentration of several small D-RNAs during replication in some species of citrus 
plants, while T36 generates sporadically small and large D-RNAs. Similarly, some of the 
T36/T30 hybrids infecting C. macrophylla also accumulated D-RNAs, which did not appear 
to affect the T36/T30 hybrid replication in C. macrophylla (Albiach-Martí et al., 2010). These 
D-RNAs, created during replication of the T36/T30 hybrids, were specific of the CTV C. 
macrophylla infection since the multiplication of the same T36/T30 hybrids in sour orange 
did not produce any D-RNA. These results suggest that the generation of the D-RNAs could 
depend in part on host factors. Further research would elucidate whether D-RNAs (or DI-
RNAs) contribute in CTV disease modulation.  

3.3 Citrus host resistance to Citrus tristeza virus infection 

As mentioned above, while pummelos, grapefruit, sour orange and Swingle citrumelo 
exhibit a differential degree of resistance depending on the CTV strain, P. trifoliata, Swinglea 
glutinosa, Severinia buxifolia, and the citranges remain resistant or immune to most of the 
CTV strains (Bernet et al., 2008; Garnsey et al., 1996, 1987; Fang & Roose, 1999; Folimonova 
et al., 2008; Yoshida, 1985, 1993). The major component of CTV resistance in P. trifoliata 
appears to be a single-gene trait (Ctv) (Gmitter et al., 1996). There is little information 
concerning the nature of the resistance genes of S. glutinosa and S. buxifolia, but their 
resistance phenotypes seem to differ from that of P. trifoliata (Herrero et al., 1996; Mestre et 
al., 1997). Analysis of differential gene expression TAG libraries from CTV inoculated P. 
trifoliata tissues, yielded 289 sequences differentially expressed, mostly related with 
metabolism and defense responses indicating a complex resistance mechanism (Cristofani-
Yaly et al., 2007). Additionally, resistance in Chandler pummelo [C. maxima (Burm.) Merrill] 
is controlled by a single dominant gene (Ctv2) different from the resistant gene of P. trifoliata 
(Fang & Roose, 1999). Resistance of plants to viruses results from blockage of some 
necessary step in the virus life cycle. This blockage can result from the lack of a factor(s) in 
the plant that is necessary for virus multiplication and movement (passive resistance) or 
activation of the plant defense mechanism (active resistance). One of the most effective 
methods of characterizing resistance mechanisms is to determine whether the resistance is 
expressed at the single-cell level. Albiach-Martí et al., (2004) studied these CTV resistance 
mechanisms and reported efficient multiplication of CTV in resistant P. trifoliata and its 
hybrids Carrizo citrange, US119 and Swingle citrumelo, and in S. buxifolia and S. glutinosa 
protoplasts. Thus, the resistance mechanism in these plant species affects a viral step 
subsequent to replication and assembly of viral particles, probably preventing CTV 
movement. Similar results were obtained from CTV-inoculated protoplasts from resistant 
pummelo and sour orange plants (Albiach-Martí et al., 2004; M.R. Albiach-Marti, 
unpublished data). 
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CTV resistance in Duncan grapefruit (a descent of pummelo) and in sour orange have 
been investigated recently (Bernet et al., 2008; Comellas, 2009; Folimonova et al., 2008). 
The systemic invasion of the stable virus-based vector CTV-BC5/GFP (descendent of the 
T36-CTV9 construct) in Duncan grapefruit and sour orange, compared to those of the 
susceptible hosts C. macrophylla and Mexican lime and the tolerant host Madam Vinous 
sweet orange, were examined (Folimonova et al., 2008). CTV infection sites, after cell to 
cell movement, consisted of clusters of 3 to 12 cells in the susceptible species, while in 
Duncan grapefruit and sour orange displayed fewer infection sites limited to single cells, 
indicating absence of viral movement in both cases (Folimonova et al., 2008). After the 
analysis of the sour orange resistance to mild, SP and T36-CTV9 CTV strains, Comellas 
(2009) found, similarly to Folimonova el al. (2008), a limitation of viral movement in this 
host. This limitation was more accentuated for T36 and mostly complete for the mild 
strain. However, after two years post inoculation, both, T36 and the mild strain, 
accumulated in sour orange similarly to in Mexican lime revealing a transitory viral 
resistance (Comellas, 2009), which was also noticed by Bernet et al. (2008) that using 
another CTV isolate and QTL-linked markers reported that CTV resistance in sour orange 
was distinct to that of P. trifoliata. Sour orange resistance to CTV infection could be due to 
the plant RNA silencing mechanism (Folimonova et al., 2008). However, the separate 
analysis of accumulation of RNA, concentration of siRNAs in plant, as well as changes in 
the transcriptome of sour orange during CTV-host resistance periode, indicated that the 
silencing mechanism was not activated as well as the known plant resistant genes 
(Comellas, 2009). Therefore, sour orange probably exhibits a passive resistance where an 
inefficient interaction between CTV and the host factors blocks viral movement. This 
plant-host interaction could be mediated by p33 gene (see Figure 1 and section 2.1), which 
is related with CTV systemic infection in sour orange (Tatineni et al., 2011).This resistance 
possibly is broken after the rising of movement competent CTV mutants. Similarly, the 
resistant-breaking (NZRB, see section 2) CTV genotype from New Zealand has been 
reported to overcome the resistance of the P. trifoliata and its intergenic hybrids and 
generate a SP syndrome in this host (Harper et al., 2010). The development of the NZRB 
genotype could be due to the extensive use of the P. trifoliata rootstock since the late 1920s, 
giving enough time to the adaptation of CTV to P. trifoliata host, followed by the rising of 
the NZRB genotypes able to overcome the resistance genes of this citrus host (Harper et 
al., 2010). 

3.4 CTV-plant infected interactions and modulation of aphid transmission 

One of the essential features of CTV, from the disease control standpoint, is that it is 
transmitted by aphids. In fact, without this feature, CTV would have been easy to eradicate 
by eliminating CTV-infected trees, and probably CTV strains would be less exposed to 
genetic variability, which could allow virulent genotypes to arise. Viruliferous aphids of 
Toxoptera citricida (Kirkaldy) and Aphis gossypii (Glover) are able to transmit CTV. However, 
A. spiraecola (Patch) and T. aurantii (Boyer de Fonscolombe) have also been reported as CTV 
vectors, although with less efficiency. The aphid T. citricida is able to transmit CTV 6 to 25 
times more effectively than A. gossypii in greenhouse conditions, it enables experimental 
CTV transmission using single aphids and it is more efficient and fast in the spatial and 
temporal spreading of CTV in citrus orchards (Moreno et al., 2008). Citrus is the primary 
host of T. citricida, while A. gossypii populations build up in other crops. Probably T. citricida 
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evolved with citrus and CTV, thus this could explain its high efficiency transmitting this 
virus. T. citricida is present in almost all the citrus producing areas except the Mediterranean 
basin and areas of North America, where A. gossypii is the main vector (Cambra et al., 2000; 
Hermoso de Mendoza et al., 1988; Yokomi & Garnsey, 1987). However, recently T. citricida 
became established in Florida (Halbert et al., 2004) and has been detected in Northern Spain 
and Portugal (Ilharco et al., 2005), representing a risk to these citrus production areas on the 
southern Iberian Peninsula. When T. citricida appears in a new citrus area, where mild or 
QD CTV phenotypes are endemic, existing minor virulent SP populations, which were 
masked by the predominant mild or QD genotypes, have become prevalent. Therefore, the 
interaction between CTV and T. citricida seems to shift a specific CTV population from mild 
or QD phenotypes to severe SP ones (Halbert et al., 2004; Rocha-Peña et al., 1995). This 
special ability of T. citricida is partially explained by its high efficiency in viral transmission.  

CTV transmission efficiency depends on the aphid species, the viral strain, the host plant 
and the environmental conditions, however it is not reported to be dependent on the CTV 
pathotype (Moreno et al., 2008). Although relationships between viral pathogenicity and 
aphid transmission have been barely studied (Froissart et al., 2010), it was reported that in 
viral pathosystems involving transmission by aphids, trips or whiteflies, viruses transform 
infected-plants in host of superior quality for their vectors, promoting changes in 
attractiveness, settlement or feeding host plant preference, together with changes on vector 
performance (development, fecundity, rate of population increase and survival), therefore 
increasing vector fitness that promotes viral spread and alters disease epidemiology 
(Belliure et al., 2005, 2008; Bosque-Pérez & Eigenbrode, 2011; Fereres & Moreno, 2009; 
Froissart et al., 2010). In a recent study, it was shown that CTV affects the fitness of its vector 
A. gossypii developing on sweet orange and Mexican lime infected with four distinct CTV-
isolates (mild, QD and SP strains). CTV affected the performance of A. gossypii from 
negative to positive depending on the host plant and the virus strain. Assuming equal 
transmission efficiency, the frequency in field of the CTV isolates neutral or beneficial for A. 
gossypii should be higher than the frequency of detrimental ones (B. Belliure-Ferrer & M.R. 
Albiach-Martí, unpublished results). Similarly, the capability of T. citricida of shifting the 
CTV population could be explained by the existence of a specific interaction between the 
virulent strain and the citrus host that alters the aphid performance, increasing viral spread 
of severe strains. The links between determinants of CTV aphid transmission and the aphid 
vector together with the interactions between the CTV-infected host, CTV pathogenicity and 
the aphid fitness seems to depend on numerous factors. The elucidation of these complex 
and specific interactions will promote the development of better biotechnological methods 
to manage viral epidemiology and control CTV diseases.  

3.5 Application of the strategies based on plant-host interaction for viral control 

The control of the CTV diseases constitutes a continuous challenge (Bar-Joseph et al., 1989). 
General strategies include quarantine and budwood certification programs, elimination of 
infected trees and, as mentioned above, the use of Tristeza-tolerant rootstocks. Mild strain cross 
protection has been widely applied for millions of citrus trees in Australia, Brazil and South 
Africa to protect against SP economic losses (Bar-Joseph et al., 1989; Broadbent et al., 1991; 
Costa and Müller, 1980; Van Vuuren et al., 1993). This technique consists of deliberate 
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preinmunization of trees with a mild isolate of CTV that prevents or reduces the disease 
caused by a more virulent isolate (Fraser, 1998). However, mild strain cross-protection has not 
yet provided effective protection against QD isolates, and this remains an important goal since 
it would allow to recover the use of the sour orange, the rootstock with superior agronomic 
qualities (Bar-Joseph & Dawson, 2008). Additionally, incorporating resistance genes from P. 
trifoliata into commercial varieties as sour orange by conventional breeding is presently 
unfeasible and might need further research (Rai, 2006).  

Advances in genetically engineered protection against viruses by the generation of 
transgenic plants have lately been remarkable. However, incorporation of pathogen-derived 
resistance by plant transformation of CP and p23 or the 3´NTR has yielded variable results 
(Cervera et al., 2010; Dominguez et al., 2002; Fagoaga et al., 2006; López et al., 2010). Another 
biotechnological approach to control the virus, and eventually turn it from a pathogen into a 
molecular tool for citrus improvement, is the custom engineering of a recombinant mild 
strain cross-protection (Albiach-Martí et al 2010). Wider application of natural mild strain 
cross-protection has been limited by difficulty in finding mild isolates of CTV that 
effectively protect against SP and QD pathotypes (Bar-Joseph et al., 1989). Another problem 
is that natural mild CTV isolates may contain minor severe stem pitting variants that, upon 
aphid transmission, could become prevalent (Moreno et al., 1993; Velazquez-Monreal et al., 
2009). Since only isolates within a closely related sequence group will cross-protect 
(Folimonova et al. 2010), naturally occurring mild T30-like isolates (Albiach-Martí et al., 
2000b), would not protect against disease inducing isolates from other genotypes.  

A valuable outcome was that the recombinant mild hybrid virus [P23-3’NTR] developed by 
Albiach-Marti et al. (2010) is able to protect efficiently citrus trees from SY caused by the 
parental virus (T36) (Figure 6, Right panel) and their hybrid genomic sequences are highly 
stable in citrus plants. The use of these recombinant hybrid constructs could offer a 
mechanism to custom engineer isolates that are both protective and free of disease induction 
potential. The stability noted in the T30/T36 constructs is also important for its application. 
This means that if naturally occurring mild strains cannot be found for stem-pitting or 
decline diseases control, it would be possible to map the disease determinant, remove it by 
recombinant DNA technology, and use the recombinant mild virus as a cross-protecting 
strain. Therefore, the potential feasibility of using engineered constructs of CTV for 
mitigating disease has been demonstrated (Albiach-Marti et al., 2010). 

4. Conclusions 
Interactions between the different CTV strains and their citrus hosts assembled a 
complicated plant pathosystem. The large number of citrus species, cultivars, varieties and 
hybrids that could be infected with a virus with a large genome, complex genetics, as well as 
with an extreme diversity of viral populations, generates numerous possibilities of plant-
host interactions. These factors complicate the study of the CTV pathogenicity and the 
development of reliable strategies for viral control. Although a remarkable advance in the 
knowledge of CTV genetics and the diversity of CTV viral populations have been achieved, 
the interaction between virus and host and particularly the mechanisms involved in the 
development of the disease are still mostly a mystery. Therefore, further attention needs the 
study of the interactions between viral products, the different citrus hosts and the vector 
transmission factors, which are the basis of pathogenicity, host resistance and viral 
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evolved with citrus and CTV, thus this could explain its high efficiency transmitting this 
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and specific interactions will promote the development of better biotechnological methods 
to manage viral epidemiology and control CTV diseases.  
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development of the disease are still mostly a mystery. Therefore, further attention needs the 
study of the interactions between viral products, the different citrus hosts and the vector 
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epidemiology. The success of the citrus management strategies depends on a deep 
understanding of these interactions, as well as on the elucidation of the diversity, and 
evolutionary relationships of the CTV isolates present in a particular citrus area to protect. 
In addition to make available methods to rapidly discriminate virulent from mild isolates in 
order to reduce risks derived from introduction and dispersal of virulent isolates and to 
properly monitor mild cross-protection.  

Recently, pushing the molecular virology methodology to further limits, molecular tools have 
been developed to clone each of the CTV pathotypes and examine them individually in N. 
benthamiana protoplasts or in a particular citrus host to study the genetics and biology of the 
virus and virus-host interactions like pathogenicity and host resistance. However, further 
efforts are needed for developing additional methodologies to map the QD and SP 
determinants and to study their pathogenicity mechanism, as well as to elucidate the possible 
role of CTV D-RNAs in symptom modulation, in addition to determine the viral factors related 
to sour orange and P. trifoliata resistance and the relationships between CTV pathogenicity, 
aphid fitness and virus dispersal. This knowledge must be applied to elaborate appropriate 
quarantine and eradication programs as well as to develop biotechnological approaches of 
viral control, which exploit virus plant-host interactions for viral control, such as sequence-
based control strategies. Resistant transgenic plants based on PTGS and self-immunization by 
scFv expression mechanisms, against specific viral sequences, are already developed. In 
addition, engineered mild strain cross-protection demonstrated its potential in excluding 
superinfection by severe strains. Both biotechnological strategies retain high possibilities of 
success in the proper management of devastating CTV diseases.  
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