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## Preface

Infrared and Raman spectroscopy are powerful tools in areas such as chemistry, physics, astronomy, biology, medicine, geology, mineralogy etc. Since the work of William Weber Coblentz in the early $20^{\text {th }}$ century, the role of infrared spectroscopy in solving problems of structural elucidation is well established. The discovery of the Raman scattering has also had a considerable impact because the Nobel Prize in Physics 1930 was awarded to Sir Venkata Raman "for his work on the scattering of light and for the discovery of the effect named after him".

In the last twenty years, the use of Fourier Transform spectrometers has led to considerable improvements. Moreover, over the last years, there has been tremendous technical improvement, such as new detectors (photomultipliers, charge-coupled devices, photoacoustic detectors), pulsed laser excitation sources, optical fibers, imaging, coherent Raman scattering, time resolved, resonance, or surface-enhanced methods.

Examples of applications of infrared and Raman spectroscopy in chemistry and physics are numerous and obviously can not all be listed. In coordination chemistry, a significant example concerns the study of bonding modes in metal carbonyls. These techniques have also been successfully used to characterize the adsorption of molecules onto metal surfaces or at the surface of metal nanoparticles. In chemistry or physics of the solid state, we can cite the use of Raman spectroscopy to:

- measure stresses in microelectronic devices,
- characterize the metallic or the semiconducting behavior of carbon nanotubes,
- study electrons, phonons or magnons in nanostructures.

Applications in analytical chemistry are also numerous. Near infrared spectroscopy has become a technique of choice in pharmaceutical or in food industry. Moreover, the use of specific Raman methods, such as resonance Raman or surface-enhanced Raman spectroscopy, allowed the determination of traces of substances in air, in aqueous solutions, or in more complex environments. Micro-Raman can also been used to identify pigments of paintings.

In this book, chapter one reports on the study of mineral compounds and molecules adsorbed on $\mathrm{TiO}_{2}$ surfaces. Chapter two concerns high pressure Raman studies of amino acid crystals whereas chapter three reports on the Raman study of
pharmaceutical polymorphs. Chapter four describes the study of supramolecular structures in supersonic beams. Chapter five reports on the study of metal-organic interfaces whereas chapter six describes charge transfers in donor-acceptor conductive assemblies. Finally, chapter seven concerns low-frequency coherent Raman studies of semiconductors.

Prof. Dominique de Caro Coordination Chemistry Laboratory, CNRS, Paul Sabatier University, Toulouse

France

# Vibrational Spectroscopy of Complex Synthetic and Industrial Products 

Mario Alberto Gómez and Kee eun Lee<br>McGill University, Department of Materials Engineering<br>Canada

## 1. Introduction

Arsenic and its adverse effects on the environment and society impose a serious risk as it can be observed in cases such as India, Bangladesh, Vietnam, Nepal, and Cambodia. These problems can arise from geochemical processes but also man-made activities like mining and processing of minerals (Copper, Gold, Cobalt, Nickel and Uranium) that may further contribute to the risk of environmental disasters. In either case, problems and environmental disasters maybe prevented if a detailed chemical identification and understanding of the arsenic species and their chemical properties such as solubility is understood. The processing of these mineral ores (containing various metals) generates arsenic-containing solid wastes which are disposed in tailings management facilities outside in the environment (Riveros et al., 2001; Dymov et al., 2004; Defreyne et al., 2009; Mayhew et al., 2010; Bruce at al., 2011). Most often the phases that are produced after the process is completed is often a multicomponent in nature and contains a variety of elemental and individual phases (often $\geq 3-10$ phases are expected to be present at the end of the process) produced produced along the chemical process. To complicate the understanding of these phases even more, depending upon the processing conditions, the produced unwanted materials (from an economic and recyclable aspect) may also be of a poorly crystalline nature (nano-scale order) in addition to being multicomponent in nature and as such, simple tasks such as identification and then inferring understanding of its chemical properties (such as arsenic release into the environment) becomes very difficult if not nearly impossible. In general, as a result of their multicomponent nature, and perhaps due to historical relation, the use of lab based XRD has been the main tool to tackle the identification of these phases via the use of peak matching and Rietveld type of phase fitting analysis. Recently, synchrotron based soft and hard X-ray techniques (XANES and EXAFS) have been used in a similar fashion to overcome the poorly crystalline (lack of long range order) and multicomponent barrier of these industrially produced complex samples using similar types of mathematical types of fitting routines (Principal Component Analysis and Target Transformation) which still have limitations in identifying mixtures (>2-3) of similar phases with various coordination numbers/environments for the same probing atom of interest.
The need to develop alternative energy storage devices has become one of the main focuses in North America and around the World as a result of the fact that as the population of the world increases, our oil energy supplies are steadily and quickly decreasing with time.

Therefore intensive research, publications and funding have been mainly invested in Hydrogen energy, Li-ion types of batteries and Photovoltaic types of energy cells, although geothermal and wind type of alternatives are also being explored, the latter remain the focus for an alternative energy solution. To overcome technological plateaus in the development of technologies for energy (Peter, 2011; Scrosati \& Garche, 2010), a deeper understanding of the processes, interactions and properties of the materials is needed to tailor the material to our benefit. However, in reality, the overall identification of the electrochemical process and physical aspects of the materials is nearly impossible due to their multicomponent and complex nano structure. As a result a number of multiple analysis techniques and methods such as X-ray and electron tomography, diffraction, and spectroscopy's, have been employed to investigate the structural and electronic nature of these types of systems. Yet, the complex nature of the multicomponent systems in devices such as Li-ion batteries or Dye Sensitized Solar Cell (DSSC) Photovoltaic's still push the boundaries of the understanding (much that still remains unknown or in some cases debated) of these systems and the analysis methods/techniques that are employed.
In this chapter, no detailed outline of the vibrational techniques, no instrumentation or theory is discussed in this chapter rather the reader is referenced to the numerous published works in journals and books on these subjects from various publishers (Harris and Bertolucci, 1989; Coates, 1998; Hollas, 2004; Nakamoto, 2009). Rather, this chapter describes three individual case studies in two different research areas: Arsenic species formed during the processing of minerals and the biding interactions in Dye Sensitized Solar Cells. In these sections, a description of the importance of the problem at hand and the use/application of vibrational spectroscopy in correlation with other information from other complementary techniques or studies is reported. From these case studies, the great advantages and most importantly disadvantages/limitations of the use of vibrational spectroscopy arise (in addition to other techniques). This is especially true in the case of muti-component systems such as those found in nature or industrially produced materials for which vibrational spectroscopy and other techniques (even the standard XRD) become limited.

## 2. The synthetic and natural $\mathrm{Ca}(\mathrm{II})-\mathrm{Fe}(\mathrm{III})-\mathrm{AsO}_{4}$ (yukonite \& arseniosiderite) system

### 2.1 Introduction

The hydrothermal $\mathrm{Ca}(\mathrm{II})-\mathrm{Fe}(\mathrm{III})-\mathrm{AsO}_{4}$ system has been actively investigated (Swash, 1996; Becze \& Demopoulos, 2007; Becze et al., 2010) given its relevance to precipitation that occurs in industrial arsenical processing liquors (such as those found in the Uranium industry in Northern Saskatchewan, Canada) upon neutralization with lime (CaO). More recently, the presence of these types of phases has gained interest as a result of their formation as secondary mineral in the mining tailing operations of Gold operations.
Among the various calcium ferric arsenate minerals out there, yukonite and arseniosiderite are the most common ones. Yukonite has been reported to occur most often as fractured, gel-like aggregates of dark brownish color. The chemical composition of this rare mineral has been reported to vary substantially in terms of its $\mathrm{Fe}, \mathrm{Ca}, \mathrm{As}$ and $\mathrm{H}_{2} \mathrm{O}$ content, as can be observed from previous reports (Tyrrell \& Graham 1913; Jambor, 1966; Dunn, 1982; Swash, 1996; Ross \& Post 1997; Pieckza et al., 1998; Nishikawa et al., 2006; Paktunc et al., 2003, 2004; Becze \& Demopoulos 2007; Walker et al., 2009; Garavelli et al., 2009). X-ray diffraction analysis of this material gives broad reflections typical of a mineral with poorly ordered
(semi-crystalline) structure (Ross \& Post 1997; Garavelli et al., 2009) while electron diffraction measurements (Nishikawa et al., 2006) suggested single crystal diffraction domains with an orthorhombic or hexagonal symmetry. As K-edge EXAFS measurements (Paktunc et al., 2003, 2004) proposed a local molecular structure of yukonite with As-O, AsFe and As-Ca coordination numbers of $4,3.24$ and 4.17 respectively; but the molecular and structural nature of this phase still remains largely unfamiliar. In terms of environmental arsenic stability, Krause \& Ettel (1989) found $\sim 6-7 \mathrm{mg} / \mathrm{L}$ As released at pH 6.15 after 197 days; Swash \& Monhemius (1994) found it to give approximately 2-4 mg/L As over the pH range 5-9 after 7 days, while recently Becze \& Demopoulos (2007) found it to give an arsenic release of $1.16-5.11 \mathrm{mg} / \mathrm{L}$ over a pH range of $7.5-8.8$ after 24 hrs of TCLP-like testing. Extension of these tests (Becze et al., 2010) to longer period of time (> 450 days) was carried out both in gypsum-free and gypsum-saturated waters at various pH conditions where the environmental arsenic release was found to be significantly higher in gypsum-free (8.96 $\mathrm{mg} / \mathrm{L}$ at $\mathrm{pH} 7,47.8 \mathrm{mg} / \mathrm{L}$ at pH 8 , and $6.3 \mathrm{mg} / \mathrm{L}$ at pH 9.5$)$ tests compared to gypsumsaturated waters $(0.75 \mathrm{mg} / \mathrm{L}$ at $\mathrm{pH} 7,2 \mathrm{mg} / \mathrm{L}$ at pH 8 , and $6.3 \mathrm{mg} / \mathrm{L}$ at pH 9.5 .
Arseniosiderite is another closely related hydrated calcium ferric arsenate mineral relevant to these studies; it was first reported by Koenig (1889) as Mazapilite from the Jesus Maria Mine in Zacatecas, Mexico but was later shown by Foshag (1937) to be Arseniosiderite by comparison with a specimen from Mapimi in Durango, Mexico. This mineral is commonly found in other regions of the world such as Greece, Namibia, Spain, France, Austria, Germany, England, USA, Bolivia and Australia. Paktunc et al. (2003) reported the occurrence of arseniosiderite $\left(\mathrm{Ca}_{2} \mathrm{Fe}_{3}\left(\mathrm{AsO}_{4}\right)_{3} \mathrm{O}_{2} \cdot 3 \mathrm{H}_{2} \mathrm{O}\right)$ and yukonite $\left(\mathrm{Ca}_{2} \mathrm{Fe}_{3}\left(\mathrm{AsO}_{4}\right)_{4}(\mathrm{OH}) \cdot 12 \mathrm{H}_{2} \mathrm{O}\right)$ in the Ketza River mine tailings produced from the operation of a former gold mine/mill in south central Yukon, Canada while in 2004 the same authors (Paktunc et al., 2004) found its presence in the gold ore from the Ketza River mine location. In a separate, study Fillipi et al. (2004) investigated the arsenic forms in contaminated soil mine tailings and waste dump profiles from the Mokrsko, Roudny and Kasperke Hory gold deposits in the Bohemian Massif found in the Czech Republic. It was reported based on chemical composition (EDX) and XRD analysis that arseniosiderite and pharmocosiderite $\left[\mathrm{KFe}_{4}\left(\mathrm{AsO}_{4}\right)_{4}(\mathrm{OH})_{4} \cdot 6-7 \mathrm{H}_{2} \mathrm{O}\right]$ were the only phases present at the Mokrsko location in soils above the granodiorite bedrock. Later on Filippi et al. (2007) published an extensive report on the mineralogical speciation (via SEM-EDS/WDS, Electron microprobe, XRD and Raman spectroscopy) of the natural soils contaminated by arsenic found in the Mokrsko-west gold deposit (Czech Republic) where pharmacosiderite and arseniosiderite (in addition to Scorodite and jarosite) were identified as products of arsenopyrite ( FeAsS ) and/or pyrite $\left(\mathrm{FeS}_{2}\right)$ oxidation-weathering.
Several authors have commented on the properties of arseniosiderite (Larsen \& Berman 1934; Chukhrov et al., 1958). Palache et al., (1951) and listed the crystal system of arseniosiderite as hexagonal or tetragonal, based on optical data. Moore \& Ito (1974) reported arseniosiderite to have the following chemical formula $\left[\mathrm{Ca}_{3} \mathrm{Fe}_{4}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{AsO}_{4}\right)_{4}\right]$ and to belong to a monoclinic crystal system [A2/a], eight molecular formula units per unit cell $(Z=8)$ and to be isostructural with robertsite $\left[\mathrm{Ca}_{3} \mathrm{Mn}_{4}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{PO}_{4}\right)_{4}\right]$ and mitridatite $\left[\mathrm{Ca}_{3} \mathrm{Fe}_{4}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\left(\mathrm{PO}_{4}\right)_{4}\right]$. However, the precise formula of the mitradatite could not be unambiguously defined without detailed knowledge of its crystal structure. Therefore, Moore and Araki published (Moore \& Araki, 1977a) an extensive crystallographic study on mitridatite (and as an extension on arseniosiderite) where they reported mitridatite $\left(\mathrm{Ca}_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left[\mathrm{Fe}_{9} \mathrm{O}_{6}\left(\mathrm{PO}_{4}\right)_{9}\right] 3 \mathrm{H}_{2} \mathrm{O}\right)$ to possess a monoclinic structure [now with a space group, $\mathrm{Aa}]$ and $\mathrm{Z}=4$. Briefly, mitridatite is built up with compact sheets of $\left[\mathrm{Fe}^{\mathrm{III}}{ }_{9} \mathrm{O}_{6}\left(\mathrm{AsO}_{4}\right) 9\right]^{-12}$
oriented parallel to the $\{100\}$ plane (at the $x \sim 1 / 4$ and $3 / 4$ crystallographic positions). These sheets are built up from octahedral edge sharing nonamers each defining trigonal rings which fuse at their trigonal corners to the edge midpoints of symmetry equivalent nonamers and are decorated above, below and in the plane by the $\mathrm{PO}_{4}$ tetratehedra. In addition to these octahedral sheets, a thick assembly of $\mathrm{CaO}_{5}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ polyhedra and water molecules occur as open sheets parallel to the $\{100\}$ plane (at the $x \sim 0$ and $1 / 2$ positions). The water molecules in these $\mathrm{CaO}_{5}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ polyhedra define an OW-OW' edge, which is shared by two calcium atoms resulting in the formation of $\mathrm{Ca}_{2} \mathrm{O}_{10}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ dimers that contribute to the destruction of trigonal symmetry when they are placed on the octahedral sheets. This arrangement leads to the monoclinic cell symmetry of mitradatite. Arseniosiderite is an isotype of mitradatite, where arseniosiderite obtained from isomorphic replacement of $\mathrm{PO}_{4} \leftrightarrow \mathrm{AsO}_{4}$. This replacement results in dilation along the "a" crystallographic direction because of the contribution in this direction by the larger arsenate tetrahedra is not constrained by the relatively rigid octahedra $\infty\left[\mathrm{Fe}_{9} \mathrm{O}_{33}\right]$ sheets. It is also worth noting that same year Moore \& Araki (1977b) published a short synopsis where they stated that mitradatite (and as an extension arseniosiderite) had the same structure as previously mentioned but reported the space group to be A2/a. Finally, it is worth noting that to date no real crystallographic structure on arseniosiderite has ever been fully reported/published as in the case of isostructure mitradatite. Paktunc et al. (2003) reported via As K-edge EXAFS that the coordination number and bond lengths of the As-O and As-Fe units were essentially identical in yukonite and arseniosiderite, and that at the local structural level, the only difference between yukonite and arseniosiderite was the As-Ca coordination number (4.17 and 2.44 , respectively). It should be noted that Paktunc et al. (2003) failed to reference any of the extensive work done by Moore \& Ito (1974), and later Moore \& Araki $(1977 \mathrm{a}, 1977 \mathrm{~b})$ on the structure of mitridatite (and as extension arseniosiderite) but still somehow managed to fit the EXAFS structure of arseniosiderite and came up with a As-Ca coordination number of 2.44. However, Moore \& Araki (1977a) clearly stated that "each Ca unit is coordinated to four phosphate/arsenate oxygens" thus rendering the previous EXAFS results inaccurate. Moreover, in a subsequent publication, the same researchers (Paktunc et al., 2004) reported different As-Ca coordination numbers for the same phase (arseniosiderite), namely 2.44, 3.60 and 5.5, thus creating more uncertainty as to the true molecular identification of arseniosiderite and how it is distinct at the local molecular level to yukonite. The stability of arseniosiderite in terms of arsenic leachability was first investigated by Krause \& Ettel (1989) who found that after 197 days in water, $\sim 6-7 \mathrm{mg} / \mathrm{L}$ As was released into solution at pH 6.85 . Swash \& Monhemius (1994) also tested the arsenic release of arseniosiderite samples for 7 days and found them it to give release $\sim 0.5-0.7 \mathrm{mg} / \mathrm{L}$ As over the pH range $5-9$. No further arsenic stability tests for arseniosiderite exist to date but due to its crystalline nature they should perform similar or better than yukonite under the same conditions.
Since these $\mathrm{Ca}(\mathrm{II})-\mathrm{Fe}(\mathrm{III})-\mathrm{AsO}_{4}$ phases (Yukonite and Arseniosiderite) were some of the most important arsenic phases found to occur in the Gold mining tailing operations around the world \{Yukon territory,(Paktunc et al., 2003, 2004) and Nova Scotia, Canada (Walker et al. ,2005 and 2009)] as well in the Mokrsko-west gold deposits, Czech Republic (Filippi et al., 2004; Filippi et al., 2007; Drahota et al., 2009; Drahota \& Filippi 2009)\} and as a result of the fact that our experimental evidence showed that synthetic $\mathrm{Ca}(\mathrm{II})-\mathrm{Fe}(\mathrm{III})-\mathrm{AsO}_{4}$ produced phases (in particular yukonite) resulted in excellent environmental arsenic retention properties (Becze \& Demopoulos, 2007; Becze et al., 2010) under similar industrial conditions used in the Uranium industry disposal sites such as those found in Northern

Saskatchewan, Canada. Yet, in spite of all these studies and important relevance in academia as well as industry, the true molecular nature of these $\mathrm{Ca}(\mathrm{II})-\mathrm{Fe}(\mathrm{III})-\mathrm{AsO}_{4}$ phases (yukonite and arseniosiderite) and how these phases were related was still not yet well understood. Therefore, a series of studies was conducted and published in this system via the use of several analytical structural and molecular techniques, of which vibrational spectroscopy was in particular an invaluable tool (Becze \& Demopoulos, 2007; Becze et al., 2010; Gomez et al., 2010a).

### 2.2 Results and discussion

In the beginning of this work, no synthesis method for these $\mathrm{Ca}(\mathrm{II})-\mathrm{Fe}(\mathrm{III})-\mathrm{AsO}_{4}$ phases had yet been developed in the academic or industrial literature, in spite of their great importance, unlike in the case of other industrially relevant arsenic phases (e.g. Scorodite). Some attempts were conducted and reported by P. M. Swash (1996) during his Ph.D. period under the supervision of A. J. Monhemius but no successful results were ever reported or published. These unsuccessful results were largely due to the fact that most of the syntheses conditions investigate by this research group were largely conducted in acidic media but as it is shown in the synthesis procedure developed by Dr. Levente Becze (Becze \& Demopoulos, 2007; Gomez et al., 2010a; Becze et al., 2010), these phases are only stable at higher pH conditions ( $\sim 8$ ) and as such their formation also favours these environment. Once a reproducible and stable method of synthesis of these phases was developed we further investigated how the chemical distribution of the $\mathrm{Ca}, \mathrm{Fe}, \mathrm{AsO}_{4}, \mathrm{OH}$ and $\mathrm{H}_{2} \mathrm{O}$ were distributed among each of these $\mathrm{Ca}(\mathrm{II})-\mathrm{Fe}(\mathrm{III})-\mathrm{AsO}_{4}$ phases.

| Sample | Chemical Composition (w.t. \%) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | As | Fe | Ca | $\left(\mathrm{H}_{2} \mathrm{O}+\mathrm{OH}\right)$ |
| Synthetic | $21.60 \pm 0.55$ | $26.52 \pm 2.68$ | $8.75 \pm 0.63$ | 14.8 |
| Tagish Lake | $23.08 \pm 0.40$ | $29.12 \pm 0.58$ | $6.90 \pm 0.12$ | 19.9 |
| Romanech Arseniosiderite | $23.86 \pm 1.13$ | $21.73 \pm 1.01$ | $10.35 \pm 0.37$ | 8.4 |

Table 1. Elemental analysis of several synthetic yukonite, natural yukonite and natural arseniosiderite. (Gomez et al., 2010a)

From our work (Becze \& Demopoulos, 2007; Gomez et al., 2010a; Becze et al., 2010) on the synthetic and the natural specimens of these mineral phases, it was concluded that yukonite could accommodate a wide range of chemical composition (while still retaining the same phase) according to the general formula $\mathrm{Ca}_{2} \mathrm{Fe}_{3-5}\left(\mathrm{AsO}_{4}\right)_{3}(\mathrm{OH})_{4}-10 \times \mathrm{H}_{2} \mathrm{O}$ as shown in our studies (Table 1) and previous literature works. Arseniosiderite is very similar in terms of chemical composition to yukonite (Table 1) but as mentioned previously is a distinct mineral phase. Arseniosiderite has been indicated to be more crystalline counter part of yukonite (Garavelli et al., 2009) and generally has slightly more calcium content in both natural and synthetic (Paktunc et al., 2003, 2004; Garavelli et al., 2009; Gomez et al., 2010a) samples then yukonite. More interesting, it was noted that the chemical formula commonly used in the literature (Paktunc et al., 2003, 2004; Fillipi et al., 2004, 2007; Garavelli et al., 2009) $\mathrm{Ca}_{2} \mathrm{Fe}_{3}\left(\mathrm{AsO}_{4}\right)_{3} \mathrm{O}_{2} \cdot 3 \mathrm{H}_{2} \mathrm{O}$ had a peculiar form in that the use of peroxide types of molecular groups were used but also no hydroxyl groups were included in the formulas as in yukonite. Interestingly, most of these works where the formula was written in that fashion had no reference given to the earlier work of Moore and co-workers (Moore \& Ito, 1974;

Moore \& Araki, 1977) who determined the crystallographic structure of its phosphate isostructure-mitradatite. In both reports, the authors consistently reported that oxo-anions $\left(\mathrm{O}^{2-}\right)$ and/or hydroxyl units ( $\mathrm{OH}^{-}$) existed in the structure but certainty no peroxo anions $\left(\mathrm{O}_{2}\right)^{2-}$. Moreover, even among the crystallographic reported works, the formulae also varied from $\mathrm{Ca}_{3} \mathrm{Fe}_{4}(\mathrm{OH})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}(\mathrm{XO} 4)_{4}$ in 1974 to $\mathrm{Ca}_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left[\mathrm{Fe}_{9} \mathrm{O}_{6}\left(\mathrm{XO}_{4}\right)_{9}\right] \cdot 3 \mathrm{H}_{2} \mathrm{O}$ in 1977 and expressed in many alternative ways to describe its crystallographic arrangement but in no case was the use of peroxide expression used to describe its molecular formulae.
Therefore we decided to examine the vibrational structure of arseniosiderite to examine and verify if indeed these groups $\left(\mathrm{O}_{2}, \mathrm{OH}, \mathrm{H}_{2} \mathrm{O}\right)$ were expressed in the molecular structure of this mineral phase. Peroxo or superoxo vibrational bands are known to be strongly Raman active and occur at $825-870 \mathrm{~cm}^{-1}$ or $1131-1580 \mathrm{~cm}^{-1}$ as in phases such as studtite $\left(\mathrm{UO}_{2}\left(\mathrm{O}_{2}\right) \cdot 4 \mathrm{H}_{2} \mathrm{O}\right)$ (Burns \& Hughes, 2003; Bastians et al., 2004). The Raman spectra of arseniosiderite in our work and previous others (Filippi et al., 2007) did not appear to contain peroxo groups and as such it was determined that expressing the formulae as $\mathrm{Ca}_{2} \mathrm{Fe}_{3}\left(\mathrm{AsO}_{4}\right)_{3} \mathrm{O}_{2} \bullet 3 \mathrm{H}_{2} \mathrm{O}$ was incorrect because it gives the wrong impression that peroxo units exist in arseniosiderite structure which is untrue. In addition, the question of whether hydroxyl groups occurred in the structure arose from the previous work reported by Moore and co-worker earlier work (1974) in which in the use of oxo-anions and hydroxyl anion were included in the formulae but in the later work (1977) only the use of oxo-anions was employed. Essentially, they arrived at this option by investigating bond length-bond strength variations by XRD. On the basis of this investigation they concluded that no hydroxyl $\left(\mathrm{OH}^{-}\right)$anions occur in the structure and treated all anions as oxo-anion $\left(\mathrm{O}^{2-}\right)$ because they were all undersaturated (according to Baur's fourth rule $\Delta \mathrm{p}=$ $p_{\text {donor }}-$ pacceptor ). Thermo Gravimetric Analysis could only show us how much $\mathrm{OH}+\mathrm{H}_{2} \mathrm{O}$ existed in our sample but not could tell us if one or both definitely existed in the structure of this phase; more over previous X-ray crystallographic works had no additional information due to their lack of Hydrogen atom sensitivity (unlike neutron based diffraction).


Fig. 1. ATR-IR spectra of arseniosiderite at $25^{\circ} \mathrm{C}, 450^{\circ} \mathrm{C}$ and $650^{\circ} \mathrm{C}$ in the arsenate (left) and hydroxyl (right) stretching regions. (Gomez et al., 2010a)

Thus, in order to clarify this issue, we decided to conduct annealing/heating analysis (450 ${ }^{\circ} \mathrm{C}, 600^{\circ} \mathrm{C}$ and $750^{\circ} \mathrm{C}$ ) of arseniosiderite similarly to that done by Garavelli et al. (2009) but this time using a molecular sensitive technique (ATR-IR) to determine whether there were indeed structural hydroxyl units present. From this analysis as shown above, it was
confirmed that this structure have water molecules, hydroxyl groups that were found to still exist even after heating the sample to $>600^{\circ} \mathrm{C}$ (Figure 1). Therefore, based on all this vibrational evidence our preference for a "new"(similar to work by Moore \& Ito, 1974) expression formula $\mathrm{Ca}_{3} \mathrm{Fe}_{5}\left(\mathrm{AsO}_{4}\right)_{4}(\mathrm{OH})_{9} \cdot 8 \mathrm{H}_{2} \mathrm{O}$ was adopted for this mineral rather than $\mathrm{Ca}_{2} \mathrm{Fe}_{3}\left(\mathrm{AsO}_{4}\right)_{3} \mathrm{O}_{2} \cdot 3 \mathrm{H}_{2} \mathrm{O}$. It should be noted that in the case of yukonite similar heating test were also conducted to verify that indeed both OH and $\mathrm{H}_{2} \mathrm{O}$ groups are included in the structure, in agreement with previous works (Tyrrell \& Graham, 1913; Jambor 1966; Ross \& Post 1997; Pieczka et al., 1998; Paktunc et al., 2003, 2004; Nishikawa et al., 2006; Becze and Demopoulos 2007; Walker et al., 2009; Garavelli et al., 2009). Finally, in this work it was observed that for arseniosiderite, and additional arsenate IR and Raman active vibrations occurred $\sim 900 \mathrm{~cm}^{-1}$ indicative of protonated arsenate groups. Another such possibility for the existence of additional vibrational bands at such higher wavenumbers is the possibility of more than one type of crystallographic arsenate group which would add extra contributions to the arsenate vibrational region of the spectra. However, this latter possibility is unlikely from inspection of the lack of splitting to the $v_{3}$ arsenate modes which should be additionally splitted if more than one distinct crystallographic arsenate molecule occurs in the crystal structure (for example in Ferric Arsenate sub-hydrate in section 3.2); more over from the crystallographic data of Moore and co-workers (Moore \& Ito, 1974; Moore \& Araki, 1977a) only one distinct arsenic position is described in its structure. Therefore, the presence of this band in the Raman and IR spectra of arseniosiderite clearly indicates that not only do arsenate groups occur in the structure of this phase but also protonated arsenate groups, something that no previous works on this phase have ever mentioned or notice. Although one brief Raman report was published (Fillipi et al., 2007), the focus of this study was not to investigate the molecular structure of this phase and as such the use of Raman spectroscopy was employed only as a fingerprint tool. However in our case, as a result of the combination of vibrational techniques (IR and Raman) along with a detailed crystallographic knowledge of the structure, new molecular information was obtained.
As can be observed from the brief analysis above (the chemical composition coupled with the vibrational work) it is apparent that a molecular formulae/composition was obtained in both phases (yukonite and arseniosiderite) but their molecular arrangement and local structure was still unknown. This was largely as a result of the fact that although arseniosiderite is a crystalline material, its actual crystal structure has not yet been actually determined (only inferences from its isostructures such as mitradatite have been actually reported).

|  |  | Coordination Number | Bond Length $(\AA$ Å) |
| :---: | :---: | :---: | :---: |
| Arseniosiderite | As-O | 4.25 | 1.71 |
|  | As-Fe | 3.66 | 3.29 |
|  | As-Ca | 2.44 | 4.24 |
| Yukonite | As-O | 4.00 | 1.71 |
|  | As-Fe | 3.24 | 3.28 |
|  | As-Ca | 4.17 | 4.21 |

Table 2. Arseniosiderite and Yukonite's first three shell (As-O, As-Fe and As-Ca) coordination numbers and bond lengths based on fitting of As K-edge EXAFS data. (Paktunc et al., 2003, 2004)

Yukonite is a semi-crystalline unordered type of phase whose structure at the macro or nano level also still remains unknown. From previous literature data (Paktunc et al., 2003, 2004) on As K-edge EXAFS measurements of yukonite and arseniosiderite, the local As-Ca coordination of these two closely related phases which is the only significant difference at the local coordination level to distinguish these two phases arose to question. Moreover, the reports of two distinct As-Ca coordination numbers for arseniosiderite by the same author on subsequent years (Paktunc et al., 2003, 2004) gave rise to even more confusion on this subject (Table 2). Although vibrational spectroscopy can offer us qualitative insight into the coordination of molecules in a crystal structure, most often this occurs as an average of all the molecules. Moreover, its probing range of the structure resembles that of a long range probe due to the size of the wavelength radiation used in these techniques (IR and Raman) and as such, element specific local coordination information is not possible to attain with vibrational spectroscopy. Based on this latter fact and as a result of the contradictory results from previous works (Paktunc et al., 2003, 2004) we decided to conduct our own XAS analysis at the As K-edge and at the Fe and Ca L-edges. From the As K-edge and Fe L-edge X-ray Absorption Spectroscopic analysis (refer to Gomez et al., 2010a) it was determined that in fact the local molecular environment of arsenic and iron of yukonite and arseniosiderite was almost identical (in terms of bond lengths and coordination numbers) to each other, in agreement with that of previous reports.
In complicated systems such as arseniosiderite and yukonite, the Ca L-edge XAS (in particular the XANES region) provides a sensitive probe to determine the local coordination structure at the selected atomic site within $4-5 \mathrm{~A}^{\circ}$ (Borg et al., 1992) from the core atom (in our case Calcium). Therefore it can provide specific information on the local character of the $3 d^{0}$ unoccupied states via the $2 p^{5} 3 \mathrm{~d}^{\mathrm{n}}$ excited electronic state (de Groot et al., 1990; de Groot, 2005). The multi-peaks ( $a_{1}, a_{2}, b_{1}, b_{2}$ ) observed in the Ca L-edge XANES spectrum have been attributed to the crystal field arising from the symmetry of the atoms surrounding the $\mathrm{Ca}^{2+}$ ions leading to atomic and charge transfer multiplet effects. These effects have been shown to add extra features and redistribute the intensity over all the lines in the XANES spectrum (Naftel et al., 2001; de Groot, 2005). Moreover, the splitting of these features can be related nonlinearly to the value of the crystal field splitting parameter, coordination and site symmetry around the calcium atoms as well as spin-orbit splitting at the $2 p$ level. Therefore in our studies, the use of the Ca L-edge XAS was employed to determine if in fact the As-Ca coordination was distinct in yukonite and arseniosiderite as previously reported. If indeed the calcium local As-Ca coordination was different in yukonite and arseniosiderite, then the Ca L-edge XANES spectra that should be observed should also be distinct (Naftel et al., 2001; de Groot, 2005; Fleet \& Liu, 2009). As may be seen from the Ca L-edge data (Figure 2), the calcium exhibits the exact same spectra indicating that the same type of calcium coordination and crystal field is observed both yukonite and arseniosiderite. Thus, from the Ca L-edge XANES spectra (Figure 2) it may be inferred that the electronic and local calcium coordination state (As-Ca) and thus coordination number in yukonite is very similar or exactly the same as in arseniosiderite, in contrast to previously reported EXAFS data (Paktunc et al., 2003, 2004). Therefore based on this information and that of previous works on arseniosiderite and yukonite (Moore and Araki, 1977; Paktunc et al., 2003, 2004) it was concluded that "each Ca unit is coordinated to four phosphate/arsenate oxygen's" in both structures (Moore \& Araki, 1977).


Fig. 2. Ca L-edge XANES of yukonite and arseniosiderite. The spectrum of $\mathrm{Ca}(\mathrm{OH})_{2}$ is also shown for reference as a $\mathrm{Ca}^{+2}$ standard in an octahedral crystal field. (Gomez et al., 2010a)
From these above findings it can be inferred that from a chemical point of view and local coordination structural aspect (XAS results), it was apparent that these structures were only different from the fact that one was a crystalline (arseniosiderite) counter part of the other (yukonite) but aside from this both appeared to be identical in every respect.
SSo, the questioned remained: what exactly makes these two distinct mineral phases not related structurally (aside from crystallinity) or molecularly?
By further investigating the nano structure of these closely related minerals, it was observed that although yukonite was a semi-crystalline composed of glass like micro aggregates, at the nano-scale under the TEM, yukonite was remarkably found to be composed of nanodomained structures which actually showed order at the nanometer level. In case of arseniosiderite, as expected, it was composed of micro ordered domains and showed electron diffraction typical of single crystal domains (Figure 3). Raman spectroscopic measurements indicated that even yukonite's and arseniosiderite's Raman structure of arsenate groups and lattice vibrational modes appeared similar for both phases except for the appearance of the IR and Raman active protonated arsenate bands ( $\mathrm{HAsO}_{4}$ ) for arseniosiderite. The Raman vibrational bands were found to be broader in the case of yukonite (synthetic and natural) versus the sharper bands observed for arseniosiderite, confirming that the $\mathrm{AsO}_{4}$ molecules in arseniosiderite were in higher long range order than in yukonite. This of course is in agreement with data and conclusions observed from the XRD and TEM data. Looking at the ATR-IR spectra of these two such closely related phases it was apparent that although their arsenate and $\mathrm{Fe}-\mathrm{OH} / \mathrm{OH}_{2}$ structure was similar in nature, there was an additional feature that only IR spectroscopy allowed us to observe. The infrared hydroxyl region ( $3000-4000 \mathrm{~cm}^{-1}$ ) has the advantage of giving us insights into the intermolecular hydrogen bond nature of minerals (Sumin de Portilla, 1974; Hawthorne, 1976). For example in Scorodite, where two distinct types of intra-molecular hydrogen bonding occurs between the crystal water molecules of metal octahedra and the arsenate groups of the form MO - H---OAs; it is possible to relate each specific water $(\mathrm{OH})$ stretching to a particular vibrational band of the two distinct crystallographic water sites (Hawthorne, 1976; Gomez et al., 2010b). The relative strength of H -bonding interactions between the two


Fig. 3. Transmission Electron Micrograph and Selected Area Diffraction of yukonite (lefttop) and arseniosiderite (right-top). Raman (left-bottom) and ATR-IR (right-bottom) spectra of yukonite and arseniosiderite is also shown below. (Gomez et al., 2010a)
distinct water molecules may be inferred by observing their relative vibrational positions and calculating their H -bond distances using Libowitzky's correlation functions (Libowitsky, 1999). In general, OH stretches at lower wavenumbers are stronger in bond strength (smaller H-bond bond distances) then those at higher wavenumbers. In the case of arseniosiderite two hydroxyl stretches ( $3100,3576 \mathrm{~cm}-1$ ) are observed, almost identical to that found in Scorodite (Hawthorne, 1976; Gomez et al., 2010b, 2011b). These two OH stretches in arseniosiderite are indicative of two distinct types of H -bonding environments (one strong and one weak); yukonite on the other hand exhibits only a diffuse band (3111$3215 \mathrm{~cm}^{-1}$ ) indicative of a disordered type of H-bonding, typical of its glassy disordered nature. This latter distinct feature of ordering at the molecular level via H -bonding is a characteristic of each phase; this latter fact gave for the first time, a molecularly based difference between these two closely related phases (yukonite and arseniosiderite) that did not derive from their crystallinity. Based on the Ca 2p, Fe 2p and As-K edge XANES, it is apparent that yukonite exhibited the same local calcium, iron and arsenic local structural environment and units encountered in arseniosiderite but with less long range order in the
crystal lattice domains (as observed via X-ray and TEM). Therefore, the lower long range order in yukonite is proposed to arise from lack of developed hydrogen bonding environment (observed via ATR-IR) giving rise to poor long range order and is then expressed physically as nano-domain size randomly oriented lattices. In contrast, arseniosiderite displayed a well ordered H -bonding system in its structure giving rise to long range order and a crystalline structure which was physically manifested via microdomain single crystal lattices (TEM). Therefore, based on these results, a molecular and structural link between these two otherwise similar phases (yukonite and arseniosiderite) was proven via the use of vibrational technique coupled with other analysis techniques.

## 3. The hydrothermal Fe (III)-AsO $\mathbf{A S O}_{4}-\mathrm{SO}_{4}$ synthetic system and their relation to industrially produced phases

### 3.1 Introduction

The ferric arsenate waste solids produced from the hydrometallurgical chemical processing of mineral feedstock's from various metal ores ( $\mathrm{Au}, \mathrm{Co}, \mathrm{Mo}, \mathrm{Zn}, \mathrm{U}$ ) can be split into two groups depending on their degree of crystallinity (Riveros et al., 2001). At ambient temperature and pressures, poorly crystalline $\mathrm{Fe}(\mathrm{III})-\mathrm{As}(\mathrm{V})$ solids (Krause \& Ettel, 1989; Langmuir et al., 1999; Jia \& Demopoulos, 2005, 2007) are produced by co-precipitation, which consist of ferric arsenate and arsenate-adsorbed onto ferrihydrite. (Langmuir et al., 1999; Jia \& Demopoulos, 2005, 2007) These co-precipitates are produced from high Fe (III) to $\mathrm{As}(\mathrm{V})$ molar ratio solutions (typically >3) by lime neutralization (Riveros et al., 2001). Today, this method is still considered to be the most suitable method to treat low arsenic containing process effluent solutions.
In the case of arsenic-rich and iron deficient solutions, crystalline phases such as Scorodite ( $\mathrm{FeAsO}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ ) can be produced. This can be done for example at elevated temperatures, near the boiling point of water $\left(80-95^{\circ} \mathrm{C}\right)$ and under controlled supersaturated conditions. (Singhania et al., 2005; Demopoulos, 2005; Fujita et al., 2008) Crystalline Scorodite is at least 100 times less soluble than its amorphous counterpart (FeAsO4 • xH2O[am]) (Krause and Ettel, 1989; Langmuir et al., 2006; Bluteau \& Demopoulos, 2007) and given its high arsenic content (in comparison to the $\mathrm{Fe}(\mathrm{III})-\mathrm{As}(\mathrm{V})$ co-precipitates as mentioned above) has been advocated for the fixation of arsenic-rich wastes. (Filippou \& Demopoulos 1997; Fujita et al., 2008) At even higher temperatures ( $>100^{\circ} \mathrm{C}$, the hydrothermal precipitation range) during autoclave hydrothermal processing of copper (Berezowsky et al., 1999) and gold (Dymov et al., 2004) sulphide feedstock's, other crystalline phases than Scorodite are reported to form some of which exhibit equal or better stability than Scorodite (Swash \& Monhemius, 1994; Dutrizac \& Jambor, 2007, Gomez et al., 2011a).
Swash \& Monhemius (1994) were the first to report on the precipitation and characterization of $\mathrm{Fe}(\mathrm{III})-\mathrm{AsO}_{4}$ compounds from sulfate solutions under industrial like autoclave processing conditions. In their work, four distinct crystalline phases were found to form which were Scorodite, $\mathrm{FeAsO}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O}$; Basic Ferric Sulfate, $\mathrm{FeOHSO}_{4}$ (BFS); Type1", $\mathrm{Fe}_{2}\left(\mathrm{HAsO}_{4}\right)_{3} \cdot \mathrm{zH}_{2} \mathrm{O}$ with $z=4$; and "Type 2", $\mathrm{Fe}_{4}\left(\mathrm{AsO}_{4}\right)_{3}(\mathrm{OH})_{x}(\mathrm{SO} 4)_{y}$ with $\mathrm{x}+2 \mathrm{y}=3$. The formation of these phases was correlated to two formation variables: temperature and $\mathrm{Fe}(\mathrm{III})$ to $\mathrm{As}(\mathrm{V})$ molar ratio using a fixed retention time. "Type 2 " ( $0.34 \mathrm{mg} / \mathrm{L}$ As) was found to meet the TCLP leachability criterion exhibiting similar behavior with Scorodite ( $0.8 \mathrm{mg} / \mathrm{L}$ As). A decade later, Dutrizac \& Jambor (2007) published an extensive experimental program involving the precipitation of $\mathrm{Fe}(\mathrm{III})-\mathrm{AsO}_{4}-\mathrm{SO}_{4}$ phases. In their program, the effects of time, initial acidity
and variable $\mathrm{Fe}(\mathrm{III}), \mathrm{As}(\mathrm{V})$ concentrations were considered. The characterization results via elemental analysis and XRD identified two new phases in addition to Scorodite ( $\mathrm{FeAsO}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ ) and basic ferric sulfate ( $\mathrm{BFS}: \mathrm{FeOHSO}_{4}$ ). The two new phases, were labeled as "Phase 3, $\mathrm{Fe}\left(\mathrm{AsO}_{4}\right)_{\mathrm{x}}\left(\mathrm{SO}_{4}\right)_{\mathrm{y}}(\mathrm{OH})_{\mathrm{v}}\left(\mathrm{H}_{2} \mathrm{O}\right)_{\mathrm{w}}$ where $\mathrm{x}+\mathrm{y}=1$ and $\mathrm{v}+\mathrm{w}=1$ " and "Phase 4, $\mathrm{FeAsO}_{4} \cdot 3 / 4 \mathrm{H}_{2} \mathrm{O}$. Short term ( 40 h ) leachability tests yielded $0.1 \mathrm{mg} / \mathrm{L}$ As for Phase 3 and 1$3 \mathrm{mg} / \mathrm{L}$ As for Phase 4 indicating that Phase 3 might be an acceptable carrier for the disposal of arsenic. In these studies, the new phases and results were found to be completely different than in the studies of Swash \& Monhemius (1994).
Therefore since the true characteristics, conditions/mechanisms of formation, and long term arsenic environmental stability had not been unequivocally established or determined; a series of synthetic, characterization and environmental arsenic stability tests were conducted and published via the use of several techniques with vibrational spectroscopy being particularly important as will be shown below (Gomez et al., 2010b, 2011a, 2011b).

### 3.2 Discussions and results

The first portion of this work was to synthesize and chemically analyze these $\mathrm{Fe}(\mathrm{III})-\mathrm{AsO}_{4}-$ $\mathrm{SO}_{4}$ phases under the conditions conducted by previous studies (Swash \& Monhemius, 1994; Dutrizac \& Jambor, 2007) but also using our own distinct reacting conditions and reaction variables (Gomez et al., 2011a). From our work and comparison to those previously studied, it became apparent that in spite of the various reaction conditions and variables that each study employed, there was a general agreement in all studies which indicated the formation of similar separate phases from a chemical and structural perspective. However, most of the previous works on this system (Swash and Monhemius, 1994; Dutrizac and Jambor, 2007) have largely based their attention to chemical and structural type of analysis (ICP-OES, XRD, and SEM) and no real consideration of molecular analysis was ever undertaken. This lack of molecular analysis on the previous works part is due to the fact that these bulk-structural types of techniques are the most frequently encountered in these research areas/fields (hydrometallurgical process engineering). It should be pointed out that although one work was published on the IR spectra of some of these phases, little or to no molecular information was ever inferred from the published works available nor any complementary Raman analysis was ever conducted to analyze these types of materials (Swash, 1996; Ugarte \& Monhemius, 1992).

| Investigation | McGill |  |  | ${ }^{\text {S }}$ Swash \& Monhemius 1994 |  |  | ${ }^{\text {SD }}$ Dutrizac \& Jambor 2007 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Weight \% | Fe | As | S | Fe | As | S | Fe | As | S |
| Scorodite | 23-25 | 28-33 | 0.2-2 | 20-24 | 27-37 | $\leq 1.3$ | 23-25 | 28-30 | 0.9-2.5 |
| FAsH/Type1/Phase4 | 25-28 | 32-42 | 0-0.4 | 21-23 | 30-40 | $<0.33$ | 26-27 | 36-38 | 0.2-0.4 |
| BFAS/Type2/Phase3 | 23-32 | 14-27 | 3.2-9 | 27-38 | 17-28 | $\leq 4.3$ | 29-30 | 13-23 | 8-13 |

${ }^{5} \mathrm{Note:}^{\mathrm{AsO}} \mathrm{A}_{4}$ and $\mathrm{SO}_{4}$ values were converted to As and S values for comparison.
Table 3. Elemental composition of the three main phases of interest found for our work (Gomez et al. 2011a) in comparison to the other previous (Swash \& Monhemius, 1994) and "new" reported phases (Dutrizac \& Jambor, 2007).


Fig. 4. Powder XRD (left) of the three main phases produced in our studies (Scorodite, Ferric Arsenate sub-Hydrate and Basic Ferric Arsenate Sulfate) (Gomez et al., 2010b, 2011a). The FTIR spectra of scorodite, Type 1 (same as FAsH) and Type 2 (same as BFAS) using transmission collection mode and KBr pellets(Swash, 1996; Ugarte and Monhemius,1992).

This lack of molecular information from previous works (Swash, 1996; Ugarte and Monhemius,1992) was a result of the fact that these previous authors did not bother to investigate which collection mode of Infrared spectroscopy (Transmission, Diffuse Reflectance, Attenuated Total Reflectance or Photo acoustic) would be best to analyze the vibrational structure of these phases and as such they decided to go with the use of the Transmission mode ( KBr dilution). As can be observed in Figure 4 above, the IR spectra of the phases relevant to these studies lacked the fine structure and resolution necessary to extract any vibrational and molecular information for the various iron arsenate phases produced.
It is noted here that the mode of collection is very important to consider as different samples give rise to better signals for detection in different IR collection modes. In our work (Gomez et al., 2010b, 2011a, 2011b) care was taken to analyze these opaque types of powders in both transmission as well was reflection modes; after careful evaluation of the spectra for each of these phases it was decide that the Attenuated Total Reflectance (ATR) mode would give us enough of an energy range as well as the required spectra resolution to be able to extract useful molecular information of these phases. The ATR mode is especially suited for opaque powders, thin films and solutions, while the transmission mode often tends to 'smear' vibrations due to the less light transmission or detection in opaque solids, (i.e. poorer signal is collected by the detector). Indeed, comparison between the previous IR transmission data (Swash, 1996; Ugarte and Monhemius, 1992) and our work (via ATR) for the same type of phases (Figure 4 and 5) we can clearly see that not only is there more vibrational structure in the regions of interest (arsenate and sulfate $\mathrm{v}_{3}$ modes) but we also get the advantage of getting much more additional structure in the hydroxyl region, something that will become important in the molecular analysis of these phases.
Once having the proper vibrational technique to observe as much of the vibrational structure as possible, it was imperative to determine structurally and molecularly if the phases produced in our studies and previous works (Swash \& Monhemius, 1994; Dutrizac \&


Fig. 5. ATR-IR (top) and Raman of the three main arsenate phases produced in our studies. These were Scorodite, Ferric Arsenate sub-Hydrate and Basic Ferric Arsenate Sulfate. Note the much richer IR structure observed in the arsenate and hydroxyl stretching region for these phases (e.g. Type $1=$ FAsH) in comparison to that of the Transmission mode used in Figure 4 above.


Fig. 6. Powder XRD (left), Raman (middle) and ATR-IR (right) of previous and new reported phases (Type 2, Phase 3, Type 1 and Phase 4) in comparison to the products produced in our studies (Ferric Arsenate Sub-Hydrate and Basic Ferric Arsenate Sulfate). (Gomez et al 2011a)

Jambor 2007) were all the same, especially in the case of the new claimed phases (Phase 3 and Phase 4) found by Dutrizac and Jambor (2007). From a chemical perspective these phases appeared to be the same in all studies (Table 3) but in the previous published works (Dutrizac \& Jambor, 2007) it was claimed that these phases (namely Phase 3 and Phase 4) were unlike those produced by previous studies (Swash \& Monhemius, 1994; Ugarte \& Monhemius 1992).
As can be seen from the above (Figure 6), it is clear that at the structural level these new claimed phases (Phase 3 and Phase 4) were exactly identical to those produced in our studies (Gomez et al., 2011a) but more importantly those produced in previous studies (Swash \& Monhemius, 1994). Not only was this confirmed at the structural level but more importantly we showed that at the molecular level the arsenate, sulfate and hydroxyl molecules of interest all exhibited the same fingerprint signal but more importantly the same molecular group symmetry exhibited in their crystal structures. Once we identified that all the phases produced under the particular reaction conditions were all the same phase(s), our detailed vibrational and factor group analysis on these phases was conducted (Gomez et al., 2010b).
In the case of Scorodite $\left(\mathrm{FeAsO}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O}\right)$ our structural and molecular results agreed well with that of the previous studies but the use of vibrational spectroscopy allowed us to spectrocopically observe the molecular incorporation of $\mathrm{SO}_{4} \leftrightarrow \mathrm{AsO}_{4}$ substitution into the Scorodite structure, something which was postulated previosly from elemental analysis but had never been shown in detailed fashion via the use of vibrational spectroscopy until our work (Gomez et al., 2010b, 2011a, 2011b); more over the combination of elemental and molecular analysis allowed us to reformulate the chemical formula of Scorodite in a more appropiate manner as $\mathrm{Fe}\left(\mathrm{AsO}_{4}\right)_{1-0.67 x}\left(\mathrm{SO}_{4}\right)_{x} \cdot 2 \mathrm{H}_{2} \mathrm{O}$.
A similar case occured in the case of the Ferric Arsenate sub-Hydrate (FAsH) $=$ Phase $4=$ Type 1, where it was observed that all these had a similar $\mathrm{Fe}, \mathrm{AsO} 4$ and $\mathrm{OH} / \mathrm{H}_{2} \mathrm{O}$ chemical composition, more over the crystal structure as shown via XRD was also the same. However, a contradiction was found yet again in this sytem as the chemical formula proposed for "Type1", $\mathrm{Fe}_{2}\left(\mathrm{HAsO}_{4}\right)_{3} \cdot \mathrm{zH}_{2} \mathrm{O}$ by Swash \& Monhemius (1994) was quite distinct from our work in which we proposed FAsH to be of the form $\mathrm{FeAsO}_{4} \cdot 3 / 4 \mathrm{H}_{2} \mathrm{O}$ based on the crystallographic analysis of this phases using literature data (Jakeman et al., 1991) and XRD simulations with CaRine and Match diffraction software's (Gomez et al., 2011a). Dutrizac and Jambor (2007) indicated that the XRD pattern of their Phase 4 did not match that of any of the ferric arsenate structures in the International Centre for Diffraction Database, but indicated that its crystal structure likely was in the form as that reported by Jakeman et al. (1991) but no XRD simulations were done to verify these results. Therefore to clarify this dilemma of whether this phase actually contained $\mathrm{AsO}_{4}$ or $\mathrm{HAsO}_{4}$ or both in its structure, the use of molecular sensitive techniques such as X-ray Absorption Spectroscopy (NEXAFS and EXAFS) and vibrational spectroscopy (ATR-IR and Raman) was employed.
It has been well documented in the literature that the use of XAS (NEXAFS and EXAFS) can be routinely used to determine and distinguish whether there exist $\mathrm{AsO}_{4}$ or $\mathrm{HAsO}_{4}$ in a structure (Fernandez-Martinez et al., 2008; Guan et al., 2008) as a result of the difference and bond distances they exhibit and their change in symmetry (Myneni et al., 1998). For example, the As-OH bonds are elongated compared to the As-O bonds which is typical for protonated $\mathrm{AsO}_{4}$ tetrahedra (Myneni et al., 1998) and leads to strongly distorted polyhedra. The mean As-O bond lengths in all $\mathrm{AsO}_{4}$ tetrahedra of the three isotypic compounds range from 1.686-1.697 $\AA$, which are longer than the average bond length for non-protonated
tetrahedral ( $1.682 \AA$ ). More over as described in the section above, the XAS spectra is particularly sensitive to changes in coordination state due to its close relation to the crystal field which affects the empty density of states that is expressed in the XAS spectra. Therefore in our case, we expected to have these features be exhibited in the As K-edge NEXAFS or EXAFS data (Figure 7). However upon comparison of a known of Scorodite (which only has $\mathrm{AsO}_{4}$ ) with our FAsH phase, we observed little to no difference in either phase nor any particular contributions from the $\mathrm{HAsO}_{4}$ groups. Therefore, as a result of this a more careful treatment (via the use of factor group analysis) of the vibrational data of the FAsH (and Phase 4) was conducted to determine the types of arsenate groups found in its structure. From the vibrational literature data (Frost et al., 2006; Schwendtner \& Kolitsch, 2007) of compounds that include $\mathrm{AsO}_{4}$ and $\mathrm{HAsO}_{4}$, it is known that protonated arsenate groups, these usually show stretching vibrations at higher wavenumber from 950 to $700 \mathrm{~cm}^{-1}$, while that of unprotonated groups such as Scorodite shows a band $\sim 700-840 \mathrm{~cm}^{-1}$. In the case of FAsH=Type $1=$ Phase 4 both the IR and Raman spectra (Gomez et al., 2010b) display a strong band $940-960 \mathrm{~cm}^{-1}$; this band is observed even in the poorly resolved IR data of previous works (Swash, 1996; Ugarte \& Monhemius 1992) who suggested the presence of $\mathrm{HAsO}_{4}$ versus $\mathrm{AsO}_{4}$ groups in this phase. However, as noted previously the crystal structure of this phase was solved before all these studies began (Swash \& Monhemius, 1994 and Dutrizac \& Jambor, 2007) by Jakeman et al. (1991) who indicated that indeed this phase was of a triclinic form with a space group $C_{i}$ and $Z=4$. More importantly, the crystallographic results determined that this phase had two distinct crystallographic arsenate atoms which lie on two different $\mathrm{C}_{1}$ crystallographic symmetries; similarly, the $\mathrm{H}_{2} \mathrm{O}$ molecules all occupy $\mathrm{C}_{1}$ sites and more importantly there also exist two types of $\mathrm{H}_{2} \mathrm{O}$ molecules in the structure (one covalently bound to the iron octahedra and one electrostatically bound and placed along the channels of the structure). Therefore, with knowledge of the crystallographic arrangement along with the corresponding factor group analysis of the arsenate groups (Gomez et al., 2010b and 2011b) of this phase, it was easy to determine that in fact those vibrations observed at $\sim 940-960 \mathrm{~cm}^{-1}$ were not from protonated arsenate groups but rather were part of the $\mathrm{v}_{3}\left(\mathrm{AsO}_{4}\right)$ stretches and in fact the six vibrations observed in the Raman and IR from $\sim 700-960 \mathrm{~cm}^{-1}$ was actually a combination of the $\mathrm{v}_{3}\left(\mathrm{AsO}_{4}\right)$ and $\mathrm{v}_{1}\left(\mathrm{AsO}_{4}\right)$ coming from the two crystallographically distinct arsenate molecules in the structure (Figure 5). Therefore based on the vibrational analysis and the crystallographic


Fig. 7. As K-edge XANES (left) and EXAFS (right) data for Scorodite, Ferric Arsenate subHydrate and Basic Ferric Arsenate Sulfate.
results from experimental and simulated data (Gomez et al., 2011a), it was determined that in fact the molecular formula for FAsH=Type 1= Phase 4 should not be of the form" $\mathrm{Fe}_{2}\left(\mathrm{HAsO}_{4}\right)_{3} \cdot \mathrm{zH}_{2} \mathrm{O}$ " but rather " $\mathrm{FeAsO}_{4} 3 / 4 \mathrm{H}_{2} \mathrm{O}$ " where the exact amount of water was determined via TGA analysis. Finally, it is interesting to note that in the hydroxyl region of FAsH, there is four distinct vibrations that occur in both the IR and Raman spectra which can be attributed to the two distinct types of water molecules in the crystal structure each which exhibit two distinct types of H-bonding \{as in the case of Scorodite (Gomez et al., 2010b, 2011b) \}.
In the case of Basic Ferric Arsenate Sulfate (BFAS) as mentioned above, no crystal structure existed to date (until recently in our later work; Gomez et al., 2011d) and as a result a detailed group analysis of the vibrational structure could not be conducted (Figure 8). Rather, the use of vibrational spectroscopy was instead used to monitor the $\mathrm{SO}_{4} \leftrightarrow \mathrm{AsO}_{4}$ substitution into the structure and to infer molecular symmetry information for our future crystallographic refinement (Gomez et al., 2011d). In particular it was observed that as the variation of the $\mathrm{SO}_{4} \leftrightarrow \mathrm{AsO}_{4}$ substitution occured in the structure of BFAS, the vibrational structure in the Raman spectra was qualitatively sensitive to the concentration of the groups in the structure but less so to the environment/symetry of the molecules. For example in the case where the sulfate (or arsenate) concentration increased, its Raman band appeared higher in relative intensity. Conversly, the ATR-IR vibrational structure was more sensitive to the environment/symetry of the molecular group of interest and less so to the amount of each group in the structure. In particular, it was observed that the solid solution of $\mathrm{SO}_{4} \leftrightarrow \mathrm{AsO}_{4}$ not only changed the amount of each group incorporated into the BFAS structure but also actually changed the symmetry of the molecular group expressed in the vibrational spectra and more importantly showed us that these groups could occupy the same type of crystallographic sites in the crystal structure, something that would become important later in the determination of its crystal structure(Gomez et al., 2011d).


Fig. 8. ATR-IR (left) and Raman (right) spectra of various Basic Ferric Arsenate Sulfate products that contain various amounts of arsenate and sulfate in the solid determined via ICP-AES analysis. (Gomez et al. 2010b)

In terms of industrially produced samples, our work analyzed two industrially manufactured samples from the gold and copper industries (Gomez et al., 2010b, 2011c). In general for industrial practices XRD is the most common form of analysis employed due to
the fact that is the easiest and most widely available tool with a large enough database for users to simply "click buttons" to get their desired solutions. This approach is often good enough to yield some reasonable results if a priori knowledge of species is assumed based on the matching of chemical elements from elemental analysis; however, this approach fails when the concetration of the phases is below the detection limit of lab based XRD ( $\sim 4-5$ w.t. \%) or when the sample is not perfecly crystalline in nature. Indeed in our studies (Gomez et al., 2010b, 2011c) both scenerios were encountered in the industrial samples analyzed (Dymov et al., 2004; Defreyne et al., 2009; Mayhew et al., 2010; Bruce at al., 2011).


Fig. 9. Powder XRD (left) and ATR-IR (right) of an arsenic containing industrial residue produced from the gold industry compared against relevant synthetic iron-arsenate phases that form under similar conditions. (Gomez et al. 2010b)

For example, in the case of the gold produced residue (Figure 9), although the sample was crystalline in nature, the amount of arsenic (as $\mathrm{AsO}_{4}$ ) in the solid was $\sim 1$ w.t. $\%$ and as a result trying to identify the type of arsenic form produced in the residue was almost impossible with XRD. The use of Raman spectroscopy on this industrial sample gave rise to no Raman active bands by means of four laser wavelengths ( $488,514,632$ and 785 nm ) and two different spectrometers (bulk and micro). However, upon the use of the ATR-IR technique which can achieve much lower detection limits as well as has the ability to tune to the molecular groups of interest groups of interest while rejecting others if used appropriately (see below); the form of arsenate appeared more clearly as may be seen in the figure above, where in general it only resembled the BFAS type of form and not the other two related ferric arsenate phases.
In the case of the copper produced industrial sample (Figure 10), due to the lower temperatures employed (Bruce at al., 2011) during the copper process $\left(\sim 150{ }^{\circ} \mathrm{C}\right)$, the crystallinity of the industrial sample was found to be much lower in comparison to the gold residue products ( $\sim 230^{\circ} \mathrm{C}$ ). Moreover, the arsenic ( $\mathrm{as} \mathrm{AsO}_{4}$ ) content found in this industrial residue ( $\sim 1$ w.t. \%) was again much lower than the detection limits allowed by lab based XRD. Therefore, the lower crystallinity and low content of arsenic in this phase made the positive identification of arsenic phases much less accurate even with Rietveld type of analysis or simple database "click" search matches. As a result, vibrational spectroscopy was employed to investigate the arsenic phase found in this industrial residue. In the case of


Fig. 10. Powder XRD (left) and ATR-IR (right) of an arsenic containing industrial residue produced from the copper industry. The ATR-IR spectra also shows a comparison of the residue against synthetic iron-arsenate phases which are known to form under similar conditions. (Gomez 2011c)
the Raman spectroscopy (data now show here but refer to Gomez et al., 2011c), vibrational structure was obtained unlike the other case but was found to be largely dominated by the other expected species found in the sample as a result of the chemical process it undergoes (Defreyne et al., 2009; Mayhew et al., 2010; Bruce at al., 2011). For example, it is expected to have both hematite and elemental sulfur as the major constituent of this produced residue; however, upon the analysis of this product with Raman spectroscopy, only hematite could be observed and not in any way elemental sulfur nor any arsenate type of phase. It was only after the elemental sulfur was removed via the chemical method describe in some of our earlier work on other industrial samples (Becze et al., 2009) that the elemental sulfur was extracted and re-crystallized, then Raman spectra was collected to ensure that indeed it was elemental sulfur. Before or after extraction of the elemental sulfur no Raman active arsenate phases were detected. Therefore, the use of ATR-IR spectroscopy was employed again to observe the type of arsenate phase found in the residue, this was done as it offers the advantage of being transparent to the other major species (hematite and elemental) expected to be found in the residue (both which exhibit distinct vibrational signal below $500 \mathrm{~cm}^{-1}$ ) while the distinct arsenate mode for our phases of interest occurred at $700-900 \mathrm{~cm}^{-1}$. It was found by comparison to our other vibrational data that the arsenate species found in the copper industrial residue again resembled that of our BFAS phase.
It is worth for the reader to also note that in our work (Gomez et al., 2010b, 2011a, 2011c) only three phases (and intermixtures of these) could be detected, namely Scorodite, Ferric Arsenate Sub-hydrate/FAsH, Basic Ferric Arsenate Sulfate using the lab based techniques (XRD, ATR-IR, Raman) employed in these studies. Interestingly, Basic Ferric Sulfate $(\mathrm{FeOHSO} 4)$ ) was a species detected in previous works formed at high $\left(200-225^{\circ} \mathrm{C}\right)$ and higher Fe / As ratios $(\sim 4)$ but no clear evidence was obtained from our work using the lab based methods which included vibrational spectroscopy. This was partly as a result of the fact the crystal structure of BFAS had not yet been determined (until recently, Gomez et al., 2011d) and the fact that in order to detect confidently such mixture of species higher resolution synchrotron based XRD and Rietveld refinement was necessary to verify these results, something that previous studies never considered or employed.

## 4. The $\mathrm{TiO}_{2}$ binding mechanism with the N719 photo-sensitizer for dyesensitized solar cell applications

### 4.1 Introduction

As a result of our large demands for energy consumption as our world population increases, the need for alternative energy sources are currently intensively investigated, in particular Dye-sensitized solar cells (DSSCs) have been given major attention due to their application in solar energy conversion and photovoltaic systems (Gratzel, 2001; Kroon et al.,2007; Murakoshi et al., 1995; Falaras, 1998; Finnie et al., 1998; Nazeeruddin et al., 2003; Leon et al., 2006; Kay \& Gratzel, 2002; Shklover et al., 1998; Hagfelt, 2010). In particular, the anatase $\mathrm{TiO}_{2}$ semiconductor/ Ru complex [cis - (2,2'- bipyridyl - 4,4'- dicarboxylate) ${ }_{2}$ (NCS) ${ }_{2}$ ruthenium(II): N719] interface has been studied to understand the sensitization event via the use of spectroscopic [vibrational(Murakoshi et al., 1995; Falaras, 1998; Finnie et al., 1998; Nazeeruddin et al., 2003; Leon et al., 2006; Hagfelt, 2010) and X-ray absorption(Kay \& Gratzel, 2002; Shklover et al., 1998)] and computational studies (De Angelis et al., 2007a, 2007b).
In spite of this research efforts, the binding mechanism (Figure 11) has been debated for decades and remains of importance as it relates to electron transfer and ultimately to the performance of the dye-sensitized photoanode. For example, strong bonding interactions such as covalent bonding (owing to the strong electronic coupling between the semiconductor d-states of $\mathrm{TiO}_{2}$ and the N719 dye molecular orbital) lead to fast electron injection processes and impact the electronic performance of the DSSC (Murakoshi et al., 1995; Wang and Lin, 2010; Bazzan et al., 2011). Moreover, the presence of non (H-bonded) or single (monodentate-ester type) bonds versus two covalent bonds between the $\mathrm{TiO}_{2}$ and N719 molecule are likely to affect the type and amount of electron transfer that occurs during the photo-injection process. For example, two electron bridges in the binding (as bidentate) is likely to favor more electron transfer in the $\mathrm{N} 719-\mathrm{TiO}_{2}$ system versus monodentate type (or electrostatically) type of coordination where only 1 electron bridge occurs (or where no direct link occurs).


Fig. 11. The N719 molecule containing two types of binding ligands ( COOH and $\mathrm{COO}^{-}$) and the types of binding mechanism with $\mathrm{TiO}_{2}$ that may occur with these binding groups. (Lee et al. 2010)

Murakoshi et al. (1995) and Falaras (1998) were the first researchers to report that the N719 photosensitzer bonded to the $\mathrm{TiO}_{2}$ surface via ester-like bond. This was concluded from a shift in the FTIR spectrum for the $\mathrm{v}(\mathrm{C}=\mathrm{O})$ mode which was higher for the N 719 -adsorbed $\mathrm{TiO}_{2}$ than for that of the pure compound. Finnie et al. (1998) contradicted previous reports (Murakoshi et al., 1995; Falaras, 1998) on the ester-like type of bonding and reported that the N3 molecule (same as N719 but has all acid groups and no carboxylates) complexes to $\mathrm{TiO}_{2}$ in a bidentate chelating or bridging type of mode. In this case, Finnie et al. (1998) used the splitting of carboxylate stretching bands ( $\Delta v=\mathrm{v}_{\text {asym }}\left(\mathrm{COO}^{-}\right)-\mathrm{v}_{\text {sym }}(\mathrm{COO})$ ) to distinguish possible modes of coordination of carboxylate ion to the $\mathrm{TiO}_{2}$. Shklover et al. (1998) made further suggestions on the anchoring modes of the N 3 sensitizer on the $\mathrm{TiO}_{2}$ based on computational studies where they proposed two thermodynamically favorable models where the N 3 molecule was attached via two of its four carboxylic groups coming from two different bipyridine. More specifically, two carboxylic acid groups of N3 were thought to either bind to two adjacent rows of titanium ions through bidentate chelating coordination or interact with surface hydroxyl groups through hydrogen bonds (no supporting experimental evidence was ever presented).
Nazeeruddin et al. (2003) supported Shklover et al. (1998) findings based on their ATR-FTIR spectra where three types of Ru complexes (namely, N3, N712 and N719) were investigated to determine how many carboxylic groups participate in coordination and which groups ( COOH or $\mathrm{COO}^{-}$) are involved in the binding mechanism; the use of all four ligand groups for biding was not feasible from a steric hindrance perspective and therefore two of their four carboxylic groups were proposed to be used in binding. Based on the presence of carboxylate vibrations in the IR spectra of the $\mathrm{N} 719-\mathrm{TiO}_{2}$ surface, they further indicated that two carboxylic groups trans to the NCS group involved in the binding mechanism. The possibility of unidentate coordination was ruled out, because the IR data of the $\mathrm{N} 712-\mathrm{TiO}_{2}$ did not a show the carbonyl band at $\sim 1700 \mathrm{~cm}^{-1}$, confirming the absence of ester type of bond between the N 712 (no COOH and $4 \mathrm{COO}^{-}$) and $\mathrm{TiO}_{2}$. Leon et al. (2006) then investigated the $\mathrm{N} 719-\mathrm{TiO}_{2}$ system using SERRS at 514 nm , SERS at 632 nm , normal FTIR and ATR-FTIR spectroscopy's. Based on the $\Delta \mathrm{v}$ frequency change of the $\mathrm{COO}^{-}$groups (Deacon and Philip, 1980; Srinivas et al., 2009) they concluded that the $\mathrm{N} 719-\mathrm{TiO}_{2}$ system exhibited carboxylate groups in the bridging or bidentate chelating modes. When the 514 nm wavelength was used (this energy corresponding to the main absorption band observed in the UV-Vis spectrum "resonance"), the Raman spectra showed the presence of the $\mathrm{v}(\mathrm{C}=\mathrm{O})$ vibration which should not be observed if bidentate chelating occurs and all the carbonyl groups are displaced upon binding. The observation of this band was warranted due to the presence of adsorbed and non-adsorbed molecules which all give a Raman signal at resonance energies ( $\sim 514 \mathrm{~nm}$ in the case of the pure N719). The Raman spectra at 632 nm (SERS but non -resonance) showed that no $v(\mathrm{C}=\mathrm{O})$ vibration was present, the region of the $\mathrm{v}(\mathrm{C}-\mathrm{O})$ mode was strongly altered, and that the $\mathrm{v}_{\text {sym }}\left(\mathrm{COO}^{-}\right)$vibration appeared; these observations were taken to be a result of the bidentate bonding that occurs upon in adsorption of the N719 which removes all the $\mathrm{C}=\mathrm{O}$ bands, and only COO- vibrations remain. Recently, Hirose et al. (2008) hypothesized that the N719 dye adsorption on the $\mathrm{TiO}_{2}$ surface was facilitated by the presence of surface OH sites that leads to the formation of bidentate chelating linkage with one of its four carboxylate groups, but no explanation was offered to why only one ligand group was chosen versus two as in the many previous studies (Finnie et al., 1998; Nazeeruddin et al., 2003; Leon et al., 2006; Kay \& Gratzel, 2002; Shklover et al., 1998; Hagfelt 2010)

On the basis of the literature works reviewed above, and our own interest in hydroxyl-rich $\mathrm{TiO}_{2}$ as photoanodes in DSSC applications, a greater understanding of the role of the N719 dye's anchoring ( $\mathrm{COO}-$ and COOH ) groups and $\mathrm{TiO}_{2}$ 's surface groups ( $\mathrm{Ti}-\mathrm{O}, \mathrm{Ti}-\mathrm{OH}, \mathrm{Ti}-$ $\mathrm{OH}_{2}$ ) was needed. To this end, a series of studies was conducted on the interaction of two types of nano-crystalline anatase substrates (commercial one and our own synthetic variety) with the N719 photosensitzer and published via the use of several techniques with vibrational spectroscopy being particularly important as will be shown below (Demopoulos et al., 2009; Lee et al., 2010a, 2011a, 2011b).

### 4.2 Discussions and results

As can be seen from the brief literature review, the binding mechanism of these photosensitzer molecules with anatase $\left(\mathrm{TiO}_{2}\right)$ nano-crystalline substrates have been intensively investigated by numerous research groups \{including those that pioneered this field (Finnie et al., 1998; Gratzel, 2001; Nazeeruddin et al., 2003; Leon et al., 2006; De Angelis et al., 2007a, 2007b; Hagfelt 2010)\} around the world as a result of the fact that the binding of the dye to the $\mathrm{TiO}_{2}$ substrate plays a key role in the efficiency of DSSC. For example, bidentate type of bonding is preferred over monodentate biding as a result of the fact it simply provides two electron bridges via the use of the covalent bonds.

| Compound | $\underset{\substack{\mathbf{v}_{\text {sym }}\left(\mathrm{COO}^{-}\right) \\\left(\mathrm{cm}^{-1}\right)}}{ }$ | $\begin{gathered} \mathbf{v}_{\text {sym }}\left(\mathrm{COO}^{-}\right) \\ \left(\mathrm{cm}^{-1}\right) \\ \hline \end{gathered}$ | $\begin{gathered} \Delta \mathbf{v} \\ \left(\mathrm{cm}^{-1}\right) \end{gathered}$ | Binding mode | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| N719 | 1618 | 1376 | 242 | Ester-like unidentate | Falaras et al. 1998 |
| N719-TiO ${ }_{2}$ | 1617 | 1382 | 235 |  |  |
| N719 | 1615 | 1371 | 251 | Bridging/ Bidentate chelating | Finnie et al. 1998 |
| N719-TiO ${ }^{\text {2 }}$ | N/A | N/A | N/A |  |  |
| N719 | 1608 | 1365 | 243 | Bridging | Nazeeruddin et al. 2003 |
| N719-TiO ${ }_{2}$ | 1602 | 1373 | 227 |  |  |
| N719 | 1606 | 1354 | 252 | Bridging/ Bidentate chelating | Leon et al. 2006 |
| N719-7iO ${ }_{2}$ | 1602 | 1375 | 227 |  |  |
| N719 | N/A | N/A | N/A | Bidentate chelating | Hirose et al. 2008 |
| N719-TiO ${ }_{2}$ | 1626 | 1352 | 274 |  |  |
| N719 | 1603 | 1377 | 235 | Bidentate Bridging | Lee et al. 2010 |
| N719-TiO ${ }_{2}$ | 1607 | 1377 | 230 |  |  |

Table 4. The $\Delta \mathrm{v}$ ( v coo-asym -v coo-sym ) values obtained for several studies on the same system and the binding mechanism suggested based on this parameter. (Deacon and Philip, 1980; Srinivas et al., 2009)

From the above review on the previous works, it became evident in almost all cases, the splitting of carboxylate stretching bands $\left(\Delta v=v_{\text {asym }}\left(\mathrm{COO}^{-}\right)-\mathrm{v}_{\text {sym }}(\mathrm{COO})\right.$ ) was used to distinguish possible modes of coordination of the carboxylate ion to the $\mathrm{TiO}_{2}$. This method was developed by Deacon and Phillip (1980) for known crystallographic carboxylate structures as a result of the low symmetry of $\mathrm{RCO}_{2}{ }^{-}$which makes the differrent types of carboxylate coordination indistinguishable on the basis of the number of infrared or Raman active vibration, and as a result this $\Delta \mathrm{v}$ parameter was invented. This is unlike higher symmetry molecules such as carbonates $\left(\sim D_{3 h}\right)$, sulfates or arsenates $\left(\sim T_{d}\right)$ where a clear removal of degenerate modes can be observed upon the change of symmetry that occurs
upon bonding of the dye molecule on the substrate. However upon a closer look to the range of $\Delta v$ values for the exact same system in our studies and that of the numerous studies along the years (Table 4), it was realized that there was quite a variation in the range of values and as such this could not be taken as the only evidence of the binding mode in this system. Moreover, it was noted from the literature (Taratula et al., 2006) for other types of molecules with similar binding ligands ( $\mathrm{COOH}, \mathrm{COO}$ ), that upon adsorption of the ligands to the $\mathrm{TiO}_{2}$ substrate not only was all the carbonyl band removed ( $\sim 1700 \mathrm{~cm}^{-1}$ ) but also the clear formation of the carboxylate bands were also observed ( $1300,1600 \mathrm{~cm}^{-1}$ ). To verify such types of results the use of stearic acid was also investigated in parallel (Lee et al., 2010).

Most previous works over the last decades on this system have largely focused only on the dye IR and Raman vibrational structure (1000-2600 $\mathrm{cm}^{-1}$ ); in our investigations (Demopoulos et al., 2009; Lee et al., 2010, 2011a, 2011b), the use of the higher wavenumber region in the pure photosensitzer dye, pure nano-crystalline anatase substrates and after sensitization was investigated. As will be shown below, the analysis of the higher wavenumber region contributed greatly to the results gathered in this study.


Fig. 12. ATR-IR spectra (Hydroxyl region) and corresponding images of the pure $\mathrm{TiO}_{2}$ substrates (Dyesol and Aqueous) and that of the adsorbed N719-TiO 2 system. (Lee et al. 2010, 2011b)

One of the main aspects of our work (Demopoulos et al., 2009; Lee et al., 2010, 2011a, 2011b) was to compare how two similar nano-crystalline anatase $\mathrm{TiO}_{2}$ substrates (a commercial_Dyesol and our own synthetic Aqueous product) behaved in terms of their bonding properties (via vibrational spectroscopy), distributions (via vibrational imaging) and later from an electronic interaction perspective (Lee et al., 2011b) not only from the photosensitzer (N719_Dye) perspective but also from the substrate point of view. From

Figure 12 above, it became apparent to us that the synthetic product (Demopoulos et al., 2009) produced under different conditions then the commercial $\mathrm{TiO}_{2}$ substrate (Dyesol) contained a large number of surface $\mathrm{OH} / \mathrm{H}_{2} \mathrm{O}$ groups in comparison to the commercial product. This higher concentration of surface $\mathrm{OH} / \mathrm{H}_{2} \mathrm{O}$ groups was not only observed spectrocopically but was also confirmed visually via the use of ATR-IR imaging (Figure 12), where it was observed that indeed our synthetic aqueous nano-crystalline anatase substrate (Demopoulos et al., 2009) was indeed richer in surface $\mathrm{OH} / \mathrm{H}_{2} \mathrm{O}$ groups in comparison to the commercial products. As mentioned above (Hirose et al., 2008), the presence of certain OH groups has been shown to be beneficial to the binding of the dye molecule ligands and therefore increase the efficiency of the DSSC; in our case the presence of not only OH but also $\mathrm{H}_{2} \mathrm{O}$ groups was observed spectrocopically via vibrational spectroscopy, XPS (Lee et al., 2011b) and Thermo Gravimetric Analysis. More interestingly was monitoring how these surface groups $\left(\mathrm{OH} / \mathrm{H}_{2} \mathrm{O}\right)$ behave after the sensitization of the N719 on the two nano-crystalline anatase substrates. From the ATR-IR spectra (Figure 12), we can observe that not all the OH group vibrations have disappeared from the spectra. This meant that not all the surface groups on the substrates are chemically active to be displaced and bind to the photosensitzer molecule, imaging of the distribution of these surface groups (Figure 12) before and after further confirmed the spectroscopic results. Moreover, we again observed that after (and before) the dye adsorption to our anatase substrate, more surface groups $\left(\mathrm{OH} / \mathrm{H}_{2} \mathrm{O}\right)$ were observed in the synthetic product (Demopoulos et al., 2009) relative to the commercial products, and therefore some of these non bonded surface groups must participate in the binding mechanism of the N719 molecule. These types of analysis and results (Lee et al., 2010, 2011a) had never been conducted or investigated in the previous works over the last decades; as can be observed these results simply arose from taking advantage of the entire IR region (in our case mid-IR) that one analyses which offers various information of several molecular groups in several regions of the spectra and as a result may contain important information to analyze.


Fig. 13. ATR-IR (left) and Raman (right) spectra of the pure N719 and adsorbed onto both $\mathrm{TiO}_{2}$ substrates [Dyesol and Aqueous]. (Lee et al. 2010)

Thus from the above results, we gathered that the $\Delta v$ parameter had a large range of variation from study to study thus another type of mechanism must have been present in
the binding mechanism then those previously proposed in literature studies. Moreover, we observed that the presence of surface groups remained after the adsorbtion indicating that not all these surface sites on the anatase substrates are displaced once the adsorbtion occurs. Therefore, we also decided to investigate the dye vibrational region to observe the changes that occur to the vibrational structure of the photosensitizer molecule before and after dye adsorbtion. The first thing that may be observed from the Raman and ATR-IR spectra (Figure 13) is that when we compare the pure dye (N719) spectra with that of the adsorbed states in either substrate (aqueous and Dyesol), little to no difference is observed from one state to the other unlike in other cases for molecules with similar binding ligands (Taratula et al., 2006).
More specifically in the case of the Raman spectra, we observed a carboxylate stretches which may be indicative of binding of some of the ligand molecules ( COO - and/or COOH ) as stated in previous works but also could simply be from the carboxylate groups not bound to the anatase surface (Figure 13). It should be noted as shown in Figure 11 above, the N719 Molecule has 4 biding ligands from which only two are reported to bind to the anatase substrate, depending whose article is read either both carboxylates or carboxylic acids are thought to be the main groups participating in the binding from an energetic point of view. Either way, two of these are carboxylates and the other two are carboxylic acids. More importantly, the Raman results showed us that there was still $\mathrm{C}=\mathrm{O}$ stretches observed in the spectra after the dyes adsorption on both substrates, this meant that not all the carboxylic acids groups bonded after the adsorption of the dye molecule. This in fact is an interesting fact as previous studies (Leon et al., 2006) have mentioned that the lack of this band meant that the acid groups were all bound to the substrates and stated that if observed at resonance energies (in this case 514 nm ) that this is a result of getting the signal from all molecules deposited (bonded and non-bonded). To confirm these findings, we decided to probe this same system at non-resonance energies ( 632 nm laser probe) but at the same time avoiding emission excitation energies ( $\sim 785 \mathrm{~nm}$ ). From these measurements, we observed that indeed at non resonance energies, the presence of these $\mathrm{C}=\mathrm{O}$ bands was still present and as such this meant that indeed not all the acid groups were displaced upon binding of the dye molecule on the substrate (commercial and synthetic). Moreover, not only were these $\mathrm{C}=\mathrm{O}$ bands presented after adsorption but also were found to be shifted to higher energy relative to the pure N719 dye indicating that these groups likely were under the influence of some type of interactions (such as H -bonding with surface Ti-OH/ $\mathrm{H}_{2} \mathrm{O}$ groups as observed above) upon binding onto the anatase substrates. This latter trend (shift in energy of non bonded groups) was observed was also observed for the NCS groups of the adsorbed states relative to the pure states. In our work (Lee et al., 2010, 2011a), as mentioned above, not only were we interested in the bonding mechanism of this system but also we wanted to investigate how two otherwise similar nano-crystalline anatase substrates behaved in terms of their binding distributions throughout the photoanode. From the Raman spectral information gathered above, the use of Confocal Raman Imaging (Figure 14) was used to tune the energies of the molecular groups of interest and show the spatial distributions of these groups on these substrate before and after dye adsorption, but most importantly to observe how the bonded and non bonded groups were distributed throughout the two anatase (commercial and synthetic) substrates. For example, we decided to observe the bypiridine stretches (which definitely do not participate in bonding) to
observed how the overall dye was distributed in the substrates, the COO- was used to observe where the dye was covalently bonded to the substrate and the $\mathrm{C}=\mathrm{O}$ band to image how the non bonded groups from the dye molecules were distributed throughout the substrates (dark regions represented where they were bonded and bright regions where unbounded groups were observed). In all cases regardless of what group of interest was imaged, it was observed that the distribution of the dye (and therefore its molecular groups) on our synthetic substrate was unlike that of the commercial Dyesol. For our synthetic substrate, localization of the dye molecules and its bonded and non-bonded groups occurred as hot spot regions throughout the substrate, while in the case of the commercial substrate, the dye and its groups are distributed fairly evenly throughout the substrate. It should be noted to the readers that both the commercial and our synthetic anatase substrates exhibited similar roughness factors in the nanometer scale and as such these changes in distribution observed in the Raman images could not be formed as a result of their surface topography but rather from a chemical property of the materials. Thus in the case of our synthetic substrate, the localization of hot spot for the dye molecules bonding and non bonding groups on the substrate may result from the different surface energetic that occur as a result of the localization of substrate surface groups $\left(\mathrm{Ti}-\mathrm{OH} / \mathrm{Ti}-\mathrm{OH}_{2}\right)$ which is greater in our synthetic substrate (Demopoulos et al., 2009) then the commercial Dyesol one.


Fig. 14. Raman imaging principle and Raman images of the certain molecules of interest for the N719 molecule adsorbed onto both $\mathrm{TiO}_{2}$ substrates (Dyesol_comercial and Aqueous_our synthetic). (Lee et al. 2010, 2011b)

The ATR-IR data for the dye region before and after the sensitization, similar to the Raman data showed that again from comparison of the pure dye to the adsorbed state, there was little to no change (aside from a small change in intensity) to the $\mathrm{COO}^{-}$and $\mathrm{C}=\mathrm{O}$ bands (Figure 13). As mentioned above, in the case of other molecules such as the bulky m-Py-EPE-Ipa (Taratula et al., 2006) or the small stearic acid, upon binding of these molecules with the $\mathrm{TiO}_{2}$ substrates, the vibrational structure of the pure molecules changes completely before and after the adsorption (i.e. the $\mathrm{C}=\mathrm{O}$ band is removed and only COO - bands remain). Not only were these non bonded groups present but also a shift in energy was observed for both $\mathrm{C}=\mathrm{O}$ and NCS groups, in agreement with our Raman data. Therefore, the
presence of these $\mathrm{C}=\mathrm{O}$ groups indicated again that not all the groups were used up in upon the adsorption of the dye and their shift in energy was a result of their interaction with the non bonded surface $\mathrm{Ti}-\mathrm{OH} / \mathrm{H}_{2} \mathrm{O}$ groups on the surface. A similar situation was observed for the COO- groups, were the $\Delta v$ parameter splitting of these before and after sensitization were indicative of bidentate bridging complexes, in agreement with previous studies but the lack of change to their vibrational structure and their energy shifts of both modes ( $\mathrm{COO}^{-}$sym and assym) was indicative of them interacting with the non bonded surface $\mathrm{Ti}-\mathrm{OH} / \mathrm{Ti}^{-} \mathrm{H}_{2} \mathrm{O}$ groups.


Fig. 15. New Binding mechanism for the N719-TiO system based on our vibrational spectroscopic and imaging data. (Lee et al., 2010)

Therefore, based on the vibrational spectroscopic and imaging data gathered we proposed a new modified structure for the binding mechanism of N 719 dye on $\mathrm{TiO}_{2}$ which has now become the standard accepted model by all the leading experts/pioneers in the field (see citations of Lee et al., 2010). Although Bazzan et al. 2011 recently published an article that stated that "there is as yet no commonly accepted understanding of the biding mechanism", in their published work, they used our proposed concepts and binding mechanism to explain the binding mechanism in their work. In our mechanism (Figure 15), the binding mechanism of the N 719 dye onto $\mathrm{TiO}_{2}$ was proposed to occur via two neighboring carboxylic acid/carboxylate groups linked on the same bipyridine ligand via a combination of bidentate-bridging and H-bonding, the latter part was something that had never been considered previously in the extensive research on this system. In our new binding mechanism, the formed surface covalent complex is sterically stabilized via the development of H -bonding between the $\mathrm{TiOH} / \mathrm{Ti}-\mathrm{OH}_{2}(\mathrm{Ti}-\mathrm{O})$ and $\mathrm{COO}-(\mathrm{COOH})$ groups. Moreover, the involvement of only one carboxylic group in the adsorption of N719 via covalent bidentate bridging was adopted here [as in Hirose et al., (2008)] as a result of very recent work by Srinivas et al. (2009) involving the adsorption of sensitizers on $\mathrm{TiO}_{2}$ carrying malonic and cyanoacrylic acid biding groups, who found that the monocarboxylic acid group showed stronger binding affinities as well as slightly higher IPCE and efficiencies than dicarboxylic acid groups, and therefore the requirement for two ligand groups to be covalently bonded versus only one was not necessary to produced higher IPCE and efficiencies.

## 5. Conclusions

In the first case, the $\mathrm{Ca}(\mathrm{II})-\mathrm{Fe}(\mathrm{III})-\mathrm{AsO}_{4}$ phases (yukonite and arseniosiderite), the use of vibrational spectroscopy was employed as a finger printing tool, to correct molecular formulae via detection of certain molecular groups of interest $\left(\mathrm{HAsO}_{4}, \mathrm{H}_{2} \mathrm{O}, \mathrm{OH}\right)$ but most importantly, it gave us an understanding to how these two distinct phases were divergent to each other at the molecular scale and why their crystallinity (long range order) differed. This was something that was previously speculated but no experimental evidence was ever really presented to explain this phenomenon. X-ray Absorption based techniques (XANES and EXAFS) of these phases (yukonite and arseniosiderite) failed to recognize this difference as a result of the fact that it could only probe three types of shells (As-O, As-Fe, As-Ca) from the core excited atom of interest. This limitation arose from the fact that these were the same at the local structural level for these two phases, based on our and previous works. Therefore the use of vibrational analysis and ATR-IR spectroscopy enabled us to reveal that it was the nature of the H -bonding molecular structure in these two phases (yukonite and arseniosiderite) which caused the difference in the physical order (crystallinity) expressed.
For the $\mathrm{Fe}(\mathrm{III})-\mathrm{AsO}_{4}-\mathrm{SO}_{4}$ system, as a result of the fact that much work had been focused only on XRD based analysis, a clear understanding of the molecular structure and how this was important to the issues at hand was not yet developed. More importantly, the use of the proper detection mode (ATR vs. Transmission) for the type of material analysis at hand allowed our work to be able to extract the maximum amount of vibrational structure to be analyzed. This, along with other structural information (such as crystallographic data) was especially important when it came down to identifying possible groups ( $\mathrm{HAsO}_{4}$ vs. $\mathrm{AsO}_{4}$ ) that could occur in the phase of interest which allowed us to correct previous formulae. Once the proper method of analysis was employed, the positive identification of these phases could be properly established (along with the corresponding elemental and structural data) and the identification of new phases by previous studies was eliminated.
Moreover, the use of vibrational spectroscopy gave us insight into the changes in the molecular solid-solution symmetry that occurs in the structure of a crystallographically unknown phase (BFAS), something that would be useful later when the crystal structure of this phase was solved via high resolution synchrotron diffraction data. The use of vibrational spectroscopy of industrially crystalline and non crystalline products gave us the advantage of tuning into the molecules of interest $\left(\mathrm{AsO}_{4}\right)$ and also offered the much lower detection limits then complementary XRD methods ( $4-5$ w.t\%) needed to analyze these samples. A nice correlation between the arsenate vibrational structure of the industrial sample and that of our synthetically produced phases was achieved but it should be noted that this information is only qualitative and $100 \%$ identification of the nature of the arsenic species in these samples is not possible using vibrational spectroscopy, XRD, or XAS based methods. This latter result arises from the fact that in the case of industrial samples where more than one, two, three arsenate phase maybe present \{some which may have the same or more than one type of local arsenic coordination to the 3rd shell, e.g. yukonite-arseniosiderite\}, the positive contribution to the arsenate signal from all the phases (in various coordination's and symmetries) becomes nearly impossible to qualitatively or quantitatively (via fitting or modelling) identify as a result of the fact that the contribution from each phase to the overall signal and features is almost impossible to replicate. This is especially true at low concentrations and in the presence of a multicomponent matrix which can also have additional effects to the signal observed. Moreover, limitations of vibrational spectroscopy were observed in cases where phases such
as hematite and elemental sulfur (which have large Raman cross sections) were abundant in industrial products. There Raman spectroscopy was only able to detect one of these phases in spite of the fact that the other was well in abundance of the Raman detection limit. This further shows the reader, the complexity that a multicomponent sample has on the vibrational structure expressed in the current spectroscopic techniques.
Finally, for the $\mathrm{N} 719-\mathrm{TiO}_{2}$ biding mechanism, discrepancies in the coordination information inferred based on the $\Delta \mathrm{v}$ method for the same system led us to further evaluate the detailed vibrational structure of the system. In this case, the combination of the spectroscopic information coupled with the aid of the imaging data allowed us to determine how the molecular groups of interest on the TiO2 substrates and N 719 molecule behaved during the binding event, but also how these were distributed among the two $\mathrm{TiO}_{2}$ substrates investigated. Using the information of previous works along with the new gathered data from our studies, the evolution of a new binding mechanism which involved a bridged covalent bonded-H-bonding type of mechanism was developed for this system. The main draw back or limitation of the use of vibrational spectroscopy in this study was the fact that the imaging of the substrates was limited to micro-scale analysis as a result of the laser beam used; however, it is well known for these systems that the internal surfaces are uniformly covered by a monolayer of dye, and a such the use of nano-imaging techniques such as AFM-Raman analysis may give more insight into how these groups are distributed among the various substrates at the nano-level but also probe the changes of the molecular groups of interest at the nano-scale in which bulk like effects may be avoided.
In this chapter, three distinct case studies were presented to the reader where the use and application of vibrational spectroscopy in correlation with other analytical data was employed to give new insights into the various problems at hand. Most importantly, the limitations of the techniques (vibrational, XRD, XAS) employed in previous studies and in our work was presented to show how these restrictions may be overcome by the combination of various techniques, detection methods and a good knowledge of the systems theory at hand. However, the reader is forewarned to be cautious when using vibrational spectroscopy (XAS or XRD) to identify multiple phases in a complex matrix; often specialist in these techniques or research facilities (e.g. synchrotron facilities) offer that each one of these can offer a solution to identify all of the main phase of interest found in a complex sample but this is often not true and is beyond the technological (and theoretical) capabilities of these techniques and facilities. A perfect way to test such a concept is to test a known multiphase (>4) poorly crystalline industrial or natural sample and see if indeed any of these techniques (vibrational, X-ray Absorption Spectroscopy or X-ray Diffraction) identify all the phases in the sample, naturally they will not for now.
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## 1. Introduction

Amino acids are molecules with general formula $\mathrm{HCCO}_{2}-\mathrm{NH}_{3}{ }^{+} \mathrm{R}$, where R is a lateral chain characteristic of each molecule, which form the proteins of all living beings. Due the fact that both hydrogen bonding (HB) interactions play a central role on the secondary structure of proteins and the amino acids in crystal structure present complex networks of HB, they have been studied extensively in the last years (Barthes et al., 2004; Boldyreva et al., 2003a, 2003b, 2004, 2005a, 2007a, 2007b; Dawson et al., 2005; Destro et al., 1988; Façanha Filho et al., 2008, 2009; Freire, 2010; Funnel et al., 2010; Goryainov et al., 2005, 2006; Harding \& Howieson, 1976; Hermínio da Silva et al., 2009; Lima et al., 2008; Migliori et al., 1988; Murli et al., 2003; Olsen et al., 2008; Sabino et al., 2009; Teixeira et al., 2000; Tumanov et al., 2010; Yamashita et al., 2007). These studies can be seen as important background to understand both static structure and dynamics properties of proteins such as denaturation, renaturation, folding itself, changes of folds, among others (Freire, 2010). The simplest protein amino acid is $\alpha-$ glycine, which was investigated by Raman spectroscopy under high pressure conditions, being discovered that up to 23 GPa the crystal structure does not undergo any phase transition, although modifications in the Raman spectra indicate changes in the intra-layer HB interactions (Murli et al., 2003). In this chapter we investigate the effect of high hydrostatic pressure on L-histidine hydrochloride monohydrate (HHM) and L-proline monohydrate (PM) crystals, in particular observing the effect of pressure on the vibrations related to hydrogen bonds observed in these amino acid crystals.

## 2. State of the art

Many works have investigated high pressure vibrational and structural properties of amino acid crystals. The simplest amino acid is glycine, which at atmospheric pressure presents at least three different polymorphs. When pressure is applied to the different polymorphs, different results are obtained. In this way, when $\alpha$-glycine is submitted to high pressure, up to 23 GPa , no structural modification is verified (Murli et al., 2003). Relatively short N-H...O hydrogen bonds form layers parallel to the ac plane and the layers are connected by much
weaker bifurcated $\mathrm{N}-\mathrm{H} . . . \mathrm{O}$ hydrogen bond forming anti-parallel double layers (Murli et al., 2003). The difficult of rearranging the double layers in the crystal structure is an explanation for the stability of $\alpha$-glycine with respect to pressure (Boldyreva, 2007b). Such a fact, the stability of the structure under high pressure conditions, is very different from what is observed with $\beta$ - and $\gamma$-glycine. The $\beta$-glycine has a crystal structure very similar to the $\alpha$ glycine, although this last polymorph is most stable and should be obtained from the $\beta$ polymorph under humid conditions (Dawson et al., 2005). For $\beta$-glycine it was observed through both Raman and polarizing spectroscopies a reversible phase transition at 0.76 GPa (Goryainov et al., 2005). Such a phase transition is accompanied by pronounced changes in the Raman spectra of the material, in particular by jumps and kinks at the curves of frequency versus pressure (for the band associated to $\mathrm{NH}_{3}$ rock, the jump is higher than 10 $\mathrm{cm}^{-1}$. Additionally, the transition is characterized by a rapid propagation of an interphase boundary accompanied by the crack formation in the crystal as verified by authors of Ref. (Goryainov et al., 2005). On decompression, the high pressure phase ( $\beta^{\prime}$-glycine) transforms back to the $\beta$-glycine without hysteresis (Goryainov et al., 2005), which is not a general result among amino acid crystals.
While the $\alpha$ - and $\beta$-forms of glycine crystallize in a monoclinic structure, respectively, with space groups $P 2_{1} / n$ and $P 2_{1}, \gamma$-glycine crystallizes in a trigonal symmetry $\left(P 3_{1}\right)$ (Boldyreva et al., 2003a). Under ambient conditions the $\alpha$ - and $\gamma$-forms of glycine are stable for a very long time, but under high temperature ( $\mathrm{T} \sim 440 \mathrm{~K}$ ) it is observed a phase transition from the $\gamma$ - to the $\alpha$-polymorph of glycine. On the other hand, it is interesting to note that even the $\alpha$-form being thermodynamically slightly less stable than the $\gamma$-form at low temperatures, its transformation to the $\gamma$-form is apparently kinetically hindered (Boldyreva et al., 2003b). Related to the behavior of $\gamma$-glycine under hydrostatic pressure some studies have investigated this subject. Under the scrutiny of X-ray diffraction authors of Ref. (Boldyreva et al., 2004) observed that $\gamma$-glycine undergoes a phase transition beginning at 2.7 GPa characterized by an abrupt change in the unit cell volume; such a phase transition is not completed even to pressures of 7.8 GPa . On compression up to $2.5 \mathrm{GPa}, \gamma$-glycine structure is changing anisotropically in such a way that the a/c ratio decreases. At 2.7 GPa the reflection of a new phase, $\delta$-glycine, begins to appear, but when pressure is released even at ambient pressure, the new phase did not disappears completely. In other words, part of the high pressure $\delta$-glycine phase remains down to the atmospheric pressure and the $\gamma-\delta$ transformation was not completely reversible (Boldyreva et al., 2005a). On decompression of the $\gamma$ and $\delta$ phases, additionally, it was observed the appearance of another new phase at $0.62 \mathrm{GPa}, \zeta$-glycine, which could be observed both by Raman and optical spectroscopies (Goryainov et al., 2006).
Among the amino acids, L-alanine is the most studied crystalline system and although a great number of works has visited its physical and chemical properties, there are some interesting non conclusive questions related to it. For example, although there is no indication for occurrence of temperature induced phase transition, it is known that the c lattice parameter of L-alanine increases with decreasing temperature (Destro et al., 1988) by a step-wise dynamics (Barthes et al., 2004). Under low temperature, authors of Ref. (Migliori et al., 1988) have observed an unusual behavior of the intensities of the low wavenumber modes at 41 and $49 \mathrm{~cm}^{-1}$, associating the phenomenon to the occurrence of localized vibrational states. Such modes have also an intriguing behavior with high pressure conditions: between 0 and 2.3 GPa the lowest wavenumber band increases intensity while
the band at $49 \mathrm{~cm}^{-1}$ decreases; above the critical pressure of 2.3 GPa , an inverse effect is observed, e.g., the lowest wavenumber band decreases in intensity while the other band increases its intensity (Teixeira et al., 2000). Beyond this, under the scrutiny of the behavior of lattice modes of L-alanine through Raman spectroscopy it was reported the evidence of a structural phase transition at $\sim 2.3 \mathrm{GPa}$ (Teixeira et al., 2000), that seems to be confirmed by X-ray diffraction measurements (Olsen et al., 2008). However, very recent works reinterpreted X-ray diffraction measurements as conformational changes of the ammonia group (Funnel et al., 2010; Tumanov et al., 2010). Additionally, (i) the Raman scattering data were not correlated with a structural phase transition, only with continuous changes in the intermolecular interactions (Tumanov et al., 2010); (ii) at about 2 GPa the cell parameters $a$ and $b$ become accidentally equal to each other (Funnel et al., 2010; Tumanov et al., 2010), but maintaining the same orthorhombic structure $\left(P 2_{12} 2_{2} 2_{1}\right)$, differently from the work of ref. (Olsen et al., 2008) that interpreted the X-ray diffraction results as an orthorhombic $\rightarrow$ tetragonal phase transition.
There are three other aliphatic amino acids, which were investigated by Raman spectroscopy under high pressure conditions: L-leucine, L-isoleucine and L-valine. At atmospheric pressure and room temperature, L-leucine ( $\mathrm{C}_{6} \mathrm{H}_{13} \mathrm{NO}_{2}$ ) crystallizes in a monoclinic structure ( $C_{2}{ }^{2}$ ) (Harding \& Howieson, 1976), although there are reports of a second phase for temperatures higher than 353 K (Façanha Filho et al., 2008) and a third polymorph resulting from residues of a solution at 200 Ma (Yamashita et al., 2007). A series of modifications on the Raman spectrum of L-leucine crystal were observed when it was submitted to high pressure conditions (Façanha Filho et al., 2009). The modifications occur in three different pressure ranges: (i) between 0 and 0.46 GPa , (ii) between 0.8 and 1.46 GPa , and (iii) at around 3.6 GPa. The first modification observed in the Raman spectra involves motions of the CH and $\mathrm{CH}_{3}$ units, as can be understood from the behavior of the bands in the high wavenumber region (about $3000 \mathrm{~cm}^{-1}$ ). It is worth to note that such a change is also associated to the hydrogen bond changes, because an increasing in the line width of a band associated with the torsion of $\mathrm{CO}_{2}{ }^{-}$is verified across the pressure of 0.46 GPa , although there is no great change in the lattice modes. Differently, the changes observed between 0.8 and 1.46 GPa occurs both in the internal modes and in the lattice modes of the crystal, indicating a structural phase transition undergone by L-leucine. Finally, around 3.6 GPa change of the slopes of the frequency versus pressure plots associated with $\mathrm{CO}_{2}-$ moieties were observed, pointing to changes associated to hydrogen bonds (Façanha Filho et al., 2009).
The Raman spectrum of L-valine $\left(\mathrm{C}_{5} \mathrm{H}_{11} \mathrm{NO}_{2}\right)$ under high pressure conditions, presents several changes between 0.0 and 6.9 GPa (Hermínio da Silva et al., 2009). In particular, an extraordinary increase of intensity of the $\mathrm{C}-\mathrm{H}$ stretching bands is verified at about 3 GPa and a decrease of intensity is observed at $\sim 5.3 \mathrm{GPa}$. Simultaneously, discontinuities are observed in the frequency versus pressure plots for all modes of the Raman spectrum in these two pressure values, indicating possible phase transitions undergone by the crystal. Lisoleucine ( $\mathrm{C}_{6} \mathrm{H}_{13} \mathrm{NO}_{2}$ ) was another aliphatic amino acid whose Raman spectra were investigated under high pressure (Sabino et al., 2009). From this preliminary study, it were observed changes on bands associated with both the rocking of $\mathrm{NH}_{3}{ }^{+}, \mathrm{r}\left(\mathrm{NH}_{3}{ }^{+}\right)$, and the rocking of $\mathrm{CO}_{2}^{--}, \mathrm{r}\left(\mathrm{CO}_{2}^{-}\right)$, as well as to lattice modes at $\sim 2.3 \mathrm{GPa}$ and 5.0 GPa . Such modifications in L-isoleucine were associated with conformational change of molecules or to a phase transition undergone by the crystal. However, a confirmation of the occurrence of phase transitions for L-valine, L-leucine and L-isoleucine through X-ray diffraction or neutron diffraction is still lacking.

Two sulfur amino acids were investigated under high pressure conditions, L-methionine (Lima et al., 2008) and L-cysteine (Minkov et al., 2008, 2010; Moggach et al., 2006; Murli et al., 2006). L-methionine $\left(\mathrm{C}_{5} \mathrm{H}_{11} \mathrm{NO}_{2} \mathrm{~S}\right)$ crystallizes in a monoclinic structure and under compression undergoes a phase transition at about 2.2 GPa . This modification is realized by the observation of the appearance of a very strong peak between the bands associated to stretching of $\mathrm{SC}, \mathrm{v}(\mathrm{SC})$, and wagging vibration of $\mathrm{CO}_{2}{ }^{-}, \omega\left(\mathrm{CO}_{2}-\right)$. At $\mathrm{P}=2.7 \mathrm{GPa}$, the intensity of the bands $v(\mathrm{SC})$ and $\omega\left(\mathrm{CO}_{2}^{-}\right)$goes to zero. Additionally, two new structures are observed around $540 \mathrm{~cm}^{-1}$, in the region where it is expect to be observed the band associated to the rocking of $\mathrm{CO}_{2}^{-}, \mathrm{r}\left(\mathrm{CO}_{2}-\right)$. Such a picture was interpreted as a phase transition undergone by L-methionine crystal, with a hysteresis of about 0.8 GPa . On the other hand, L-cysteine can crystallize in two different polymorphs with orthorhombic and monoclinic symmetries (Minkov et al., 2010). For the monoclinic polymorph of L-cysteine it was observed phase transitions at about 2.9 and 3.9 GPa with the changes in the Raman spectra suggesting that the hydrogen bond network is distorted and the S-H...O bonding dominates over S-H...S bonding at high pressures. For the orthorhombic polymorph, a series of different phase transition occurs, but with no evidence that it transforms into the most dense monoclinic polymorph which is also stable at atmospheric pressure. It is worth to note that the phase transitions in the orthorhombic L-cysteine involve changes in molecular conformation while the pressure-induced phase transitions in the monoclinic phase are mainly related to changes in the hydrogen bond network (Minkov et al., 2010).
L-threonine $\left(\mathrm{C}_{4} \mathrm{H}_{9} \mathrm{NO}_{3}\right)$ (Silva et al., 2000) was investigated up to 4.3 GPa through Raman spectroscopy. From this study it was observed several modifications in the Raman spectrum, including the region associated to the lattice mode vibrations, mainly between 2 and 2.2 GPa . Other modifications above 3 GPa were also observed but no X-ray diffraction experiment was performed up to now, which would confirm the occurrence of eventual phase transition undergone by L-threonine crystal.
L-serine was also investigated under high pressure conditions (Boldyreva et al., 2005b, 2006a, 2006b; Moggach et al., 2005, 2006). From x-ray diffraction measurements (Moggach et al., 2005) it was observed that at $\sim 4.8 \mathrm{GPa}$ the crystal undergoes a phase transition with changes in the hydrogen bond network: while the low pressure phase is characterized by $\mathrm{OH} . . \mathrm{OH}$ hydrogen bond chains, in the high pressure phase it is observed shorter OH...carboxyl interactions. Yet, Ref. (Moggach et al., 2005) shows that the phase transition occurs with change in two torsion angles but with any major changes in the orientations of the molecules in the unit cell. Study of Ref. (Boldyreva et al., 2006b) confirms the phase transition previously reported in Ref. (Moggach et al., 2005), although with a transition pressure value of $\sim 5.3 \mathrm{GPa}$, and points the existence of another phase transition at 7.8 GPa . In this second phase transition new $\mathrm{OH} . . \mathrm{O}(\mathrm{CO})$ hydrogen bond and a new $\mathrm{NH} . . . \mathrm{OH}$ bond are formed, showing that OH-group becomes both a proton donor and a proton acceptor.
Finally, finishing this picture of the state of the art of vibrational and structural aspects of amino acid crystals under high pressure, we briefly discuss results on L-asparagine monohydrate, which was investigated both by Raman spectroscopy (Moreno et al., 1997) and by X-ray diffraction experiments (Sasaki et al., 2000). Both studies point to the occurrence of three different phase transitions between 0.0 and 1.3 GPa , which constitute, up to now, the most unstable amino acid crystal structure.
In all these investigations, the occurrence of phase transitions involving change in the dimension of the several HB in the unit cell seems to be the role. An extension of studies of
amino acid crystals under high pressure conditions investigated by Ramen spectroscopy for L-histidine. $\mathrm{HCl} . \mathrm{H}_{2} \mathrm{O}$ and L-proline monohydrate is given here.

## 3. Experimental

The samples of HHM were grown from aqueous solution by the slow evaporation method at controlled temperature. The samples of PM polycrystals were obtained from reagent grade (Sigma Aldrich) and used without further purification. Raman experiments on HHM were performed in the backscattering geometry employing a Jobin Yon Triplemate 64000 micro-Raman system equipped with a $\mathrm{N}_{2}$-cooled charge-coupled device (CCD) detection system, while for Raman experiments on PM it was employed an HR 460 Jobin Yvon spectrometer. The slits were set for a $2 \mathrm{~cm}^{-1}$ spectral resolution. Raman spectra were excited with the 514.5 nm line of an argon ion laser. The high-pressure experiments at room temperature were performed on a small piece of sample compressed using a diamond anvil cell (model NBS - National Bureau of Standards). For the Ramen experiments on PM it was used a membrane diamond anvil cell (MDAC) with a $400 \mu \mathrm{~m}$ culet diameter diamonds as the pressure device. A $150 \mu \mathrm{~m}$-diameter hole in a stainless-steel ( $200 \mu \mathrm{~m}$ of initial thickness preindented to $40 \mu \mathrm{~m}$ ) was loaded with argon, while a $200 \mu \mathrm{~m}$-diameter hole in a stainlesssteel with a $230 \mu \mathrm{~m}$ of initial thickness was loaded with mineral oil in the study of Lhistidine.HCl. $\mathrm{H}_{2} \mathrm{O}$. An Olympus microscope lens with a focal distance $f=20.5 \mathrm{~mm}$ and a numerical aperture 0.35 was used to focus the laser beam on the sample surface, which was located in the pressure cell. The pressure in the cell was monitored using the standard shifts of the $\mathrm{Cr}^{3+}: \mathrm{Al}_{2} \mathrm{O}_{3}$ emission lines.

## 4. Results

### 4.1 L-proline monohydrate

In this sub-section we present investigation of polycrystalline PM under hydrostatic pressure up to 11.8 GPa . It is important to state that the sample used in the experiment had a small quantity of anhydrous phase (about 8\%, according to the Rietveld refinement) in such a way that the structure can be considered as monoclinic L-proline monohydrate.


Fig. 1. Unit cell of PM seen along the $b$-axis.

PM (see Figure 1) crystal is found in a monoclinic structure, space group C2with a $=20.43 \AA$, $\mathrm{b}=6.19 \AA, \mathrm{c}=5.14 \AA$ and $\beta=95.79^{\circ}$ and $\mathrm{Z}=4$ (Seijas et al., 2010). In such a material the hydrogen bonds play a special role in the stability of the crystal structure. X-ray diffraction study shows that there are interactions between amino and carboxylate groups through the hydrogen bonds $\mathrm{N} 1-\mathrm{H} 1 \ldots \mathrm{O} 1, \mathrm{~N} 1-\mathrm{H} 1 \ldots \mathrm{O} 2$ and $\mathrm{N} 1-\mathrm{H} 2 \ldots \mathrm{O} 1$, with H 1 atom acting as a bifurcated donor taking part in two hydrogen bonds. These hydrogen bonds link the proline molecules forming pairs of chains in opposite directions along the $c$ axis. The water molecules form zigzag chains of O-H...O hydrogen bonds also parallel to the $c$ axis (Seijas et al., 2010).
Figure 2 presents the Raman spectra of polycrystalline PM crystal in the spectral range 10 $250 \mathrm{~cm}^{-1}$ for pressures from 0.0 to 11.8 GPa . The spectrum taken at 0.0 GPa shows a complex profile indicating the occurrence of several bands; in fact, fitting with Lorentzian curves


Fig. 2. Raman spectra of PM under several pressure conditions from 0.0 to 11.8 GPa in the spectral range $50-250 \mathrm{~cm}^{-1}$.
points to the existence of six bands between 10 and $160 \mathrm{~cm}^{-1}$. When pressure is increased great changes are observed in the Raman profile of the spectrum. At 1.1 GPa the Raman spectrum of L-proline is very different from that obtained at 0.0 GPa : (i) the mode peaked at $\sim 68 \mathrm{~cm}^{-1}$ becomes the most intense band in the spectrum at 1.1 GPa; (ii) the most intense peak in the spectrum taken at 0.0 GPa decreases intensity and in the spectrum taken at 1.1 GPa it is only the second most intense peak in the region $10-250 \mathrm{~cm}^{-1}$; (iii) the peaks marked by arrows in the spectrum at 0.0 GPa increase intensity. Such a set of modifications point to the possibility of the occurrence of a phase transition undergone by polycrystalline L-proline for pressures below 1.1 GPa. Results on other spectral regions of the Raman spectrum will reinforce this hypothesis.
It is observed a gradual change of intensity of all bands appearing in the Raman spectra of Figure 2 as well as continuous blue shifts of all wavenumbers when pressure is increased from 11.1 to 6.5 GPa . The gradual change of the profiles of the Raman spectrum can be interpreted as continuous changes of the conformation of the molecules of L-proline in the unit cell of the crystal. However, between 6.5 and 7.8 GPa it is observed a strong change in the profile of the Raman spectrum in the low wavenumber region. In particular, the most intense band observed in the spectrum taken at 6.5 GPa lost intensity becoming one of the peaks with lowest intensity. Additionally, jump in the wavenumber of almost all bands are also verified in this pressure interval ( $6.5-7.8 \mathrm{GPa}$ ). As a consequence, we have interpreted the changes of the Raman spectrum as a phase transition undergone by polycrystalline Lproline between 6.5 and 7.8 GPa . Other evidences will be shown in the next paragraphs. Finally, when we decrease pressure from the highest value obtained in our experiments down to atmospheric pressure we observe that the original spectrum - bottom spectrum in Figure 2 - is recovered (the final spectrum is marked as 0.0 * GPa ).
Figure 3 presents the Raman spectra of PM crystal for several pressures in the spectral range $200-750 \mathrm{~cm}^{-1}$. According to Ref. (Herlinger \& Long, 1970) (see also Table 1) the band recorded close to $294 \mathrm{~cm}^{-1}$ in the 0.0 GPa spectrum can be associated to a deformation vibration of the skeleton of the structure, $\delta\left(\right.$ skel). The bands observed at 377 and $447 \mathrm{~cm}^{-1}$ are associated, respectively, to the bending of $\mathrm{CCN}, \delta(\mathrm{CCN})$, and rocking of $\mathrm{CO}_{2}{ }^{-}, \mathrm{r}\left(\mathrm{CO}_{2}{ }^{-}\right)$. In fact, for other amino acid crystals it has been reported that the $\mathrm{r}\left(\mathrm{CO}_{2}^{-}\right)$is the most intense band in the $200-700 \mathrm{~cm}^{-1}$ spectral range. However, for the other amino acids, differently from L-proline, the $\mathrm{r}\left(\mathrm{CO}_{2}-\right)$ mode is observed for wavenumber higher than $500 \mathrm{~cm}^{-1}(\alpha-$ glycine: $503 \mathrm{~cm}^{-1}$ (Dawson et al., 2005); L-alanine: $532 \mathrm{~cm}^{-1}$; L-valine, $542 \mathrm{~cm}^{-1}$ (Goryainov et al., 2005); DL-alanine, $543 \mathrm{~cm}^{-1}$; etc.). Finally, in the spectrum taken at 0.0 GPa we can observe a band at $574 \mathrm{~cm}^{-1}$ which was associated to a bending of $\mathrm{CO}_{2}{ }^{-}$, group. Finally, bands at 641,669 and $695 \mathrm{~cm}^{-1}$, were associated, respectively, to wagging of $\mathrm{CO}_{2}{ }^{-}, \mathrm{w}\left(\mathrm{CO}_{2}{ }^{-}\right) ; \delta($ skel $)$; and scissoring of $\mathrm{CO}_{2}^{--}, \mathrm{sc}\left(\mathrm{CO}_{2}^{-}\right)$.
By increasing the pressure we observe that between 0.0 and 1.1 GPa some important modifications are present. For example, the band $\delta(\mathrm{CCN})$ decreases intensity and seems to split. A clear splitting is observed for the band at $574 \mathrm{~cm}^{-1}$ and the $\mathrm{r}\left(\mathrm{CO}_{2}^{-}\right)$band at $447 \mathrm{~cm}^{-1}$ begins to present a shoulder in the high wavenumber side. Additionally, the $\delta$ (skel.) band at $669 \mathrm{~cm}^{-1}$ (marked by an asterisk in the spectrum of 0.0 GPa ) disappears between the two lowest pressure spectra. This entire complex picture corroborates the fact that the crystal is undergoing a phase transition between 0.0 and 1.1 GPa .
If one continues to increase pressure on the PM crystal, it is possible to observe that all bands suffer blue shifts up to 6.5 GPa ; also, in general terms, the linewidth increases for all bands. However, no great changes are observed, indicating that the crystal structure


Fig. 3. Raman spectra of PM under several pressure conditions from 0.0 to 11.8 GPa in the spectral range $250-750 \mathrm{~cm}^{-1}$.
remains the same of that observed at 1.1 GPa. In other words, the crystal seems to be stable between 1.1 to 6.5 GPa . But when pressure arrives to 7.8 GPa great modifications are observed in the $200-700 \mathrm{~cm}^{-1}$ spectral region. Let us state these modifications: (i) the appearance of a band (marked by an arrow in the spectrum taken at 7.8 GPa ) in the region ~ $450 \mathrm{~cm}^{-1}$; (ii) an impressive fall of intensity and a red shift of the band associated to $\mathrm{r}\left(\mathrm{CO}_{2}^{-}\right)$; (iii) a red shift of the two bands in the region $550-600 \mathrm{~cm}^{-1}$; (iv) the appearance of low intense bands (marked by an asterisk in the spectrum taken at 7.8 GPa ) for wavenumbers higher than $600 \mathrm{~cm}^{-1}$; (v) the increase of intensity of the band initially assigned as scissoring of $\mathrm{CO}_{2}-$; (vi) the appearance of a band at $\sim 725 \mathrm{~cm}^{-1}$. Again, the modifications in the spectra between 6.5 and 7.8 GPa presented in Figure 3 corroborate the fact that PM crystal undergoes a second phase transition, as discussed previously. When pressure is released down to 0.0 GPa , whose spectrum is marked by $0.0^{*} \mathrm{GPa}$, we observe that the starting atmospheric spectrum is recovered, as already observed in Figure 2.
Figure 4 presents the Raman spectra of PM crystal under high pressure conditions, with argon as compression medium, in the region 600 to $1250 \mathrm{~cm}^{-1}$. We have cut off the peaks in the region close to $900 \mathrm{~cm}^{-1}$ because there is a peak with high intensity that makes difficult the visualization of the bands close to it; this region will be discussed in Figure 5. In the Figure 4 we observe that several peaks are well defined (the peak marked by an asterisk is due a lamp used to calibrate the spectra). It is important to state that in the spectrum at 0.0

| Wavenumber $\left(\mathrm{cm}^{-1}\right)$ | Assignment | Wavenumber $\left(\mathrm{cm}^{-1}\right)$ | Assignment |
| :---: | :---: | :---: | :---: |
| 68 | Lattice mode | 950 | $\mathrm{v}(\mathrm{CCN})+\mathrm{v}(\mathrm{CC})$ |
| 81 | Lattice mode | 982 | $\mathrm{v}(\mathrm{CCN})+\mathrm{v}(\mathrm{CC})$ |
| 99 | Lattice mode | 991 | $\mathrm{v}(\mathrm{CCN})+\mathrm{v}(\mathrm{CC})$ |
| 120 | Lattice mode | 1031 | $\mathrm{v}(\mathrm{CCN})+\mathrm{v}(\mathrm{CC})$ |
| 134 | Lattice mode | 1055 | $\mathrm{w}\left(\mathrm{CH}_{2}\right)$ |
| 149 | Lattice mode | 1079 | $\mathrm{w}\left(\mathrm{CH}_{2}\right)$ |
| 203 | - | 1084 | $\mathrm{r}\left(\mathrm{CH}_{2}\right)$ |
| 294 | $\delta\left(\mathrm{skel}^{2}\right)$ | 1161 | $\mathrm{t}\left(\mathrm{CH}_{2}\right)$ |
| 373 | $\delta\left(\mathrm{CCN}^{2}\right)$ | 1172 | $\mathrm{t}\left(\mathrm{CH}_{2}\right)$ |
| 447 | $\mathrm{r}\left(\mathrm{CO}_{2}-\right)$ | 2876 | $\mathrm{v}(\mathrm{CH})$ |
| 574 | $\left(\mathrm{CO}_{2}{ }^{-}\right)$ | 2898 | $\delta(\mathrm{CH})$ |
| 641 | $\mathrm{w}\left(\mathrm{CO}_{2}-\right)$ | 2932 | $\mathrm{v}(\mathrm{CH})$ |
| 669 | $\delta\left(\mathrm{skel}^{-}\right)$ | 2949 | $\mathrm{v}(\mathrm{CH})$ |
| 695 | $\mathrm{sc}\left(\mathrm{CO}_{2}-\right)$ | 2971 | $\mathrm{v}(\mathrm{CH})$ |
| 791 | $\delta\left(\mathrm{skel}^{-}\right)$ | 2983 | $\mathrm{v}(\mathrm{CH})$ |
| 840 | $\mathrm{r}\left(\mathrm{CH}_{2}\right)$ | 3006 | $\mathrm{v}(\mathrm{CH})$ |
| 863 | $\mathrm{r}\left(\mathrm{CH}_{2}\right)$ | 3011 | $\mathrm{v}(\mathrm{CH})$ |
| 897 | $\mathrm{r}\left(\mathrm{NH}_{2}{ }^{+}\right)$ | 3041 | $\mathrm{v}(\mathrm{NH})$ |
| 918 | $\mathrm{v}(\mathrm{CCN})+\mathrm{v}(\mathrm{CC})$ | 3068 | $\mathrm{v}(\mathrm{NH})$ |

Table 1. Wavenumber (in $\mathrm{cm}^{-1}$ ) and approximate assignments of Raman bands for L-proline monohydrate crystal, where def., deformation; $\delta$, bending; r, rocking ; w, wagging; sc, scissoring; v , stretching ; t , twisting.

GPa there are two peaks between 975 and $1000 \mathrm{~cm}^{-1}$ and in the spectrum taken at 1.1 GPa only one band is observed. Another aspect that worth note is the fact that the band of highest energy ( $\sim 1172 \mathrm{~cm}^{-1}$ at 0.0 GPa twisting of $\mathrm{CH}_{2}, \mathrm{t}\left(\mathrm{CH}_{2}\right)$ ) splits in the spectrum taken at 1.1 GPa. Above this last pressure the intensity of the peaks remains approximately constant up to 6.5 GPa . Between 6.5 and 7.8 GPa the Raman spectrum presents great changes. The band associated to the rocking of $\mathrm{CH}_{2}, \mathrm{r}\left(\mathrm{CH}_{2}\right)$, observed initially at $\sim 840 \mathrm{~cm}^{-1}$, presents both a jump to high wavenumbers and an increasing in its linewidth. A splitting is observed for the band marked by an star in the spectrum recorded at 6.5 GPa and observed initially at $\sim 950 \mathrm{~cm}^{-1}$, which is associated to the stretching of CCN and CC units, $\mathrm{v}(\mathrm{CCN})+$ $\mathrm{v}(\mathrm{CC})$. If one observe the band at $1033 \mathrm{~cm}^{-1}$, which is associated to the wagging of $\mathrm{CH}_{2}$, $\mathrm{w}\left(\mathrm{CH}_{2}\right)$, interestingly, between 6.5 and 7.8 GPa it changes intensity with the band marked by a down arrow in the spectrum taken at 6.5 GPa : so, the $\mathrm{w}\left(\mathrm{CH}_{2}\right)$ band lost intensity and the band marked by a down arrow increases intensity. Similarly, the low intense bands observed between 1080 and $1200 \mathrm{~cm}^{-1}$ present great changes in their intensities between 6.5 and 7.8 GPa . All these changes corroborate the modification in the crystal structure which occurs above 6.5 GPa , which are reversible when pressure is released down to 0.0 GPa .


Fig. 4. Raman spectra of PM under several pressure conditions from 0.0 to 11.8 GPa in the spectral range $600-1250 \mathrm{~cm}^{-1}$.

Figure 5 shows the Raman spectra of PM crystal in the $800-1100 \mathrm{~cm}^{-1}$ spectral region. The dominant band in the spectrum taken at 0.0 GPa observed at $897 \mathrm{~cm}^{-1}$ is associated to the rocking vibration of $\mathrm{NH}_{2}{ }^{+}, \mathrm{r}\left(\mathrm{NH}_{2}{ }^{+}\right)$. The changes occurring in the first phase transition are not impressive but we note that between 6.5 and 7.8 GPa the band lost intensity and splits into two bands. Above 7.8 GPa blue shifts of the wavenumbers are verified but no great change is present up to the highest pressure arrived in the experiment. Decreasing pressure down to 0.0 GPa again, we observe that the original spectrum is also recovered in this region.
In the spectral region presented in Figure 6, it is expected to be observed bands associated to the stretching vibrations of CH and $\mathrm{CH}_{2}$ units. A theoretical study performed on Lmethionine showed that different profiles of the Raman spectrum in this wavenumber range are associated with different conformations of the molecule. In this sense, when we observe the Raman spectra of PM as a function of pressure we note that between 0.0 and 1.1 GPa , the most intense band at 0.0 GPa split into three bands (marked by up arrows). In the spectrum taken at 1.7 GPa the separation is very clear and when pressure is further increased, the bands become clearly distinct. But, between 6.5 and 7.8 GPa , the spectrum changes abruptly, indicating that between these two pressure values the proline molecules undergo a great conformational change. Because we have observed additionally, changes in the low wavenumber region we can understand that both, conformational change and structural phase transition take place for PM crystal. As observed in the other spectral regions, the original spectrum at 0.0 GPa is recovered when pressure is released.


Fig. 5. Raman spectra of PM under several pressure conditions from 0.0 to 11.8 GPa in the spectral range $800-1100 \mathrm{~cm}^{-1}$.

Data can give us some insights related to the behaviour of molecules of proline as the crystal is compressed. For example, in a previous study on $\alpha$-glycine, the softening of a bending of $\mathrm{CO}_{2}{ }^{-}$was associated to a decrease in the intra-layer hydrogen bond strength, while the stiffening of the same vibration was associated to an increase in the bond strength (Dawson et al., 2005). For PM we have observed that the band associated to both bending of $\mathrm{CO}_{2}{ }^{-}$, $\delta\left(\mathrm{CO}_{2}{ }^{-}\right)$, and rocking of $\mathrm{CO}_{2}{ }^{-}, \mathrm{r}\left(\mathrm{CO}_{2}^{-}\right)$, increase wavenumbers from 1.1 to 6.5 GPa , and between 6.5 and 7.8 GPa decrease wavenumber; for $\delta\left(\mathrm{CO}_{2}^{-}\right)$the decreasing is represented by the two dashed lines in Figure 3 between the spectra of 6.5 and 7.8 GPa . We have also observed an additional increasing of wavenumbers for pressures higher than 7.8 GPa. This suggests that the intra-layer hydrogen bond strength is stiffened up to 6.5 GPa , between 6.5 and 7.8 GPa the hydrogen bond strength is softened and above 8.0 GPa , the hydrogen bond is stiffened. Additionally, our results suggest that between 6.5 and 7.8 GPa occurs a structural rearrangement in such a way that the behaviour of the hydrogen bond strengths is changed. This rearrangement is enough to change the symmetry of the crystal, because


Fig. 6. Raman spectra of PM under several pressure conditions from 0.0 to 11.8 GPa in the spectral range $2850-3200 \mathrm{~cm}^{-1}$.
associated to it we observe great modifications in the Raman spectrum of low wavenumber region (Figure 2). Yet, related to the phase transition between 6.5 and 7.8 GPa , it is impressive the increase of intensity of a band in the spectrum taken at 6.5 GPa (marked by an arrow, see Figure 4) which can be assigned as wagging of $\mathrm{CH}_{2}, \mathrm{w}\left(\mathrm{CH}_{2}\right)$; it change of intensity with the band close to it at $\sim 1055 \mathrm{~cm}^{-1}$ at 0.0 GPa , which is also assigned as $\mathrm{w}\left(\mathrm{CH}_{2}\right)$, indicating that a conformational change in the ring may also occurs when the crystal undergoes the phase transition at 6.5-7.8 GPa.
It is also interesting to note that the first transition occurs from a monoclinic to a phase with lower symmetry (another monoclinic our a triclinic phase), because in several regions, including both internal and lattice mode spectral regions, the number of peaks in the spectrum taken at 1.1 GPa is greater than the number of Raman peaks in the spectrum taken at 0.0 GPa . It is also worth note that above 7.8 GPa almost all bands increases linewidth, indicating that some disorder is introduced in the high pressure phase. However, the disorder does not occur in a high degree because when pressure is released down to 0.0 GPa, the original spectrum is recovered. It is known that the amorphization process is preceded by some disorder in the crystal structure; however, due to recovered of the original Raman spectrum after releasing pressure we can infer that when we arrive to 111.8 GPa, we are far away from the pressure point where, eventually, the PM crystal should present amorphization.

### 4.2 L-histidine hydrochloride monohydrate

Related to the HHM (see Figure 8), which crystallizes in an orthorhombic structure belonging to the $P_{2} 2_{1} 2_{1}\left(D_{2}{ }^{4}\right)$ space group with four molecules of $\mathrm{C}_{6} \mathrm{H}_{9} \mathrm{~N}_{3} \mathrm{O}_{2} \cdot \mathrm{HCl} \cdot \mathrm{H}_{2} \mathrm{O}$ per unit cell, we were able to arrive up to 7.5 GPa and discovery a new polymorph of the material above 3.1 GPa. The strong bond between N-H of the imidazole ring and the carboxyl group of a neighboring molecule is the fundamental intermolecular link, resulting in a spiral arrangement along the c-axis (Donohue \& Caron, 1964). The coupling of the four zwitterions in the unit cell leads to 297 optical normal modes decomposed into irreducible representations of the factor group $D_{2}$ as $\Gamma_{o p}=75 A+74\left(B_{1}+B_{2}+B_{3}\right)$ and the acoustic modes can be expressed as $\Gamma_{a c}=B_{1}+B_{2}+B_{3}$. Under high pressure conditions modifications, the Raman spectra are interpreted in terms of both conformational changes of the molecules in the unit cell and in terms of a phase transition.
Figure 9(a) presents the Raman spectra of HHM for several pressures in the spectral range from 50 to $660 \mathrm{~cm}^{-1}$. The region for wavenumbers lower than $200 \mathrm{~cm}^{-1}$, as previously stated, is characteristic of the lattice vibration modes. Increasing pressure we observe that the bands present blue shifts of their wavenumbers. However, between 2.7 and 3.1 GPa it is possible to note that a great change occurs in the Raman spectrum: the peak marked by a square, which is associated to torsion of $\mathrm{CO}_{2^{-}}\left(\tau\left(\mathrm{CO}_{2}^{-}\right)\right)$, splits in two new peaks, which are marked by up arrows in the spectrum at 3.1 GPa . In Figure $9(\mathrm{~b})$, which presents the plot of experimental wavenumber as function of pressure, we clearly observe the splitting of the band close to $180 \mathrm{~cm}^{-1}$. Additionally we note that for other bands discontinuities of wavenumbers are observed between 2.7 to 3.1 GPa (De Sousa et al, 2011).


Fig. 8. Unit cell of HHM seen along the $b$-axis.
In this region, it is also possible to observe many internal vibrations of the histidine molecule, such as skeletal structure, at 442 and $490 \mathrm{~cm}^{-1}$, torsion of $\mathrm{NH}_{3}{ }^{+}$, which is observed at $385 \mathrm{~cm}^{-1}$ and rocking of $\mathrm{CO}_{2}{ }^{-}$at $530 \mathrm{~cm}^{-1}$. Again, as occurs with the spectra shown in the lattice mode region, modifications are observed in the spectral range 2.7-3.1 GPa. Among these changes we observed the disappearance of the bands at 276 and $500 \mathrm{~cm}^{-1}$ and the


Fig. 9. (a) Raman spectra of HHM under several pressure conditions from 0.4 to 7.5 GPa in the spectral range $50-650 \mathrm{~cm}^{-1}$; (b) wavenumber versus pressure of the bands of HHM appearing in Fig. 9(a).
appearance of a band at $473 \mathrm{~cm}^{-1}$ in the spectrum taken at 3.1 GPa . We additionally note that the intensity of the band associated to torsion of $\mathrm{NH}_{3}{ }^{+}$decreases with increasing pressure, indicating that there occurs a conformational change of histidine molecule. Such a conformational change can be understood as consequence of the change of the intermolecular hydrogen bond length. With increasing pressure, the band initially at 385 cm ${ }^{1}$, which is associated with a torsion vibration of the $\mathrm{NH}_{3}{ }^{+}$unit, shifts linearly toward higher wavenumbers; we can say that the pressure decreases the length of the hydrogen bonds, increasing the wavenumber of the band associated to torsional vibration of $\mathrm{NH}_{3}{ }^{+}$unit.
Figure 10(a) presents the Raman spectra of HHM in the $650-1250 \mathrm{~cm}^{-1}$ interval for several pressure values up to 7.5 GPa . In this spectral region, it is expected to observe vibrations assigned to the deformation of $\mathrm{CO}_{2}{ }^{-}$, stretching of both $\mathrm{C}-\mathrm{C}$ and $\mathrm{C}-\mathrm{N}$, wagging of $\mathrm{H}_{2} \mathrm{O}$ and rocking of $\mathrm{NH}_{3}{ }^{+}$. The band observed at $\sim 694 \mathrm{~cm}^{-1}$ is associated to a deformation vibration of $\mathrm{CO}_{2}-\delta\left(\mathrm{CO}_{2}\right)$, while the out-of-plane vibration of $\mathrm{CO}_{2}{ }^{-}, \gamma\left(\mathrm{CO}_{2}\right)$, is observed at $\sim 822 \mathrm{~cm}^{-1}$. The band at $807 \mathrm{~cm}^{-1}$ is associated with a wagging vibration of the water molecule, $\mathrm{w}\left(\mathrm{H}_{2} \mathrm{O}\right)$. The bands recorded at 1191 and $1210 \mathrm{~cm}^{-1}$ can be assigned as the rocking of $\mathrm{NH}_{3}{ }^{+}$unit, $\mathrm{r}\left(\mathrm{NH}_{3}{ }^{+}\right)$. In this spectral region, some changes are observed in the range 2.7 - 3.1 GPa : (i) the disappearance of the band at $694 \mathrm{~cm}^{-1}$; (ii) the appearance of a new weak band at $717 \mathrm{~cm}^{-1}$ (marked by a star in the Figure 10(a)); (iii) the inversion of intensity of the two bands located at 807 and $822 \mathrm{~cm}^{-1}$ which are related to units directly involved in the hydrogen bonds and (iv) the inversion of intensity of the two bands associated to a rocking of $\mathrm{NH}_{3}{ }^{+}$unit, $\mathrm{r}\left(\mathrm{NH}_{3}{ }^{+}\right)$, located at 1191 and $1210 \mathrm{~cm}^{-1}$. The dependence of the wavenumber versus pressure plot for this spectral region is presented in Fig. 10(b) we note that many of the observed Raman modes show a small discontinuous change in the slope in the pressure-induced variation of its wavenumber in range 2.7 - 3.1 GPa.

Figure 11(a) shows the Raman spectra of the HHM crystal in the spectral range 1700-1400 $\mathrm{cm}^{-1}$ for pressure from 0,0 to $7,5 \mathrm{GPa}$; Fig. 11(b) shows the respective wavenumber vs pressure plots. In this region, one expects to observe vibrations assigned to a deformations of the imidazole ring of the histidine molecule, asymmetric stretching of the $\mathrm{CO}_{2}{ }^{-}$units, stretching of $\mathrm{C}=\mathrm{O}$, among others. In the Figure 11(a) two modifications are observed in the range 2.7 - 3.1 GPa. The first change is the decreasing of the relative intensity of the band originally at $1433 \mathrm{~cm}^{-1}$ and the second one is the appearance of a band at $1642 \mathrm{~cm}^{-1}$. In the wavenumber versus pressure plot presented in Figure 11(b), a subtle discontinuity occurs in the range $2.7-3.1 \mathrm{GPa}$, with appreciably differences in slopes, where two modes change from positive to negative slopes.


Fig. 10. (a) Raman spectra of HHM under several pressure conditions from 0.4 to 7.5 GPa in the spectral range $650-1250 \mathrm{~cm}^{-1}$; (b) wavenumber versus pressure of the bands of HHM appearing in Fig. 10(a).

The Raman spectra of HHM crystal in the range $3450-3125 \mathrm{~cm}^{-1}$ are shown in the Figure 12(a) and in the Figure 12(b) the respective wavenumber versus pressure plots are given. In this region, we expected to observe stretching vibrations of several units of the amino acids and of the water molecule ( $\mathrm{CH}, \mathrm{NH}_{3}{ }^{+}$and $\mathrm{OH}^{-}$). It is important to note that for wavenumbers lower than $3000 \mathrm{~cm}^{-1}$ there are some modes related to the mineral oil used as compression media. In detail, the band at $3111 \mathrm{~cm}^{-1}$ can be associated to a stretching vibration of $\mathrm{NH}_{3}{ }^{+}$unit, $v\left(\mathrm{NH}_{3}{ }^{+}\right)$, while the bands observed at 3155 and $3163 \mathrm{~cm}^{-1}$ are associated to a CH stretching vibration of imidazole ring. The bands observed at 3374 and $3408 \mathrm{~cm}^{-1}$ are related to the $\mathrm{OH}^{-}$stretching of the water molecules. In the pressure range $2.7-$ 3.1 GPa , main changes are observed such as the disappearance of the bands related to a $\mathrm{OH}-$ stretching vibration (initially located at 3367 and $3393 \mathrm{~cm}^{-1}$ ); the appearance of a band of weak intensity at $3424 \mathrm{~cm}^{-1}$ and discontinuities of the wavenumber curve of bands at 3155 and $3163 \mathrm{~cm}^{-1}$, which are associated with the CH stretching vibration.


Fig. 11. (a) Raman spectra of HHM under several pressure conditions from 0.4 to 7.5 GPa in the spectral range $1400-1670 \mathrm{~cm}^{-1}$; (b) wavenumber versus pressure of the bands of HHM appearing in Fig. 11(a).


Fig. 12. (a) Raman spectra of HHM under several pressure conditions from 0.4 to 7.5 GPa in the spectral range $2950-3450 \mathrm{~cm}^{-1}$; (b) wavenumber versus pressure of the bands of HHM appearing in Fig. 12(a).

Table 2 gives a quantitative analysis of the evolution of the Raman spectra of HHM crystal with pressure where fitting of all bands to a linear expression: $\omega=\omega_{0}+\alpha \cdot P$ is furnished. In Table 2, the first column ( $\omega_{\text {obs }}$ ) represents the wavenumber of the Raman bands observed at room pressure, the second and third columns correspond to adjustment of data for pressure values between 0 and 2.7 GPa and the two last columns correspond to fitting of the highpressure phase, that observed between 3.1 and 7.5 GPa .
A resume of the modifications observed in all spectral regions of the Raman spectra of HHM is as follows: (i) splitting of the band in the low-wavenumber lattice range; (ii) change in the number of bands associated to internal modes; (iii) wavenumber shifts with discontinuities; (iv) changes in the relative intensities of the vibrational bands. It is important to state that changes were observed for the deformation vibrations of the $\mathrm{OH}^{-}$of the water molecule, as well as of the $\mathrm{NH}_{3}{ }^{+}$and $\mathrm{CO}_{2}{ }^{-}$groups of the amino acid molecule. This picture indicates large conformational changes of the molecules in the unit cell.
Related to HHM, beyond the hydrogen bonds originated from the histidine molecule, there are two hydrogen bonds from the water molecule. It is interesting to note from Figure 12(b) that the wavenumber of $\mathrm{OH}^{-}$stretching, $\mathrm{v}\left(\mathrm{OH}^{-}\right)$, decreases with increasing pressure. However, the OH units participate of hydrogen bonds, one to a carboxyl oxygen and another to the chloride ion. This means that between 0.0 and 3.1 GPa the hydrogen bond strength increases and the wavenumber of $v\left(\mathrm{OH}^{-}\right)$decreases in this pressure range. Also, after the phase transition, the wavenumber of $v\left(\mathrm{OH}^{-}\right)$suffers a jump and continues to decrease up to the highest pressure obtained in our experiments. Such a picture indicates a further increase of the hydrogen bonds formed by the water molecules and confirms that these bonds are playing an important role in the mechanism of the transition. It is interesting to note that similar changes in the low-wavenumber region were also observed for the same crystal, when subjected to low temperatures.

| $\omega_{\text {obs }}$ <br> $\left(\mathrm{cm}^{-1}\right)$ | Phase 1 <br> $(0 \leq \mathrm{P} \leq 2.7 \mathrm{GPa})$ | Phase 2 <br> $(3.1 \leq \mathrm{P} \leq 7.5 \mathrm{GPa})$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\omega_{0}$ <br> $\left(\mathrm{~cm}^{-1}\right)$ | a <br> $\left(\mathrm{cm}^{-1}\right) /(\mathrm{GPa})^{-1}$ | $\omega_{0}$ <br> $\left(\mathrm{~cm}^{-1}\right)$ | a <br> $\left(\mathrm{cm}^{-1}\right) /(\mathrm{GPa})^{-1}$ |
|  | 94.5 | 0.669 | 93.7 | -0.103 |
| 105 | 105.2 | 0.276 | 100.2 | 1.771 |
| 121 | 121.4 | -1.087 | 110.9 | 2.092 |
| 136 | 135.7 | 1.616 | 136.0 | 0.623 |
| 149 | 149.7 | 2.128 | - | - |
| 159 | 156.8 | 8.033 | 148.3 | 8.105 |
| - | - | - | 163.9 | 9.960 |
| 188 | 189.1 | 7.661 | 190.2 | 8.059 |
| 270 | 269.7 | 3.093 | - | - |
| 293 | 291.9 | 6.118 | 294.5 | 7.683 |
| 385 | 384.6 | 7.236 | 401.5 | 1.675 |
| 442 | 442.3 | 1.223 | 442.3 | 1.461 |


| $\begin{gathered} \omega_{\text {obs }} \\ \left(\mathrm{cm}^{-1}\right) \end{gathered}$ | $\begin{gathered} \text { Phase } 1 \\ (0 \leq \mathrm{P} \leq 2.7 \mathrm{GPa}) \end{gathered}$ |  | $\begin{gathered} \text { Phase } 2 \\ (3.1 \leq \mathrm{P} \leq 7.5 \mathrm{GPa}) \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \omega_{0} \\ \left(\mathrm{~cm}^{-1}\right) \end{gathered}$ | $\begin{gathered} a \\ \left(\mathrm{~cm}^{-1}\right) /(\mathrm{GPa})^{-1} \end{gathered}$ | $\begin{gathered} \omega_{0} \\ \left(\mathrm{~cm}^{-1}\right) \end{gathered}$ | $\begin{gathered} a \\ \left(\mathrm{~cm}^{-1}\right) /(\mathrm{GPa})^{-1} \end{gathered}$ |
| - | - | - | 470.7 | 0.785 |
| 491 | 490. 5 | 3.319 | - | - |
| 530 | 530.4 | 4.335 | - | - |
| 609 | 607.8 | 5.312 | 620.8 | 2.463 |
| 693 | 693.5 | 1.529 | - | - |
| - | - | - | 706.4 | 3.449 |
| 807 | 806.7 | 2.042 | 804.7 | 1.467 |
| 824 | 824.0 | -0.498 | 820.4 | 1.442 |
| 838 | 836.1 | 7.335 | 850.4 | 3.124 |
| 875 | 873.4 | 6.438 | 888.1 | 2.777 |
| 917 | 917.3 | 0.810 | 918.7 | 2.356 |
| 963 | 963.0 | 2.757 | 963.6 | 2.411 |
| 980 | 978.7 | 4.489 | 978.7 | 5.206 |
| 1068 | 1066.7 | 4.790 | 1073.2 | 3.418 |
| 1141 | 1140.3 | 1.890 | 1140.3 | 2.744 |
| 1162 | 1161.9 | 2.611 | 1167.4 | 1.120 |
| 1190 | 1190.0 | 2.277 | 1188.5 | 1.637 |
| 1208 | 1207.9 | 2.859 | 1210.1 | 1.341 |
| 1434 | 1434.5 | 1.316 | 1438.2 | 0.846 |
| 1448 | 1448.1 | 3.059 | 1455.4 | 1.677 |
| 1463 | 1462.1 | 4.415 | 1476.0 | 0.778 |
| 1481 | 1481.3 | 4.238 | 1497.0 | -0.619 |
| 1609 | 1609.3 | 2.739 | 1616.6 | -0.374 |
| - | - | - | 1624.9 | 2.736 |
| 3111 | 3111.0 | 0.919 | 3104.5 | 2.914 |
| 3154 | 3154.6 | 1.287 | 3153.2 | 6.564 |
| 3164 | 3162.6 | 5.305 | 3159.3 | 7.905 |
| 3375 | 3373.9 | -2.638 | - | - |
| 3407 | 3408.1 | -5.745 | - | - |
| - | - | - | 3437.1 | -3.169 |

Table 2. Wavenumber values of the bands appearing in the HHM spectrum at 0.0 GPa ( $\omega_{\mathrm{obs}}$ ) and adjustment data by linear fitting $\left(\omega=\omega_{0}+\alpha . P\right)$ for the two phases.

## 5. Conclusions

The results suggested that L-proline monohydrate undergoes two phase transitions, one between 0.0 and 1.1 GPa and a second between 6.5 and 7.8 GPa . In both transitions it was possible to observed changes in the spectrum profile, discontinuities in the wavenumber versus pressure plots in the lattice region of the spectrum and the appearance of news bands. By releasing the pressure after attaining a maximum of 11.8 GPa , the atmospheric pressure spectrum was fully recovered, showing that the pressure-induced transitions undergone by polycrystalline L-proline crystal are reversible. In the first transition it was observed the splitting of bands associated to $\delta(\mathrm{CCN}), \delta\left(\mathrm{CO}_{2}^{-}\right)$and $\mathrm{v}(\mathrm{CH})$ vibrations. The band associated to $\delta$ (skel.) has disappeared. In the second one, we have observed the red shift of $\mathrm{r}\left(\mathrm{CO}_{2}-\right)$, significant changes in the intensity of the bands associated to the $\mathrm{sc}\left(\mathrm{CO}_{2}{ }^{-}\right)$ and $\mathrm{w}\left(\mathrm{CH}_{2}\right)$ vibrations and the splits of $\mathrm{v}(\mathrm{CCN})+\mathrm{v}(\mathrm{CC})$ and $\mathrm{r}\left(\mathrm{NH}_{2}{ }^{+}\right)$that also has lost intensity. These modifications were interpreted as conformational changes of molecules in the unit cell. Because these changes involve moieties that participate in hydrogen bonds, we suppose that these hydrogen bonds have also been modified. Modifications of hydrogen bonds can trigger some molecular rearrangements that lead to structural phase transitions. In our work this hypothesis was supported by the changes that were observed in the region of the lattice modes for both phase transitions. Therefore, the results suggested two structural phase transitions, one between 0.0 and 1.1 GPa , and another between 6.5 and 7.8 GPa, accompanied by significant conformational changes of molecules in the L-proline monohydrated crystal.
The results also suggest that HHM crystal undergoes a phase transition between 2.7 and 3.1 GPa when it is submitted to high pressure conditions, up to 7.5 GPa. The main changes observed in the Raman spectra was the splitting of the band in the low-wavenumber lattice range, change in the number of bands associated to internal modes and wavenumber shifts with discontinuities.
Having described the behavior of two amino acid crystals under pressure and looked back at the past fourteen years of research we can ask to ourselves what does the future hold. Based on the studies performed we believe that the use of several techniques such as neutron and Raman scattering as well as thermal and infrared analyses can help us to give a complete picture about hydrogen bond and the behavior of amino acids under pressure. Maybe, the study of peptide under similar external conditions should be the next road to be walked.
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## 1. Introduction

Supramolecular chemistry, which can be described as the chemistry beyond the covalent bonds, has become a very interesting focus of investigation in the last years. The main purpose of this kind of studies is the strategic construction of specific arrangements, and the complete comprehension of the connection between structure and physical-chemical properties. However, in the solid state there are several weak interactions, as hydrogen bonds and $\pi$-stacking, which can play a decisive role in orientation of the crystallization processes (Carlucci et al., 2003). Essentially, common features of all of the supramolecular systems are non-covalent interactions, which provide the clips linking the building blocks, leading to well organized superstructures (Yan et al., 2007). The term "Supramolecular chemistry" was introduced by Jean-Marie Lehn and it is defined as "the chemistry beyond the molecule". While a covalent bond normally has a homolytic bond dissociation energy that ranges between 20 and $100 \mathrm{kcal} \mathrm{mol}^{-1}$, noncovalent interactions are generally weak and vary from less than $1 \mathrm{kcal} \mathrm{mol}^{-1}$ for van der Waals forces, through approximately 25 kcal $\mathrm{mol}^{-1}$ for hydrogen bonds, to $60 \mathrm{kcal} \mathrm{mol}^{-1}$ for Coulomb interactions (Hoeben et al., 2005).
In this sense, the most important interactions in solid organic compounds are the hydrogen bonds. The kind and strength of these interactions added to the molecular arrangement are responsible for the crystal structure of these compounds. The change in production and/or storage conditions of solids may modify the hydrogen bonding design and the balance between them and van der Waals interactions. These modifications give rise several changes in the solid state, like phase transitions (Wang et al., 2009). Weak attractive forces are important in deciding the conformation of organic compounds and 3D structure of biomacromolecules. Among molecular interactions, the van der Waals force, electrostatic interactions and hydrogen bonds are the most important (Takahashi et al., 2010).
Apart of hydrogen bonds, another type of interaction that plays an important role in the design of supramolecular materials is $\pi-\pi$ interactions. Attractive non-bonded interactions between aromatic rings are seen in many areas of chemistry, and hence are of interest to all realms of chemistry. The strength as well as the causes of these interactions, however, varies. In water the stacking interaction between aromatic molecules is mainly caused by the
hydrophobic effects. Thus, $\pi-\pi$ stacking is an important supramolecular force in molecular architecture and recognition. This force is engendered by aromatic-aromatic stacking, which enhances the stability of the complexes both in solution and in solid state. In particular, the $\pi-\pi$ stacking interactions in solid state are widely observed in the construction of multidimensional structures in offset face-to-face and edge-to-face fashions; combination with coordination bonds, such $\pi$ stacking interactions can be employed to build up interesting coordination supramolecular architectures (Ye et al., 2005).
The most common effect of modifications in intermolecular interactions in pharmaceutics solids is the polymorphism. Polymorphism is the capacity of the compound to crystalize in two or more different forms. This effect is very important in pharmaceutical science due to the fact that not always all polymorph has the same biodisponibility. These systems will contain drugs which are not in their thermodynamically stable state, and thus need to be stabilized against physical as well as chemical degradation (Aaltonen et al., 2008). Despite of the physical-chemical properties, the investigation of solids in pharmaceutics sciences is important because the solid formulations are the most important pharmaceutical dosage forms, due to the convenience and acceptability of solid oral forms (Aaltonen et al., 2008).
The mainly technic to identify and to investigate these interactions is the X-ray diffraction. However, vibrational spectroscopy can also be used in this kind of characterization, in special in association with crystal data. Raman and IR spectroscopy probe the solid state predominantly on the intramolecular level, although X-ray diffraction predominantly probes the "lattice level", i.e. the intermolecular level (Aaltonen et al., 2008). In addition, the computational study can contribute to the molecular or atomic level understanding the structural and thermodynamical features involved in the process of molecular recognition and supramolecular organization. The combination of these technics provides a complete description of the solid state, in special for crystalline materials. Collaborative studies by both computational and experimental groups are highly encouraged in the supramolecular chemistry (Yan et al., 2007).

## 2. Hydrogen bonds and vibrational spectroscopy

### 2.1 Description of hydrogen bonds

The hydrogen bond (or H-bond) is of great importance in natural sciences. This is related particularly to biological aspects, such as molecular recognition that could be a basis for the creation of life. The H -bond is an intermediate range intermolecular interaction between electron-deficient hydrogen and a region of high electron density. Its fundamental role in the structure of DNA and the secondary and tertiary structure of proteins is well known (Kollman and Allen, 1972). In many crystal lattices of organic compounds the H-bonds are a decisive factor governing the molecular packing. In designing of new interesting crystal structures, which is the subject of fast developing crystal engineering, one of the main parameters is the engagement of H -bonds (Sobczyk et al., 2005).
The IUPAC definition is "the hydrogen bond is a form of association between an electronegative atom and a hydrogen atom attached to a second, relatively electronegative atom. Its best considered as an electrostatic interaction heightened by a small size of hydrogen, which permits proximity of interacting dipoles or charges. Both electronegative atoms are usually (but not necessary) from the first row of the Periodic Table, i.e., N, O, or F. With a few exceptions, usually involving fluorine, the associated energies are less than 20-25 $\mathrm{kcal} \mathrm{mol}^{-1}$. Hydrogen bonds may be inter or intramolecular". This definition is limited to an
already classical conception of this specific molecular interaction. It does not embrace cases such as a $\pi$-electron systems as proton acceptors, charge-assisted H -bonds of the $\mathrm{OHO}^{+}$and OHO- type. Moreover, in cases of strong H-bonds, a covalent nature of interaction is revealed (Sobczyk et al., 2005).
According to the simple valence bond theory, a hydrogen atom should be capable of forming only one chemical bond. In any cases, however, hydrogen is formally two-valent. According to Pauling`s definition "under certain conditions an atom of hydrogen is attracted by rather strong forces to two atoms, instead of only one, so that it may be considered to be acting as a bond between them. This additional bond is called hydrogen bond. Pauling also states that the hydrogen bond "is formed only between the most electronegative atoms". In this sense, the terms typical hydrogen bond or conventional hydrogen bond are related to the Pauling definition. There is a variety of typical H -bonds, for example, $\mathrm{O}-\mathrm{H} \cdots \mathrm{O}$ existing for water dimer and formic acid dimer. The following model is useful to illustrate this definition:

$$
R_{1}-A^{\delta-}-H^{\delta+} \ldots B-R_{2}
$$

where $A$ and $B$ are more electronegative atoms than the hydrogen atom. Most often $A$ and $B$ contain $2 p_{z}$ type electrons, and hence, they may be conjugated with $R_{1}$ and $R_{2}$, if they are $\pi$ electron systems.
The atoms in the Periodic Table with electronegativity greater than that of hydrogen are C, $\mathrm{N}, \mathrm{O}, \mathrm{F}, \mathrm{P}, \mathrm{S}, \mathrm{Cl}, \mathrm{Se}, \mathrm{Br}$, and I ; and hydrogen bonds involving all of these elements are known. On the other hand " $\pi$ " hydrogen bonds involve an interaction between particularly positive hydrogen and the electrons in a double and triple bond. Atoms with electronegativity greater than hydrogen have the capability of forming $\mathrm{A}-\mathrm{H} \cdots \mathrm{B}$ hydrogen bonds if B has an unshared pair of electrons, but in some cases the interaction is so weak that most chemists consider that there is no hydrogen bond formed. However, in the second half of the last century, evidence has gradually accumulated that hydrogen bonds other than the conventional hydrogen bond are ubiquitous. These include $\mathrm{CH} \cdot n$ hydrogen bonds ( $n$ is lone pair electrons, as contrasted to $\pi$; $\mathrm{CH} \cdots \mathrm{O}, \mathrm{CH} \cdots \mathrm{N}$, etc., 2-4 kcal mol ${ }^{-1}$ ) and $\mathrm{XH} \cdots \pi$ hydrogen bonds ( $\mathrm{X}=\mathrm{O}, \mathrm{N}$, etc., 2-4 kcal mol${ }^{-1}$ ).
In H -bonds, the same forces are manifested as in other molecular interactions. Those forces are electrostatic in nature. However, one can distinguish a few specific features that make it possible to discriminate H -bond complex from the universal van der Waals associates and electron-donor-acceptor, named usually charge transfer complex. The most applicable is a geometric criterion. When the H-bond is compared with the van der Waals interaction, the equilibrium distance between H and B atoms is dramatically different. In the case of van der Waals interactions, the distance between H and B is close to the sum of van der Waals radii, whereas in the most frequently observed O-H $\cdots \mathrm{O}$ bridges range between 1.6 and $2.2 \AA$, while from summing the $\mathrm{H}(\sim 1.2 \AA)$ and $\mathrm{O}(\sim 1.52 \AA)$ van der Waals radii, one obtains for $R_{H \cdots O}$ approximately $2.7 \AA$. Thus, a great shortening is observed.

### 2.2 Hydrogen bonds in carboxylic compounds

The specific interaction via H -bond is manifested in several physical properties of systems. Infrared and Raman spectroscopic evidence for hydrogen bonding is the shift of the A-H stretch in a molecule toward lower frequencies. Accordingly, infrared spectroscopy has been very important in hydrogen bonding investigations. Spectra of a hydrogen bond system
present broader, more intense and shifted bands than non-hydrogen bonded systems (Emsley, 1980). The broad envelope bands region could be used to classify hydrogen bonds. In infrared spectra, broad envelope bands in 1800-900 $\mathrm{cm}^{-1}$ region are an evidence of short hydrogen bonds ( $\mathrm{O} \cdots \mathrm{O}$ distance of 2.4-2.5 $\AA$ ). In compounds with medium $(\mathrm{O} \cdots \mathrm{O}$ distance of 2.5-2.8 $\AA$ ) and weak $(\mathrm{O} \cdots \mathrm{O}$ distance of 2.8-3.0 $\AA$ ) hydrogen bonds, these broad envelopes appear in 3500-2000 $\mathrm{cm}^{-1}$ region (Gonzalezsanchez, 1958). The phenomena observed in IR absorption spectra related to stretching $\nu(\mathrm{AH}), \gamma(\mathrm{AH})$, and $\delta(\mathrm{AH})$ bending vibrations are characteristic for this kind of interaction.
Undoubtedly, these phenomena are due to the changes in charge distribution, which may be related to electron delocalization. Because both heavy-atoms components usually contain orbital able to conjugate with $\pi$-electrons systems ( $n \mathrm{n}$ orbitals or similar ones) the IR spectroscopy gives some indirect information about $\pi$-electron delocalization. The behavior of H-bonded systems in IR spectra is explained through a decrease of the force constant of $v(\mathrm{AH})$ vibrations, which leads to stronger coupling with low frequency modes and coupling of Fermi resonance type, an increase of the polarizability of the H-bond. A decrease of the force constant of $v(\mathrm{AH})$ vibrations and an increase of the force constants of $\delta(\mathrm{AH})$ and $\gamma(\mathrm{AH})$ vibrations are caused by polarization of the AH bond and a shift of the proton toward the proton acceptor. For supramolecular polymeric structures formed by O-H $\cdots \mathrm{O}$ hydrogen bonds, the most important spectral region is that related to medium and weak HB (Chagas et al., 2008). In this kind of structures the bands in this region are more broad and enveloped than solids with discrete HB. Figure 1 shows the infrared spectra of some compounds that present medium and weak extended HB , when the envelope bands are observed at $3500-$ $2000 \mathrm{~cm}^{-1}$ region (Chagas et al., 2008; Diniz et al., 2002).


Fig. 1. Infrared spectra of compounds with extended HB: a) 1,2,4,5-benzenetetracarboxylic acid, b) triaquacopper(II) 1,2,4,5-benzenetetracarboxylate tetrahydrate, c) o-sulfobenzoic acid and d) hexaaquazinc(II) hydrogen o-sulfobenzoate.

Infrared spectra of hydrate compounds generally show some broad and intense envelope bands in the range of hydrogen-bond ( HB ) modes. In contrast, the water modes are very weak in Raman spectra. As a result of this, the Raman spectra of hydrate compounds are
usually better than infrared spectra (Diniz et al., 2002). In compounds that present short O$\mathrm{H} \cdots \mathrm{O} \mathrm{HB}$, two bands in Raman spectra are observed: one around $300 \mathrm{~cm}^{-1}$ assigned to symmetric stretching mode of $\mathrm{OH} \cdots \mathrm{O}$ group and around $850 \mathrm{~cm}^{-1}$ assigned to the asymmetric one. The O-H stretching mode is observed around $2500 \mathrm{~cm}^{-1}$. In extended structures, the bands assigned as stretching mode of $D-H \cdots A$ group (where $D$ is the donor atom of HB and A is the acceptor of HB ) appear at 3100 and $2400 \mathrm{~cm}^{-1}$ and bands related to deformation modes at $1650-1620 \mathrm{~cm}^{-1}$ region and around $1160 \mathrm{~cm}^{-1}$. In solid state investigation of aminopyridinium derivatives (Lorenc et al., 2008a; Lorenc et al., 2008b) the extended HB were identified by single-crystal X-ray diffraction and by Raman and Infrared spectra. Bands related to stretching modes as so as deformation modes of $\mathrm{NH} \cdots \mathrm{O}, \mathrm{NH} \cdots \mathrm{N}$ and $\mathrm{OH} \cdots \mathrm{O}$ groups were observed in vibrational spectra, as can be seen in Table 1. These results confirm the capability of these technics in studies of supramolecular HB in solid state samples.

| APBS ${ }^{\text {a }}$ |  |  | $\mathrm{APa}^{\text {a }}$ |  |  | ACPb |  |  | ACPSe ${ }^{\text {b }}$ |  |  | Assignment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IR | R | Calc. | IR | R | Calc. | IR | R | Calc. | IR | R | Calc. |  |
| 3351 | - | 3542 | 3445 | 3447 | 3467 | 3456 | 3454 | 3562 | 3351 | - | 3545 | $v(\mathrm{NH} \cdots \mathrm{O})$ |
|  |  |  |  |  |  | 3297 | 3298 | 3444 | 3288 | 3317 |  | $v_{\text {as }}(\mathrm{NH} \cdots \mathrm{O})$ |
|  |  |  |  |  |  | 3233 |  |  | 3243 | 3191 | 3175 | $\mathrm{v}_{\mathrm{s}}(\mathrm{NH} \cdots \mathrm{O})$ |
| 2860 |  |  |  |  |  |  |  | 3672 | $\begin{aligned} & 2900- \\ & 2600 \end{aligned}$ | 2474 | $\begin{aligned} & 2719 \\ & 2275 \end{aligned}$ | $v(\mathrm{OH} \cdots \mathrm{O})$ |
|  | 1674 |  |  |  |  |  | 1640 |  | $\begin{aligned} & 1663 \\ & 1647 \\ & 1623 \end{aligned}$ | $\begin{aligned} & 1652 \\ & 1627 \end{aligned}$ | $\begin{aligned} & 1661 \\ & 1648 \\ & 1622 \end{aligned}$ | $\delta(\mathrm{NH} \cdots \mathrm{O})$ |
|  |  |  | $\begin{aligned} & 1490 \\ & 1443 \end{aligned}$ |  |  |  |  |  |  |  |  | $\delta(\mathrm{NH} \cdot \cdots \mathrm{N})$ |
|  |  |  |  |  |  |  |  |  | 1004 | 1001 | 1009 | $\gamma(\mathrm{O} \cdots \mathrm{HN})$ |
|  |  |  |  |  |  |  |  |  |  | 450 | 474 | $v(\mathrm{O} \cdots \mathrm{HO})$ |

${ }^{\text {a }}$ (Lorenc et al., 2008b), b (Lorenc et al., 2008a). APBS $=2$-aminopyridinium-4-hydroxybenzenosulfonate, AP $=2$-aminopyridine, $\mathrm{ACP}=2$-amino-5-chloropyridine, $\mathrm{ACPSe}=2$-amino-5-chloropyridinium hydrogen selenate.

Table 1. Supramolecular hydrogen bond vibrations in aminopyridinium derivatives.

## 3. Antihypertensive drugs and Raman spectra

Hypertension is one of the most prevalent diseases worldwide affecting millions of people (Brandão et al., 2010). Hypertension occurs when blood pressure levels are above the reference values for the general population. Several groups of drugs are used to combat high blood pressure as the carboxypeptidase enzyme inhibitors and the diuretics.
The chlortalidone (CTD) and hydrochlorothiazide (HYD) diuretics drugs are widely used in hypertension treatment. These drugs are active pharmaceutical ingredients with longacting oral activity. The CTD has two polymorphic forms described in the literature, form I and form III, respectively (Martins et al., 2009), although the HYD has only one single-
crystal structure reported in literature (Dupont and Dideberg, 1972). The enalapril carboxypeptidase enzyme inhibitor drug presents a low solubility which difficult their absorption by human body. Due to this fact the drug is administered as enalapril maleate (ENM), which is a compound more soluble than the enalapril itself. The crystal structure of the ENM drug was described for Précigoux (Precigoux et al., 1986). Another drug very common in hypertension treatment is the losartan potassium (LOS), which is an angiotensin II receptor (type AT1) antagonist (Erk, 2001). In hypertension treatment is common the use of two (or more) drug in association with diuretics. All of these compounds can be used in association and structural and vibrational descriptions of them are show below. The molecular structure and Raman spectra of these drugs are displayed in Figures 2 and 3, respectively. The assignment of the selected bands are listed in Table 2 and marked in Figure 3.
The Raman spectrum of the CTD drug presents vibrational modes of functional groups of CTD molecule, such as stretching modes of NH ( $3251 \mathrm{~cm}^{-1}$ ), CO $\mathrm{Camide}\left(1657 \mathrm{~cm}^{-1}\right)$, SO (1163 $\mathrm{cm}^{-1}$ ) and $\mathrm{CCl}\left(682 \mathrm{~cm}^{-1}\right)$ bonds (Nakamoto, 1986). The $\mathrm{v}(\mathrm{NH}), \mathrm{v}(\mathrm{SO}), \mathrm{v}(\mathrm{CCl})$ in the Raman spectrum of the HYD drug occur at 3266, 1166 and $610 \mathrm{~cm}^{-1}$, respectively. These bands were used to identify this drug in the associations (Nakamoto, 1986). In ENM drug, bands in the region of 3054 to $2891 \mathrm{~cm}^{-1}$ were observed in the Raman spectrum of this compound which can be assigned as $\mathrm{v}(\mathrm{CH})$ of aromatic ring, symmetric and asymmetry stretching modes of $\mathrm{CH}_{2}$ and $\mathrm{CH}_{3}$ groups. Other bands as carbonyl stretching of amide, carbonyl stretching of maleate and carbonyl stretching of ester were also observed (Widjaja et al., 2007). For LOS, the most important bands are observed at 807 and $819 \mathrm{~cm}^{-1}$ assigned to imidazole ring deformation and at $1489 \mathrm{~cm}^{-1}$ attributed to $\mathrm{N}=\mathrm{N}$ stretching mode (Raghavan et al., 1993).

(a)


(b)

(d)

Fig. 2. Chemical structure of a) chlortalidone, b) hydrochlorothiazide, c) losartan potassium and d) enalapril.


Fig. 3. Raman spectra of a) chlortalidone, b) hydrochlorothiazide, c) enalapril maleate and d) losartan potassium. The * represent the most important bands.

| Mode | Compounds |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | CTD | HYD | ENM | LOS |
| $\mathrm{v}(\mathrm{CCl})$ | 682 | 610 |  |  |
| $\gamma(\mathrm{CH})$ | 761 | 710 | 751 | 761 |
| $\Phi_{\text {imidazole ring }}$ |  |  |  | 810 |
| $\delta(\mathrm{CH})$ | 1156 |  |  |  |
| v (SO) | 1163 | 1166 |  |  |
| v (CCO) |  |  | 1210 |  |
| $\delta_{\text {sym }}\left(\mathrm{CH}_{2}\right)$ |  |  | 1451 |  |
| $\mathrm{v}(\mathrm{N}=\mathrm{N})$ |  |  |  | 1498 |
| v (CC) | 1567 | 1552 |  | 1616 |
| $\mathrm{v}(\mathrm{CO})_{\text {maleate }}$ |  |  | 1584 |  |
| $\delta(\mathrm{NH})$ | 1605 | 1602 |  |  |
| $\mathrm{v}(\mathrm{CO})_{\text {amide }}$ | 1657 |  | 1648 |  |
| $\mathrm{v}(\mathrm{CO})_{\text {enalapril }}$ |  |  | 1730 |  |
| $\mathrm{v}(\mathrm{CO})_{\text {ester }}$ |  |  | 1750 |  |
| $v\left(\mathrm{CH}_{3}\right)$ and <br> $\mathrm{v}\left(\mathrm{CH}_{2}\right)_{\text {aliphatic }}$ |  |  | 2890-2980 | 2950-2870 |
| $\mathrm{v}(\mathrm{CH})$ | 3063 | 3069 | 3054 | 3064 |
| $\mathrm{v}(\mathrm{NH})$ | 3251 | 3266 | 3212 |  |

sym and asym: symmetric and asymmetric modes; $\delta$ : in plane bending; $\gamma$ : out of plane bending.
Table 2. Experimental Raman frequencies for chlortalidone, hydrochlorothiazide, enalapril maleate and losartan potassium drugs.

### 3.1 Polymorphism and vibrational spectra

In solid pharmaceuticals compounds is very common the occurrence of polymorphism phenomena, which may change physical properties of the compounds; e.g., solubility, melting point, optical and electrical properties, density, hardness and conductivity (Dunitz and Bernstein, 1995). The solubility is one of the most important factors in the drugs absorption, once the modification of this property can change the bioavailability. It may bring serious problems for the patients and for the pharmaceutical industries. For example, in investigation about mebendazole drug (Ferreira et al., 2010), that is used in treatment of worms infestations, three polymorphic forms called A, B and C were identified. The main difference in their physical-chemical properties is the water solubility that modifies the therapeutics effect of these polymorphs. The form A is more soluble and stable than forms B and C. However, the C form is more efficacious in comparison to B form. Other interesting example occur with ritonavir drug, which is a protease inhibitor of human immunodeficiency virus type 1 (HIV-1) and used in the treatment of Acquired Immune Deficiency Syndrome (AIDS) (Chemburkar et al., 2000). A more stable polymorph was reported in the literature (form II), which presents serious solubility problems in compared with the original form (form I). This fact brings problems for patients and pharmaceutical industry, which was forced to remove lots of capsules that had form II, from the market (Bauer et al., 2001). In the literature (Chemburkar et al., 2000) was discussed that the difference between solubility of forms I and II is due to the changes of hydrogen bonds strength in solid state.
Due to this fact, it is very important to identify the presence (or not) of different polymorphic forms in pharmaceuticals formulations. The main technique used in identification of polymorphism is the single-crystal X-Ray diffraction, but due to the difficulty of synthesize this kind of samples, other techniques are used, for example, Raman spectroscopic and X-Ray powder diffraction. Additionally, the Raman spectroscopy may be used in the identification of polymorphism (Raghavan et al., 1993), since different vibration modes can be associated to modifications in molecular packing in crystalline solids. These differences are observed mainly in low-frequency, where may arise lattice vibration that is more sensitive to structural changes in solid state. In this sense, the polymorphism investigation of LOS and CTD will be described in section 3.1.1.

### 3.1.1 Losartan potassium

Based on aforementioned points an investigation about crystalline phases of antihypertensive LOS by Raman spectroscopy and powder X-Ray is described below. The crystalline forms to LOS drug are described in the literature (Fernandez et al., 2002; Hu et al., 2005b). Figure 4 displays the Raman spectra of two crystalline phases (A and B) for the LOS.
Raman spectrum for sample A is slightly different from sample B spectrum. It can be better see in the region among 950 to $250 \mathrm{~cm}^{-1}$ (Figure 4b), where the mainly differences are displayed with asterisk (*). For example, it can be observed that in sample A spectrum the ring breathing mode of the imidazole ring [ $\Phi_{\text {imidazole }}$ ] arise at $810 \mathrm{~cm}^{-1}$ and the same mode in sample B spectrum appears at $813 \mathrm{~cm}^{-1}$. Apart this, in sample A the band associated to C-H out of plane mode of the biphenyl ring $[\gamma(\mathrm{C}-\mathrm{H})]$ is observed as a shoulder at $761 \mathrm{~cm}^{-1}$ and in sample B this band appears at $765 \mathrm{~cm}^{-1}$ as a single band.


Fig. 4. Raman spectra of a) two crystalline phases (samples A and B) losartan potassium and b) a region of 200 to $1000 \mathrm{~cm}^{-1}$.

The X-ray powder diffraction data is in agreement with Raman data, which may be observed in Figure 5, where the samples present different crystalline forms. The peak fitting suggests that the sample A crystallizes in orthorhombic system (Pbca), with unit cell parameters of $\mathrm{a}=13.1389(3) \AA, \mathrm{b}=25.6885(5) \AA, \mathrm{c}=31.1822(7) \AA$ (Hu et al., 2005a). It was observed that the compound is a pseudo-polymorph, due to the presence of the seven water molecules in its unit cell that also contains two potassium cations and two LOS anions. This structure is stabilized by medium and weak hydrogen bond ( $\mathrm{OH} \cdots \mathrm{N}$ and $\mathrm{OH} \cdots \mathrm{O}$ ) (Hu et al., 2005a). For sample B the Bragg`s peak did not fit to any described phases in the literature for this drug. Vibrational and diffraction data of samples A and B suggested that the differences between these two polymorphic forms may be due to differences in intermolecular interaction and crystal symmetry. Thus, the association of Raman spectroscopy and X-ray powder diffraction data can provide a better description of phase analyses in solid pharmaceutical formulations.


Fig. 5. X-ray powder diffractogram of two samples (A and B) of losartan potassium.

### 3.1.2 Chlortalidone

The association of computational methodologies and experimental techniques has become in the last few years an essential tool to completely comprehend supramolecular systems (Yan et al., 2007). The wide variety of interactions that rule these systems and their complexity deserve a more detailed analysis in order to describe and to foresee their physical-chemical properties. The computational methods have been rapidly developed in such a way that now it is possible to study systems that some years ago were enviable. For example, Seiffert and co-workers have performed an extended work about the polymorphs structures of lithium-boron imidazolates (Baburin et al., 2011). They have analyzed 30 different structures concerning the potential capability of hydrogen storage of these species.
The effect of the polymorphism in pharmacological science is quite important in the bioavailability, since it can affect physical properties such as solubility and stability of the compound (Yamada et al., 2011). The effects of the polymorphic form on the performance, stability and efficacy of the pharmacological forms have been widely investigated (Brittain, 2009, 2010). The CTD (Figure 2a) presents three different polymorphs forms, but only two of them already have their crystallographic structure known (forms I and III). In this way we have performed density functional theory (DFT) calculations in order to analyze these two distinct species of CTD.
The theoretical investigation of the polymorphs structures of CTD was carried out with periodic density functional theory (DFT) calculations employing the LDA approximation according to Perdew-Zunger (PZ) functional. The wave functions of valence electrons are shown by a plane wave basis set with maximum kinetic energy of 30 hartree ( 60 Ry ). The optimization process was taken using a grid with $2 \times 2 \times 2 k$ points. The starting geometries for those calculations were the crystallographic data (Martins et al., 2009). All the calculations were performed in the Quantum Espresso (Baroni et al.) (PWscf) program package. The geometries were fully optimized including the atomic coordinates and the lattice parameters. The calculations of vibrational frequencies at the $\Gamma$ point, were performed on the optimized geometry. These vibrational frequencies are quite useful since they can be used to help in the experimental attributions of the bands in infrared spectrum (De Abreu et al., 2009).
In Figure 6 are shown the optimized structures for the CTD polymorphs I (Fig. 6a) and III (Fig. 6b). It is interesting to note in these figures that both structures are stabilized through hydrogen bonds forming a network in three dimensions. In form I it can be observed the formation of a dimmeric structure in an 8 membered ring through the $\mathrm{NH} \cdots \mathrm{OC} / \mathrm{OC} \cdots \mathrm{HN}$ atoms. In this same polymorph there is another hydrogen bond formed between the $\mathrm{OH} \cdots \mathrm{OC}$ groups. In form III there are two different hydrogen bonds stabilizing the supramolecular structure, one involving the groups $\mathrm{OH} \cdots \mathrm{OC}$, like in form I, and another with the $\mathrm{NH}_{2} \cdots$ OC groups, that it is not present in form I. Table 3 contains the experimental and theoretical crystal data for both forms. One can note that there was a contraction in the estimated crystal axis of both polymorphs compared to experimental, the difference is about $2-7 \%$. The angles are also well described presenting an error bar of $-2-1 \%$ that represents an expansion and contraction, respectively. The crystallographic parameter that suffered the biggest deviance was the unit cell volume that showed an error about 10 and $12 \%$ to forms I and III, respectively. However these changes in the crystallographic parameters did not modify the symmetry of the solid (monoclinic system).

Form I Form III

|  | Experimental | Calculated | Experimental | Calculated |
| :--- | :---: | :---: | :---: | :---: |
| a / $\AA$ | $6.2270(2)$ | 6.0227 | $7.9957(2)$ | 7.8520 |
| $\mathrm{~b} / \AA$ | $8.3870(3)$ | 8.1662 | $8.1467(2)$ | 7.7988 |
| $\mathrm{c} / \AA$ | $14.3640(4)$ | 13.8537 | $11.4761(3)$ | 10.7156 |
| $\mathrm{a} /{ }^{\circ}$ | $92.141(2)$ | 91.6952 | $80.448(2)$ | 80.861 |
| $\beta /{ }^{\circ}$ | $101.050(2)$ | 101.583 | $79.277(2)$ | 79.527 |
| $\mathrm{Y} /{ }^{\circ}$ | $107.024(2)$ | 108.088 | $86.106(2)$ | 87.652 |
| $\mathrm{~V} / \AA^{3}$ | $700.50(4)$ | 631.40 | $723.77(3)$ | 637.02 |

${ }^{\text {a }}$ Experimental data taken from (Martins et al., 2009). ${ }^{\mathrm{b}}$ Theoretical values calculated in this work.
Table 3. Experimentala and theoretical ${ }^{\text {b }}$ crystal data for chlortalidone forms I and III.


Fig. 6. Optimized structures of the chlortalidone polymorphs I (a) and III (b).
Concerning the energetics of these species, form I is about $84 \mathrm{kcal} \mathrm{mol}^{-1}$ more stable than form III, if we taking into account only the electronic energy. This energetic difference is probably due to the presence of more intermolecular interactions in form I than in III. Table 4 presents the experimental and theoretical infrared attribution for the polymorphs I and III
of CTD. The main vibrational modes related to the intramolecular hydrogen bonds were chosen in a tentative to distinguish the two species. In form I the $\mathrm{N}-\mathrm{H}$ group is involved in the dimmer formation through a hydrogen bond interaction, it is evidenced by the shift to higher wavenumbers, from $3000 \mathrm{~cm}^{-1}$ to $3181 \mathrm{~cm}^{-1}$ of the stretching mode of N-H group. The same behavior is observed in the $v(O-H)$ mode that is shifted from $2861 \mathrm{~cm}^{-1}$ to $2968 \mathrm{~cm}^{-1}$, as can be seen in table 4. The formation of intermolecular hydrogen bonds in form III can be evidenced if one compares the shift in the $v(\mathrm{O}-\mathrm{H})$ and $\mathrm{v}(\mathrm{NH} \cdot \mathrm{O})$ calculated modes. It is important to mention that in high frequency is observed the biggest deviations from the experimental values.

| Mode | Experimental | Theoretical |  |
| :---: | :---: | :---: | :---: |
|  | Form I | Form I | Form III |
| $v\left(\mathrm{~S}-\mathrm{NH}_{2}\right)$ | 918 | 931 | 946 |
| $v(\mathrm{~S}-\mathrm{O})$ | 1165 | 1154 | 1276 |
| $v(\mathrm{~N}-\mathrm{H})$ | 3259 | 3000 | 3181 |
| $v(\mathrm{O}-\mathrm{H})$ | 2858 | 2861 | 2968 |
| $v(\mathrm{C}=\mathrm{O})$ | 1681 | 1670 | 1647 |
| $v(\mathrm{C}-\mathrm{OH})$ | 1043 | 1042 | 1063 |
| $v\left(\mathrm{~N}-\mathrm{H}_{2}\right)$ | 3259 | 3200 | 3110 / 3117 |
| $v$ ( $\mathrm{NH} . . . \mathrm{O}$ ) | 3550 |  |  |
| $v$ (NH...O) as | 3280 | 2942, 2998 | 3008 / 3031 |
| $v$ (NH...O)s | 3240 |  |  |
| $v(\mathrm{OH} . . . \mathrm{O})$ | 2720 | 2861 | 2968 / 2988 |
| $\delta$ (NH...O) | 1600 | 1628 | 1635 |
| $\delta$ (O...HN) | 1000 | - | - |

Table 4. Experimental (form I) and theoretical infrared attributions of the chlortalidone forms I and III. Wavenumbers are in $\mathrm{cm}^{-1}$.

### 3.2 Association of hypertensive drugs

### 3.2.1 Lorsatan potassium in association with chlortalidone and hydrochlorothiazide

To the bands identification, these pharmaceuticals were mixed in a stoichiometric proportion (1:1), (1:2), (4:1), (2:1). It is important emphasize that the calculation of the different proportions was made using the minimum dosage of the associations that is 50 mg for LOS and 12.5 mg for diuretics. Before analyses of these associations, it is necessary know the main Raman bands of the diuretics, since they are used in minimum dosage in pharmaceuticals associations when compared with LOS.
Figures 7 and 8 display the characteristic bands of the LOS/CTD and LOS/HYD associations in the different proportions. It can be observed in the (1:1) rate characteristic bands of the CTD, Figure 7a, at 3094 and $1657 \mathrm{~cm}^{-1}$. The same bands were observed in the rates (1:2) and (1:4). Moreover for (1:2) and (1:4) can be also observed the bands at 3250, $1474,909,759,682$ and $460 \mathrm{~cm}^{-1}$. The difference is due to the fact that relative intensity in 1:4 is bigger than in 1:2. However, when for association where LOS increase, 2:1 rate, only one band assigned to CTD drug is verified at $1657 \mathrm{~cm}^{-1}$ (Figure 7d). On the other hand, in the $4: 1$ rate (Figure 7e) the profile of the spectrum is characteristic of LOS drug.


Fig. 7. Raman spectra of losartan potassium in association to chlortalidone in proportions: a) 1:1, b) 1:2, c) 1:4, d) 2:1 and e) 4:1.

Similar results are observed for association with LOS and HYD. Figure 8 shows the Raman spectra of this association. It can be observed that in the rate 1:1 (Figure 8a), just one band was assigned to the presence of HYD at $3005 \mathrm{~cm}^{-1}$. For 1:2 and 1:4 rates (Figures 8b and 8c) were verified bands at $3361,3268,3170,3005,1320,1152,902$ and $601 \mathrm{~cm}^{-1}$, characteristics of the HYD. The main different between them is that in 1:4 rate, the relative intensity is bigger than 1:2 rate. In the 2:1 rate the characteristic band of the HYD was observed at $3005 \mathrm{~cm}^{-1}$ (Figure 8 d ) and for the $4: 1$ proportion the entire spectrum is characteristic of the LOS (Figure 8e).


Fig. 8. Raman spectra of losartan potassium in association to hydrochlorothiazide in proportions: a) 1:1, b) 1:2, c) 1:4, d) 2:1 and 4:1.

The optimization of this fast and simple method of analyze is important, mainly in antihypertensive drugs associations. These results show the potential of Raman spectroscopy in qualitative analysys in the pharmaceutical associations, however when the LOS is in large proportions, like in 4:1 rate, occur the overlapping between the bands of pharmaceutical formulations and it is not possible characterized the diuretics bands.

### 3.2.2 Enalapril maleate in association with chlortalidone and hydrochlorothiazide

The Raman spectra of the ENM/CTD and ENM/HYD associations are shown in Figures 9 to 14 . The proportions of the drugs at the associations were $1: 2.5,1.6: 1$ and $2: 1$. The proportions respected the minimum dosage of each drug what is 12.5 mg for CTD and HYD and 5 mg for ENM (Brandão et al., 2010).
Figure 9 c shows the Raman spectrum of the ENM/CTD association in proportion 1:2.5 ( 1 mg of ENM for 2.5 mg of CTD). In this Raman spectrum all characteristic bands of the CTD drug are present and have relative intensities larger those characteristic bands of the ENM drug. This is due to the large quantity of the CTD drug in the mixture. Some bands of the ENM are not present in the Raman spectra of the association obtained.
In Raman spectrum of the ENM and CTD association in proportion 1.6:1 (1.6 mg of ENM for 1 mg of CTD) shown in Figure 10c are observed characteristic bands of the ENM and CTD drugs. The relative intensities of the characteristic bands of CTD drug were reduced due to lower proportion of this drug in the mixture.


Fig. 9. Raman spectra of the (a) enalapril maleate, (b) chlortalidone and (c) enalapril maleate and chlortalidone association in proportion 1:2.5. The symbol * refers to bands relative to enalapril maleate vibrations and * the bands relative to chlortalidone vibrations.
Figure 11c shows the Raman spectrum of the ENM and CTD association in proportion 2:1 (2 mg of ENM for 1 mg of CTD). This spectrum is very similar to that showed in Figure 10c. The characteristic bands of the ENM and CTD drugs are observed being that the relative intensities of the CTD bands are smaller than ENM. This similarity between these spectra refers to almost equal proportion of drugs in the mixtures.


Fig. 10. Raman spectra of the (a) enalapril maleate, (b) chlortalidone and (c) enalapril maleate and chlortalidone association in proportion 1.6:1. The symbol * refers to bands relative to enalapril maleate vibrations and * the bands relative to chlortalidone vibrations.


Fig. 11. Raman spectra of the (a) enalapril maleate, (b) chlortalidone and (c) enalapril maleate and chlortalidone association in proportion 2:1. The symbol * refers to bands relative to enalapril maleate vibrations and * the bands relative to chlortalidone vibrations.
Figure 12c shows the Raman spectrum of the ENM/HYD association in proportion 1:2.5 (1 mg of ENM for 2.5 mg of HYD). In this Raman spectrum all characteristic bands of the HYD drug are present and have relative intensities larger than the characteristic bands of the ENM drug. Similar to the ENM/CDT, this is due to the large quantity of the HYD drug in the mixture. Some bands of the ENM are not present in the Raman spectra of associations.


Fig. 12. Raman spectra of the (a) enalapril maleate, (b) hydrochlorothiazide and (c) enalapril maleate and hydrochlorothiazide association in proportion 1:2.5. The symbol * refers to bands relative to enalapril maleate vibrations and * the bands relative to hydrochlorothiazide vibrations.

In Raman spectrum of the ENM/HYD association in proportion 1.6:1 ( 1.6 mg of ENM for 1 mg of HYD) shown in Figure 13c are observed characteristic bands of the ENM and HYD drugs. The relative intensities of the characteristic bands of HYD drug such as $v(\mathrm{NH}), v(\mathrm{SO})$ and $\gamma(\mathrm{CH})$ were reduced due to the lower proportion of this drug in the mixture.


Fig. 13. Raman spectra of the (a) enalapril maleate, (b) hydrochlorothiazide and (c) enalapril maleate and hydrochlorothiazide association in proportion 1.6:1. The symbol * refers to bands relative to enalapril maleate vibrations and * the bands relative to hydrochlorothiazide vibrations.

Figure 14c shows the Raman spectrum of the ENM and HYD association in proportion 2:1 (2 mg of ENM for 1 mg of HYD). The characteristic bands of the ENM and HYD drugs are observed being that the relative intensities of HYD bands are smaller than ENM band intensities.


Fig. 14. Raman spectra of the (a) enalapril maleate, (b) hydrochlorothiazide and (c) enalapril maleate and hydrochlorothiazide association in proportion 2:1. The symbol * refers to bands relative to enalapril maleate vibrations and * the bands relative to hydrochlorothiazide vibrations.

## 4. Conclusion

These results show the potential of Raman spectroscopy in the identification of polymorphism in pharmaceuticals as well in the qualitative analyze in drugs associations. Additionally, the combination of these results with X-ray diffraction and theoretical calculations data complete the description of the solid state, in special in supramolecular chemistry investigations.
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# Vibrational Spectroscopy of Gas Phase Functional Molecules and Their Complexes Cooled in Supersonic Beams 
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## 1. Introduction

Functional molecules and supramolecules are the assemble of molecules, which are bound by noncovalent interactions, such as dispersion force, coordinate-bonding, hydrogenbonding, etc. They exhibit special functions by forming regular high dimensional structures controlled by those weak interactions. The concept of the supramolecule was first proposed by Jean-Marie Lehn, who succeeded in synthesizing cryptand (Lehn, 1995). In the early stage, many studies have been carried out for host-guest complexes of crown ether (Gokel, 1991; Izatt et al., 1969; Pedersen, 1967; Pedersen \& Frensdorff, 1972), calixarene (Atwood et al., 2002; Gutsche, 1998; Purse et al., 2005; Thallapally et al., 2005), and cyclodextrin (Brocos et al., 2010; Szejtli, 1988). These studies are extended to larger size systems built by several units, such as protein, Langmuir- Blodgett (LB) film, self assembled monolayer (SAM), and liquid crystal. In addition, more complicated molecular assemblies, rotaxane, catenane, and molecular capsules, are synthesized. Also, many functional groups have been used to applications such as sensing and basic chemical research, by covalently linking fluorescent dyes, nanoparticles, proteins, DNA, and other compounds of interest. Biomolecules may also be categorized to the functional molecules. In the biomolecules, many units form high dimensional structure through noncovalent interactions and exhibit special functions which are not possible for each unit.
Among many experimental studies on the functional molecules, vibrational spectroscopy is one of the most general methods. By examining the frequency shift and intensity change of the specific vibrations sensitive to the local interaction, we can study which part or site of the molecule bound for the complexation. In this sense, it is necessary to investigate vibrational spectra not only of the complexes but also of each unit under the isolated condition. By the comparison of the spectra at different conditions, we understand how the molecules change their initial structures or which conformer is preferred for the complexation. A problem for this study is that in most cases they have flexible structures so that the structures are affected by many factors, such as temperature, local environment, solvent molecules as well as the phases. These effects result in the homogenous and inhomogeneous broadening of the spectra, which leads to the difficulty to analyze the spectra.
In this chapter, we describe the vibrational spectroscopic study of gas phase small size functional molecules cooled in the supersonic jet. The supersonic jet technique enables us to
cool the internal temperature of molecules and complexes. We apply several spectroscopic methods to these molecules. Laser induced fluorescence (LIF), one-photon resonant twophoton ionization (R2PI) and ultraviolet-ultraviolet hole burning (UV-UV HB) spectroscopic methods are used to obtain the $\mathrm{S}_{1}-\mathrm{S}_{0}$ electronic spectrum and discriminate different species, such as conformers and isomers. The infrared (IR) absorption spectrum is obtained by IRUV double resonance (IR-UV DR) spectroscopy, which was developed to obtain the IR spectra of selected species with low concentration. IR photodissociation (IRPD) spectroscopy is another version of the IR spectroscopic measurement. By comparing the IR-UV DR and IRPD spectra, we can obtain the dissociation energy of the complex.
We first review our vibrational spectroscopic study on the conformation of $L$-phenylalanine (L-Phe) and L-tyrosine (L-Tyr), and the structure of the hydrated complexes. We show the discrimination of different conformers by IR-UV DR spectroscopy and how the initial geometry changes when they form complexes with water molecules. We then review the study on the encapsulation complexes of dibenzo-18-crown-6-ether (DB18C6), benzo-18-crown-6-ether (B18C6), calix[4]arene (C4A). For crown ethers (CEs), we first examine the possible conformations in bare form and then investigate how the CEs change their conformation to encapsulate the guest species in their cavities. We also comment on the molecular recognition in the process of the encapsulation. For C4A, we investigate encapsulation complexes with variety of guest species to extract which noncovalent interaction is the major component to encapsulate each guest species.
For the determination of the conformation as well as the complex structures, high level quantum chemical calculations play the important role, which provide the probable structures and the prediction of their IR spectra. Throughout this chapter, we use this experimental and theoretical joint approach to analyze the UV and IR spectra, leading to the determination of the structure of the supramolecules

## 2. Experimental methods

Figure 1(a) shows the experimental setup of the supersonic beam and laser system. The supersonic jet of the functional molecules is generated by an adiabatic expansion of the gaseous mixture of the sample (host functional molecule) and guest species into the vacuum chamber. The adiabatic expansion generates internally cold gaseous molecules and complexes, with most of them populated in the zero-point vibrational level. However, the cooling during the expansion occurs under non-equilibrium conditions so that several conformers may coexist in the jet. We used a home-built high temperature pulsed nozzle (inset) to generate jet-cooled amino acids, CEs, C4A and their complexes with guest molecules. The pulsed nozzle consists of a commercially available solenoid valve and a sample housing made of polyimide resin. The sample housing which contains sample powder is attached to the head of the commercially available pulse valve and the housing is heated to $140-160^{\circ} \mathrm{C}$ to evaporate the samples (Ebata, 2009). The housing has a 1 mm orifice at the exit. The opening of the poppet located in the pulse valve is controlled externally to inject the sample gas, which is synchronized with the pulsed lasers. The gaseous mixture of the sample and guest species, premixed with helium or neon carrier gas at a total pressure of 2 bar, is expanded into the vacuum chamber through the orifice. The molecules are internally cooled ( $T_{\text {rot }}=\sim 10 \mathrm{~K}$ ) by an adiabatic expansion, and we obtain supersonic free jet. By introducing a skimmer at the downstream of the free jet, a supersonic beam is obtained.


Fig. 1. (a) Experimental setup of the supersonic beam and IR-UV DR spectroscopy. (b) Laser spectroscopic methods used: (upper trace) UV spectroscopy and (lower trace) IR spectroscopy.

We apply several laser spectroscopic methods to obtain the electronic and vibrational spectra of the species generated in the supersonic jet. For the measurement of the electronic spectrum we apply LIF and mass-resolved R2PI [left panel of Figure 1(b)] spectroscopy. For the measurement of LIF spectrum, a tunable nanosecond UV laser pulse crosses the free jet at 20 mm downstream of the nozzle and excites the jet-cooled molecules to the upper electronic state $\left(S_{1}\right)$. The florescence emitted from the molecules is monitored with a photomultiplier tube. By scanning the UV laser frequency while monitoring the total florescence, an LIF spectrum corresponding to the $S_{1}-S_{0}$ spectrum is obtained. For the R2PI measurement, the UV laser ionizes the molecules by one-photon resonant two-photon ionization scheme via the $S_{1}$ state. The generated ions are mass-separated by time-of-flight (TOF) tube and detected by a channeltron. The $S_{1}-S_{0} U V$ spectrum is obtained by scanning the UV frequency while monitoring the mass selected ions by a channeltron detector.
The discrimination of the different species in the electronic spectra is carried out by UV-UV HB spectroscopy [right panel of Figure 1(b)] (Ebata, 1998). In this method, two UV laser beams, namely "pump" and "probe" beams, are used. The pump laser pulse crosses the jet at 10 mm downstream of the nozzle, and the probe laser pulse crosses the jet 20 mm downstream of the nozzle. Here, the pump laser light is introduced $\sim 4 \mu$ s prior to the probe laser light, corresponding to the 10 mm distance of the jet. The frequency of the probe UV laser is fixed to a band of a specific species and that of the pump UV laser is scanned. When the pump laser frequency is resonant to a transition of the monitored species, these species is excited to the upper state resulting in the depletion of the fluorescence or the ion signal
monitored by the probe laser light. Thus, the electronic spectrum of the monitored species is obtained as a function of the pump UV frequency.
For the measurement of the IR spectrum of a specific complex we apply IR-UV DR spectroscopy [lower panel of Figure 1(b)] (Brutschy, 2000; Ebata, 2009; Ebata et al., 1998; Tanabe et al., 1993; Zwier, 1996). The principle of this technique is very similar to UV-UV HB spectroscopy, except we use a tunable IR laser light for the pump laser. The IR and UV laser lights are spatially overlapped in the vacuum chamber. The IR laser is introduced $\sim 100$ ns prior to the probe UV laser light and its frequency is scanned. Depletion of the monitored signal occurs when the IR frequency is resonant to a vibrational transition of the monitored species and the IR spectrum is obtained as a depletion spectrum. For the complexes of C4A we apply IR photodissociation (IRPD) spectroscopy for obtaining the binding energy [lower panel of Figure 1(b)] (Hontama et al., 2010). In IRPD spectroscopy, the probe UV frequency is fixed to the electronic transition of C4A. When the absorbed IR energy is larger than the binding energy of the C4A complex, the complex dissociates to produce the C4A fragment. Thus, by scanning the IR frequency while monitoring C4A fragment, we obtain the IRPD spectrum. By comparing IRPD and IR-UV DR spectra, we obtain the threshold to generate the C4A fragment which is equal to the binding energy of the complex.

## 3. Theoretical methods

As was described in the introduction, quantum chemical calculation plays an important role to determine the structures of functional molecules as well as the binding energies. Most of the calculations are carried out by density functional theory (DFT) calculations with the B3LYP or M05-2X functional and the $6-31+\mathrm{G}^{*}$ basis set using the GAUSSIAN 09 program package (Frisch et al., 2009). For the complexes of C4A, in addition to the DFT calculation, a higher level quantum chemical calculation is performed to optimize the structures and obtain accurate binding energies of the complexes. These include the second order MollerPlesset (MP2) level of theory (Møller \& Plesset, 1934) and the family of augmented correlation consistent basis sets of Dunning and co-workers (Dunning, 1989; Kendall et al., 1992) up to quadruple-zeta quality, aug-cc-pVnZ ( $n=\mathrm{D}, \mathrm{T}, \mathrm{Q}$ ). The MP2/aug-cc-pVDZ optimal geometries were used for single point calculations with the larger basis sets up to aug-cc-pVQZ. For the detail of the calculation, see ref. (Hontama et al., 2010).
The energies of the optimized structures were corrected by zero-point vibrational energy. The harmonic vibrational frequencies were scaled by the factors of 0.97 and 0.95 for the OH and CH stretching vibrations, respectively, in order to compare with the experimentally measured ones. The $S_{1}-S_{0}$ electronic transition energies were calculated using time dependent density functional theory (TD-DFT) with the same functional and basis set.

## 4. Conformation and hydrated structures of amino acids

### 4.1 L-Phenylalanine (L-Phe)

The three-dimensional structures of peptides and proteins and their dynamics are to a large extent governed by the conformational profiles of amino acids constituting them. In particular, competition between intra- and inter-molecular hydrogen-bonded interactions plays a vital role in determining the structure of the proteins in solution. In this section, we investigate the conformation of amino acids in bare form and the structures of the hydrated complexes. The conformational landscape of isolated $L$-Phenylalanine(L-Phe) (Scheme 1) has
been examined in detail by several groups (Ebata et al., 2006; Hashimoto et al., 2006; Robertson \& Simons, 2001; Snoek et al., 2000; Von Helden et al., 2008). The key point of these studies is that different conformers and isomers exhibit different UV transition energies.


Scheme 1. L-Phenyl alanine
Figure 2(a) shows the LIF and R2PI spectra of jet-cooled $L$-Phe in the origin region of the $\mathrm{S}_{1}$ $\mathrm{S}_{0}$ transition. The inset shows the UV absorption spectrum of L-Phe in solution. There are several peaks in the band origin region, and Figure 2(b) shows the IR-UV DR spectra obtained by monitoring the marked bands (A, B, C, D, E and $\mathbf{X}$ ) in the LIF spectrum. Other peaks are assigned to the vibronic bands of these conformers (Snoek et al., 2000). The labeling for each band is adopted from Ref. (Snoek et al., 2000). As seen in Figure. 2(b), their IR spectra are different from each other, and it is concluded that there are at least six conformers of $L$-Phe in the jet. The conformers A, C, D, and $\mathbf{E}$, have the free OH stretching vibration of carboxyl OH group at $\sim 3590 \mathrm{~cm}^{-1}$, while the conformers $\mathbf{B}$ and $\mathbf{X}$ exhibit largely red-shifted OH stretch at 3280 and $3240 \mathrm{~cm}^{-1}$, respectively. These large red-shifts are due to the intramolecular hydrogen $(\mathrm{H})$-bonding between the carboxyl OH and the amine nitrogen. The stick diagrams in Figure 2(b) are the calculated IR spectra for the possible conformers for the species A, B, C, D, E and $\mathbf{X}$, whose structures are shown in Figure 3. In the figure, the number in the parentheses are the zero-point-energy corrected relative energy ( $\mathrm{kJ} / \mathrm{mol}$ ) obtained at MP2/6-31+G* level (Ebata et al., 2006).
The structural information gives the conformer dependent photo-physics of L-Phe. By comparing the relative band intensities between the LIF and the R2PI spectra, it is obvious that the relative intensities are quite different between them. Especially the intensity of band $\mathbf{X}$ is quite weak in the LIF spectrum compared to other bands, while its intensity is comparable to other bands in the R2P1 spectrum. The LIF intensity is proportional to the product of the $S_{1}-S_{0}$ absorption cross section and the fluorescence quantum yield, while the R2PI band intensity is roughly proportional to the absorption cross section. Thus, it is suggested that fluorescence quantum yield of the species associated to band $\mathbf{X}$ is much smaller than other conformers. Actually, the florescence lifetime of the species $\mathbf{X}$ is 29 ns , while those of other conformers are $70 \sim 90 \mathrm{~ns}$ (Hashimoto et al., 2006). Thus, it is concluded that $\mathrm{S}_{1}$ lifetime of $L$-Phe is quite different for different conformer even in the bare molecule. The short lifetime of conformer $\mathbf{X}$ having the intramolecular H-bonding may be ascribed by the fast internal conversion or intersystem crossing to the nearby $n \pi^{*}$ state.
As was described above, there are at least six conformers in the jet, which are classified to the intramolecular H-bonded group and to the non-H-bonded groups. In this section, we investigate how $L$-Phe changes its conformation to form the complex with water molecules. Figure 4 shows the LIF spectrum of jet-cooled L-Phe measured under different partial pressure

(b)


Fig. 2. (a) LIF and R2PI spectra of jet-cooled $L$-Phe. (b) IR-UV double resonance spectra of $L$ Phe for the bands marked in the LIF spectrum. Stick diagrams are the calculated IR spectrum of the corresponding conformers shown in Figure. 3. Inset is the UV absorption spectrum of L-Phe in solution. Figure adapted from Ref. (Ebata, 2009).
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Fig. 3. Optimized structures of $L$-Phe at the MP2/6-31+G* level. Figure adapted from Ref. (Ebata et al., 2006).


Fig. 4. LIF spectrum of jet-cooled $L$-Phe and $L$-Phe- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ obtained under different water vapor pressure condition; (a) without water vapor. (b) water vapor at $0{ }^{\circ} \mathrm{C}$. (c) water vapor at room temperature. He gas at a total pressure of 2.5 bar was used as a carrier gas. Figure adapted from (ref. Ebata et al., 2006)
of water vapor in the He expansion (Ebata et al., 2006). Here, the partial pressure of water vapor increases in the order from (a) to (c). The spectra of Figures $4(\mathrm{~b})$ and (c) are measured at higher sensitivity than that of Figures 4(b), and are normalized by the intensity of band B. As seen in Figures 4(b) and (c), the band intensities of the conformers A, D and E become weaker than the band $\mathbf{B}$, and new bands, $\mathbf{A}^{\prime}, \mathbf{D}^{\prime}$, and $\boldsymbol{\alpha}^{\prime}$ appear at 37520,37582 and 37492 $\mathrm{cm}^{-1}$, respectively. The conformers A, D and E are the non-H-bonded open conformers and it is seen that water molecules easily form H-bonding to the open-type conformers. On the other hand, it seems difficult for the water molecules to be incorporated in the closed conformer by breaking the intramolecular H -bond. The band $\mathbf{A}^{\prime}, \mathbf{D}^{\prime}$ and $\boldsymbol{\alpha}^{\prime}$ were assigned to L-Phe- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1,2}$ by mass-selected two-color R2PI measurement (Lee et al., 2002), though their structures were not revealed at that time. It is clear that IR-UV DR spectroscopy unambiguously revealed their structures.
The IR-UV DR spectra observed by fixing UV frequencies to bands $\mathbf{A}^{\prime}, \mathbf{D}^{\prime}$ and $\boldsymbol{\alpha}^{\prime}$ are shown in the upper panel of Figures 5(a)-(c). In the IR-UV DR spectrum of band $\mathbf{A}^{\prime}$, which is assigned to $L$-Phe- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$, there are two intense bands at 3246 and $3506 \mathrm{~cm}^{-1}$, and three sharp bands at 3040, 3421 and $3724 \mathrm{~cm}^{-1}$. Though it is a priori not clear whether L-Phe retains a similar conformation under the formation of the H-bonding with water, it is reasonable to assume that the isomer $\mathbf{A}^{\prime}$ has the L-Phe conformation similar to conformer $\mathbf{A}$, because the intensity of band $\mathbf{A}^{\prime}$ increases parallel to the decrease of band $\mathbf{A}$, and the small red-shift in the electronic transition of band $\mathbf{A}^{\prime}$ with respect to band $\mathbf{A}\left(7 \mathrm{~cm}^{-1}\right)$ is also observed in other monohydrated aromatic acids. Thus, the structures of $L$-Phe- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$ were calculated with $L$ Phe part forming conformer A. Three H-bonding sites are possible for $L$-Phe; the carboxyl group, the amino group and the phenyl group. Among them, it was found that the H bonding to the carboxyl group results in the most stable isomer, and the calculated IR spectrum reproduces very well the observed one. Figure 5(a) also shows the most stable isomer (Aw1-I) and the calculated IR spectrum as a stick diagram. In this isomer, the water forms a cyclic H-bond with the carboxyl group. The intense and broad bands at 3246 and $3506 \mathrm{~cm}^{-1}$ are the H-bonded carboxyl OH and the water donor OH stretch bands, respectively, within the cyclic H-bonding network. The sharp bands at 3421 and $3724 \mathrm{~cm}^{-1}$ are assigned to the asymmetric $\mathrm{NH}_{2}$ stretch of amino group and free OH stretch of water, respectively. The IR spectrum of band $\mathbf{D}^{\prime}($ Figure $5(\mathrm{~b}))$ is similar to that of band $\mathbf{A}^{\prime}$, because the red-shift of band $\mathbf{D}^{\prime}$ from band $\mathbf{D}$ in the electronic transition, that is $8.5 \mathrm{~cm}^{-1}$, is close to that of band $\mathbf{A}^{\prime}$ from band A. Thus, the structure of $L$-Phe- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$ was calculated with $L$-Phe forming conformer $\mathbf{D}$. It was found that the isomer in which the water molecule forms a cyclic H-bond with the carboxyl group (Dw1-I) is the most stable structure and the IR spectrum of Dw1-I well reproduces the observed one.
Upper panel of Figure 5(c) shows the IR spectrum obtained by fixing UV frequency to band $\alpha^{\prime}$. In the spectrum, a very broad and strong band is seen at $3002 \mathrm{~cm}^{-1}$. Several sharp bands are overlapped with this broad band, which are assigned to the aromatic CH stretch. Other intense peaks are seen at $3330,3474,3680$ and $3717 \mathrm{~cm}^{-1}$. The two bands at 3680 and $3717 \mathrm{~cm}-$ ${ }^{1}$ can be easily assigned to the OH stretch of water molecules free from H -bonding, and the appearance of the two free OH stretch bands suggests species $\alpha^{\prime}$ to be $L$-Phe- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$. From the band position in the LIF spectrum, $L$-Phe part of species $\alpha^{\prime}$ is thought to have a conformation similar to those bands $\mathbf{A}$ and $\mathbf{A}^{\prime}$. The calculated possible structures of $L$-Phe$\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}(\mathrm{Aw} 2-\mathrm{I})$ and their IR spectra are shown in Figure 5(c). In this complex, two waters


Fig. 5. IR-UV double resonance spectra of $L$-Phe- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{\mathrm{n}=1,2}$ by monitoring the bands marked in Fig. 4. Stick diagrams are the calculated IR spectra and the corresponding structures obtained at B3LYP / 6-31+G* level. Figure adapted from (Ebata et al., 2006)
form cyclic H-bonding with a carboxyl group. A good agreement is seen between the calculated and observed IR spectra of Aw2-I. Thus, it is concluded that band $\alpha^{\prime}$ is due to the cyclic-form L-Phe- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ of Aw2-I. In Figure 5(c), the band at $3002 \mathrm{~cm}^{-1}$ is the H-bonded carboxyl OH stretch. Those at 3330 , and $3474 \mathrm{~cm}^{-1}$ are the H -bonded OH stretches of two waters in the H-bond ring, and the bands at 3680 and $3717 \mathrm{~cm}^{-1}$ are OH stretches free from the H-bond. The weak and broad bands at $\sim 3200 \mathrm{~cm}^{-1}$ are due to the overlapped transitions of the aromatic CH stretches. One noticeable point in the IR spectrum of $L$-Phe- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ is that
the frequency shift of the carboxyl OH stretch with respect to bare L-Phe is as large as 580 $\mathrm{cm}^{-1}$, which is more than twice the red-shift of the OH stretch of phenol- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ (Watanabe et al., 1996), indicating that the carboxyl OH is considerably weakened under the hydration with two waters. This can be regarded as favorable for the proton transfer to take place in zwitter-ion formation.

### 4.2 L-tyrosine (L-Tyr)

L-Tyr is obtained by a substitution of the OH group at the para-position of $L$-Phe (Scheme 2). As seen in Figure 6, this substitution causes the number of possible conformers twice of $L$ Phe, arising from the difference of the direction of the OH group with respect to the main frame at the para-position. So, in the figure we label a number 1 or 2 for the classification of the conformers associated to the OH group. Figure 7 shows the LIF spectrum of jet-cooled LTyr (Inokuchi et al., 2007). The two spectra are obtained at different boxcar gate position to collect the fluorescence; (a) observed by monitoring the total fluorescence, (b) observed by


Scheme 2. L-Tyrosine
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Fig. 6. Optimized structures of L-Tyr at the B3LYP/6-31+G* level. Figure adapted from Ref. (Inokuchi et al., 2007).
monitoring the florescence with the gate position of 12-27 ns after the laser excitation. The extra bands in Figure 7(a) which are not seen in Figure 7(b) are due to Tyramine which are generated by thermal decomposition of L-Tyr. The intensities of these bands increase with an increase of nozzle temperature. In the LIF spectrum, about 20 vibronic bands appeared in the $35450-35750 \mathrm{~cm}^{-1}$ region and the assignments of each bands are listed in Table 1.


Fig. 7. LIF spectra of jet-cooled L-tyrosine measured with monitoring whole time window of fluorescence (a) and with monitoring a delayed gate position of 12-27 ns from the laser pulse (b). Figure adapted from Ref. (Inokuchi et al., 2007).

UV-UV HB spectroscopy has been applied to discriminate different conformers of L-Tyr, as shown in Figures 8 (Inokuchi et al., 2007). Left panel of the figure displays UV-UV HB spectra obtained by fixing the probe frequencies to bands 4,6 , and 14 , respectively. From these spectra, it is concluded that bands 4, 8 , and 19 belong to the same conformer. Similarly, the HB spectra indicates that bands 6 and 12, and a shoulder appearing on the lower frequency side of band 21 belong to the same conformer. The HB spectrum of Figure 8d indicates bands 14,18 , and 21 belong to the same species. By the same manner, the discrimination of all the bands can be carried out.
In addition to the discrimination of different species, the HB spectrum shows the features characteristic of the conformation of isomers in the low frequency (torsional) region. Right panel of Figure 8 shows the comparison of the UV-UV HB spectra for different conformers. The HB spectra show rich low frequency vibronic structure, and they can be classified into four groups ( $\mathbf{k}, \mathbf{1}, \mathbf{m}, \mathbf{n}$ ) according to the spectral similarity. The HB spectra of bands $\mathbf{4}$ and $\mathbf{6}$ (Figures 8(a) and (b)) show three bands at 39, 52, and $177 \mathrm{~cm}^{-1}$ above the origin bands. We classify them into group k. The bands 5 and 7 (Figures 8c and 8d), exhibiting a weak band at $52 \mathrm{~cm}^{-1}$, are classified into group 1 . The bands 16 and 17 (Figures 8 e and 8f), showing two

| Band | Position <br> $\left(\mathrm{cm}^{-1}\right)$ | Fluorescence <br> Lifetime $(\mathrm{ns})$ | Assignmenta |
| :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 35465 | 2.8 | tyramine |
| $\mathbf{2}$ | 35477 | 2.1 | tyramine |
| $\mathbf{3}$ | 35484 | 2.1 | tyramine |
| $\mathbf{4}\left(\mathbf{k}_{\mathbf{1}}\right)$ | 35491 | 7.1 | B |
| $\mathbf{5}\left(\mathbf{l}_{\mathbf{1}}\right)$ | 35516 | 5.0 | $\mathbf{D}$ |
| $\mathbf{6}\left(\mathbf{k}_{\mathbf{2}}\right)$ | 35522 | 5.7 | $\mathrm{~B}^{\prime}$ |
| $\mathbf{7}\left(\mathbf{l}_{\mathbf{2}}\right)$ | 35537 | 4.5 | $\mathrm{D}^{\prime}$ |
| $\mathbf{8}$ | 35543 | - | $(\mathrm{B})$ |
| $\mathbf{9}$ | 35548 | 2.4 | tyramine |
| $\mathbf{1 0}$ | 35560 | 2.5 | tyramine |
| $\mathbf{1 1}$ | 35567 | - | - |
| $\mathbf{1 2}$ | 35573 | 3.6 | $\left(\mathrm{~B}^{\prime}\right)$ |
| $\mathbf{1 3}$ | 35581 | 2.1 | tyramine |
| $\mathbf{1 4}(\mathbf{m})$ | 35612 | 7.9 | $\mathrm{X}, \mathrm{X}^{\prime}$ |
| $\mathbf{1 5}$ | 35633 | 4.9 | - |
| $\mathbf{1 6}\left(\mathbf{n}_{1}\right)$ | 35640 | 4.1 | E |
| $\mathbf{1 7}\left(\mathbf{n}_{2}\right)$ | 35645 | 3.5 | $\mathrm{E}^{\prime}$ |
| $\mathbf{1 8}$ | 35656 | 6.6 | $\left(\mathrm{X}, \mathrm{X}^{\prime}\right)$ |
| $\mathbf{1 9}$ | 35667 | - | $(\mathrm{B})$ |
| $\mathbf{2 0}$ | 35678 | - | - |
| $\mathbf{2 1}$ | 35701 | - | $\left(\mathrm{X}, \mathrm{X}^{\prime}\right)$ |

Table 1. Band positions, lifetimes, assignments for vibronic bands in the LIF spectra of LTyrosine. aAssignments in parentheses show that these bands correlate with origin bands of corresponding conformers.
noticeable bands at 47 and $69 \mathrm{~cm}^{-1}$, are classified into group $\mathbf{n}$. The band 14 (Figure 8g) shows two bands at 44 and $89 \mathrm{~cm}^{-1}$, and is classified into group m . The low frequency vibrations are assigned to the torsional modes of L-Tyr, such as torsion of the $\operatorname{HOOC}\left(\mathrm{H}_{2} \mathrm{~N}\right) \mathrm{CH}$ group about the $\mathrm{C}_{\alpha}-\mathrm{C}_{\beta}$ bond, COOH torsion, and $\mathrm{NH}_{2}$ torsion. These species belonging to each group are thought to have the very similar conformation of the main frame with each other.
Left panel of Figure 9 shows the comparison of the IR-UV spectra of bands $\mathbf{4 , 6}$ and $\mathbf{1 4}$ with B3LYP calculated ones of the conformers of B-1 and B-2 and X-1 and X-2 (Inokuchi et al., 2007). The bands 4 and 6 show very similar IR spectra with each other, while that of the band 14 shows the H -bonded OH stretch band at lower position and the asymmetric NH stretch at higher position than those of bands 4 and $\mathbf{6}$. The calculated frequencies of the H bonded OH band of B-1 and B-2 ( 3320 and $3319 \mathrm{~cm}^{-1}$ ) are higher than those of $\mathbf{X}-\mathbf{1}$ and $\mathbf{X - 2}$ ( 3293 and $3297 \mathrm{~cm}^{-1}$ ), and the asymmetric NH bands at 3475 and $3476 \mathrm{~cm}^{-1}$ of $\mathbf{B - 1}$ and $\mathbf{B - 2}$ are lower than those of X-1 and X-2 ( $3491 \mathrm{~cm}^{-1}$ ). Thus, conformers belonging to bands $\mathbf{4}$ and $\mathbf{6}$ are assignable to $\mathbf{B}-\boldsymbol{n}$ and band $\mathbf{1 4}$ to $\mathbf{X}-\boldsymbol{n}$. The assignment of bands $\mathbf{4}$ and $\mathbf{6}$ to either of $\mathbf{B} \mathbf{- 1}$ or $\mathbf{B}-\mathbf{2}$ is not possible at present, and they are labeled as $\mathbf{B}$ and $\mathbf{B}^{\prime}$ (see Table 1). The conformer belonging to band $\mathbf{1 4}$ is assigned to " $\mathbf{X}, \mathbf{X}^{\prime}$ " in Table 1.



Fig. 8. (Left) Comparison of the (a) LIF spectrum and (b-d) UV-UV hole-burning spectra observed by probing bands 4, 6, and 14. (Right) UV-UV hole-burning spectra for bands 4, 6, $5,7,16,17$, and 14 ). The abscissa axis represents the energy relative to the transition energy of the origin bands. Figure adapted from Ref. (Inokuchi et al., 2007).

For other species (bands 5, 7, 16 and 17), their conformations can be determined based on the total energies and IR spectra. There are four candidates for them: conformers A-n, C-n, D-n, and E-n. Among them, conformers A-n are excluded, because the calculated energies of A-n are much higher than other conformers at B3LYP level of calculation. Conformers C-n, D-n, and E- $n$ have total energies similar with each other, and are assignable to bands 5, 7, 16 and $\mathbf{1 7}$ in terms of the total energy. As seen in Figure 6, only conformers C-n have a $\mathrm{OH} \cdot \bullet \cdot{ }_{\square}$ hydrogen bond between the COOH group and the aromatic ring. A sign of the $\mathrm{OH} \cdot \bullet_{\square}$ hydrogen bond in conformers C-n emerges in IR spectra calculated. The right panel of Figure 9 shows comparison of the IR-UV DR for bands 5, 7, 16, and 17 with calculated IR spectra for D$n$, E-n, and C-n (Inokuchi et al., 2007). The OH stretching vibration of the COOH group of conformers C-n is calculated to be $3569 \mathrm{~cm}^{-1}$, which is lower than those of conformers D- $n$ and E-n (3582 and $3583 \mathrm{~cm}^{-1}$, respectively). In the IR-UV DR spectra of $L$-Tyr, bands 5, 7, and bands 16, 17 exhibit the OH stretching band of the COOH group around $3582 \mathrm{~cm}^{-1}$, indicating that these groups do not have any hydrogen bond like the $\mathrm{OH} \cdot \bullet$ •п bond. Therefore, possible structures for these species are conformers D-n and E-n. This result is supported by the experimental results of L-Phe; conformer C of L-Phe in Figure 2 has the carboxyl OH band at $3567 \mathrm{~cm}^{-1}$, which is lower than those of conformer $\mathrm{D}\left(3579 \mathrm{~cm}^{-1}\right)$. For the assignment of groups $\mathbf{l}$ and $\mathbf{n}$ to conformers D-n or E-n, there is no unambiguous evidence for the assignment in the present stage. However, it is possible that group 1 is assigned to conformers D-n, and that group $\mathbf{n}$ is to $\mathbf{E}-\boldsymbol{n}$, from the relative band intensities of the LIF spectrum and the calculated total


Fig. 9. (Left) IR-UV spectra observed at bands 4, 6, and 14 (a, b, and e). IR spectra calculated for conformers B-1, B-2, X-1, and X-2 (c, d, f, and g). (Right) IR-UV spectra observed at bands $5,7,16$, and 17 ( $\mathrm{a}, \mathrm{b}, \mathrm{e}$, and f). IR spectra calculated for conformers D-1, D-2, E-1, E-2, C-1, and C-2 (c, d, g-j). The dotted line is drawn at $3569 \mathrm{~cm}^{-1}$. Figure adapted from Ref. (Inokuchi et al., 2007).
energies of the conformers. As seen in Figure. 7, bands of group 1 (bands 5 and 7) are stronger than those of group $\mathbf{n}$ (bands 16 and 17); the relative intensity is 1:0.75 between groups $\mathbf{1}$ and $\mathbf{n}$. Assuming Boltzmann distribution at 363 K , which is the temperature of the sample source, and using the total energy calculated for conformers D-n and E-n, the relative population of conformers D-n and E-n is estimated at 1:0.65, comparable to the result derived from the band intensity. In addition, the order of the band position in the electronic spectra is $\mathbf{B}, \mathbf{D}, \mathbf{X}$, and $\mathbf{E}$ from lower to higher frequency in the case of $L$-Phe. If this order is kept for $L$-Tyr, groups 1 and n correspond to conformers D-n and E-n, respectively.
The above studies on L-Phe and L-Tyr demonstrate the combination of supersonic jet-laser spectroscopic study (LIF, UV-UV HB and IR-UV DR) and the theoretical study is quite powerful to solve the complicated problems such as the determination of conformations of flexible molecules.

## 5. Encapsulation complexes of calix[4]arene

Calixarenes (CAs) are macrocyclic compounds that are well known in host-guest chemistry. Their structures are comprised of cavities that are formed by phenyl rings connected by
methylene and OH groups. The OH groups are strongly hydrogen-bonded with each other at the lower rim of the molecular cavity. This cavity functions as a molecular receptor and encapsulates variety of species through non-covalent interactions, forming various clathrates. The structures of the clathrates or complexes are normally studied by vibrational spectroscopy, NMR and X-ray diffraction methods at room temperature (Atwood et al., 1991; Benevelli et al., 1999; Kuzmicz et al., 2002; Molins et al., 1992). However, the thermal energy at room temperature is often equal to the host-guest interaction energy, especially for the complexes with neutral guest species. This yields very broad or complicated spectra arising from the contribution of possible conformers and fluctuation at the given temperature. The interaction with solvent molecules further affect the structure.


Scheme 3.Calix[4] arene (C4A)
Here, we carry out a supersonic beam-laser spectroscopic study for the complexes of calix[4]arene (C4A, Scheme 3), which is the smallest member of the CAs family. We investigate the structures of the complexes of C4A with variety of neutral guest species, namely Ar, $\mathrm{CH}_{4}, \mathrm{~N}_{2}, \mathrm{C}_{2} \mathrm{H}_{2}, \mathrm{H}_{2} \mathrm{O}$, and $\mathrm{NH}_{3}$ (Ebata et al., 2010; Hontama et al., 2010; Kaneko et al., 2011). These guests are chosen because they can be bound to the C4A host via different interactions, such as dispersion, $\mathrm{XH}-\pi$ hydrogen-bonding and dipole-dipole interactions. We examine how the different nature of the guest/host interaction affects the encapsulation structure, the electronic transition energy and the total binding energy.
Figures 10(a)-(g) show the $\mathrm{S}_{1}-\mathrm{S}_{0}$ LIF spectra of bare C4A and its complexes (Kaneko et al., 2011). The spectrum of bare C4A shows a sharp 0,0 band at $35357 \mathrm{~cm}^{-1}$. In the higher region, several low frequency vibronic bands are observed. Especially, the vibronic bands at 35500 $\mathrm{cm}^{-1}$ region are stronger than the 0,0 band intensity. C4A has four identical chromophores, phenol, and under the $\mathrm{C}_{4}$ symmetry their energies are split to ${ }^{1} \mathrm{~A},{ }^{1} \mathrm{~B}$ and ${ }^{1} \mathrm{E}$ by exciton coupling (Ebata et al., 2007). Among them, ${ }^{1} \mathrm{~A}$ and ${ }^{1} \mathrm{E}$ are dipole allowed from the $\mathrm{S}_{0}$ state. Thus, the band at $35357 \mathrm{~cm}^{-1}$ is assigned to the origin of the ${ }^{1} \mathrm{~A}$ state and the intense bands at $35500 \mathrm{~cm}^{-1}$ are ascribed to the origin of the ${ }^{1} \mathrm{E}$ state or the vibronic bands appeared by the vibronic coupling between ${ }^{1} \mathrm{~A}$ and ${ }^{1} \mathrm{E}$.
The electronic transitions of all the complexes exhibit red-shift with respect to the bare molecule. The inset of Figure 10 shows the plot of the red-shift vs the polarizability of the guest species. For rare gas atoms as guests, a smooth relationship is obtained between the red-shift and the polarizability. Slight deviation for $\mathrm{N}_{2}, \mathrm{CH}_{4}$ and $\mathrm{C}_{2} \mathrm{H}_{2}$ from this relationship may be due to the anisotropy of their polarizabilities. For the complexes with $\mathrm{H}_{2} \mathrm{O}$ and $\mathrm{NH}_{3}$, the red-shifts are $\sim 200 \mathrm{~cm}^{-1}$, which is roughly 4 times larger than those of the complexes having the similar polarizabilities. Thus, the red-shift is quite dependent on the type of the guest species.


Fig. 10. R2PI spectra of (a) bare C4A and (b)-(g) its complexes. Inset shows the plot of the red-shifts of the complexes as a function of the polarizability of the guest species. Figure adapted from ref. (Kaneko et al., 2011).

Figures 11(a) shows the IR-UV DR spectra of bare C4A (Hontama et al., 2010). Figures 11(b) and (e) show the IR-UV DR and IRPD spectrum of $\mathrm{C} 4 \mathrm{~A}-\mathrm{H}_{2} \mathrm{O}$. The IR spectrum of C 4 A exhibits a strong and broad OH stretching band centered at $3160 \mathrm{~cm}^{-1}$. This band is redshifted by $\sim 500 \mathrm{~cm}^{-1}$ from the free OH stretch of phenol ( $3657 \mathrm{~cm}^{-1}$ ). Thus, the four OH groups are strongly H-bonded with each other in C4A. The weak band at $3040 \mathrm{~cm}^{-1}$ is assigned to the CH stretching vibration of the aromatic ring. In the spectrum of the C4A$\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$ complex, the broad H -bonded OH stretch band appears at the same frequency of bare C4A but its bandwidth is wider. The similarity of the OH stretching frequency between $\mathrm{C} 4 \mathrm{~A}-\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$ and bare C 4 A indicates that the OH groups of C 4 A are not affected by the complexation with $\mathrm{H}_{2} \mathrm{O}$, that is the water molecule is not bound to the OH groups of C 4 A . In addition to the strong band at $3160 \mathrm{~cm}^{-1}$, the IR-UV DR spectrum exhibits a weak band at


Fig. 11. IR-UV DR spectra of (a) C4A and (b) C4A-( $\mathrm{H}_{2} \mathrm{O}$ ). Optimized structures and IR spectra of (c) endo- (Structure II) and (d) exo-form of C4A-( $\mathrm{H}_{2} \mathrm{O}$ ) (Structure I) obtained at the MP2/aug-cc-pVDZ level of theory. (e) IRPD spectrum of C4A-( $\mathrm{H}_{2} \mathrm{O}$ ). Figure adapted from Ref.(Hontama et al., 2010).
$3700 \mathrm{~cm}^{-1}$, which is assigned to the anti-symmetric OH stretching vibration of the water molecule. This frequency is $56 \mathrm{~cm}^{-1}$ lower than that of gas phase water molecule so that the two OH groups of $\mathrm{H}_{2} \mathrm{O}$ are H -bonded in the complex. Figure 11(e) shows the IRPD spectrum of C4A- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$. The spectrum is obtained by scanning the IR laser frequency while monitoring the $\mathrm{C}^{2} \mathrm{~A}^{+}$signal with a UV frequency fixed near the band origin of C4A. When
we compare the IRPD and IR-UV DR spectra we see a sharp cutoff at $3140 \pm 20 \mathrm{~cm}^{-1}$ in the IRPD spectrum, although the C4A- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$ complex shows the IR absorption in the IR-UV DR spectrum. Therefore this cut off means C4A- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$ does not dissociate below $3140 \pm 20 \mathrm{~cm}^{-1}$ , corresponding to the $\mathrm{C} 4 \mathrm{~A}-\left(\mathrm{H}_{2} \mathrm{O}\right)_{1} \rightarrow \mathrm{C} 4 \mathrm{~A}+\mathrm{H}_{2} \mathrm{O}$ dissociation energy.
The optimal structures of the C4A- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$ complex is obtained at MP2/aug-cc-pVDZ levels of theory. The optimization predicts an endo-isomer structure, as a global minimum and a exo-conformer (Structure I) which are shown in Figures 11(c) and (d). In the exo-isomer (Structure I) the water molecule is inserted into and enlarges the ring H-bonding network originally formed by the four OH groups of C4A. The resulting five OH homodromic ring is consistent with the network having the largest cooperativity. In this structure, the H bonding network of the OH groups in C4A is largely distorted by the insertion of the water molecule. As a result, the calculated IR spectrum of the exo-isomer (Structure I) predicts widely distributed OH stretching bands as shown in Figure 11(d). In contrast, the IR spectrum of the global minimum endo-isomer (Structure II) (Figure 11(c)) is much simpler, attesting to the minimal distortion of the C4A moiety in the $\mathrm{C} 4 \mathrm{~A}-\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$ complex. This spectral pattern well reproduces the observed IR-UV DR spectrum of Figure 11(b). The degenerate OH stretching bands of C 4 A at $3160 \mathrm{~cm}^{-1}$ are slightly split into two due to the symmetry reduction since the encapsulation of the water molecule lowers the symmetry of C4A. This is the reason why the observed band at $3160 \mathrm{~cm}^{-1}$ is broader than that of bare C4A. The band at $3700 \mathrm{~cm}^{-1}$ is assigned to the anti-symmetric OH stretching vibration ( $v_{3}$ ) of the encapsulated water. In the endo-isomer (Structure II) the two OH groups of the water molecule are bound to two phenyl rings in a bidentate manner and the oxygen atom of the water molecule is facing towards the rim of C4A. This arrangement is thought to originate from the dipole-dipole interactions between C4A and the water molecule. The dipole moment of C4A is 2.37 Debye, oriented along the $C_{4}$ axis and pointing upward, and that of the water molecule is 1.855 Debye (Lide, 2001). Thus, the oxygen atom of the water molecule in the cavity prefers to be oriented towards the rim of C4A in order to maximize the dipoledipole interaction between the two fragments. As was described, the asymmetric OH stretching frequency of the encapsulated water molecule is $56 \mathrm{~cm}^{-1}$ lower than that of gas phase water. This lower frequency shift indicates both the OH groups of the water in the cavity are bound to the phenyl group by the $\mathrm{OH}-\pi \mathrm{H}$-bonding. This synergy between the two $\mathrm{OH}-\pi \mathrm{H}$-bonding and dipole-dipole interactions results in the large stabilization energy of "Structure II" with respect to the H-bonded exo-isomer (Structure I).
The same synergy effect of the $\mathrm{XH}-\pi \mathrm{H}$-bonding and dipole-dipole interaction is expected for the $\mathrm{C} 4 \mathrm{~A}-\left(\mathrm{NH}_{3}\right)_{1}$ complex. Here the ammonia molecule has a dipole moment of 1.472 Debye (Lide, 2001). The two stable structures of the C4A-NH3 complex corresponding to the endo and exo isomers are shown in Figure 12(a). In the exo complex, $\mathrm{NH}_{3}$ is incorporated in the H-bonding network of the phenolic OH groups, while in the endo complex it is encapsulated inside the C4A cavity with the N atom directed to the lower rim. The endo complex is calculated to be $34.57 \mathrm{~kJ} / \mathrm{mol}$ more sable than the exo complex at the MP2/aug-cc-pVDZ level. Figure 12(b) shows the comparison of the observed IR-UV DR spectrum with the calculated IR spectra of the two isomers. The calculated IR spectrum of the endo complex (Figure 12 (c)) exhibits an intense H -bonded OH band at $3160 \mathrm{~cm}^{-1}$, while the exo complex has four distinct OH stretching bands (Figure 12 (d)). It is clear that the calculated IR spectrum of the endo isomer reproduces the observed IR spectrum. We can therefore conclude that the observed $\mathrm{C} 4 \mathrm{~A}-\mathrm{NH}_{3}$ complex also has the endo structure of Figure 13(a). The calculated dipole moments are 3.434 and 3.273 Debye for the $\mathrm{C} 4 \mathrm{~A}-\mathrm{H}_{2} \mathrm{O}$ and $\mathrm{C} 4 \mathrm{~A}-\mathrm{NH}_{3}$


Fig. 12. a) IR-UV DR spectrum of C4A, (b) IR-UV DR spectrum of the C4A-NH ${ }_{3}$ complex, (c)(d) calculated IR spectra of the optimized structures of the endo- and exo- C4A- $\mathrm{NH}_{3}$ complexes, (e) IRPD spectrum of C4A-NH3. Figure adapted from ref. (Kaneko et al., 2011).
complexes, respectively. The binding energy for C4A- $\mathrm{NH}_{3}$ is experimentally estimated to be less than $2810 \mathrm{~cm}^{-1}$, which is slightly smaller than that of C4A- $\mathrm{H}_{2} \mathrm{O}\left(3140 \mathrm{~cm}^{-1}\right)$, a difference that can be attributed to the smaller dipole moment of $\mathrm{NH}_{3}$ when compared to $\mathrm{H}_{2} \mathrm{O}$ as well as the smaller dipole moment of the C4A- $\mathrm{NH}_{3}$ complex ( 3.273 D ) when compared to that of the $\mathrm{C} 4 \mathrm{~A}-\mathrm{H}_{2} \mathrm{O}$ complex ( 3.434 D ).
Figures $13(\mathrm{~b})$-(d) show the C 4 A complexes with $\mathrm{N}_{2}, \mathrm{CH}_{4}$, and $\mathrm{C}_{2} \mathrm{H}_{2}$ determined experimentally and by MP2/aug-cc-pVDZ level calculation (Kaneko et al., 2011). All the complexes are the endo-complex structure. For $\mathrm{C} 4 \mathrm{~A}-\mathrm{N}_{2}$ and $-\mathrm{CH}_{4}$, they are bound by the dispersion interaction since the red-shifts of the $\mathrm{S}_{1}-\mathrm{S}_{0}$ transitions fall into the group of the C4A-rare gas complexes (Figure 10). In the C4A-N $\mathrm{N}_{2}$ complex, Figure 13 (b), $\mathrm{N}_{2}$ is placed along the four-fold axis of C4A. The stability of this complex is due to the dipole-induceddipole interaction between C 4 A and $\mathrm{N}_{2}$. Because the overall $C_{4}$ symmetry is retained in the


Fig. 13. The structures of (a) endo- and exo-complexes of $\mathrm{C} 4 \mathrm{~A}-\mathrm{NH}_{3}$, (b) endo- C4A- $\mathrm{N}_{2}$ complex, (c) endo- $\mathrm{C} 4 \mathrm{~A}-\mathrm{CH}_{4}$ complex, and (d) endo- $\mathrm{C} 4 \mathrm{~A}-\mathrm{C}_{2} \mathrm{H}_{2}$ complex. Figure adapted from ref. (Kaneko et al., 2011).
parallel isomer, the observed UV spectrum shows very similar features with that of the bare C4A. The structure of the endo-isomer of $\mathrm{C} 4 \mathrm{~A}-\mathrm{CH}_{4}$ is shown in Figure 13 (c). In this complex, one CH group is oriented along the 4 -fold axis and points to the bottom of the C4A host. For the remaining three other CH groups, two are pointing towards the phenyl rings forming weak $\mathrm{CH}-\pi$ hydrogen bonding. In this arrangement, the OH stretching vibrations of the host C 4 A are unaffected by the complexation with $\mathrm{CH}_{4}$. Indeed, the observed IR spectrum is very similar to that of bare C 4 A , a fact that is consistent with this structure. Since the complex does not retain the $C_{4}$ point group symmetry, the observed UV spectrum exhibits complicated structure. For the $\mathrm{C} 4 \mathrm{~A}-\mathrm{C}_{2} \mathrm{H}_{2}$ endo-complex, Figure $13(\mathrm{~d}), \mathrm{C}_{2} \mathrm{H}_{2}$ is located perpendicular to the four-fold axis of C 4 A so that the two CH groups form $\mathrm{CH}-\pi \mathrm{H}$-bonding with the phenyl groups. TheC4A host is distorted and the overall symmetry is reduced to $\mathrm{C}_{2}$. This causes the degenerate OH stretching band of C 4 A to split into two bands, which is also identified in the observed IRPD spectrum.

## 6. Conformation and recognition of guest species of the crown ether complexes

Crown ethers (CEs) are cyclic ethers built with several oxyethylene (-C-C-O-) units (scheme 4). Applications of crown ethers as molecular receptors, metal cation extraction agents, fluoroionophores and phase transfer catalytic media have been described in a number of studies in the literature (Gokel, 1991; Izatt et al., 1969; Pedersen, 1967; Pedersen \&

Frensdorff, 1972). One of the important aspects of the host/guest molecular systems is the selectivity in the encapsulation of guest species. There are two key factors controlling the selectivity: the size and the flexibility of the host cavity. First, if the cavity size of the host molecule fits the size of the guest species, the host shows an efficient selectivity for the encapsulation of the particular species. For example, in solution the 18-crown-6-ether (18C6) forms an exceptionally stable 1:1 complex with $\mathrm{K}^{+}$among alkali metal cations, because 18C6 forms a ring conformation of $D_{3 d}$ symmetry and the size of its cavity is comparable to the size of the spherical $\mathrm{K}^{+}$. However, in the gas phase, 18C6 as well as 12 -crown- 4 (12C4) and 15-crown-5 (15C5) show the largest binding energy to $\mathrm{Li}^{+}$not to $\mathrm{K}^{+}$among the alkali-metal cations (Anderson et al., 2003; Armentrout, 1999; Glendening et al., 1994; More et al., 1999; Peiris et al., 1996). Very recently, it is reported that this largest binding energy of $\mathrm{L}^{+}-18 \mathrm{C} 6$ in the gas phase is due to the structure in which 18C6 can distort its ether frame to shorten the ether oxygen distance and maximize the biding energy (Inokuchi et al., 2011). Thus, the selectivity is substantially affected by the solvent molecules as well, and a stepwise study starting from the isolated molecule to micro-solvated complexes is essential. Molecular complexes provide an ideal environment for the precise study of the micro-solvated effects under solvent-controlled conditions. As was described above, the flexibility is the key point of crown ethers and they are able to adjust their conformations to fit the size and the shape of the guest species. We show how the structural flexibility affects the dynamics of the encapsulation for two CEs;dibenzo-18-crown-6-ether (DB18C6) and benzo-18-crown-6-ether (B18C6) and their complexes with various neutral molecules (Kusaka et al., 2007, 2008, 2009, 2011)



Scheme 4. Dibenzo-18-Crown-6 (DB18C6, left) and Benzo-18-Crown-6(B18C6, right)

### 6.1 DB18C6 and its complexes

Figure 14(a) shows the LIF spectrum of DB18C6 cooled in a supersonic jet (Kusaka et al., 2008). Figures 14 (b)-(h) show the UV-UV HB spectra measured by monitoring bands m1, m2, a, and c-f, respectively. From the UV-UV HB and mass selected R2PI measurements, it is confirmed that the bands $\mathbf{m 1}$ and $\mathbf{m 2}$ belong to the different conformers of DB18C6, and bands a-f to the DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{\mathrm{n}=1-4}$ complexes. There are three noticeable points in the LIF spectrum. First for bare DB18C6, m2 is the major species from the relative intensity. Second, all the hydrated complexes show blue-shifted band origins with respect to bare molecule. This means that DB18C6 plays the role of the acceptor of the H-bonding. Finally, the band origins of $\mathbf{m} 2$ and a exhibit a $5 \mathrm{~cm}^{-1}$ splitting, which is descried as the exciton splitting of the two benzene chromophores in the same environment. In the LIF spectrum, the assignments of each bands are listed in Table 2.


Fig. 14. (a) LIF spectrum of jet-cooled DB18C6 and its hydrated complexes. (b)-(h) UV-UV HB spectra measured by monitoring bands $\mathbf{m 1}, \mathbf{m} \mathbf{2}, \mathrm{a}$, and $\mathbf{c} \mathbf{- f}$ in the LIF spectrum, respectively. The numbers in (c) and (d) show the energy interval $\left(\mathrm{cm}^{-1}\right)$ in the corresponding regions. Figure adapted from Ref. (Kusaka et al., 2008).

| Position/cm $\mathbf{c l}^{\mathbf{1}}$ | Label | Size | Assignment |
| :---: | :---: | :---: | :---: |
| 35597 | $\mathbf{m 1}$ | DB18C6 | IV |
| 35688 | $\mathbf{m 2}$ |  | II |
| 35777 | $\mathbf{a}$ | DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$ | $1 \mathrm{~W}-1$ |
| 35800 | $\mathbf{b}$ |  | $1 \mathrm{~W}-2$ |
| 35835 | $\mathbf{c}$ | DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ | $2 \mathrm{~W}-1$ |
| 35858 | $\mathbf{f}$ | DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{4}$ | $4 \mathrm{~W}-2$ |
| 35912 | $\mathbf{d}$ | DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}$ | $3 \mathrm{~W}-1$ |
| 35955 | $\mathbf{e}$ | DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{4}$ | $4 \mathrm{~W}-1$ |

Table 2. Band positions of origins for bare DB18C6 and the hydrated complexes (See Figure 16)

The IR-UV DR spectra in the CH stretching region for species $\mathbf{m 1}, \mathbf{m} \mathbf{2}$, and a are shown in Figure 15(b) (Kusaka et al., 2011). In the spectra, the bands in the 2800-3000 $\mathrm{cm}^{-1}$ region are the CH stretching vibrations of the methylene groups and those in the $3000-3100 \mathrm{~cm}^{-1}$ region to the CH stretching vibrations of benzene rings. In the methylene CH stretching region, the spectral patterns of $\mathbf{m 1}$ and $\mathbf{m 2}$ are similar with each other though they are the different
conformers. On the other hand, while species a shows a quite different spectrum. For example, $\mathbf{m} \mathbf{1}$ and $\mathbf{m} \mathbf{2}$ show a strong band at $2950 \mathrm{~cm}^{-1}$, while species a does not. Instead, species a shows a strong band at $2830 \mathrm{~cm}^{-1}$ and weak one at $2800 \mathrm{~cm}^{-1}$. Since IR spectra in the CH stretching region can reflect the conformation of crown ethers, the IR spectra in Figure 15(b) indicate that $\mathbf{m 1}$ and $\mathbf{m} \mathbf{2}$ have a structure similar with each other, while the DB18C6 conformation of species a, DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$, is quite different from them.


Fig. 15. (a) LIF spectrum of bare DB18C6 ( $\mathbf{m} 1$ and $\mathbf{m 2}$ ) and DB18C6-H2O (species a). (b) IRUV DR spectra of $\mathbf{m 1} \mathbf{1} \mathbf{m} \mathbf{2}$, and a. (c) Calculated IR spectra of optimized bare DB18C6 and DB18C6- $\mathrm{H}_{2} \mathrm{O}$ at $\mathrm{M} 05-2 \mathrm{X} / 6-31+\mathrm{G}^{*}$ level. The optimized geometries are shown in Figure 16. Figure adapted from Ref. (Kusaka et al., 2011).

(c)


Fig. 16. (Upper) Optimized structures of bare DB18C6 and DB18C6-H2O. (a) four most stable structures of bare DB18C6, (b) bare DB18C6 (chair I and boat), and (c) DB18C6-H2O (boat$\mathrm{H}_{2} \mathrm{O}$ ). Relative energies with respect to the most stable structure are displayed in $\mathrm{cm}^{-1}$ unit. The distances of $\mathrm{CH} \cdots \mathrm{O}, \mathrm{CH} \cdots \pi$ and $\pi \cdots \pi$ are also indicated. (Lower) (a) LIF spectrum of bare DB18C6 and DB18C6-H2O. (b) $\mathrm{S}_{1}-\mathrm{S}_{0}$ and $\mathrm{S}_{2}-\mathrm{S}_{0}$ electronic transition energies (bar graph) obtained by TDDFT calculations at the M05-2X/6-31+G* level. Figure adapted from Ref. (Kusaka et al., 2011).

The determination of the structures of $\mathbf{m 1}, \mathbf{m} \mathbf{2}$, and $\mathbf{a}$, is carried out by the comparison of the observed IR spectra with the ones of the optimized structures obtained by quantum chemical calculations. Figure 16 shows the four most stable conformers of bare DB18C6 obtained at M05-2X/6-31+G* level (Kusaka et al., 2011). The energies ( $\mathrm{cm}^{-1}$ ) relative to the most stable conformer are displayed in the parentheses with the symmetry. In the figure, higher energy conformers; "chair I" and "boat" conformers, are also shown as the candidates for $\mathbf{m 1}$ and $\mathbf{m} \mathbf{2}$. Figure 16 also shows the boat form DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$, which is the most stable isomer of the 1:1 complex. In the structures in Figure 16, the crown frame of conformers I, II, III, and IV is fixed by the $\mathrm{CH} \cdots \mathrm{O}$ and $\pi \cdots \pi$ interactions, while such interactions seem very weak in the boat conformer.
Figure 15(c) shows the calculated IR spectra of the conformers of bare DB18C6 and boat-DB18C6- $\mathrm{H}_{2} \mathrm{O}$ complex shown in Figure 16. The calculated IR spectrum of the boat conformer is quite different from those of the other conformers; it exhibits fewer IR bands than those of the other conformers because of its higher symmetry ( $C_{2 \mathrm{v}}$ ). The calculated IR spectrum of boat DB18C6- $\mathrm{H}_{2} \mathrm{O}$ well reproduces that of the boat conformer. The key for identifying the boat conformation is the appearance of bands at $2835 \mathrm{~cm}^{-1}$ and no band at $\sim$ $2950 \mathrm{~cm}^{-1}$. Thus, from the energetic and the similarity of the IR spectrum, it is concluded that the structure of species a is the boat-DB18C6- $\mathrm{H}_{2} \mathrm{O}$ of Figure 16(c). We also see that the calculated IR spectrum of boat DB18C6- $\mathrm{H}_{2} \mathrm{O}$ is very similar with bare boat DB18C6 as seen in the figure. On the other hand, the IR-UVDR spectra of species $\mathbf{m 1}$ and $\mathbf{m 2}$ (Figure 15 b) are quite different from that of the calculated boat DB18C6. Thus, the initial conformation of bare DB18C6 is not the boat form.


Fig. 17. Energetics of bare DB18C6 and DB18C6- $\mathrm{H}_{2} \mathrm{O}$ obtained at the M05-2X/6-31+G* level. In bare DB18C6, the boat form is the higher energy conformer, while the boat conformer becomes the lowest energy conformer when it encapsulates a water molecule. In the complex, DB18C6 and $\mathrm{H}_{2} \mathrm{O}$ are bound via bifurcated and bidentate hydrogen-bonding.

The determination of the structures of species $\mathbf{m 1}$ and $\mathbf{m} \mathbf{2}$ is carried out by the comparison of the observed IR and the electronic spectrum with the theoretically calculated ones. In the IR spectrum of the CH stretching region (Figure 15), we see that the spectra of conformers IIV resemble each other and the observed IR spectra of species $\mathbf{m 1}$ and $\mathbf{m 2}$. Thus, it is difficult to determine the structures from the IR spectra. So, we compared the electronic transition energies. Lower panel of Figure 16 shows the comparison of the LIF spectrum and the transitions of the different conformers of DB18C6 obtained by TD-DFT calculation. The calculated transition energies are scaled so that the energy of the boat DB18C6- $\mathrm{H}_{2} \mathrm{O}$ fits to the observed band a. The split of $\sim 80 \mathrm{~cm}^{-1}$ for conformers II and boat is due to the exciton splitting of DB18C6 in which the two chromophores are under the same environment of symmetry. Actually, the splitting is much smaller in the real molecules because the oscillator strength is spread to vibronic bands according to Franck-Condon principle. The observed splitting is $5 \mathrm{~cm}^{-1}$ for bands $\mathbf{m 2}$ and $\mathbf{a}$. This small exciton splitting indicates that band $\mathbf{m 2}$ is due to the conformer II having the $C_{2}$ symmetry. The electronic transitions of other conformers are largely split due to the different environments of the chromophores. Among them, the positions of the conformers IV and Chair I are close to the band m1. Since conformer IV is lower energy conformer as shown in Figure 16, we conclude that band $\mathbf{m 1}$ is due to the conformer IV.
The above results show that bare DB18C6 changes its conformer to the boat form to encapsulate the water molecule in this cavity, though the boat form is not the most stable structure in bare form shown in Figure 17. The boat conformation becomes most stable by the bidentate and the bifurcated hydrogen-bond formation. This conformation change is also found in the DB18C6-NH3 complex, where the bidentate and the bifurcated hydrogenbond is formed between the host DB18C6 and guest $\mathrm{NH}_{3}$. On the other hand, when we use $\mathrm{CH}_{3} \mathrm{OH}$ or $\mathrm{C}_{2} \mathrm{H}_{2}$ as a guest species such a conformation change does not occur since they can not form the bidentate and the bifurcated hydrogen-bonding. Thus, we can say that DB18C6 can recognize the difference of the guest species from the difference of the type of the H bonding.
The hydrogen-bonded structures of DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ are revealed from the analysis of the IRUV DR spectra in the OH stretching vibration, which are shown in the upper panel of Figure 18 (Kusaka et al., 2008). Figures 18(a) and (b) show the IR spectra for bands a and b, respectively, where the species of band $\mathbf{a}$ is the major species. From the appearance of two OH bands at different positions, they are due to different isomers of the DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$ complex. The positions of the two vibrations are red shifted by 77 and $108 \mathrm{~cm}^{-1}$ for band a, and by 51 and $77 \mathrm{~cm}^{-1}$ for band $\mathbf{b}$ with respect to the vibrations of gas phase water, respectively. This is the evidence that in both complexes forms the bifurcated and bidentate H-bonding. Figure 18(c) shows the IR-UV DR spectrum of species c, corresponding to the DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ complex. The bands at 3562 and $3623 \mathrm{~cm}^{-1}$ are assigned to the symmetric and anti-symmetric OH stretching vibrations of a bidentate water molecule, respectively. Their positions are red shifted by 18 and $25 \mathrm{~cm}^{-1}$ from those of band a, meaning the O atom of the bidentate water acts as an acceptor for the second water molecule. The bands at 3401 and $3716 \mathrm{~cm}^{-1}$ can be assigned to the singly H -bonded and free OH stretching vibrations of the second water molecule, respectively. The IR-UV DR spectrum of band d in Figure 18(d) exhibits six OH stretching bands, suggesting this species is DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}$. In the spectrum the bands are located close to each other and no band appears at the free OH stretching region. Therefore all water molecules form bidentate H-bonds. The six bands are classified to three pairs of the symmetric and anti-symmetric OH stretching vibrations of the bidentate



(a) 1W-1

(b) 1W-2

(c) $2 \mathrm{~W}-1$

(d) $3 W-1$

(e) 4W-1

Fig. 18. (Upper) (a)-(f) IR-UV DR spectra of DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ measured by monitoring bands a-f in the LIF spectrum, respectively. Sticks under the IR-UV DR spectra denote the calculated IR spectra at the optimized structures. (Lower) Geometric features deduced from the analysis of the IR-UV DR spectra in the OH stretching region of species a-f of the DB18C6-( $\left.\mathrm{H}_{2} \mathrm{O}\right)_{n}$ complexes. Figure adapted from Ref. (Kusaka et al., 2008).
water molecules. The lowest pair of the frequencies ( 3575 and $3648 \mathrm{~cm}^{-1}$ ) is attributed to a bidentate water molecule bound to the bottom of the boat conformer and the other two pairs arise from the water molecules forming weaker bidentate H -bonds at the opposite (top) side of DB18C6. The spectrum of band $\mathbf{e}$ in Figure 18(e) shows seven bands and the band at 3620 $\mathrm{cm}^{-1}$ has a shoulder, indicating this species is DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{4}$. The 3422 and $3716 \mathrm{~cm}^{-1}$ bands can be assigned to the H -bonded and free OH stretching vibrations of a single-donor water molecule, respectively. The IR spectrum of species $\mathbf{e}$ in the $3550-3690 \mathrm{~cm}^{-1}$ region is very similar to species $\mathbf{d}$. This suggests that the IR bands of species e can be assigned to the OH stretching bands of three water molecules H-bonded like those in $3 W-1$. The IR-UV DR spectrum of species $\mathbf{f}$ in Figure 18(f) indicates that this species is the isomer of DB18C6$\left(\mathrm{H}_{2} \mathrm{O}\right)_{4}$. The $3438 \mathrm{~cm}^{-1}$ band can be assigned to the single-donor OH stretching vibration and the band at $3714 \mathrm{~cm}^{-1}$ is assigned to the free OH stretching vibration. The $3529 \mathrm{~cm}^{-1}$ band is unique to species $f$. This band is broad and is located on the lower frequency side of the
bidentate symmetric OH stretching vibration. Therefore, the $3529 \mathrm{~cm}^{-1}$ band cannot be assigned to a bidentate water H -bonded to the ether O atoms.
The lower panel of Figure 18 shows the most probable structures for species a-f obtained by DFT calculation and their predicted IR spectra are shown as blue bar graph. The two conformers, $1 \mathrm{~W}-1$ and $1 \mathrm{~W}-2$, of the DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$ complex, correspond to species a and $\mathbf{b}$, respectively. In both structures the conformation of DB18C6 is the boat form and the water molecule is H -bonded to the O atoms next to the benzene rings by bidentate H -bonding. However, in 1W-1, the water molecule is H-bonded to DB18C6 by the bifurcated and bidentate manner while in $1 \mathrm{~W}-2$ the two OH groups of the water are bonded directly to the $\mathrm{O}_{4}$ and $\mathrm{O}_{6}$ atoms, respectively. The OH stretching frequencies of $1 \mathrm{~W}-1$ are lower than those of $1 \mathrm{~W}-2$ due to the stronger hydrogen bonds. $2 \mathrm{~W}-1$ corresponds to species c (DB18C6$\left.\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right)$, in which the second water molecule (w2) is H -bonded to the O atom of the bidentate water molecule (w1). A noticeable feature of the spectra of species $\mathbf{c}$ is that the singly H-bonded OH stretching frequency ( $3401 \mathrm{~cm}^{-1}$ ) is much lower than that of water molecules forming a normal H-bond. For example, the frequency of the donor OH stretching vibration in the water dimer is $3530 \mathrm{~cm}^{-1}$. This large frequency reduction is due to that the O atom of the bidentate water molecule is highly negatively charged so that the second water molecule (w2) forms a strong H -bond.
$3 W-1$ corresponds to species $\mathbf{d}\left(\mathrm{DB} 18 \mathrm{C} 6-\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}\right)$. In this structure the first water molecule (w1) forms a bidentate H-bond at the bottom side of the boat DB18C6 like 1W-1 and the second (w2) and third (w3) water molecules form two bidentate H -bonds at the opposite side like $1 \mathrm{~W}-2$. The $4 \mathrm{~W}-1$ represents a hypothetical probable structure for species $\mathbf{e}$ (DB18C6- $\left.\left(\mathrm{H}_{2} \mathrm{O}\right)_{4}\right)$. This structure was not obtained as the stable form at the level of calculation used. $4 \mathrm{~W}-2$ shows a probable structure for species $\mathbf{f}\left(\mathrm{DB} 18 \mathrm{C} 6-\left(\mathrm{H}_{2} \mathrm{O}\right)_{4}\right)$. In $4 \mathrm{~W}-2$, the first and second water molecules ( w 1 and w 2 ) construct a bidentate and single-donor H bonded network like $2 \mathrm{~W}-\mathrm{I}$, whereas the third water molecule (w3) is bonded to the $\mathrm{O}_{4}$ and $\mathrm{O}_{6}$ atoms like $1 \mathrm{~W}-2$ and the fourth water molecule (w4) forms a bridge between an ether O atom $\left(\mathrm{O}_{2}\right)$ and the O atom of (w3). This type of H-bonding network was also found in the 18-crown-6-ether/water system at the liquid nitrogen temperature. The calculated IR spectrum for $4 \mathrm{~W}-2$ well predicts the band at $\sim 3500 \mathrm{~cm}^{-1}$, which is the stretching vibration of ( w 4 ) bonded to the O atom of (w3).

### 6.2 B18C6 and its complexes

Substitution of phenyl group(s) to CE makes the ether ring more rigid because the oxygen atoms adjacent to the benzene ring prefer the planar structure due to the delocalization of the $\pi$-electrons of benzene ring. In this sense, B18C6 is more flexible than DB18C6. We investigate how the difference in the flexibility affects its conformation as well as its complexation with water. Upper panel of Figure 19 shows LIF spectra of B16C6 in the band origin region observed without and with adding water vapor, respectively (Kusaka et al., 2009). Bands M1-M4 and A-I are due to bare B18C6 and the B18C6-( $\left.\mathrm{H}_{2} \mathrm{O}\right)_{n}$ complexes, respectively, because the addition of water vapor reduces the intensities of bands M1-M4 and increases bands A-I.
Lower panel of Figure 19 show the observed IR-UV DR spectra for bands A-I in the LIF spectrum. The species associated with bands A-D, show a pair of the OH stretching bands of the bidentate hydrogen-bonding, indicating different isomers of B18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$. Species E, F and $\mathbf{G}$ are due to $\mathrm{B} 18 \mathrm{C} 6-\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ complexes. The IR spectra of $\mathbf{E}$ and $\mathbf{G}$ show that each of two water molecules forms bidentate hydrogen-bonding to B18C6, while the species F shows the


Fig. 19. (Upper) (a) LIF spectra of jet-cooled B18C6 and its hydrated complexes obtained without and with adding water vapor. (b-j) TD-DFT calculated $\mathrm{S}_{1}-\mathrm{S}_{0}$ transition energies of the structures given in Figure 20. The red, blue, and green bars correspond to bare B18C6, B18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$, and B18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{2-4}$, respectively. (Lower) IR-UV DR spectra (red) of the obtained by monitoring the bands in the LIF spectrum. Also shown are the calculated IR spectra (blue) of the structures given in Figure 20. Figure adapted from Ref. (Kusaka et al., 2009).

IR spectrum similar to that of species c of DB18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$, Figure 18. The IR spectra of higher size complexes, $\mathbf{H}$ and $\mathbf{D}$, exhibits the two pair of OH stretching bands associate with the bidentate hydrogen-bonding. Species A and species B-D can be assigned to isomers of B18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$ built on M1 and M2-M4, respectively from the similar values of blue-shifts ( $\sim 100 \mathrm{~cm}-1$ ) of the complexes. Interestingly, the intensity of band $\mathbf{D}$ is strongest among the isomers of B18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$, which means that species $\mathbf{D}$ has the structure preferred for the complex formation with the water molecule. Bands E-I are assigned to larger hydrated complexes built based on species $\mathbf{D}$.

B18C6 (M1 - M4)
I

## B18C6. $\mathrm{H}_{2} \mathrm{O}(\mathrm{A} \cdot \mathrm{D})$



B18C6 $\cdot\left(\mathrm{H}_{2} \mathrm{O}\right)_{\mathrm{n}=2 \cdot 4}(\mathrm{E} \cdot \mathrm{I})$

| (a) $\mathrm{VI}-2 \mathrm{~W}-1$   <br> $565 \mathrm{~cm}^{-1}$ (b) $\mathrm{VI}-2 \mathrm{~W}-2$ (c) $\mathrm{VI}-2 \mathrm{~W}-3$ <br> $889 \mathrm{~cm}^{-1}$ (d) $\mathrm{VI}-3 \mathrm{~W}-1$  | (e) $\mathrm{VI}-4 \mathrm{~W}-1$ |
| :--- | :--- | :--- | :--- | :--- |

Fig. 20. (Upper) Most probable structures of B18C6 and B18C6-( $\left.\mathrm{H}_{2} \mathrm{O}\right)_{1}$. All the calculations are done at B3LYP/6-31+G* level. (Lower) Probable structures of (a-c) B18C6-( $\left.\mathrm{H}_{2} \mathrm{O}\right)_{2}$, (d) B18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}$, and (e) B18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{4}$ at the B3LYP/6-31+G* level. The numbers shown in $\mathrm{cm}^{-1}$ represent the electronic energies of the isomers relative to that of VI-2W-3. Solid and dotted lines show H-bonding from the front and back sides of B18C6, respectively. Figure adapted from Ref. (Kusaka et al., 2009).

The determination of the structures of bare B18C6 and B18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$ is not so straight forward, because of larger number of possible conformers and isomers than those of DB1816. In the calculation, we obtained eight lowest energy conformers for bare B18C6 within the energy of $800 \mathrm{~cm}^{-1}$ at B3LYP/6-31+G* level. The IR spectra in the CH stretching region were not helpful. Instead, we determined the structures by two steps; (1) we first examined whether each conformer has the structure which can incorporate $\mathrm{H}_{2} \mathrm{O}$ by the bidentate H-bonding. (2) we then compared the TD-DFT calculated electronic transition energy with the observed transition. Figure 20 shows the possible structures for M1-M4 and A-D. Among the B18C6- $\left(\mathrm{H}_{2} \mathrm{O}\right)_{1}$ complexes of A-D, the intensity of species $\mathbf{D}$ is strongest, meaning this species with the structure of VI or X is the preferred geometry for the encapsulation of $\mathrm{H}_{2} \mathrm{O}$. We also see that larger size B18C6-( $\left.\mathrm{H}_{2} \mathrm{O}\right)_{n}$ complexes are grown based on this structure, Figure. 21. It is not clear why B18C6 prefers the conformer VI or X, upon the complex formation with water because neither conformer VI nor X is the most stable structure at the B3LYP/6-31+G* level calculation. However, since the energy differences for different conformers are very small and it is quite possible that higher level of calculation will give more reliable energies. Anyway, similar to the case of DB18C6, there is a preferred structure of B18C6 to incorporate water molecule(s), which is strongly related to the molecular recognition of the host/guest complexes.

I, III, VI, VIII


Fig. 21. Conformer preference for the formation of B18C6-( $\left.\mathrm{H}_{2} \mathrm{O}\right)_{n}$ host-guest complexes. Figure adapted from Ref. (Kusaka et al., 2009).

## 7. Conclusion

In this chapter, we described our combined study of laser spectroscopic work and theoretical calculation for the determination of the structures of gas phase amino acids and host/guest complexes cooled in supersonic jets. The cooling effect of the supersonic jets enabled to simplify the electronic spectra of those molecules and complexes which are difficult in condensed phase. The double resonance spectroscopic technique, UV-UV holeburning and IR-UV double resonance, is quite powerful to discriminate difference species including conformers and isomers and to measure the IR spectrum of individual species. For amino acids, it was found that different conformers have different fluorescence lifetimes though its reason is not clear. Also it was found that water molecules prefer the open conformers for the hydration. For the encapsulation complex of calix[4]arene, we showed that it can encapsulate variety of guest species in its cavity by use of difference interaction
depending on the guest. In the crown ether systems, a conformer change and preference were observed for forming the inclusion complexes for specific guests. These are the simplest examples of the molecular recognition of the host-guest complex. In near future, this study will be extended to much larger molecular systems by developing the technique of vaporization of nonvolatile large molecule, such as using laser ablation and electro-spray.
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# Probing Metal/Organic Interfaces Using Doubly-Resonant Sum Frequency Generation Vibrational Spectroscopy 
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## 1. Introduction

Recent advances in the performance of organic semiconductors such as organic light emitting diodes (OLEDs), organic field-effect transistors (OFETs), and organic solar cells have been dramatic. In particular for OLEDs, stability and durability have improved to levels that warrant their application in everyday life. In organic devices, the charge carriers, both electrons and holes, often have to be injected through organic/electrode interfaces. Therefore, an understanding of the interaction between metal electrode and organic molecules is quite important, because the electronic properties of metal/organic interface directly affect the performance of the OLEDs. (Tang \& Slyke, 1987; Salaneck et al., 2002) But these are not well examined, especially the physical and chemical properties of buried organic/meal interfaces have been not well investigated. In order to understand the mechanisms that control the electron energetic levels of organic/metal interfaces, the determination of the energy barriers between the Fermi level of the metal and the HOMO and LUMO levels of organic materials across the interfaces has been main challenges to surface and interface studies of organic thin films. For understanding the occupied states, ultraviolet photoelectron spectroscopy (UPS) is one of the powerful techniques for studying the valence electronic structure of material. The electron injection barrier at the metal/organic interface is significantly altered by the interfacial dipole layer, by which the vacuum level at the organic layer is shifted relative to that at the metal layer. (Ishii et al., 1999) The dipole layer has been studied for organic/metal interfaces by using photoelectron spectroscopic technique. Ishii et al. proposed various origins of the dipole layer at the organic/metal interface: (1) charge transfer, (2) mirror force, (3) pushback effect due to the surface rearrangement, (4) chemical interaction, (5) interface state, and (6) permanent dipole of the adsorbate. (Ishii et al., 1999)
In contrast, the band gaps of the organic materials and the energy of LUMO are often determined by the optical absorption measurements of the "bulk". Because of the surface confinement effect and the interaction between organic molecules and metal, the molecular conformation and the band gap at the buried interface are expected to be different from those in the bulk. Although the optical band gap obtained from the absorption spectroscopy is different from the corresponding charge transfer gap due to the exciton absorption to
form Frenkel-type exciton, the optical band gaps at buried interfaces are still useful energy parameter to discuss the charge injection and overall efficiency of the OLED. However, it has been a great challenge to measure the buried interfacial electronic states because of a lack of a suitable probing technique. Traditional surface science techniques based on ultrahigh vacuum are not applicable to a buried interface, and absorption and emission spectroscopy do not have the necessary surface sensitivity.
Nonlinear optical spectroscopy is one of the powerful techniques for the characterization of these issues due to its high interface sensitivity. Second harmonic generation (SHG) and sum frequency generation (SFG) have been used to investigate the molecular orientation of the materials at the interface. (Shen, 1984) IR-visible SFG spectroscopy has made it possible to study the vibrational spectra of surface or interfacial species. SFG is a surface-sensitive tool because its second-order nonlinear optical process is allowed only in noncentrosymmetric media under the electric dipole approximation. Recently this technique has been applied to interfaces that include organic materials, allowing the interfacial structures to be elucidated. In our SFG studies of polymer/water, (Miyamae et al., 2007) polymer/oxide, (Miyamae \& Nozoye, 2004) and air/liquid interfaces, (Miyamae et al., 2008; Iwahashi et al., 2008) we have found that the molecular structures, such as the orientation and orientation distribution of different chemical groups, are not the same at the different interfaces.
IR-visible SFG spectroscopy has been traditionally carried out by using the frequency-fixed visible and tunable IR beams to obtain a surface vibrational spectrum, which identifies the surface chemical species. Recently, a new technique for vibrational SFG spectroscopy by tuning the incident visible and IR frequencies has attracted much attention. (Raschke et al., 2002) When the photon energy of the SFG coincides with electronic transition energies of interface species, the output SFG intensity is drastically enhanced when the IR light is resonant with the vibrational state and the output SFG light is resonant with the interfacial electronic transitions. Such enhanced SFG process is called doubly-resonant (DR) SFG. With the capability of tuning both the incident IR and visible frequencies, doubly-resonant SFG spectroscopy becomes a powerful multi-dimensional technique for studying the interface electronic states coupled to a specific vibrational mode. The SFG electronic excitation profiles, which can be obtained by measuring the visible probe frequency dependence of the vibrational SFG band strengths, allow deduction of coupling electronic transitions and vibrational modes at the interface. (Miyamae et al., 2009)
In addition, there are several advantages of the doubly-resonant SFG technique. The signal enhancement is expected only for species that have an electronic absorption at the photon energy of the SFG. Therefore, doubly-resonant effect offers a kind of molecular selectivity to SFG. Moreover, an electronic excitation spectrum of the interface species for each vibrational band can be obtained. Thus the SFG excitation profiles are useful to investigate mixed interface layers where several chemical species coexist and show complex vibrational spectra, because vibrational bands can be classified with reference to corresponding electronic spectra. In addition, the measurement of SFG excitation profiles may be an effective way to obtain electronic spectra of the molecules, especially at interface on opaque substrates where electronic absorption spectrum measurement is difficult. Furthermore, it can be possible to measure the interface of the OLED materials that show very strong photoluminescence in visible region, since the output SFG emerges at the Anti-Stokes side of the excitation wavelength.

This chapter is constructed as follows: in Section 2, we describe the theoretical backgrounds of the DR-SFG processes. Section 3 describes the experimental setup for the DR-SFG measurements and the sample preparation. Section 4 illustrates the DR-SFG study of the electronic and vibrational properties of the OLED interfaces. The chemical structures of all the organic compounds involved in this chapter are sketched in Figure 1.
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Fig. 1. Chemical structure of the various organic compounds under study: (a) PFO, poly(9,9-dioctyl-fluorene); (b) PEDOT:PSS; (c) meridional Alq $_{3}$, tris(8-hydroxyquinoline) aluminum; (d) facial $\mathrm{Alq}_{3}$.

## 2. Theoretical background of the doubly-resonant sum frequency generation.

In the electric dipole approximation, SFG is forbidden in centrosymmetric materials, but not at their interfaces, where the inversion symmetry of the bulk is broken. For such an airmetal interface, the SFG intensity reflected from the surface is given by

$$
\begin{equation*}
I\left(\omega_{S F}\right) \propto\left|\chi_{e f f}^{(2)}: E\left(\omega_{I R}\right) E\left(\omega_{V I S}\right)\right|^{2}, \tag{1}
\end{equation*}
$$

where $\chi^{(2)}$ eff is the effective second-order nonlinear susceptibility tensor and $E\left(\omega_{I R}\right)$ and $E\left(\omega_{\text {VIS }}\right)$ are the input fields. The second-order nonlinear susceptibility contains nonresonant, singly resonant, and doubly resonant contributions. The latter dominates strongly if the vibrations $\left(\omega_{l}\right)$ and electronic transitions ( $\omega_{e g}$ ) probed by $\omega_{I R}$ and $\omega_{S F G}$ are coupled. Both IRvisible (vibrational transition followed by an electronic transition) and visible-IR processes (electronic transition followed by a vibrational transition) contribute to doubly-resonant SFG.(Raschke et al., 2002; Hayashi et al., 2002) However, the IR-visible sequence is expected to dominate, as a result of the quicker relaxation of the electronic excitation compared to the vibrational one. Assuming harmonic potential surfaces for the electronic states and the Born-Oppenheimer and Condon approximations, the doubly-resonant $\chi^{(2)}{ }_{i j k}$ can be described as

$$
\begin{align*}
\chi_{i j k}^{(2)}=- & \frac{N}{\hbar^{2}}
\end{aligned} \begin{aligned}
& \left\langle\mu_{e g}^{i} \mu_{g e}^{j} \frac{\partial \mu_{g g}^{k}}{\partial q_{l}} \frac{\sqrt{S_{l}} e^{-S_{l}}}{\omega_{\mathrm{IR}}-\omega_{l}+i \Gamma_{l}}\right. \\
& \left.\times \sum_{n=0}^{\infty} \frac{S_{l}^{n}}{n!}\left\{\frac{1}{\omega_{s}-n \omega_{l}-\omega_{e g}+i \Gamma_{e n, g 0}}-\frac{1}{\omega_{s}-(n+1) \omega_{l}-\omega_{e g}+i \Gamma_{e n+1, g 0}}\right\}\right)+\chi_{\mathrm{NR}, i j k}^{(2)}, \tag{2}
\end{align*}
$$

where $N$ is the surface molecular density, $\mu_{e g}{ }^{i}$ represents the $i$ component of electronic transition moment, $q_{l}$ is the normal coordinate, $S_{l}$ is a dimensionless coupling constant
known as the Huang-Rhys factor, $n$ labels the vibrational state, $g$ and $e$ label the ground and excited electronic states, respectively, $\omega_{S}$ is the SFG frequency, $\omega_{l}$ and $\omega_{e g}$ are the resonant vibrational and electronic frequencies, respectively, $\Gamma_{l}$ and $\Gamma_{e n, 80}$ are the damping constants, the angular brackets indicate an average over molecular orientations, and $\chi^{(2)}{ }_{N R, i j k}$ describes the non-resonant contributions. $S_{l}$ is related to the shift $d_{l}$ of the harmonic potential of the vibration in the excited electronic level by

$$
\begin{equation*}
S_{l}=\frac{1}{2 \hbar} \omega_{l} d_{l}^{2} . \tag{3}
\end{equation*}
$$

As shown in Fig. 2, DR-SFG occurs thus for $\omega_{I R}=\omega_{l}$ and for several visible frequencies, when $\omega_{5}$ matches an allowed vibronic transition to the excited electronic level. The intensity of each vibronic resonance depends on the Frank-Condon overlap integrals of the vibrational levels involved in the transition. Since the initial and final vibrational states, respectively of the visible and SFG transitions, always differ, the vibration and the electronic transition must therefore be coupled $\left(d_{l} \neq 0\right)$ to have a non-zero transition probability for the global DR-SFG process. Thus the DR-SFG spectrum allows for the determination of the coupling strength and characteristics.


Fig. 2. Energy diagram for DR-SFG. The vibration harmonic potentials are shifted between the ground and excited states. The resonant transitions involved in the DR IR-visible (and visible-IR) sum-frequency generation processes are shown schematically.

Equation (2) includes all the vibronic transitions series. However, in general, the visible-IR SFG is much weaker and not detected because of the very fast relaxation of the electronic excitation. For example, the dephasing times of vibronic transitions are in the femtosecond region for Alq ${ }_{3}$. Therefore, by assuming $\Gamma_{e n, g} \gg \Gamma_{e 0,80}$, the nonzero vibronic transitions can be neglected.
It is worth pointing out that a significantly larger $\Gamma_{\text {en, }, 0}$ also suppresses the aforementioned visible-IR SFG, which starts with an electronic transition followed by a vibrational transition.
To analyze the spectra, we note that with the visible input frequency $\omega_{\text {vis }}$ fixed, Eq. (2) can be approximated by the form

$$
\begin{equation*}
\chi_{i j k}^{(2)} \propto \sum_{l} \frac{A_{l}}{\omega_{\mathrm{IR}}-\omega_{l}+i \Gamma_{l}}+\chi_{N R}^{(2)} e^{i \xi}, \tag{4}
\end{equation*}
$$

where $A_{l}, \omega_{l}, \Gamma_{l}$ are the peak amplitude describing the electronic resonance, the resonant vibrational frequencies, and the damping constants, respectively. $\chi^{(2)}{ }_{N R, i j k}$ and $\xi$ describes the non-resonant contributions and the phase difference between resonant and non-resonant term, respectively. We use Eq. (4) to fit all the measured spectra with $\omega_{l}, \Gamma_{l}, A_{l}, \xi$, and $\chi^{(2)}{ }_{N R}$ as adjustable parameters.

## 3 Experimental methods and materials

### 3.1 Doubly-resonant sum frequency generation

Figure 3 schematically depicts the SFG experimental setup for the doubly-resonant SFG measurements. (Miyamae et al., 2009 \& 2011) Tunable IR and visible laser beams were generated by two optical parametric generators/amplifiers (OPG/OPA, Ekspla, PG401VIR/DFG) pumped by a mode-locked Nd:YAG laser at 1064 nm (Ekspla, PL-2143D, $25 \mathrm{ps}, 10 \mathrm{~Hz}$ ). The IR beam, tunable from $1000 \mathrm{~cm}^{-1}$ to $4300 \mathrm{~cm}^{-1}$, was produced by difference frequency mixing of the 1064 nm beam with the output of a $\mathrm{LiB}_{3} \mathrm{O}_{5}(\mathrm{LBO})$ crystal mounted in OPG/OPA, which is pumped by the 355 nm beam. The visible beam, tunable from 420 to 640 nm , was generated in a LBO crystal mounted in OPG/OPA pumped by the 355 nm beam. The visible and IR beams were overlapped at sample surface with the incidence angles of $70^{\circ}$ and $50^{\circ}$, respectively. The spectral resolution of the tunable visible beam was about $8 \mathrm{~cm}^{-1}$, and its frequency was calibrated with the Hg lines. The spectral resolution of the IR beam was $6 \mathrm{~cm}^{-1}$, and the IR frequency was calibrated with the absorption lines of polystyrene standard. In order to minimize the irradiation damage, both tunable infrared and visible beams were defocused. The focus size of the infrared and visible beams were $>1$ mm and $>3 \mathrm{~mm}$, respectively. Further, in order to avoid photo-irradiated damage, the fluence of the visible beam was kept below $100 \mu \mathrm{~J}$ per pulse. The absence of the damage effect was confirmed by repeated SFG measurements. In order to eliminate the scattered visible light and the photoluminescent light from the samples, the sum-frequency output signal in the reflected direction was filtered with short-wave-pass filters (Asahi Spectra Co. Ltd.), prism monochromator (PF-200, Bunkoukeiki Co., Ltd.), and grating monochromator


Fig. 3. The schematic arrangement of the SFG spectrometer for the DR-SFG. OD; Optical delay, SWP; short wave pass filters, PMC; prism monochromator, GMC; grating monochromator, PMT; photomultiplier tube.
(Oriel MS257). Then the SFG signal was detected by a photomultiplier tube (Hamamatsu R649). The signal was averaged over 300 pulses by a gated integrator for every data point taken at a $3 \mathrm{~cm}^{-1}$ interval and was stored in a personal computer. In the frequency region between 2000 and $1300 \mathrm{~cm}^{-1}$, significant portion of the infrared beam is absorbed by water vapor in the optical path. The effect was minimized by purging the optical path of the IR beam and the sample stage by dry nitrogen gas. Each SFG spectrum was normalized to the visible and IR power to compensate the laser intensity fluctuations.

### 3.2 Sample preparations for the SFG measurements

### 3.2.1 Preparation of the PFO samples

The samples of the PFO endcapped with dimethylphenyl ( $\mathrm{MW}=48.8 \mathrm{~K}$ ) were obtained from American Dye Source and used as received. Thin film of the PEDOT:PSS solution (CREVIOS Al4083) was spin-coated at 3000 rpm on the top of the fused quartz or $\mathrm{CaF}_{2}$ substrates and then baked at $150^{\circ} \mathrm{C}$ for 60 min in an oven with $\mathrm{N}_{2}$ flow. PFO layer was then spin-coated at 3000 rpm from $1 \% \mathrm{w} / \mathrm{v}$ toluene solution on top of the PEDOT:PSS layer. Then the films were evacuated to eliminate residual solvent.
For the measurements of the buried $\mathrm{Al} / \mathrm{LiF} / \mathrm{PFO}$ interface, the LiF and the Al were directly deposited on the spin-coated PFO/PEDOT:PSS onto $\mathrm{CaF}_{2}$ substrates in a vacuum chamber. The thicknesses of the LiF and Al are about 1 and 40 nm , respectively.

### 3.2.2 Preparation of the $\mathrm{Alq}_{3}$ samples

For the preparation of the $\mathrm{Alq}_{3} / \mathrm{Al}$ samples, the Al substrates were prepared by vacuum evaporation of Al on Si substrates by using a tungsten filament. Here, the notation of $A / B$ indicates a system prepared by depositing $A$ on $B$. Deposition of $A l q_{q_{3}}$ was performed using a quartz crucible coiled with a tungsten wire heater. Alq $_{3}$ were deposited on them under dark condition in a vacuum chamber. In order to avoid the influence of the air, 50 nm thick $\mathrm{CaF}_{2}$ was deposited after the deposition of the 2 nm thick $\mathrm{Alq}_{3}$. For the observation of the $\mathrm{Al} / \mathrm{Alq}_{3}$ interfaces by SFG , the $\mathrm{Alq}_{3}$ films were directly deposited on $\mathrm{CaF}_{2}$ substrates, and thick Al layers were then deposited under dark condition. For $\mathrm{Al} / \mathrm{LiF}^{2} \mathrm{Alq}_{3}$, thin LiF film of 1 nm thick was deposited on the $\mathrm{Alq}_{3}$ from a tungsten basket. Then 50 nm thick Al layer was deposited on the LiF layer. After the deposition, the SFG measurements were subsequently performed in ambient conditions.

## 4. DR-SFG study of organic/metal Interfaces

### 4.1 DR-SFG study of poly(9,9-dioctylfluorene) surfaces and AI/LiF interfaces

Polymer LEDs are one of the most promising applications given the current high interest in developing ultra thin computer monitors and television sets, i.e., flat-panel displays. The research on polymers in LEDs has undergone a rapid expansion beginning in 1990, when results on a light-emitting diode with poly(p-phenylenevinylene) (PPV), as the emitting layer was published. (Burroughes et al., 1990) Recently, one particular classes of conjugated polymers, the poly(9,9-dioctylfluorene) (PFO, chemical structure is shown in Fig. 1) and fluorene-arylene copolymers have been studied intensively because of its applications in the LEDs due to their highly efficient blue photoluminescence. (Mallavia et al., 2005) Although the bulk electronic and optical properties of PFO have been studied extensively by UVvisible absorption, Raman, and photoluminescence spectroscopy,(Ariu et al., 2000; Montilla
\& Mallavia, 2007) the optical and electronic properties of PFO at the buried electrode interface remain unexplored. Because the electronic properties of electrode/organic interface affect the performance of the organic LEDs, understanding of the interaction between the electrode and organic molecules and the electronic structures at the buried interfaces are quite important. In an organic device, the charge carriers have to be injected through polymer/electrode interfaces. Therefore, the band gaps of conjugated polymers at the buried interface are important energy parameters to discuss the charge injection and overall efficiency of the organic devices. In this study, we present the surface and the buried interfacial vibrational and electronic structure of the PFO using SFG. (Miyamae et al., 2010) Figure 4 shows the SFG vibrational spectra from the PFO/PEDOT:PSS/quartz surface with various visible wavelengths in a SSP configuration (S-, S-, and P-polarized for SFG, visible, and $I R$, respectively). SFG susceptibility of the quartz is expected to be approximately constant in the visible region because it is transparent to visible light. A strong vibrational band was observed at $1610 \mathrm{~cm}^{-1}$ in all spectra, and the band intensity increased when the visible probe wavelength was changed from 550 to 435 nm . The vibrational band at $1610 \mathrm{~cm}^{-1}$ is assigned to the $\mathrm{C}=\mathrm{C}$ symmetric stretching of the fluorene rings located at the backbone of PFO. The electronic resonance enhancement of the SFG spectra is observed when the visible wavelength is near 435 nm , which produces a SFG wavelength near 407 nm with an IR beam of $1610 \mathrm{~cm}^{-1}$. It should be noted that the PFO surface does not change during the SFG measurements. It has been reported that the oxidative defect are formed during the operation or UV light irradiation. (List \& Guentner, 2002; Gong et al., 2003) The UV-visible and IR absorption signature allow an identification of the defects as ketone groups attached to the 9-position of the fluorene unit; thus, the fluorene unit becomes a 9 -fluorenone due to oxidative degradation. The SFG spectra clearly shows that the absence of the oxidative peak derived from the fluorenone, indicating that the PFO surface is not oxidized during the SFG measurements.


Fig. 4. SFG vibrational spectra of PFO surface with various incident visible wavelengths. Spectra are offset for clarity

Next, we show in Figure 5 the SFG spectra from the buried Al/LiF/PFO interface with various visible wavelengths in SSP polarization combination. In this project, the LiF and the Al layers were directly deposited on the spin-coated PFO/PEDOT:PSS onto $\mathrm{CaF}_{2}$ substrate. Since the
deposited Al layer can act as superior gas barrier, the extent of the oxidation of the Al interfaces is expected to be much reduced. The vibrational band at $1610 \mathrm{~cm}^{-1}$ is still observed in all SFG spectra. As discussed later, the $1610 \mathrm{~cm}^{-1}$ peak is not derived from the buried PFO/PEDOT:PSS interface due to the less orientational order at the polymer/polymer interface. The peak position of the band does not change between the PFO surface and the PFO interface, indicating that the PFO is not degradated by the Al deposition. In the case of the DRSFG spectra of the $\mathrm{Al} / \mathrm{LiF} / \mathrm{PFO}$ interface, it should be noted that the SFG peak shows different shape from that of the air/PFO interface. This difference is caused by the different interference phenomena with the SFG non-resonant contribution arising from the Al substrate.


Fig. 5. The SFG spectra of buried $\mathrm{Al} / \mathrm{LiF} / \mathrm{PFO}$ interface with various incident visible wavelengths. The experimental data and the fitted curves using eq. 4 are represented by dots and solid lines, respectively. Experimental SFG setup for probing the buried interface is shown in the inset. Spectra are offset for clarity.

Because of the electronic transitin of the PFO, the refractive index of PFO in the investigated region is wavelength-dependent. (Campoy-Quiles et al., 2005) Therefore, the Fresnel factors need to be considered to obtain the actual dispersion relation of the second-order nonlinear susceptibility. In the electric-dipole approximation, the effective second-order nonlinear susceptibility tensor for the SSP polarization can be written as

$$
\begin{equation*}
\chi_{e f f}^{(2)}=L_{Y Y}\left(\omega_{S F}\right) L_{Y Y}\left(\omega_{V I S}\right) L_{Z Z}\left(\omega_{I R}\right) \sin \beta_{I R} \chi_{y y z}^{(2)} \tag{5}
\end{equation*}
$$

where $L_{Y Y}(\omega)$ and $L_{Z Z}(\omega)$ are the Fresnel coefficients at frequency $\omega ; \beta_{\mathrm{IR}}$ is the reflection angle of the IR frequency; and $\chi_{y y z}$ is the nonvanishing $y y z$ component of the second-order nonlinear susceptibility in the laboratory coordinate. In the SSP polarization, the Fresnel factor can be written as

$$
\begin{equation*}
F_{y y z}=\left|L_{Y Y}\left(\omega_{S F}\right) L_{Y Y}\left(\omega_{V I S}\right) L_{Z Z}\left(\omega_{I R}\right) \sin \beta_{I R}\right|, \tag{6}
\end{equation*}
$$

The refractive indices for PFO and metallic aluminum reported by Campoy-Quiles et al. (Campoy-Quiles et al., 2005) and the literature (Parik, 1985) were used for the evaluation of the Fresnel factors.

In general, there are two types of processes in IR-visible SFG, as mentioned in the theoretical section. The first type starts with an electronic transition followed by a vibrational transition (VIS-IR SFG), and the second type begins with a vibrational transition followed by an electronic transition (IR-VIS SFG). (Hayashi et al., 2002) Because the electronic relaxation times are generally much shorter than the vibrational relaxation times, the contribution of the VIS-IR SFG is generally negligible. If the VIS-IR SFG occurs, increase of the non-resonant background is expected due to the ultrafast dephasing dynamics of the $S_{1}$ state. (Wu et al., 2009) Therefore, only the IR-VIS SFG will be considered in the following analysis.

(d)


Fig. 6. (a) Optical absorption spectrum of the PFO spin cast film. (b) The SFG electronic excitation profile of air/PFO interface and the Fresnel factor $F_{y y z}$ (continuous blue curve) at air/PFO interface, and (c) the SFG electronic excitation profile of Al/LiF/PFO interface and the $F_{\mathrm{yyz}}$ at $\mathrm{CaF}_{2}$ / Al interface (red curve). Solid black lines are guide to the eyes. (d) Proposed model for the planar configuration at the interface.

The curves b and c in Figure 6 show the changes in the $A_{l}$ of the $1610 \mathrm{~cm}^{-1}$ peak deduced from the fitting of the DR-SFG spectra in Figs. 4 and 5 as a function of the photon energies of the SFG. Figure 6a shows the optical absorption spectrum of the PFO spin cast film. The broad optical absorption band originates from inhomogeneously broadened $\pi \rightarrow \pi^{*}$ transitions of the glassy PFO. (Cadby et al., 2000) As shown in Fig. 6, the SFG electronic excitation spectrum obtained from the air/PFO interface is slightly red-shifted with respected to an optical absorption maximum of PFO film. The SFG excitation spectrum at the $\mathrm{Al} / \mathrm{LiF} / \mathrm{PFO}$ interface is also plotted in Fig. 6c, and it is further red-shifted with respected to that of the PFO surface. It should be noted that these red-shifts are not caused by the visible variations of the Fresnel factors. As shown in Fig. 6, the wavelength variations of the $F_{y y z}$ both air/PFO and $\mathrm{CaF}_{2} / \mathrm{Al}$ interfaces do not explain the SFG electronic excitation profiles of the air/PFO and the buried interface. Thus we conclude that the changes of the Fresnel factors do not much affect on the spectral shape of the SFG excitation profile of the $1610 \mathrm{~cm}^{-1}$ peak.
We attribute that the origin of the red-shifts of the SFG electronic excitation spectra from the air/PFO and $\mathrm{Al} / \mathrm{LiF} / \mathrm{PFO}$ interfaces are due to the stress-induced surface confinement effects of the polymer backbone, as in the case of the MEH-PPV interfaces. (Li et al., 2008) In general, the optical band gap of a conjugated polymer is closely related to the conjugation length. Conjugated polymer chains consist of a series of connected segments, each of which
has a different extent of $\pi$-electron delocalization. Although the extent of the conjugation is limited by the twists in the polymer backbone, the longer the segment is, the smaller the optical band gap of the conjugated polymers due to the increasing average effective conjugation length. The restriction of the torsion angle between adjacent segments at the air/polymer and the $\mathrm{Al} / \mathrm{LiF} /$ polymer interfaces produce a longer conjugation length. Similar red-shift of the electronic excitation profile at the interface has been also reported by the SFG measurements for the MEH-PPV interfaces. (Li et al., 2008)
To gain further structural information at the PFO surface, we performed the SFG measurements in the CH stretching region. The SSP SFG spectrum of the PFO surface taken at the visible wavelength of 532 nm exhibits peaks derived from the aliphatic hydrocarbon peaks that originate from the side chain of PFO, as shown in Fig. 7a. The tiny SFG signals derived from the CH stretching mode of PFO ring are observed around $3050 \mathrm{~cm}^{-1}$ at the visible excitation wavelength of 532 nm . We also tried to measure the SPS and PPP polarization combinations, however, the intensities of the peak around $3050 \mathrm{~cm}^{-1}$ in SPS and PPP were much weaker than those of SSP spectra. One may think that the PFO surface must be covered with the side chain of the PFO because the peaks derived from the aliphatic hydrocarbon peaks are clearly detected. However, this $3050 \mathrm{~cm}^{-1}$ peak is clearly observed when the visible excitation wavelength is changed to shorter wavelength, as shown in Fig. 7. This result indicates that the planes of PFO rings are nearly parallel to the surface plane at the air/PFO interface, and the PFO surface is not fully covered with the aliphatic side chains. If the molecules take a planar orientation at the surface, it is hard to detect in SFG without the electronic resonance. It is well known that planar ordering of the polymer chains parallel to the interfaces due to the confinement effects occurs and this creates highly anisotropic optical properties to the film surface. (Kawana et al., 2002; Knaapila et al., 2003) The planar ordering of the polymer chains at the surface is in good agreement with the X-ray diffraction studies and the optical investigation by emission spectroscopy.(Cheum et al., 2009)


Fig. 7. SFG spectra of (a) PFO on quartz substrate taken by the $532 \mathrm{~nm}(\bullet)$ and $450 \mathrm{~nm}(\circ)$, (b) PFO/PEDOT:PSS on quartz, and (c) PEDOT:PSS on quartz.

It is well known that the bulk solid PFO film exhibits complex phase behavior. Disordered PFO forms the glassy phase where the polymer backbones do not form a particular conformation with long-range order. In contrast, PFO in the so-called $\beta$-phase is extended conformation of PFO chains and possesses lower energy, due to the backbone planarization. (Grell et al., 1999) Single molecule spectroscopy demonstrates that the $\beta$-phase features of PFO are the results of stress-induced backbone planarization of polymer chain. (Becker \&

Lupton, 2009) The optical absorption spectra of $\beta$-phase PFO exhibits the characteristic shoulder absorption around 430 nm in comparison with the glassy PFO. The SFG electronic profiles of the PFO interfaces have maximum around $410-420 \mathrm{~nm}$, and this peak position is close to the shoulder absorption of the $\beta$-phase PFO, rather than that of the glassy PFO. Because of the restriction of the torsion angle between adjacent segments, the conformation of the polymer backbone is limited at the polymer interfaces. As a result, the effective conjugation length at the interface is increased. Thus we conclude that the optical band gaps at the $\mathrm{Al} / \mathrm{LiF} / \mathrm{PFO}$ interfaces become smaller than that of the bulk glassy PFO, due to the stress-induced chain planarization at the air/PFO and the $\mathrm{Al} / \mathrm{LiF} / \mathrm{PFO}$ interfaces. The appearance of $\beta$-phase in the PFO films can be affected by many experimental treatments, such as, thermal annealing, organic solvent vapor exposure, mechanical stress, chemical modification of PFO chains, and so on. (Zhu et al., 2008) In addition to these treatments, our findings indicate that the interface confinement effect is also affected to induce the planar orientation of the polymer chains. Proposed planar orientation of the PFO chains at the interfaces is shown in Fig. 6 (d).
Figure 7 also indicates that the SFG signals are not derived from the buried PFO/PEDOT:PSS interface. To endure the observed SFG is truly generated at the air/PFO interface without a contribution from the buried PFO/PEDOT:PSS interface, we compare the SFG spectra for the PFO coated on PEDOT:PSS and the PEDOT:PSS films in the CH stretch region. The SFG spectrum of the PEDOT:PSS exhibits three vibrational resonances from CH stretches at 2855,2927 , and $3074 \mathrm{~cm}^{-1}$. (Silva \& Miranda, 2009) With an additional PFO layer, the SFG spectrum changes both in intensity and shapes. The SFG spectra of the PFO on PEDOT:PSS layer is very close to that of the PFO. Consequently, the topmost molecular orientation of the PEDOT:PSS does not affect the surface molecular orientation of the PFO. From this observation, we conclude that only the topmost layer has a net orientational order and contributes to the SFG spectra while the interface between PFO and PEDOT:PSS does not have contributions to the SFG spectra due to less orientational order that is inactive for SFG.

### 4.2 DR-SFG study of tris-(8-hydroxy-quinoline) aluminium (Alq ${ }_{3}$ )/AI interfaces 4.2.1 DR-SFG study of Alq films: Peak assignments and the thickness dependences $^{\text {film }}$

In this section, DR-SFG was applied to detect the interfacial vibrational and electronic states of tris(8-hydroxyquinoline) aluminum $\left(\mathrm{Alq}_{3}\right) / \mathrm{Al}$ interfaces. (Miyamae et al. 2011) In OLEDs, $\mathrm{Alq}_{3}$ is most widely used as electron transport/light emitting material. It is well known that Alq $_{3}$ has two possible geometrical isomers of meridional ( $C_{1}$ symmetry) and facial ( $C_{3}$ symmetry) forms, as shown in Fig. 1. In the meridional isomer, the three quinolate ligands around the central Al atom are not equivalent, while they are equivalent in the facial isomer. It has been reported that $\alpha$ - and amorphous Alq $_{3}$ consist of the meridional isomer, while $\gamma$ and $\delta$ - $\mathrm{Alq}_{3}$ consist of facial isomer. (Nishiyama et al., 2009) Elucidating the electronic structures of the $\mathrm{Alq}_{3} /$ metal interface is required for its applicability to OLED. Such necessity should increase, due to the recent report of a significant enhancement of the current injection and OLED output induced by the insertion of an insulating layer such as LiF,(Hung et al., 1997) MgO, or $\mathrm{MgF}_{2}$ (Shaheen et al., 1998) between the Al cathode and the $\mathrm{Alq}_{3}$. Various mechanisms for this enhancement in the device efficiency have been proposed, and investigated using various techniques such as XPS, UPS, (Mason et al., 2001) and high resolution electron energy loss spectroscopy (HREELS). (He et al., 2000) One hypothesis is that thin LiF layer protects the $\mathrm{Alq}_{3}$ from the deleterious reaction with Al .

Another hypothesis is that Li atoms produced by the dissociation of LiF by Al deposition lead to formation of the $\mathrm{Alq}_{3}$ radical anion, is also considered. (Mason et al., 2001; Kido \& Matsumoto 1998)
Figure 8 (a) shows the SFG spectra of 10 and 20 nm thick $\mathrm{Alq}_{3}$ films on $\mathrm{CaF}_{2}$ substrate excited by the visible light of 450 nm with the PPP polarization combination. In Fig. 8 (b), we compare the transmission IR spectrum of 69 nm thick $\mathrm{Alq}_{3}$ film deposited on $\mathrm{CaF}_{2}$ substrate and the simulated IR spectrum for the Alq $_{3}$. The observed IR spectra of pristine Alq ${ }_{3}$ agreed well with the IR spectrum of the meridional isomers in literature. (Kushto et al., 2000; Sakurai et al., 2004) The observed SFG spectra reasonably correspond to the IR spectrum in terms of the energies of the spectral features. Two peaks around $1600 \mathrm{~cm}^{-1}$ are derived from the $C=C$ stretching modes of the quinolate ligands. The observed total SFG intensity of 20 nm thick $\mathrm{Alq}_{3}$ film shown in Fig. 8 was significantly larger than that of 10 nm thick film, and the relative intensity of each peak also showed variation. We measure the SSP and PPP SFG spectra from 2 nm thick $\mathrm{Alq}_{3}$ film deposited on $\mathrm{CaF}_{2}$, however, the SFG signals derived from the $\mathrm{Alq}_{3}$ were not observed.


Fig. 8. (a) The SFG spectra of 10 and 20 nm thick $\mathrm{Alq}_{3}$ on $\mathrm{CaF}_{2}$ substrate excited by the visible light of 450 nm . (b) IR spectrum of 69 nm thick $\mathrm{Alq}_{3}$ deposited on $\mathrm{CaF}_{2}$ substrate.

In general, the growth of the SFG signal intensities with increasing the film thickness can be interpreted by the several reasons. First, the bulk SFG signal effect may come from the dipole-forbidden transitions. It is known that the dipole-forbidden transition observed in the SHG of the solid C60 films. (Koopmans et al., 1993; Kuhnke et al., 1998) Second-order nonlinearities of $\mathrm{C}_{60}$ are forbidden by symmetry under the electric-dipole approximation, but nonlocal bulk electric-quadrupole and magnetic-dipole processes appear due to its spherical character. However, such bulk contribution is not observed in the thickness dependence of the SHG on the photo-irradiated Alq ${ }_{3}$ films. (Yoshizaki et al., 2005) Thus the bulk dipole-forbidden effects are excluded. Second, due to the existence of the two (air/ $\mathrm{Alq}_{3}$ and $\mathrm{Alq}_{3} / \mathrm{CaF}_{2}$ ) interfaces, the interference of the SFG signal between the two interfaces will induces the enhancements of the SFG signal intensities. The interference effects of the SFG signal due to the multiple layers are well analyzed by Hirose et al. (Hirose et al., 1998; Ishida et al., 1998) However, the SHG on the photo-irradiated Alq $_{3}$ films does not show such interference pattern. (Yoshizaki et al., 2005) Moreover, the decrease of in the intensity of the SHG signal was observed when the $\mathrm{Alq}_{3}$ film was heated at a temperature lower than 100 ${ }^{\circ} \mathrm{C}$. (Kajimoto et al., 2006) Although the part of the SFG signal might be influenced by the interference between the two interfaces, these SHG results suggest that the interference
effect is not the main origin of the increase of the signal intensities. We attributed that the growth of the SFG signal is due to the non-centrosymmetric orientation of the bulk film, as in the case of the ordered formic acid layers on the Pt. (Hirose et al., 1998) It has been reported that a large potential is built in as-deposited Alq ${ }_{3}$ thick film in dark and it decays rapidly by exposure to the ambient light observed by the Kelvin probe method. (Yoshizaki et al., 2005; Ito et al., 2002) According to the Kelvin probe experiments, (Ito et al., 2002) the surface potential increased rapidly, in the initial stage of $\mathrm{Alq}_{3}$ deposition up to 1 nm on Al substrate, corresponding to the formation of the interfacial dipole layer. (Seki et al., 1997) After the initial shift, the surface potential increased linearly over a wide range of thickness from 5 to 550 nm . And this behaviour is independent on the kind of the substrate. (Hayashi et al., 2004) For Alq $_{3}$, meridional isomer possesses permanent dipole moment. Thus the permanent dipole moment of $\mathrm{Alq}_{3}$ makes a significant contribution to the surface potential when these dipoles align unidirectionally in the film. On the other hand, the large surface potential is rapidly reduced by exposure to ambient light. (Yoshizaki et al., 2005; Ito et al., 2002) At first, this was considered with the photo-induced randomization of molecular orientation, (Sugi et al., 2004) however, the first-order electroabsorption measurements for the $\mathrm{Alq}_{3}$ confirms that the non-centrosymmetric molecular orientation remains even after the light irradiation, indicating that the reduction of the large surface potential is not caused by the orientation randomization. (Isoshima et al., 2009) It is also suggested that the orientation polarization of $\mathrm{Alq}_{3}$ film is maintained in OLED structure even under light illumination after the device fabrication. (Noguchi et al., 2008)
To gain further information about the thickness dependent SFG signal intensities, in Fig. 9 we show the SFG spectra of the $\mathrm{Alq}_{3}$ films deposited on Au substrate excited by the visible light of 450 nm with the PPP polarization combination. In this experiments, we used the Au precoated Si substrates instead of the $\mathrm{CaF}_{2}$ in order to investigate how thickness the noncentrosymmetric orientation in the bulk films appears from. As shown in Fig. 9, the significant increase of the SFG signal intensities are observed from the range of the thickness from 5 to 20 nm . This observation clearly indicates that the thickness of more than 5 nm thick $\mathrm{Alq}_{3}$ film has uniaxial dipole orientation, because the SFG process is allowed in noncentrosymmetric media. In these spectra, it should be noted that the SFG peak shapes also shows the thickness dependence. This behavior must be mainly comes from the decrease in the intensity of the non-resonant contributions from the Au. It is known that the intensity of the non-resonant term of the SFG is changed by the coverage of the surface. (Himmelhaus et al., 2000) In contrast, the SFG spectra of the 1,2 and 5 nm thick $\mathrm{Alq}_{3}$ films deposited on Au does not show the significant thickness dependence, and these spectra show almost the same shapes and the same intensities. Since the Alq ${ }_{3}$ thickness of 1 nm is comparable to the average thickness of the Alq ${ }_{3}$ monolayers, (Yokoyama et al., 2003) these results indicates that the observed SFG peaks mainly come from the $\mathrm{Alq}_{3} / \mathrm{Au}$ interface, and the molecular orientation of the inside of the $\mathrm{Alq}_{3}$ films from the range of the thickness from 1 to 5 nm does not show the preferred orientation in the bulk. This finding is consistent with the previously reported thickness and the substrate dependence of the surface potential measurements for the $\mathrm{Alq}_{3}$ evaporated films. (Hayashi et al., 2004) This result is also suggestive that the SFG signals from air/ Alq $_{3}$ interface is negligibly small than those from the $\mathrm{Alq}_{3} / \mathrm{Au}$ interface. SFG signal contribution from the air/ $\mathrm{Alq}_{3}$ interface will be further discussed in the next section. Consequently, we conclude that the inside of the thin films of $\mathrm{Alq}_{3}$ does not form the effective non-centrosymmetric molecular orientation except the $\mathrm{Alq}_{3} / \mathrm{Au}$ interface in the case of the film thickness under 5 nm .


Fig. 9. Thickness dependence of the SFG spectra of Alq $_{3} / \mathrm{Au}$.
As mentioned above, non-centrosymmetric orientation in the bulk films are remained even after the light irradiation, (Isoshima et al., 2009; Noguchi et al., 2008) while the surface potential observed in the Kelvin probe is rapidly reduced by the light-illumination. (Ito et al., 2002) The remaining of the molecular orientation on the bulk is consistent with our results of the thickness dependence of the SFG signal intensity. If the reduction of the surface potential is caused by the randomization of molecular orientation by the lightillumination, our probing lights should induce the randomization leading to much reduced SFG intensity and lack of thickness dependence in contrast to the observation, because the wavelength of the incident visible lights are near the absorption edge of Alqu. Because the relation between the permanent dipole of the meridional $\mathrm{Alq}_{3}$ and the vibrational transition dipole is not known, the mechanism for the appearance of the large surface potential in $\mathrm{Alq}_{3}$ thick film is not elucidated by our SFG measurements. However, we conclude that the $\mathrm{Alq}_{3}$ molecules spontaneously orient and form non-centrosymmetric orientation in the bulk even after the light irradiation in the case of the film thicknesses more than 5 nm .

### 4.2.2 DR-SFG study of $\mathrm{Alq}_{3}$ thin films deposited on AI

In Fig. 10 we show the SFG vibrational spectra of the 2 nm thick $\mathrm{Alq}_{3}$ deposited on Al with various visible wavelength in a PPP polarization (P-, P-, and P-polarized for SFG, visible, and IR, respectively) combination measured in the ambient condition. To minimize the influence of the air, the $\mathrm{Alq}_{3}$ was covered with the 50 nm thick $\mathrm{CaF}_{2}$. The SFG spectra of the 1 nm thick $\mathrm{Alq}_{3} / \mathrm{Al}$ show almost the same to that of the 2 nm thick one. Since the film thickness of 1 nm is comparable to the average thickness of the $\mathrm{Alq}_{3}$ monolayers, the observed SFG spectra of 2 nm thick $\mathrm{Alq}_{3} / \mathrm{Al}$ are mainly originated from the $\mathrm{Alq}_{3} / \mathrm{Al}$ interface. The 1 nm thick data is unstable and much worse reproducibility. On the other hand, the SFG spectra of the 5 nm thick $\mathrm{Alq}_{3} / \mathrm{Al}$ systems show relatively stronger signals than those of the 1 and 2 nm thick $\mathrm{Alq}_{3} / \mathrm{Al}$. Such thickness dependent signal enhancements must be due to the effect of the uniaxial orientation of the molecular dipole, as mentioned in the preceding section. In order to minimize the effect of the uniaxial orientation, we used the 2 nm thick $\mathrm{Alq}_{3}$ films for the SFG measurements. In the SFG spectra of the $\mathrm{CaF}_{2} / \mathrm{Alq}_{3} / \mathrm{Al}$ shows the bands at $1344,1386,1426,1465,1504,1583$, and $1612 \mathrm{~cm}^{-1}$. The bands at 1583 and $1612 \mathrm{~cm}^{-1}$ are derived from the $\mathrm{C}=\mathrm{C}$ stretching modes of the quinolate ligands. (Kushto et al., 2000; Sakurai et al., 2004) As shown in Fig. 10, remarkable changes in intensity of these peaks can be clearly observed by changing the visible wavelength. Figure 10 (b) shows the changes in the two representative peak strengths $\left(A_{l}\right)$ of the peaks deduced from the fitting


Fig. 10. (a) The SFG spectra of the $\mathrm{Alq}_{3}$ on Al with various visible wavelengths. Spectra are offset for clarity. (b) Changes in the peak strengths of the 1583 and $1504 \mathrm{~cm}^{-1}$ as a function of the photon energies of the SFG. Optical absorption spectrum of the $\mathrm{Alq}_{3}$ film is also shown by gray line. (c) Evolution of the Fresnel factors of $F_{z z z}$ (black line) and $F_{x x z}$ (red line) for the air/ $\mathrm{Al}, F_{z z z}$ for the air/ $\mathrm{Alq}_{3}$ (green line), and $F_{z z z}$ for the $\mathrm{CaF}_{2} / \mathrm{Alq}_{3}$ (blue line) interfaces. The $F_{z z z}^{\text {air }} A l l_{3}$ and $F_{z z z}^{C a F_{2}} / A l_{3}$ are multiplied by 10 .
of the DR-SFG spectra in Fig. 10 (a) using eq. (4) as a function of the photon energies of the SFG. In order to observe the enhancement ratios of the peak strength with the output SFG frequencies, the peak strengths are normalized with the strength of the SFG spectrum taken at the visible wavelength of 532 nm . For comparison, we show the optical absorption spectrum of the 20 nm thick $\mathrm{Alq}_{3}$ film on $\mathrm{CaF}_{2}$ in Fig. 10 (b). The excitation spectra exhibit a resonance almost coincident with the absorption spectrum for the Alq ${ }_{3}$ thin film. Especially, significant increase in intensity is observed for the band at $1583 \mathrm{~cm}^{-1}$. In contrast, the enhancements ratio of the SFG peak strength of the band at $1504 \mathrm{~cm}^{-1}$ is relatively weaker than that of the bands at $1583 \mathrm{~cm}^{-1}$. These vibrational mode around $1583 \mathrm{~cm}^{-1}$ is assigned to the $C=C$ stretching of the quinolate group while the $1504 \mathrm{~cm}^{-1}$ peak is mixed modes that contain the contributions from the C-C and C-H in-plane bending motions. (Kushto et al., 2000) They are expected to have different degrees of coupling with the electronic transition. For $\mathrm{Alq}_{3}$, the electronic transition at 390 nm is dominated by the $\pi-\pi^{*}$ excitation of the quinolate ligands. (Halls \& Schlegel 2001) Thus it is reasonable that the $C=C$ stretching of the quinolate ligands are effectively enhanced due to the resonance with the $\pi-\pi^{*}$ transitions. The SFG electronic excitation spectra in Fig. 10 (b) are slightly shifted to lower frequency as compared to the optical absorption spectrum of the Alq $_{3}$. The shift of the electronic transition peak may be suggestive that the electronic excitation gap at the interface becomes smaller than that of the bulk. Since the SFG excitation spectra are not measured in the whole region across the optical transition peak, and therefore, further experiments with the shorter wavelength excitation are needed to reveal the definitive information of the excitation profiles at the interface.
For the analysis of the doubly-resonant SFG, it should be important to note that the changes of the Fresnel factors have to be considered since it might change with the variation of the visible wavelength. The effective the second-order nonlinear susceptibility tensor components of an azimuthally isotropic sample contributes to the PPP SFG signals can be written as

$$
\begin{align*}
A_{q, P P P}= & -L_{x x}\left(\omega_{S F}\right) L_{x x}\left(\omega_{V I S}\right) L_{z z}\left(\omega_{I R}\right) \cos \beta_{S F} \cos \beta_{V I S} \sin \beta_{I R} \chi_{x x z} \\
& -L_{x x}\left(\omega_{S F}\right) L_{z z}\left(\omega_{V I S}\right) L_{x x}\left(\omega_{I R}\right) \cos \beta_{S F} \sin \beta_{V I S} \cos \beta_{I R} \chi_{x z x}  \tag{7}\\
& +L_{z z}\left(\omega_{S F}\right) L_{x x}\left(\omega_{V I S}\right) L_{x x}\left(\omega_{I R}\right) \sin \beta_{S F} \cos \beta_{V I S} \cos \beta_{I R} \chi_{z x x} \\
& +L_{z z}\left(\omega_{S F}\right) L_{z z}\left(\omega_{V I S}\right) L_{z z}\left(\omega_{I R}\right) \sin \beta_{S F} \sin \beta_{V I S} \sin \beta_{I R} \chi_{z z z}
\end{align*}
$$

where $L_{\mathrm{xx}}(\omega)$ and $L_{\mathrm{zz}}(\omega)$ are the Fresnel coefficients at frequency $\omega ; \beta_{\mathrm{SF}}, \beta_{\mathrm{VIS}}$, and $\beta_{\mathrm{IR}}$ are the reflection angles of the sum frequency, visible, and IR pulses, respectively; and $\chi_{i j k} s$ are the nonvanishing elements of the second-order nonlinear susceptibility. (Zhuang et al., 1999) We found that $\chi_{x z x}$ and $\chi_{z x x}$ are much smaller than $\chi_{x x z}$ and $\chi_{z x x}$. Thus the Fresnel factors $F_{z z z}=\left|L_{Z Z}\left(\omega_{S F}\right) L_{Z Z}\left(\omega_{V I S}\right) L_{Z Z}\left(\omega_{I R}\right) \sin \beta_{S F} \sin \beta_{V I S} \sin \beta_{I R}\right| \quad$ and $F_{x x z}=\left|L_{X X}\left(\omega_{S F}\right) L_{X X}\left(\omega_{V I S}\right) L_{Z Z}\left(\omega_{I R}\right) \cos \beta_{S F} \cos \beta_{V I S} \sin \beta_{I R}\right|$ were calculated using the complex refractive indices of metallic aluminum. (Parik, 1985) As shown in Fig. 10 (b), the $F_{\text {zzz }}$ at air/ Al interface monotonically decreases with the increase of the photon energy of the SFG, and it does not explain the evolution of the SFG intensities of the $\mathrm{Alq}_{3} / \mathrm{Al}$. Thus we conclude that the changes of the Fresnel factors do not much affect on the spectral shape of the SFG excitation profile of the $\mathrm{Alq}_{3} / \mathrm{Al}$.
The analysis of the Fresnel factor is also important for the investigation of such a thin layered sample. We calculated the Fresnel factors $F_{z z z}$ at air $/ \mathrm{Alq}_{3}$ and $\mathrm{CaF}_{2} / \mathrm{Alq}_{3}$ interfaces, assuming that the air/ Alq $3_{3}$ interface is azimuthally isotropic. The wavelength dependence of the refractive indices for $\mathrm{Alq}_{3}$ were used for the evaluation of the Fresnel factors at air $/ \mathrm{Alq}_{3}$ and $\mathrm{CaF}_{2} / \mathrm{Alq}_{3}$ interfaces. (Djurišic et al., 2002) As shown in Fig. 10 the $F_{\mathrm{zzz}}$ at air/ $\mathrm{Alq}_{3}$ and $\mathrm{CaF}_{2} / \mathrm{Alq}_{3}$ interfaces are much smaller than the $F_{\mathrm{zzz}}$ at air/ Al interface. From this observation, we conclude that the experimentally observed SFG should be mainly from the $\mathrm{Alq}_{3} / \mathrm{Al}$ interface.
In the previous UPS study of the Alq $_{3}$ deposited on Al systems, an extra occupied state above the HOMO level was detected, suggesting a strong chemical interaction between $\mathrm{Alq}_{3}$ and Al . (Yokoyama et al., 2003) It was suggested that the interaction between Al and $\mathrm{Alq}_{3}$ is somewhat different from the charge transfer as reported for alkaline metal doped $\mathrm{Alq}_{3}$. (Curioni \& Andreoni, 1999) On the other hand, a theoretical calculation of Alq ${ }_{3}$ layer on Al (111) suggested that the interfacial interaction is weak, (Yanagisawa \& Morikawa 2006) These previous findings are controversial and not easy to discuss consistently, but one possible reason of this discrepancy must be due to the least reactivity of the clean $\mathrm{Al}(111)$ surface used in the DFT. (Yanagisawa \& Morikawa 2008) If the strong chemical interaction occurs at the interface, the vibrational SFG spectra and the corresponding electronic excitation profiles should provide different behavior to those of the bulk. On the contrary, the SFG excitation profile of the $1583 \mathrm{~cm}^{-1}$ band is almost identical to the visible optical absorption spectrum of the pristine $\mathrm{Alq}_{3}$, and we cannot find such spectral changes. Although the electronic excitation profile does not show significant changes, however, the position of the $C=C$ stretching peak shows slightly red-shifted. As discussed below, red-shift of the $C=C$ peak is indicative of the charge transfer from the Al substrate to $\mathrm{Alq}_{3}$.

### 4.2.3 DR-SFG study of Al layer deposited onto $\mathrm{Alq}_{3}$

The traditional surface analysis techniques such as UPS have been applied to examine the interfaces formed by depositing organic material on metals, which are not much troubled by the factor of chemical reaction. (Ishii et al., 1999) Actually, in many cases the UPS spectra of
organic-on-metal systems show only rigid shifts on the energy scale, suggesting the absence of strong chemical interaction. In contrast, actual OLEDs are fabricated by organic layers sandwiched by a cathode and anode. The buried interface between metal anode and the organic layer is formed by the deposition of the metal on organic materials. When the metal is deposited on an organic layer by evaporation, the high reactivity of the vaporized hot metal atom often leads to a chemical reaction at the interface, and diffuse into the organic layer. Due to the energy transfer from the hot metal atom, deposition of the metal on organic materials may also induce the decomposition of the molecules, polymerization of the molecules, reorientation of the molecules, desorption of the organic materials from the substrate, and so on. Thus the "metal-on-organic" systems are generally much more complex than the organic-on-metal systems. Due to the high reactivity of the Al atom, reactions between the $\mathrm{Alq}_{3}$ and Al are expected by the deposition of the Al layer. For the characterization of the buried metal-on-organic interface, next, we measure the SFG spectra for the Al deposited on $\mathrm{Alq}_{3}$ film. The deposited thick Al layer can act as superior gas barrier, and the extent of the oxidation of the Al interface is much reduced.
In Fig. 11, we show the SFG spectra of Al film directly deposited on 5 nm thick $\mathrm{Alq}_{3}$ film on $\mathrm{CaF}_{2}$ substrate with various visible wavelengths in a PPP polarization. In the case of the $\mathrm{Al} / \mathrm{Alq}_{3} / \mathrm{CaF}_{2}$ system, the thickness of $\mathrm{Alq}_{3}$ is set to 5 nm . When we use the $\mathrm{Alq}_{3}$ layer of 2 nm thick sandwiched by $\mathrm{CaF}_{2}$ and Al , the SFG gives quite weak signal. Low sticking probability of the $\mathrm{Alq}_{3}$ on $\mathrm{CaF}_{2}$ is not plausible judging from the molecular weight of $\mathrm{Alq}_{3}$. Although the exact reason is not clear at this present, we tentatively thought that the detectable interface could not be formed by the deposition of the 2 nm thick Alq $_{3}$. As mentioned above, the metal atoms often diffuse into the organic layer, and this process may prevent to form the clear interface for the 2 nm thick $\mathrm{Alq}_{3}$ sandwiched between $\mathrm{CaF}_{2}$ and Al . It should be noted that the SFG signal comes mainly from the $\mathrm{Al} / \mathrm{Alq}_{3}$ interface, not from the $\mathrm{Alq}_{3} / \mathrm{CaF}_{2}$ interface, because no SFG signals are detected from the thin $\mathrm{Alq}_{3}$ layer deposited on $\mathrm{CaF}_{2}$. This is further supported by the Fresnel factor difference between Al and $\mathrm{CaF}_{2}$ interfaces. We show in Fig. 10 (b), the $F_{z z z}$ at $\mathrm{CaF}_{2} / \mathrm{Alq}_{3}$ interface are negligibly smaller


Fig. 11. (a) The SFG spectra of $\mathrm{Al} / \mathrm{Alq}_{3} / \mathrm{CaF}_{2}$ substrate. (b) Changes in the peak strengths of the 1586 and $1500 \mathrm{~cm}^{-1}$ of the SFG spectra as a function of the photon energies of the SFG.
than $F_{z z z}$ at air/Al interface. One may think that the SFG spectra in Fig. 11 are comes from the Alq ${ }_{3}$ bulk, since the thick $\mathrm{Alq}_{3}$ film shows uniaxial orientation. Although the evaluation of the bulk contribution needs transmission experiments, (Wei et al., 2000) if the SFG signals in Fig. 11 are mainly originated from the bulk Alq $_{3}$, the spectral shapes and their behavior should be similar to those of the $\mathrm{Alq}_{3}$ on Al systems. Therefore, we thought that the main contribution of the SFG signals is the $\mathrm{Al} / \mathrm{Alq}_{3}$ interface.
The spectral features are different from the SFG spectra of $\mathrm{Alq}_{3} / \mathrm{Al}$ and the pristine IR spectrum of the $\mathrm{Alq}_{3}$. The relative intensities of bands derived from the $\mathrm{C}=\mathrm{C}$ stretching around $1600 \mathrm{~cm}^{-1}$ becomes weak as compared to the case of the $\mathrm{Alq}_{3} /$ Al. Figure 11 (b) shows the changes in the two representative peak strengths $\left(A_{l}\right)$ of the vibrational peaks deduced from the fitting of the DR-SFG spectra in Fig. 11 (a) as a function of the photon energies of the SFG. As shown in Fig. 11 (b), the SFG electronic profiles derived from the $\mathrm{C}=\mathrm{C}$ bands does not agree with the linear optical absorption spectrum of the $\mathrm{Alq}_{3}$, indicating that the electronic-resonant effects associated with the $\pi-\pi^{*}$ transitions in the quinolate rings are almost vanished. According to the theoretical calculations for the Al-Alq ${ }_{3}$ complex, the energy diagrams near the gaps are significantly changed by the chemical bonding formation between Al and $\mathrm{Alq}_{3}$. (Curioni \& Andreoni, 1999) In contrast to the case of the alkaline-metal-Alq ${ }_{3}$ complex, HOMO of pristine $\mathrm{Alq}_{3}$ is destabilized by the interaction with the Al 3 s orbital. The interaction with the Al is such that one of the $\mathrm{Alq}_{3} \mathrm{HOMOs}$ is repelled to higher energy, and a state with predominant Al character appears in the same energy range. Al$\mathrm{Alq}_{3}$ interaction also induces the modification of LUMO. Previous NEXAFS study of $\mathrm{Al} / \mathrm{Alq}_{3}$ interface suggests that the $\mathrm{Al}-\mathrm{Alq}_{3}$ interaction is not simple electron transfer from Al to $\mathrm{Alq}_{3}$. (Yokoyama et al., 2005) Although the theoretical simulations for the $1: 1 \mathrm{Al}-\mathrm{Alq}_{3}$ complex cannot predict the observed NEXAFS results, modification of HOMO (LUMO) level occurs at the $\mathrm{Al} / \mathrm{Alq}_{3}$ interface. Thus we conclude that disappearance of the doublyresonant effect associated with the $\pi-\pi^{*}$ transitions must be caused by the perturbation of the HOMO and LUMO of $\mathrm{Alq}_{3}$ by the interaction of the Al.

### 4.2.4 Effects of the LiF insertion between Al and $\mathrm{Alq}_{3}$

In this section, we discuss the effects of the insertion of a LiF layer between Al and $\mathrm{Alq}_{3}$ interface. The SFG spectra of the $\mathrm{Al} / \mathrm{LiF} / \mathrm{Alq}_{3}$ system with various visible wavelengths in a PPP polarization are shown in Fig. 12 (a). The spectral features are quite different from those of $\mathrm{Alq}_{3} / \mathrm{Al}$ and $\mathrm{Al} / \mathrm{Alq}_{3}$. The new broad bands, which show the weak excitation wavelength dependence, appear around 1335 and $1450 \mathrm{~cm}^{-1}$. The $\mathrm{C}=\mathrm{C}$ stretching modes of the quinolate ligands are observed at 1572 and $1607 \mathrm{~cm}^{-1}$. The frequency shift to lower wavenumber of the $\mathrm{C}=\mathrm{C}$ stretching mode is also reported in the IR and DFT study of the potassium-doped Alq ${ }_{3}$. (Sakurai et al., 2004) The DFT calculations and the IR spectrum for the potassium-doped $\mathrm{Alq}_{3}$ suggested that the $\mathrm{C}=\mathrm{C}$ stretching frequency of $\mathrm{Alq}_{3}$ anion is lower than that of pristine $\mathrm{Alq}_{3}$ molecule. Consequently, the red-shift of the $\mathrm{C}=\mathrm{C}$ stretching bands in the SFG spectra is indicative of the formation of the $\mathrm{Alq}_{3}$ anionic states upon reaction with Li at the interface. (Mason et al., 2001) This observation is in good agreement with the previous UPS and XPS measurements for the $\mathrm{Al} / \mathrm{LiF} / \mathrm{Alq}_{3}$ interfaces (Mason et al., 2001; Ding et al., 2009) and, to our knowledge, this is the first observation of the anionic state formation at the buried interface in ambient condition. Figure 12 (b) shows the SFG excitation profiles obtained from the DR-SFG spectra in Fig. 12 (a) as a function of the photon energies of the SFG. The SFG
excitation profiles derived from the $1572 \mathrm{~cm}^{-1}$ band gives maximum around 420 nm , however, it does not show large shift to the lower photon energy. If the $\mathrm{Alq}_{3}$ at the LiF interface forms the $\mathrm{Alq}_{3}$ anion, the absorption peaks should appear below 600 nm . (Ganzorig \& Fujihira, 2002) The charges transferred from the Li might smear the SFG excitation profiles of the $\mathrm{C}=\mathrm{C}$ stretching. Unfortunately, our SFG system cannot generate the sufficient power of the light below 640 nm at present. Further experiments with the longer wavelength excitation will reveal the electronic character at the charged interface.



Fig. 12. (a) The SFG spectra of $\mathrm{Al} / \mathrm{LiF} / \mathrm{Alq}_{3}$. (b) The changes in the peak strengths of the three representative vibrational peaks as a function of the photon energies of the SFG.

Next, we mention the origin of the broad peaks at 1335 and $1450 \mathrm{~cm}^{-1}$. Similar broad features are observed by IR and Raman studies of potassium-doped $\mathrm{Alq}_{3}$ and the $\mathrm{Al} / \mathrm{LiF} / \mathrm{Alq}_{3}$ system. (Sakurai et al., 2004) It was suggested that these bands are derived from the quinolate ligands reacted with potassium or lithium. On the other hand, recent Raman studies performed in UHV environment show the similar broad features around 1355, 1405, and $1560 \mathrm{~cm}^{-1}$ for $\mathrm{Alq}_{3} / \mathrm{Al}$ system, and 1315, 1435, and $1515 \mathrm{~cm}^{-1}$ for $\mathrm{Alq}_{3} / \mathrm{Ca}$ system, respectively. (Davis \& Pemberton, 2008, 2009) They assigned these modes are derived from the G-bands and the D-bands of the graphitic carbon generated by the deposition of Ca or Al onto $\mathrm{Alq}_{3}$ thick film. One may think that the graphite related bands are IR inactive modes, however, these modes become IR active in the nitrogenated amorphous graphite. (Kaufman et al., 1989) NEXAFS studies also suggest the existence of the chemical interaction different from electron transfer at the $\mathrm{Al} / \mathrm{LiF} / \mathrm{Alq}_{3}$ system, which differs from $\mathrm{Al} / \mathrm{Alq}_{3}$ and $\mathrm{Li} / \mathrm{Alq}_{3}$ interfaces. (Yokoyama et al., 2005) Although further studies are necessary to determine the origin of these broad features, the wavelength independent SFG excitation profiles of these features may be suggestive that these bands are originated from the graphite-like bands, not from the $\mathrm{Alq}_{3}$. On the other hands, the red-shift of the other SFG peaks, which shows the remarkable wavelength dependent SFG excitation profiles, may be indicative by the formation of the $\mathrm{Alq}_{3}$ anionic states at the interface, as mentioned above. Because the interface formed by the metal deposition onto the organic materials is much more complicated than the organic-on-metal system, we conclude that the $\mathrm{Al} / \mathrm{LiF}^{2} / \mathrm{Alq}_{3}$ buried interface might be co-existence of the negatively charged Alq ${ }_{3}$ by the charge transfer from the Li and the Li-reacted graphitic carbon-like $\mathrm{Alq}_{3}$.

Finally, we discuss the interfacial vibrational and electronic structural difference between $\mathrm{Al} / \mathrm{Alq}_{3}$ and $\mathrm{Al} / \mathrm{LiF} / \mathrm{Alq}_{3}$ interfaces by comparing with the SFG spectra. Figure 13 shows the SFG spectra of the $\mathrm{Alq}_{3} / \mathrm{Al}, \mathrm{Al} / \mathrm{Alq}_{3}$, and $\mathrm{Al} / \mathrm{LiF} / \mathrm{Alq}_{3}$ systems excited by the visible light of 450 nm with the PPP polarization combination. From these data, we can confirm three differences by the different interface. First, the red-shift of the $\mathrm{C}=\mathrm{C}$ stretching modes are observed in the $\mathrm{Al} / \mathrm{LiF} / \mathrm{Alq}_{3}$ interfaces, while such shift is not observed in the case of the $\mathrm{Al} / \mathrm{Alq}_{3}$ system. These spectral behaviors clearly indicate that the chemical interaction between Li and $\mathrm{Alq}_{3}$ occurred at the $\mathrm{Al} / \mathrm{LiF} / \mathrm{Alq}_{3}$ interface. Red-shift of the SFG vibrational modes is suggestive to the formation of the $\mathrm{Alq}_{3}$ anionic states at the interface. Second, the electronic-resonance for the $\mathrm{C}=\mathrm{C}$ stretching modes are vanished for the $\mathrm{Al} / \mathrm{Alq}_{3}$ system, while it remains in the case of the $\mathrm{Al} / \mathrm{LiF} / \mathrm{Alq}_{3}$ system. This observation indicates that the energy diagrams near the band gaps are modified by the chemical reaction between Al and Alq $_{3}$, rather than the simple charge transfer from Al to $\mathrm{Alq}_{3}$. Finally, the broad features which might be due to the graphite-like carbon are observed in the case of the $\mathrm{Al} / \mathrm{LiF}^{2} / \mathrm{Alq}_{3}$ system. Insertion of the LiF layer between Al and $\mathrm{Alq}_{3}$ induces reaction at the interface, and it emerges the negatively charged $\mathrm{Alq}_{3}$ and the Li-reacted graphitic carbon-like $\mathrm{Alq}_{3}$.


Fig. 13. The SFG spectra of the (a) $\mathrm{CaF}_{2} / \mathrm{Alq}_{3} / \mathrm{Al}$, (b) $\mathrm{Al} / \mathrm{Alq}_{3}$, and (c) $\mathrm{Al} / \mathrm{LiF} / \mathrm{Alq}_{3}$ systems excited by the visible light of 450 nm with the PPP polarization combination.

## 5. Conclusion

The interfacial vibrational and electronic states of organic/metal interfaces were studied using doubly-resonant SFG spectroscopy. In the SFG studies of the air/PFO and the $\mathrm{Al} / \mathrm{LiF} / \mathrm{PFO}$ interfaces, the planes of PFO rings are nearly parallel to the surface plane at the air/PFO interface. This planar orientation induced by the interface confinement effects leads to the smaller band gaps at the air/PFO and the $\mathrm{Al} / \mathrm{LiF} / \mathrm{PFO}$ interfaces than those of the bulk PFO. In the DR-SFG spectra of the $\mathrm{Alq}_{3} / \mathrm{Al}$, remarkable changes in intensities of the SFG peaks derived from the $\mathrm{C}=\mathrm{C}$ stretching of the quinolate ligands can be clearly observed by changing the visible wavelength due to the double resonance effect. In contrast, The SFG excitation profiles of the $\mathrm{C}=\mathrm{C}$ stretching of the $\mathrm{Al} / \mathrm{Alq}_{3}$ interfaces do not show the wavelength dependences, indicating that the perturbation of the HOMO and LUMO of pristine $\mathrm{Alq}_{3}$ by the interaction of the Al . The SFG spectra of the $\mathrm{Al} / \mathrm{LiF} / \mathrm{Alq}_{3}$ system
indicates that the existence of the $\mathrm{Alq}_{3}$ anionic states at the buried interface in atmospheric condition. Additional broad bands around 1335 and $1450 \mathrm{~cm}^{-1}$ might be due to the existence of the Li-reacted graphitic carbon-like $\mathrm{Alq}_{3}$. Co-existence of the negatively charged $\mathrm{Alq}_{3}$ and the Li-reacted graphitic carbon-like $\mathrm{Alq}_{3}$ at the buried interface is proposed.
Although the experimental results obtained here were performed in ambient condition, the present study lead to a better understanding of the molecular and the electronic structure of the organic/metal interfaces. In much the same way as multi-dimensional spectroscopy is suitable for studies of intra- and inter-molecular interactions in the bulk, the DR-SFG provides a similar opportunity for studies of molecules at interfaces. This doubly-resonant SFG technique, which was proved feasible for OLEDs study in this chapter, offers a novel spectroscopy for the characterization of the vibrational and electronic structures at the buried organic interfaces.

## 6. Acknowledgments

The work in this paper was performed in collaboration with Professors H. Ishii, Y. Ouchi, and K. Seki, and Drs W. Mizutani, K. Tsukagoshi, Y. Noguchi, E. Ito, and Y. Sakurai; all are gratefully acknowledged. We gratefully acknowledge financial support from the Mitsui Chemicals Inc. This work was supported in part by Grants-in-Aid for Scientific Research from the Japan Society for the Promotion of Science (JSPS) of Japan.

## 7. References

Ariu, M.; Lidzey, D. G.; Bradley, D. D. C., Influence of film morphology on the vibrational spectra of dioctyl substituted polyfluorene (PFO), Synth. Met., Vol. 111 (2000), pp. 607-610.
Becker, K.; Lupton, J. M., Dual species emission from single polyfluorene molecules: signatures of stress-induced planarization of single polymer chains, J. Am. Chem. Soc., Vol. 127, No. 20 (2005), pp. 7306-7307.
Burroughes, J. H.; Bradley, D. D. C.; Brown, A. R.; Marks, R. N.; Mackay, K.; Friend, R. H.; Burn, P. L.; Holmes, A. B., Light-emitting diodes based on conjugated polymers, Nature, Vol. 347, No. 6293 (1990), pp. 539-540.
Cadby, A. J.; Lane, P. A.; Mellor, H.; Martin, S. J.; Grell, M.; Giebeler, C.; Bradley, D. D. C.; Wohlgenannt, M.; An, C.; Vardeny, Z. V., Film morphology and photophysics of polyfluorene, Phys. Rev. B, Vol. 62, No. 23 (2000), 62, pp. 15604-15609.
Campoy-Quiles, M.; Heliotis, G.; Xia, R.; Ariu, M.; Pintani, M.; Etchegoin, P.; D. D. C. Bradley, D. D. C., Ellipsometric characterization of the optical constants of polyfluorene gain media, Adv. Func. Mater., Vo. 15, No. 6 (2005), pp. 925-933.
Cheum, H.; Galbrecht, F.; Nehls, B.; Scherf, U.; Winokur, M. J., Interface specific variations in the steady-state optical properties of polyfluorene thin films, J. Mater. Sci.: Mater. Electronics, Vol. 20, Supplement 1 (2009), S498-S504.
Curioni, A.; Andreoni, W., Metal-Alq ${ }_{3}$ complexes: The nature of the chemical bonding, J. Am. Chem. Soc., Vol. 121, No. 36 (1999), pp. 8216-8220.

Davis, R. J.; Pemberton, J. E., Investigation of the interfaces of tris-(8-hydroxyquinoline) aluminum with Ag and Al using surface Raman spectroscopy, J. Phys. Chem. C, Vo. 112, No. 11 (2008), pp. 4364-4371.
Davis, R. J.; Pemberton, J. E., Surface Raman spectroscopy of chemistry at the tris(8hydroxyquinoline) aluminum/Ca interface, J. Phys. Chem. A, Vol. 113, No. 16 (2009), pp. 4397-4402.

Ding, H.; Park, K.; Gao, Y.; Kim, D. Y.; So, F., Electronic structure and interactions of LiF doped tris-(8-hydroxyquinoline) aluminum (Alq), Chem. Phys. Lett., Vol. 473, Nos. 1-3 (2009), pp. 92-95.
Djurišić, A. B.; Kwong, C. Y.; Guo, W. L.; Lau, T. W.; Li, E. H.; Liu, Z. T.; Kwok, H. S.; Lam, L. S. M.; Chan, W. K., Spectroscopic ellipsometry of the optical functions of tris-(8hydroxyquinoline) aluminum (Alq3),Thin Solid Films, Vol. 416, Nos. 1-2 (2002), pp. 233-241.
Ganzorig, C.; Fujihira, M., A possible mechanism for enhanced electrofluorescence emission through triplet-triplet annihilation in organic electroluminescent devices, Appl. Phys. Lett., Vol. 81, No 17 (2002), pp. 3137-3179.
Gong, X.; Iyer, P. K.; Moses, D.; Bazon, G. C.; Heeger, A. J.; Xiao, S. S., Stabilized blue emission from polyfluorene-based light-emitting diodes: Elimination of fluorenone defects, Adv. Func. Mater., Vol. 13, No. 4 (2003), pp. 325.
Grell, M.; Bradley, D. D. C.; Ungar, G.; Hill, J.; Whitehead, K. S., Interplay of physical structure and photophysics for a liquid crystalline polyfluorene, Macromolecules, Vol. 32, No. 18 (1999), pp. 5810-5817.
Halls, M. D.; Schlegel, H. B., Molecular orbital study of the first excited state of the OLED material tris-(8-hydroxyquinoline)aluminum(III), Chem. Mater., Vol. 13, No. 8 (2001), pp. 2632-2640.

Hayashi, M.; Lin, S. H.; Raschke, M. B.; Shen, Y. R., A Molecular theory for doubly resonant IR-UV-vis sum-frequency generation, J. Phys. Chem. A, Vol. 106, No. 10 (2002), pp. 2271-2282.
Hayashi, N.; Imai, K; Suzuki, T.; Kanai, K.; Ouchi, Y.; Seki, K., Substrate dependence of giant surface potential of $\mathrm{Alq}_{3}$ and the examination of surface potential of related materials, Proceedings of International Symposium on Super-Functionality Organic Devices, IPAP Conf. Series 6, pp. 69-72, ISBN4-900526-20-7 Chiba, October, 2004.
He, P.; Au, F. C. K.; Wang, Y. M.; Cheng, L. F.; Lee, C. S.; Lee, S. T., Direct evidence for interaction of magnesium with tris(8-hydroxy-quinoline) aluminum, Appl. Phys. Lett., Vol. 76, No. 11 (2000), pp. 1422-1424.
Himmelhaus, M.; Eisert, F.; Buck, M.; Grunze, M., Self-assembly of $n$-alkanethiol monolayers; A study by IR-visible sum frequency spectroscopy (SFG), J. Phys. Chem. B, Vol. 104, No. 3 (2000), pp. 576-584.
Hirose, C.; Ishida, H.; Iwatsu, K.; Watanabe, N.; Kubota, J.; Wada, A.; Domen, K., In situ SFG spectroscopy of film growth. I. General formulation and the analysis of the signal observed during the deposition of formic acid on $\operatorname{Pt}(110)-(1 \times 2)$ surface, J. Chem. Phys., Vol. 108, No. 14 (1998), pp. 5948-5956.
Hung, L. S.; Tang, C. W.; Mason, M. G., Enhanced electron injection in organic electroluminescence devices using an $\mathrm{Al} / \mathrm{LiF}$ electrode, Appl. Phys. Lett., Vol. 70, No. 2 (1997), pp. 152-154.

Ishida, H.; Iwatsu, K.; Kubota, J.; Wada, A.; Domen, K.; Hirose, C., In situ SFG spectroscopy of film growth. II. Deposition of formic acid on $\mathrm{Ni}(110)$ surface, J. Chem. Phys., Vol. 108, No. 14 (1998), pp. 5957-5964.
Ishii, H.; Sugiyama, K.; Ito, E.; Seki, K., Energy level alignment and interfacial electronic structures at organic/metal and organic/organic interfaces, Adv. Mater., Vol. 11, No. 8 (1999), pp. 605-625.
Isoshima, T.; Ito, H.; Ito, E.; Okabayashi, Y.; Hara, M., Long-term relaxation of molecular orientation in vacuum-deposited $\mathrm{Alq}_{3}$ thin films, Mol. Cryst. Liq. Cryst., Vol. 505, No. 1 (2009), pp. 59-63.
Ito, E.; Washizu, Y.; Hayashi, N.; Ishii, H.; Matsuie, N.; Tsuboi, K.; Harima, Y.; Yamashita, K.; Seki, K., Spontaneous buildup of giant surface potential by vacuum deposition of $\mathrm{Alq}_{3}$ and its removal by visible light irradiation, J. Appl. Phys., Vol. 92, No. 12 (2002), pp. 7306-7310.

Iwahashi, T.; Miyamae, T.; Kanai, K.; Seki, K.; Kim, D.; Ouchi, Y., Anion configuration at the air/liquid interface of ionic liquid [bmim]OTf studied by sum-frequency generation spectroscopy, J. Phys. Chem. B, Vol. 112, No. 38 (2008), pp. 1193611941.

Kajimoto, N.; Manaka, T.; Iwamoto, M., Decay process of a large surface potential of $\mathrm{Alq}_{3}$ films by heating, J. Appl. Phys., Vol. 100, No. 5 (2006), pp. 053707.
Kaufman, J. H.; Metin, S.; Saperstein, D. D., Symmetry breaking in nitrogen-doped amorphous carbon: Infrared observation of the Raman-active $G$ and $D$ bands, Phys. Rev. B, Vol. 39, No. 18 (1989), pp. 13053-13060.
Kawana, S.; Durrel, M.; Lu, J.; Macdonald, J. E.; Grell, M.; Bradley, D. D. C.; Jukes, P. C.; Jones, R. A. L.; Bennett, S. L., X-ray diffraction study of the structure of thin polyfluorene films, Polymer, Vol. 43, No. 6 (2002), pp. 1907-1913.
Kido, J.; Matsumoto, T., Bright organic electroluminescent devices having a metal-doped electron-injecting layer, Appl. Phys. Lett., Vol. 73, No. 20 (1998), pp. 2866-2868.
Knaapila, M.; Lyons, B. P.; Kisko, K.; Foreman, J. P.; Vainio, U.; Mihaylova, M.; Seeck, O. H.; Palsson, L. O.; Serimaa, R.; Torkkeli, M.; Monkma, A. P., X-ray diffraction studies of multiple orientation in poly(9,9-bis(2-ethylhexyl)fluorene-2,7-diyl) thin films, J. Phys. Chem. B, Vol. 107, No. 45 (2003), pp. 12425-12430.
Koopmans, B.; Janner, A.-M.; Jonkman, H. T.; Sawatzky, G. A.; van der Woude, F., Strong bulk magnetic dipole induced second-harmonic generation from $\mathrm{C}_{60}$, Phys. Rev. Lett., Vol. 71, No. 21 (1993), pp. 3569-3572.
Kuhnke, K.; Epple, M.; Kern, K., Second-harmonic spectroscopy of fullerenes, Chem. Phys. Lett., Vol. 294, Nos. 1-3 (1998), pp. 241-247.
Kushto, G. P.; Iizumi, Y.; Kido, J.; Kafafi, Z. H., A matrix-isolation spectroscopic and theoretical investigation of tris(8-hydroxyquinolinato)aluminum(III) and tris(4-methyl-8-hydroxyquinolinato)aluminum(III), J. Phys. Chem. A, Vol. 104, No. 16, (2000), pp. 3670-3680.

Li, Q.; Hua, R.; Chou, K. C., Electronic and conformational properties of the conjugated polymer MEH-PPV at a buried film/solid interface investigated by twodimensional IR-visible sum frequency generation, J. Phys. Chem. B, Vol. 112, No. 8 (2008), pp. 2315-2318.

List, E. J. W.; Guentner, R., The effect of keto defect sites on the emission properties of polyfluorene-type materials, Adv. Mater., Vol. 14, No. 5, (2002), pp. 374-378.

Mallavia, R.; Montilla, F.; Pastor, I.; Velasquez, P.; Arredondo, B.; Alvarez, A. L.; Mateo, C. R., Characterization and side chain manipulation in violet-blue poly-[(9,9-dialkylfluoren-2,7-diyl)-alt-co-(benzen-1,4-diyl)] backbones, Macromolecules, Vol. 38, No. 8 (2005), pp. 3185-3192.
Mason, M. G.; Tang, C. W.; Hung, L. -S.; Raychaudhuri, P.; Madathi, J.; Giesen, D. J.; Yan, L.; Le, Q. T.; Gao, Y.; Lee, S. -T.; Liao, L. S.; Cheng, L. F.; Salaneck, W. R.; dos Santos, D. A.; Brédas, J. L., Interfacial chemistry of $\mathrm{Alq}_{3}$ and LiF with reactive metals, J. Appl. Phys., Vol. 89, No. 5 (2001), pp. 2756-2765.
Miyamae, T.; Nozoye, H., Correlation of molecular conformation with adhesion at $\mathrm{AlO}_{\chi} /$ poly (ethylene terephthalate) interface studied by sum-frequency generation spectroscopy, Appl. Phys. Lett., Vol. 85, No. 19 (2004), pp. 4373-4375 (2004).
Miyamae, T.; Akiyama, H.; Yoshida, M.; Tamaoki, N., Characterization of poly(N-isopropylacrylamide)-grafted interfaces with sum-frequency generation spectroscopy, Macromolecules, Vol. 40, No. 13 (2007), pp. 4601-4606.
Miyamae, T.; Morita, A.; Ouchi, Y., First acid dissociation at an aqueous $\mathrm{H}_{2} \mathrm{SO}_{4}$ interface with sum frequency generation spectroscopy, Phys. Chem. Chem. Phys., Vol. 10, No. 15 (2008), pp. 2010-2013.
Miyamae, T.; Miyata, Y.; Kataura, H., Two-color sum-frequency generation study of singlewalled carbon nanotubes on silver, J. Phys. Chem. C, Vol. 113, No. 34, (2009), pp. 15314-15319.
Miyamae, T.; Tsukagoshi, K.; Mizutani, W., Two-color sum frequency generation study of poly(9,9-dioctylfluorene)/electrode interfaces, Phys. Chem. Chem. Phys., Vol. 12, No. 44 (2010), pp. 14666-14669.
Miyamae, T.; Ito, E.; Noguchi, Y.; Ishii, H., Characterization of the interactions between $\mathrm{Alq}_{3}$ thin films and Al probed by two-color sum-frequency generation spectroscopy, J. Phys. Chem. C, Vol. 15, No. 19 (2011), pp. 9551-9560.
Montilla, F.; Mallavia, R., On the origin of green emission bands in fluorene-based conjugated polymers, Adv. Func. Mater., Vol. 17, No. 1 (2007), pp. 71-78.
Nishiyama, Y.; Fukushima, T.; Takami, K.; Kusaka, Y.; Yamazaki, T.; Kaji, H., Characterization of local structures in amorphous and crystalline tris(8-hydroxyquinoline) aluminum(III) $\left(\mathrm{Alq}_{3}\right)$ by solid-state ${ }^{27} \mathrm{Al}$ MQMAS NMR spectroscopy, Chem. Phys. Lett., Vol. 471, Nos. 1-3 (2009), pp. 80-84.
Noguchi, Y.; Sato, N.; Tanaka, Y.; Nakayama, Y.; Ishii, H., Threshold voltage shift and formation of charge traps induced by light irradiation during the fabrication of organic light-emitting diodes, Appl. Phys. Lett., Vol. 92, No. 20 (2008), pp. 203306.
Parik, E. D., Ed. Handbook of Optical Constants of Solids, 1985, Academic Press, ISBN 0-12-544420-6, London.
Raschke, M. B.; Hayashi, M.; Lin, S. H.; Shen, Y. R., Doubly-resonant sum-frequency generation spectroscopy for surface studies, Chem. Phys. Lett., Vol. 359, Nos. 5-6 (2002) pp.367-372.

Sakurai, Y.; Hosoi, Y.; Ishii, H.; Ouchi, Y.; Salvan, G.; Kobitski, A.; Kampen, T. U.; Zahn, D. R. T.; Seki, K., Study of the interaction of tris-(8-hydroxyquinoline) aluminum ( $\mathrm{Alq}_{3}$ ) with potassium using vibrational spectroscopy: Examination of possible isomerization upon K doping, J. Appl. Phys., Vol. 96, No. 10 (2004), pp. 5534-5542.

Salaneck, W. R.; Seki, K.; Kahn, A.; Pireaux, J. J., (Eds.) 2002, Conjugated Polymer and Molecular Interfaces-Science and Technology for Photonic and Optoelectronics Applications, Marcel Dekker, ISBN 0-8247-0588-2, New York.
Seki, K.; Ito, E.; Ishii, H., Energy level alignment at organic/metal interfaces studied by UV photoemission, Synth. Met., Vol. 91, Nos. 1-3 (1997), pp. 137-142.
Shaheen, S. E.; Jabbour, G. E.; Morrell, M. M.; Kawabe, Y.; Kippelen, B.; Peyghambarian, N.; Nabor, M. -F.; Schlaf, R.; Mash, E. A.; Armstrong, N. R., Bright blue organic lightemitting diode with improved color purity using a LiF/Al cathode, J. Appl. Phys., Vol. 84, No. 4 (1998), pp. 2324-2327.
Shen, Y. R., November 2002, The principles of Nonlinear Optics: Wiley, ISBN: 978-0-471-430803, New York.
Silva, H. S.; Miranda, P. B., Molecular ordering of layer-by-layer polyelectrolyte films studied by sum-frequency vibrational spectroscopy, J. Phys. Chem. B, Vol. 113, No. 30 (2009), pp. 10068-10071.
Sugi, K.; Ishii, H.; Kimura, Y.; Niwano, M.; Ito, E.; Washizu, Y.; Hayashi, N.; Ouchi, Y.; Seki, K., Characterization of light-erasable giant surface potential built up in evaporated Alq $_{3}$ thin films, Thin Solid Films, Vol. 464-465 (2004), pp. 412-415.
Tang, C. W.; Slyke, S. A. V, Organic electroluminescent diodes, Appl. Phys. Lett., Vol. 51, No. 12 (1987), pp. 913-915.
Wei, X.; Hong, S. C.; Lvovsky, A. I.; Held, H.; Shen, Y. R., Evaluation of surface vs bulk contributions in sum-frequency vibrational spectroscopy using reflection and transmission geometries, J. Phys. Chem. B, Vol. 104, No. 14 (2000), pp. 3349-3354.
Wu, D.; Deng, G. H.; Guo, Y.; Wang, H. F., Observation of the interference between the intramolecular IR-visible and visible-IR processes in the doubly resonant sum frequency generation vibrational spectroscopy of rhodamine 6G adsorbed at the air/water interface, J. Phys. Chem. A, Vol. 113, No. 21 (2009), pp. 6058-6063.
Yanagisawa, S; Morikawa, Y., Theoretical investigation on the electronic structure of the tris-(8-hydroxyquinolinato) aluminum/aluminum interface, Jpn. J. Appl. Phys., Vol. 45, No. 1B (2006), pp. 413-416.
Yanagisawa, S.; Lee, K.; Morikawa, Y., First-principles theoretical study of $\mathrm{Alq}_{3} / \mathrm{Al}$ interfaces: Origin of the interfacial dipole, J. Chem. Phys., Vol. 128, No. 24 (2008), pp. 244704.

Yokoyama, T.; Yoshimura, D.; Ito, E.; Ishii, H.; Ouchi, Y.; Seki, K., Energy level alignment at $\mathrm{Alq}_{3} / \mathrm{LiF} / \mathrm{Al}$ interfaces studied by electron spectroscopies: Island growth of LiF and size-dependence of the electronic structures, Jpn. J. Appl. Phys., Vol. 42, No. 6A, (2003), pp. 3666-3675.

Yokoyama, T.; Ishii, H.; Matsuie, N.; Kanai, K.; Ito, E.; Fujimori, A.; Araki, T.; Ouchi, Y.; Seki, K., Neat Alq $_{3}$ thin film and metal/ Alq $_{3}$ interfaces studied by NEXAFS spectroscopy, Synth. Met. Vol. 152, No. 1-3, (2005), pp. 277-280.
Yoshizaki, K.; Manaka, T.; Iwamoto, M., Large surface potential of Alq ${ }_{3}$ film and its decay, J. Appl. Phys., Vol. 97, No. 2, (2005), pp. 023703.
Zhu, R.; Lin, J. M.; Wang, W. Z.; Zheng, C.; Wei, W.; Huang, W.; Xu, Y. H.; Peng, J. B.; Cao,Y., Use of the $\beta$-phase of poly(9,9-dioctylfluorene) as a probe into the interfacial interplay for the mixed bilayer films formed by sequential spin-coating, J. Phys. Chem. B, Vol. 112, No. 6 (2008), pp. 1611-1618.

Zhuang, X.; Miranda, P. B.; Kim, D.; Shen, Y. R., Mapping molecular orientation and conformation at interfaces by surface nonlinear optics, Phys. Rev. B, Vol. 59, No. 19 (1999), pp. 12632-12640.

# Vibrational and Optical Studies of Organic Conductor Nanoparticles 
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## 1. Introduction

To create free electrons in organic solids and thus generate an organic material exhibiting electrical conductivity, a simple way is to build an organic complex, in which there is a charge transfer from the atoms or molecules of an electron donor (D) to those of an electron acceptor (A). In 1973, the charge transfer salt TTF.TCNQ (donor: tetrathiafulvalene, TTF; acceptor: tetracyanoquinodimethane, TCNQ) was synthesized (figure 1) (Ferraris et al., 1973). In TTF-TCNQ single crystals, TTF and TCNQ form segregated columnar stacks along the $b$-axis of the crystal structure. The interplanar spacings in the TTF and TCNQ molecular stacks at room temperature are $3.47 \AA$ and $3.17 \AA$, respectively (Kistenmacher et al., 1974). The TTF and TCNQ molecular planes tilt at an angle of $24.5^{\circ}$ and $34.0^{\circ}$, respectively with respect to the $b$-axis forming a herringbone arrangement. As single crystals, this compound behaves like a metal (the dc conductivity increases with decreasing temperature) down to 54 K , temperature at which it undergoes a metal-to-semiconductor transition. The maximum of conductivity in TTF-TCNQ is along the $b$-axis (about $600 \Omega^{-1} \mathrm{~cm}^{-1}$ ). Conductivity values range from $10^{-2}$ to $1 \Omega^{-1} \mathrm{~cm}^{-1}$ in a direction perpendicular to the direction of maximum conductivity. The amount of charge transfer from the TTF donor molecule to the TCNQ acceptor molecule has been investigated by various techniques. Using X-ray photoelectron spectroscopy, a value of $0.56 \pm 0.05$ has been extracted from the shape of the S2p signal (Ikemoto et al., 1977). Values in the range $0.50-0.60$ have been obtained by a numerical integration of X-ray diffraction amplitudes (Coppens, 1975). However, the most convenient technique is based on infrared spectroscopy. Using the linear correlation of the nitrile stretching mode for TCNQ as a function of the degree of charge transfer, a value of $0.59 \pm$ 0.01 has been obtained (Chappell et al., 1981).

Although synthesized for many years, TTF-TCNQ currently attracts much interest because of its interesting physical properties. Moreover, it is the one-dimensional conductor which is the most intensively processed in forms others than single crystals. For instance, TTF•TCNQ was prepared as thin films on (100)-oriented alkali halide substrates (Fraxedas et al., 2002), as self-organized monolayers on $\mathrm{Au}(111)$ (Yan et al., 2009), or as nanowires on stainless steel conversion coatings (Savy et al., 2007). We report in this chapter the preparation and spectral studies of TTF.TCNQ prepared as nanoparticles.




Fig. 1. Molecular structures for TTF and TCNQ

## 2. Nanoparticle synthesis

The TTF.TCNQ charge transfer salt is prepared by slow diffusion of an organic solution of TTF into an organic solution of TCNQ. Due to its quasi-one-dimensional character, TTF.TCNQ is commonly grown as long needles or wires. To control the growth of this material as nanospheres or nanoplatelets, a stabilizing agent is added. The stabilizing agent forms a very thin protective layer around each particle thereby preventing their aggregation. We have used ionic liquids (IL), ionic liquid/oleic acid (OA) mixtures or various other as protecting agents or stabilizing media.
Pure ionic liquids such as imidazolium salts are known to stabilize metal nanoparticles ( Ru or Pd for example) exhibiting sizes lower than 10 nm (Gutel et al., 2007). The imidazolium salt alone is not suitable for the growth of TTF TCNQ nanoparticles because precursors are not soluble in this medium. The use of a co-solvent (e.g. acetonitrile or acetone, noted S) is essential. For this reason, we have performed the synthesis in a binary (IL/S) or a tertiary (IL/OA/S) mixture. The ionic liquid which has been used as a protecting species is either the 1-butyl-3-methylimidazolium tetrafluoroborate $\left(\mathrm{BMIMBF}_{4}\right.$, figure 2) or the 1-decyl-3methylimidazolium tetrafluoroborate ( $\mathrm{DMIMBF}_{4}$ ). The solvent ( S ) is a 1:1 (vol./vol.) acetonitrile/acetone mixture.


Fig. 2. Molecular structure for $\mathrm{BMIMBF}_{4}$ (for $\mathrm{DMIMBF}_{4}$, the butyl chain $\mathrm{C}_{4} \mathrm{H}_{9}$ is replaced by a decyl chain $\mathrm{C}_{10} \mathrm{H}_{21}$ )

| $\mathrm{V}_{\mathrm{r}}$ | $\mathrm{BMIMBF}_{4}$ | DMIMBF $_{4}$ |
| :---: | :---: | :---: |
| 0.04 | Nanoparticles slightly agglomerated <br> (diameter: 2-6 nm; mean: 3.8 nm$)$ | Mixture of spherical nanoparticles <br> $(3-18 \mathrm{~nm})$, elongated <br> nanoparticles, and nano-platelets |
| $0.2-0.4$ | Well-dispersed nanoparticles <br> (diameter: $12-62 \mathrm{~nm} ;$ mean: 35 nm$)$ | Well-dispersed nanoparticles <br> (diameter: $30-100 \mathrm{~nm} ;$ mean: 50 <br> $\mathrm{~nm})$ |
| $\geq 1$ | Long needles (>5 $\mu \mathrm{m}$ long; $0.5-2$ <br> $\mu \mathrm{~m}$ wide) | Long needles $(>5 \mu \mathrm{~m}$ long; $0.5-2$ <br> $\mu \mathrm{m}$ wide) |

Table 1. Transmission electrons microscopy results for TTF.TCNQ prepared in the presence of an ionic liquid

The TTF precursor is solubilized in a mixture of $\mathrm{BMIMBF}_{4}$ (or $\mathrm{DMIMBF}_{4}$ ) and S whereas the TCNQ precursor is solubilized in S. The TTF solution is slowly added to the TCNQ solution
at room temperature. A fine black precipitate appears throughout the addition. The airstable black solid, filtered off, washed and finally dried under vacuum, consists in TTF TCNQ nanoparticles (yield ~50-80 \%). Mean size, morphology and state of dispersion of the nanoparticles depend on the volume ratio $V_{r}=B_{M I M B F}^{4} / 2$ (or $\mathrm{DMIMBF}_{4} / \mathrm{S}$ ), see table 1 and figures 3 and 4. The use of a tertiary mixture ( $\mathrm{BMIMBF}_{4} / \mathrm{OA} / \mathrm{S}$ ) in a $1: 1$ ratio (vol./vol.) $\mathrm{BMIMBF}_{4} / \mathrm{OA}$ leads to clusters of nanoparticles (cluster size: $150-400 \mathrm{~nm}$, size of individual particles in a cluster: $8-25 \mathrm{~nm}$ ). For a 1:3 ratio (vol./vol.) BMIMBF ${ }_{4} / \mathrm{OA}$, well dispersed nanoparticles exhibiting a mean diameter of 40 nm are obtained.


Fig. 3. Electron micrographs for TTF.TCNQ in the presence of $\mathrm{BMIMBF}_{4}\left(\mathrm{left}, \mathrm{V}_{\mathrm{r}}=0.04\right)$ and $\mathrm{DMIMBF}_{4}\left(\right.$ right, $\left.\mathrm{V}_{\mathrm{r}}=0.04\right)$


Fig. 4. Electron micrograph for TTF•TCNQ in the presence of $\mathrm{BMIMBF}_{4}\left(\mathrm{~V}_{\mathrm{r}}=0.4\right) ;$ bar $=200 \mathrm{~nm}$

## 3. Optical properties of TTF•TCNQ nanoparticles

The electronic properties of one-dimensional systems are governed by three types of interactions among the unpaired electrons occupying the highest molecular orbital in the solid. These interactions are (i) the overlap of the wave functions of these electrons between adjacent sites in the crystal, (ii) the interactions of the electrons with their surroundings (e.g. phonons), and (iii) the Coulomb interaction between electrons. Theoretical models taking into account interactions (i) are usually based on a tight-binding method for the band structure. The energy bands are of the form:

$$
\begin{equation*}
\mathrm{E}(\mathrm{k})= \pm 2 \mathrm{t} \cos (\mathrm{ka})+\text { const. } \tag{1}
\end{equation*}
$$

where $k$ is the wave vector, a the lattice constant, and $t$ is the transfer matrix element between sites, given by:

$$
\begin{equation*}
\mathrm{t}=\left\langle\phi_{\mathrm{i}}\right| \mathrm{H}\left|\phi_{\mathrm{i}+1}\right\rangle \tag{2}
\end{equation*}
$$

where H is the total Hamiltonian of the systems, and $\phi_{1}$ is the appropriate molecular orbital wave function.
The width of the band, $\mathrm{w}=4 \mathrm{t}$, depends upon the overlap of electronic wave functions, and a one-dimensional character for the bands is obtained by allowing this overlap to occur only in one direction. For partially filled bands, the system will be a metal, with a complex dielectric function:

$$
\begin{equation*}
\varepsilon(\omega)=\varepsilon_{\infty}-\frac{\omega_{\mathrm{p}}^{2}}{\omega^{2}+\mathrm{i} \frac{\omega}{\tau}} \tag{3}
\end{equation*}
$$

where $\varepsilon_{\infty}$ is the dielectric constant at high frequency arising from core polarisability, $\tau$ is the electron relaxation time and $\omega_{\mathrm{p}}$ is the plasma frequency. For typical one-dimensional chargetransfer based organic conductors, it has been found that $\varepsilon_{\infty} \sim 3, \tau \sim 10^{-15} \mathrm{~s}$, and $\omega_{\mathrm{p}} \sim 10000$ $\mathrm{cm}^{-1}$. Several peaks (undoubtedly characterizing a charge-transfer-based organic conductor) can be seen on electronic spectra recorded either in solution or in the solid state. In addition to the plasma frequency, four absorption bands are usually observed: the first one is at $(2-4) \times 10^{3} \mathrm{~cm}^{-1}$, the second at about $(10-12) \times 10^{3} \mathrm{~cm}^{-1}$, the third one at about $(16-18) \times 10^{3}$ $\mathrm{cm}^{-1}$, and the fourth one at about $(25-31) \times 10^{3} \mathrm{~cm}^{-1}$. The first one is assigned to the charge transfer of the type $\mathrm{A}^{-} \mathrm{A}^{0} \rightarrow \mathrm{~A}^{0} \mathrm{~A}^{-}$, where $\mathrm{A}^{-}$and $\mathrm{A}^{0}$ denote the anion and the neutral molecule of the electron acceptor, respectively (CT1 band). The second one is attributed to the charge transition of the type $\mathrm{A}^{-} \mathrm{A}^{-} \rightarrow \mathrm{A}^{0} \mathrm{~A}^{2-}$ (CT2 band). The third one is the local excitation associated with the lowest intramolecular transition of $\mathrm{A}^{-}$(LE1 band), whereas the fourth one is due to the local excitation associated with the lowest intramolecular transition of $\mathrm{A}^{0}$ (LE2 band).
The room temperature reflectance spectrum of a nanoparticle film of TTF•TCNQ has been recorded in the $9000-25000 \mathrm{~cm}^{-1}$ range (figure 5). The general shape of this spectrum is in good agreement with that of TTF.TCNQ single crystals, recorded for an electric field polarized parallel to the $b$ crystallographic axis (Grant et al., 1973). The plasma reflection is clearly seen at $10700 \mathrm{~cm}^{-1}$ (about 1.32 eV ), in excellent agreement with that obtained for TTF TCNQ single crystals ( 1.38 eV ) (Grant et al., 1973). The conduction-band width ( $\mathrm{w}=4 \mathrm{t}$ ) can be estimated from the measured plasma frequency, using the expression:

$$
\begin{equation*}
\mathrm{w}=\frac{\mathrm{h}^{2} \omega_{\mathrm{p}}^{2}}{16 \pi^{2} \mathrm{~N} \mathrm{e}^{2} b} \tag{4}
\end{equation*}
$$

where N denotes the electron density and $b$ the lattice parameter ( $3.819 \AA$ ). Taking the value of $4.7 \times 10^{21} \mathrm{~cm}^{-3}$ for N (Bright et al., 1974), we find $\mathrm{w}=0.59 \mathrm{eV}$, in good agreement with the w value calculated for TTF-TCNQ single crystals ( 0.62 eV ) (Graja, 1997). It is to be noticed that the X-ray diffraction pattern of the nanoparticle film is dominated by the (002), (004), and (008) lines. This indicates a preferential orientation of the film, i.e. the ab plane being parallel to the substrate surface. In our case, the light is unpolarized and interacts with the
substrate surface according to all possible angles (integrating sphere). However, our reflectance spectrum is as good as that recorded for a light polarized parallel to the $b$ axis.


Fig. 5. Reflectance spectrum for a nanoparticle film of TTF.TCNQ (mean diameter of individual particles: 35 nm )

Furthermore, four broads signals are observed at 12600 (CT2), 18300 (LE1), 21700, and 24000 (LE2) $\mathrm{cm}^{-1}$ (figure 5). These four signals are also observed in the reflectance spectrum of TTF-TCNQ single crystals (12000, 17000, 22000, and $25800 \mathrm{~cm}^{-1}$ ) (Grant et al., 1973). The absorption spectrum of TTF TCNQ nanoparticles dispersed in acetonitrile (figure 6) also clearly evidences CT2, LE1, and LE2 bands at 11900, 16400-19000, and $26000 \mathrm{~cm}^{-1}$, respectively


Fig. 6. Absorption spectrum for TTF•TCNQ nanoparticles dispersed in acetonitrile solution (mean diameter: 35 nm )

## 4. Vibrational properties of TTF•TCNQ nanoparticles

Vibrational spectroscopy (infrared and Raman) is a powerful tool to investigate onedimensional organic charge-transfer complexes. At large distances between the donor (D) and the acceptor (A) molecules, the vibrational spectrum of $D+A$ is just the sum of those of the free molecules. As the distance between them becomes shorter (formation of the D-A complex), the electrostatic field of one molecule begins to influence the second one, and viceversa. This causes changes in the frequency and intensity from the spectra of isolated molecules. Moreover, due to the fact that the D (or A) molecule may have a lower symmetry in $\mathrm{D}-\mathrm{A}$, additional frequencies appear in the complex because forbidden modes may become active due to mixing with other internal modes of D (or A). The vibrational spectrum consists of a primary electronic charge transfer band (CT1) and a series of oscillations driven by totally symmetric internal molecular vibrations ( $\mathrm{a}_{\mathrm{g}}$ modes) of one or both parts of the complex.
In the infrared spectrum of ionic liquid-stabilized TTF.TCNQ nanoparticles, vibration bands for $\mathrm{BMIMBF}_{4}$ or $\mathrm{DMIMBF}_{4}$ are not observed. However, its presence and thus its stabilizing role have been evidenced by X-ray photoelectron spectroscopy. Indeed, the X-ray photoelectron spectrum shows boron and fluorine lines which can only be due to the ionic liquid. Moreover, the $S 2 p_{3 / 2}$ signal ( 163.6 eV ) is in excellent agreement with that previously reported for TTF.TCNQ single crystals, i.e. 163.8 eV (Butler et al., 1974). In the spectrum of ionic liquid/oleic acid (OA)-stabilized TTF•TCNQ nanoparticles, vibration bands for OA are present, thus confirming that oleic acid forms a protecting layer around the nanoparticles. However, this stabilizing role is effective when oleic acid is at least introduced in a volume three times higher than that of the ionic liquid. Whatever the stabilizing agent, the infrared spectrum of nanoparticles recorded at room temperature in a KBr matrix (figure 7) is quite similar to that previously described for TTF•TCNQ processed as thin films (Wozniak et al., 1975; Benoit et al., 1976). Moreover, the infrared spectrum is weakly particle size-dependent. Peak positions and assignments are given in table 2.


Fig. 7. Infrared spectrum at 298 K for TTF.TCNQ nanoparticles dispersed in KBr matrix (mean diameter: 35 nm ; stabilizing agent: $\mathrm{BMIMBF}_{4}$ )

| Assignment | $v \mathrm{CH}$ | $v \mathrm{CH}$ | $v \mathrm{vN}$ | $v \mathrm{CN}$ | $v \mathrm{C}=\mathrm{C}$ | $v \mathrm{C}=\mathrm{C}$ | - | - | $\delta S-\mathrm{C}-\mathrm{H}$ | $v \mathrm{C}-\mathrm{S}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3093 | 3073 | 2204 | 2182 | 1571 | 1518 | 1340 | 1170 | 1083 | $832 /$ <br> 817 |
| 2 | - | - | 2207 | 2190 | 1552 | 1537 | 1355 | 1182 | 1096 | $797 /$ <br> 786 |
| 3 | - | - | very <br> broad | - | 1580 | - | - | - | 1080 | 798 |

Table 2. Infrared modes $\left(\mathrm{cm}^{-1}\right)$ and assignments for TTF.TCNQ nanoparticles (mean diameter: 35 nm ; stabilizing agent: $\mathrm{BMIMBF}_{4}$ ) and thin films. 1: our work; 2: Wozniak et al., 1975; 3: Benoit et al., 1976

Our spectrum clearly evidences $\mathrm{C}\left(\mathrm{sp}^{2}\right)-\mathrm{H}$ at 3093 and $3073 \mathrm{~cm}^{-1}$. These modes are surprisingly not observed for TTF.TCNQ thin films deposited on NaCl or KBr crystals (Wozniak et al., 1975; Benoit et al., 1976). In our case, the characteristic nitrile doublet is located at 2204 and $2182 \mathrm{~cm}^{-1}$. The more intense signal at $2204 \mathrm{~cm}^{-1}$ allows us to determine the amount of charge transfer from the TTF donor molecule to the TCNQ acceptor molecule. Using the linear correlation of the nitrile stretching mode for TCNQ as a function of the degree of charge transfer, we obtain a value of 0.56 , in relatively good agreement with that for single crystals, i.e., 0.59 (Chappell et al., 1981). Thus, the charge transfer in an assembly of nanoparticles is rather similar to that on a macroscopic single crystal. The position, the intensity and the width at half maximum for carbon-carbon double bond modes (in the $1500-1600 \mathrm{~cm}^{-1}$ range) are usually sample preparation and temperature dependent. For TTF-TCNQ nanoparticles, they are located at 1571 and $1518 \mathrm{~cm}^{-1}$. Finally, the characteristic doublet for TTF (C-S stretch) is located at $832 / 817 \mathrm{~cm}^{-1}$ for us and at $797 / 786 \mathrm{~cm}^{-1}$ for TTF-TCNQ thin films. This large difference (about $30 \mathrm{~cm}^{-1}$ ) can be an effect of the temperature (spectra recorded at room temperature in our case and at 10 K for TTF•TCNQ thin films, see Wozniak et al., 1975).


Fig. 8. Raman spectrum at 77 K for TTF.TCNQ as a nanoparticle film (mean diameter of individual particles: 35 nm ; stabilizing agent: $\mathrm{BMIMBF}_{4}$ )

Raman spectroscopy is widely used to study the vibrational and structural properties of molecule-based conductors as single crystals. This form is the best suited for obtaining the best signal to noise ratio. However, this technique is also well suited for studying thin molecular layers (oriented, Langmuir-Blodgett, nanoparticle, or polymer films). The TTF-TCNQ nanoparticles are dispersed in diethyl ether and deposited on a glass slide. The solvent is then evaporated slowly. Raman spectra are obtained at 77 K using the 647 nm line of a Kr laser (power $\sim 1.7 \times 10^{6} \mathrm{~W} \mathrm{~cm}^{-2}$ ). The incident beam is focused onto the film through the $\times 100$ microscope objective, giving a spot size of $\sim 1 \mu \mathrm{~m}^{2}$. The back-scattered light is collected through the same objective, dispersed and then imaged onto a CCD detector. Whatever the ionic liquid used as stabilizing agent, the Raman spectrum of the nanoparticle film (figure 8) is quite similar to that previously described for TTF.TCNQ single crystals

| $v\left(\mathrm{~cm}^{-1}\right)$ | Assignment | Symmetry |
| :---: | :---: | :---: |
| $\begin{gathered} \hline 260 \\ (263) \\ \hline \end{gathered}$ | - | - |
| $\begin{gathered} \hline 339 \\ (333) \end{gathered}$ | Ring deformation in TCNQ | $\mathrm{a}_{\mathrm{g}}\left(\mathrm{v}_{9}\right)$ |
| $\begin{aligned} & \hline 489 \\ & (502) \\ & \hline \end{aligned}$ | $\mathrm{C}-\mathrm{S}$ stretch and $\mathrm{C}-\mathrm{S}-\mathrm{C}$ bend | $\mathrm{b}_{3 \mathrm{~g}}\left(v_{47}\right)$ |
| $\begin{gathered} 573 \\ (572) \\ \hline \end{gathered}$ | - | $\mathrm{b}_{2 \mathrm{~g}}\left(\mathrm{v}_{29}\right)$ |
| $\begin{gathered} \hline 596 \\ (600) \\ \hline \end{gathered}$ | $\mathrm{C}(\mathrm{CN})_{2}$ scissor | $\mathrm{a}_{\mathrm{g}}\left(\mathrm{v}_{8}\right)$ |
| $\begin{gathered} \hline 716 \\ (714) \\ \hline \end{gathered}$ | $\mathrm{C}-\mathrm{C}$ ring stretch | $\mathrm{a}_{\mathrm{g}}\left(\mathrm{v}_{7}\right)$ |
| $\begin{gathered} \hline 748 \\ (755) \\ \hline \end{gathered}$ | C-S stretch | $\mathrm{b}_{2 \mathrm{~g}}\left(\mathrm{v}_{28}\right)$ |
| $\begin{gathered} 962 \\ (962) \\ \hline \end{gathered}$ | $\mathrm{C}-\mathrm{C}$ ring stretch | $\mathrm{a}_{\mathrm{g}}\left(\mathrm{v}_{6}\right)$ |
| $\begin{gathered} 1200 \\ (1202) \\ \hline \end{gathered}$ | $\mathrm{C}-\mathrm{C}-\mathrm{H}$ bend and $\mathrm{C}=\mathrm{C}$ ring stretch in TCNQ | $\mathrm{a}_{\mathrm{g}}\left(\mathrm{v}_{5}\right)$ |
| $\begin{gathered} 1418 \\ (1423) \\ \hline \end{gathered}$ | $\mathrm{C}=\mathrm{C}$ stretch in TCNQ | $\mathrm{ag}_{\mathrm{g}}\left(\mathrm{v}_{4}\right)$ |
| $\begin{gathered} \hline 1461 \\ (1456) \\ \hline \end{gathered}$ | $\mathrm{C}=\mathrm{C}$ stretch centre and $\mathrm{C}=\mathrm{C}$ stretch ring in TTF | - |
| $\begin{gathered} 1516 \\ (1520) \\ \hline \end{gathered}$ | $\mathrm{C}=\mathrm{C}$ stretch centre and $\mathrm{C}=\mathrm{C}$ stretch ring in TTF | $\mathrm{a}_{\mathrm{g}}\left(\mathrm{v}_{3}\right)$ |
| $\begin{gathered} 1604 \\ (1606) \\ \hline \end{gathered}$ | $\mathrm{C}=\mathrm{C}$ ring stretch in TCNQ | - |
| $\begin{gathered} 2210 \\ (2224) \end{gathered}$ | $\mathrm{C} \equiv \mathrm{N}$ stretch | $\mathrm{a}_{\mathrm{g}}\left(\mathrm{v}_{2}\right)$ |

Table 3. Raman modes, assignments, and symmetry for TTF•TCNQ as a nanoparticle film (mean diameter of individual particles: 35 nm ; stabilizing agent: $\mathrm{BMIMBF}_{4}$ ) and as single crystals. In parentheses: values from Graja, 1997 or Kuzmany \& Stolz, 1977
(Kuzmany \& Stolz, 1977). An assignment of nearly all of the peaks can be found by comparing our results with the latter. In table 3, we compile the most important lines, their assignment, and their symmetry.
Except the nitrile stretching mode, all peak positions for TTF•TCNQ nanoparticles are very similar to those on single crystals (see values in parentheses on table 3). The $\mathrm{C} \equiv \mathrm{N}$ stretching mode for TTF•TCNQ nanoparticles is located at $2210 \mathrm{~cm}^{-1}$ in the Raman spectrum whereas it is located at $2204 \mathrm{~cm}^{-1}$ in the infrared spectrum (figure 7 and table 2). This difference is still relatively low given the uncertainties on the positions of signals $\left( \pm 4 \mathrm{~cm}^{-1}\right)$ for both spectral techniques. The following discussion will be mainly based on the totally symmetric $\mathrm{a}_{\mathrm{g}}$ modes. These modes ( 10 for the TCNQ molecule and 7 for the TTF molecule) have been intensively studied for neutral (TTF ${ }^{0}, \mathrm{TCNQ}^{0}$ ), anionic ( $\mathrm{TCNQ}^{-}$), or cationic ( $\mathrm{TTF}^{+}$) species (Graja, 1997). The conduction electrons in TTF-TCNQ are significantly coupled to almost all intramolecular vibration ( $\mathrm{a}_{\mathrm{g}}$ ) modes. The more significant ones (from $v_{2}$ to $v_{6}$ ) have been used to investigate the charge transfer in TTF.TCNQ single crystals (Kuzmany \& Stolz, 1977). Table 4 gathers $\mathrm{a}_{\mathrm{g}} \mathrm{v}_{2}$ to $\mathrm{v}_{6}$ modes (column two) for TTF.TCNQ nanoparticles, for neutral TCNQ (column three) and for the TCNQ- anion (column four). Comparing column two with columns three and four in table 4, evidences that the Raman lines of TTF•TCNQ are generally within the limits of neutral and completely charged TCNQ.

|  | TTF•TCNQ <br> nanoparticles | TCNQ $^{0}$ | TCNQ $^{-}$ | $\rho$ |
| :---: | :---: | :---: | :---: | :---: |
| $v_{2}$ | 2210 | 2230 | 2192 | -0.53 |
| $v_{3}$ | 1604 | 1602 | 1613 | -0.18 |
| $v_{4}$ | 1418 | 1453 | 1389 | -0.55 |
| $v_{5}$ | 1200 | 1207 | 1195 | -0.58 |
| $v_{6}$ | 962 | 932 | 960 | -1.07 |

Table 4. $\mathrm{A}_{\mathrm{g}}$ modes (in $\mathrm{cm}^{-1}$ ) for TTF-TCNQ nanoparticles, neutral TCNQ and radical anion, and evaluation of the charge transfer in TTF-TCNQ as nanoparticles

According to Graja, the charge ( $\rho$ ) borne by the TCNQ molecule can be calculated as follows:

$$
\begin{equation*}
\rho=\frac{v-v_{0}}{v_{0}-v_{-I}} \tag{5}
\end{equation*}
$$

where $v$ is the vibrational frequency for TTF.TCNQ, $v_{0}$ the vibrational frequency for neutral $T C N Q$, and $v_{-I}$ the vibrational frequency for $\mathrm{TCNQ}^{-}$. Values of $\rho$ obtained from equation (5) are given in table 4 . Kuzmany \& Stolz admit that the negative charge borne by the TCNQ molecule in TTF•TCNQ is the average of all charges as compiled in table 4 (column five). In
our case, the average charge is found to be -0.58 , in excellent agreement with that for single crystals, i.e., -0.59 (Chappell et al., 1981).

## 5. Conclusion

In this chapter, we have shown that the famous organic charge transfer-based conductor TTF-TCNQ can be processed as roughly spherical nanoparticles, while this compound has a natural tendency to grow as needles. The growth as nanospheres is controlled by the use of an ionic liquid introduced together with a conventional solvent. Under certain conditions, well dispersed nanoparticles exhibiting sizes lower than 50 nm can be obtained. Optical and vibrational studies have been performed on either TTF.TCNQ dispersed in an infrared transparent matrix, or on a nanoparticle film, or dispersed in solution. Optical and vibrational signatures for TTF-TCNQ as nanoparticles are in good agreement with those on single crystals, on powders exhibiting micrometer-sized grains, or on thin films. We do expect transport properties similar as the two latter. Preliminary conductivity measurements on a nanoparticle film (mean diameter of individual nanoparticles: 4 nm or 35 nm ) have been performed using the four probe technique. TTF TCNQ nanoparticle films exhibit a semiconducting behavior, which is not surprising for nanopowdered materials (roomtemperature conductivity: $10-20 \mathrm{~S} \mathrm{~cm}^{-1}$, activation energy: $15-40 \mathrm{meV}$ ). We are currently working on the use of dielectric spectroscopy to characterize an assembly of TTF•TCNQ nanoparticles. We are also developing the use of Raman spectroscopy (at low temperatures) to investigate the charge transfer in nanoparicles of organic or metallo-organic superconducting phases.
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## 1. Introduction

Vibrational spectroscopy is generally implemented using two schemes; that is, absorption spectroscopy and Raman spectroscopy. Conventionally, low frequency absorption spectroscopy is carried out using Fourier transform spectrometers equipped with a far infrared radiation source and a thermal detector. On the other hand, low frequency Raman spectroscopy is carried out by way of double or triple monochromaters and high-quality notch filters, whose performance determines the low frequency limit of the Raman spectrometer. In addition, in recent years, terahertz time-domain spectroscopy (THz-TDS) (Hangyo et al., 2005), utilizing femtosecond lasers as the excitation source, has been developed. THz-TDS enabled us to obtain absorption and dispersion spectra with a high signal-to-noise ratio in a frequency region less than $3 \mathrm{THz}\left(100 \mathrm{~cm}^{-1}\right)$ and can be applied for absorption spectroscopy of various substances (Kawase et al., 2009; Korter et al., 2006; Taday et al., 2003;Tani et al., 2004; Tani et al., 2010; Walther et al., 2003; Yamamoto et al., 2005; Yamaguchi et al., 2005) and imaging measurements (Kawase, 2004).
There is a keen interest in low frequency vibrational spectroscopy for biomolecules since large amplitude, low frequency modes in macro biomolecules are believed to be associated with their respective function, as in the case of proteins (Chou, 1985, 1988). In order to fully understand the dynamics and function mechanisms of biomolecules, it is necessary to study their large amplitude and anharmonic low-frequency vibrational motions as these govern their thermal and physiochemical properties. A normal mode analysis of protein molecules revealed that large amplitude vibrational modes which are delocalized in the whole molecule lie within the THz region ( $<120 \mathrm{~cm}^{-1}$ ) (Brooks \& Karplus, 1985; Go et al., 1983). In addition, the calculations suggested that the entropy of the whole molecule, specifically its thermodynamic characteristics, is governed by the large amplitude vibrational modes in the sub- THz region ( $<30 \mathrm{~cm}^{-1}$ ). Consequently, important information related to the functions and dynamics of proteins can be derived by investigating THz vibration spectra.

For observation of low frequency vibrational modes in macro biomolecules, the absorption spectroscopy, including THz-TDS, has not been very successful because of the strong absorption of water in aqueous or hydrated samples. Low frequency Raman spectroscopy, on the other hand, seems to be promising for the study of low frequency vibrational modes in macro biomolecules since Raman spectroscopy is less influenced by water molecules as compared to THz absorption spectroscopy. As such, there have been some reports on the use of low frequency Raman spectroscopy to observe low frequency vibrational modes in proteins, such as lysozyme (Genzel et al., 1976; Urabe et al., 1998).
Some difficulties arise in carrying out the low frequency Raman or low frequency coherent Raman spectroscopy, in contrast to the high frequency regime; especially in the case of biological samples. One such problem is the strong Rayleigh scattering from rugged surfaces like powdered samples and from large biomolecules such as proteins and DNA. Therefore, to obtain a clear Raman spectrum, an efficient notch filter, such as the vapour iodine filter (Okajima \& Hamaguchi, 2009), is required. In addition, slow signal fluctuations arising from thermal gradients due to laser beam heating also poses problems. To remove the thermal fluctuation, a noise subtraction technique using a lock-in amplifier has been reported (Genzel et al., 1976).
A more significant drawback in using Raman Spectroscopy, however, is its inherently low signal intensity. To overcome the low signal intensity in spontaneous Raman spectroscopy, coherent Raman techniques, such as Coherent Anti-Stokes Raman Scattering (CARS), may be utilized. Using the coherent Raman scattering, the signal can be increased by 5 to 6 orders of magnitude compared to that of spontaneous Raman scattering. With this high signal intensity, CARS from the C-H stretching mode has been successfully used for the molecular imaging of biological cells and tissues.
In line with this, the authors have recently developed coherent Raman spectroscopy technique in the THz frequency region aimed for imaging and spectroscopy of biomolecules. This technique uses a broadband femtosecond laser as the light source, as opposed to the customary nano- to picosecond monochromatic laser, in exciting the coherent Raman scattering and in detecting the signals in the time-domain. The femtosecond laser is advantageous since it can also be used in a THz-TDS system. At the moment, this technique is still being fully developed and has not been applied in the spectroscopy of biomolecules nor in the spectroscopic imaging of living tissues. The authors discuss the concept of the time-domain coherent Raman spectroscopy based on the "spectral focusing" technique. Furthermore, we demonstrate a series of proof-of-principle measurements by using a semiconductor sample. Observations on the optical phonon bands of GaSe in the THz frequency through the time-domain CARS and inverse Raman spectroscopy are presented. Lastly, efforts on the improvements in the signal-to-noise ratio (SNR) for future measurements of biomolecules are discussed.

## 2. Principle of the coherent Raman spectroscopy in terahertz frequency region using spectral focusing of femtosecond laser

### 2.1 Basics of coherent Raman spectroscopy

The basic principle of Raman scattering is explained briefly prior to discussing coherent Raman spectroscopy in the terahertz frequency region. A polarization $\boldsymbol{P}^{(1)}$ is induced when a molecule or crystal lattice is placed under an electric field, $E_{0}$. The induced polarization depends linearly on the applied electric field through the polarizability $\alpha$ when the field is not so strong, and it can be described by

$$
\begin{equation*}
\boldsymbol{P}^{(1)}=\alpha E_{0} . \tag{1}
\end{equation*}
$$

In the above equation, the polarization $\boldsymbol{P}^{(1)}$ represents the polarization of one molecule, or the induced macroscopic polarization by the molecules or crystal lattice per unit volume. Additionally, the polarizability $\alpha$ is dependent on the molecule; hence any periodic change in the molecule from thermally excited molecular or lattice vibration, will also periodically change $\alpha$. When a laser of frequency $\omega_{0}$ with an electric field amplitude $E_{0}$ is incident onto a material, wherein its constituent molecules fluctuate periodically at a vibration frequency $\delta \omega$, the polarization $\boldsymbol{P}^{(1)}$ will oscillate at the same frequency $\omega_{0}$ of the incident laser and, at the same time, $\boldsymbol{P}^{(1)}$ will be modulated by the change in $\alpha$ induced by molecular vibrations. This will then lead to the sum frequency $\omega_{0}+\delta \omega$ and difference frequency $\omega_{0}-\delta \omega$. Specifically, the polarization $\boldsymbol{P}^{(1)}$ will oscillate with the three frequency components $\omega_{0}, \omega_{0}+\delta \omega$, and $\omega_{0}-\delta \omega$. Since the emitted electromagnetic wave is proportional to the change in the electric polarization $\partial^{2} P^{(1)} / \partial t^{2}$, light will be scattered by the molecule according to three mechanisms: (1) light with the same frequency as the incident light $\omega_{0}$ (Rayleigh scattering), (2) positive shift $\omega_{0}+\delta \omega$ with the vibration frequency $\delta \omega$ (anti-Stokes), and (3) negative shift $\omega_{0}-\delta \omega$ with the vibration frequency $\delta \omega$ (Stokes). For thermally excited molecular vibrations, the vibration amplitude and phase is small and incoherent, respectively. Thus, the positive and negative interference of the emission from each molecule will occur with equal probabilities which prevents a large scattering intensity to be obtained. Also, the Stokes and anti-Stokes signals are relatively weak compared to the Rayleigh scattering. In this regard, an efficient notch filter and monochromator are needed in order to suppress the Rayleigh scattering. On top of this, a highly sensitive photomultiplier tube or CCD camera are needed to observe the weak Stokes and anti-Stokes signals. Additionally, it should be noted that the polarization $\boldsymbol{P}^{(1)}$ is a vector and since the polarization is dependent on the vector component of the incident electric field, the polarizability $\alpha$ is a tensor (Raman tensor). However, we will not consider its tensor properties at this time, for simplicity.
Now, let us consider a situation that two electric fields, $E_{1}$ and $E_{2}$ with frequencies $\omega_{1}$ and $\omega_{2}$, respectively are incident on the material in addition to $E_{0}$. Three-wave mixing occurs with these two waves and $E_{0}$, to induce a polarization $\boldsymbol{P}^{(3)}$. In this case we have

$$
\begin{equation*}
\boldsymbol{P}^{(1)}=\alpha E_{0} E_{1} E_{2} \tag{2}
\end{equation*}
$$

This nonlinear optical interaction is in fact a "four-wave mixing" process since there are four electro-magnetic waves involved, which includes the wave generated by the nonlinear polarization $\boldsymbol{P}^{(3)}$ in addition to the three incident waves. When the difference frequency of $E_{1}$ and $E_{2}$ is in resonance with the molecular vibration frequency $\delta \omega$ (that is, $\delta \omega=\left|\omega_{1}-\omega_{2}\right|$ ) the resonance effect will cause the molecule to oscillate coherently such that the polarization $P^{(3)}$ will vary significantly with the vibration frequency $\delta \omega$. During this process, three frequency components $\omega_{0}, \omega_{0}+\delta \omega$, and $\omega_{0}-\delta \omega$ will compose the scattered light. In this case, the scattered light with frequency $\omega_{0}+\delta \omega$ or $\omega_{0}-\delta \omega$ is enhanced by the coherence effect (Note that with $N$ numbers of molecules emitting coherently, the increase in the emission intensity is not $N$ times but rather $N^{2}$ times in intensity). The scattered light with frequency $\omega_{0}+\delta \omega$ is called Coherent Anti-Stokes Raman Scattering (CARS) while the scattered light with frequency $\omega_{0}-\delta \omega$ is called Coherent Stokes Raman Scattering (CSRS). Given that it is not
easy to have a laser source with three different frequencies, the frequency of the field $E_{0}$ usually coincides with either $E_{1}$ or $E_{2}$ ( $\omega_{1}$ or $\omega_{2}$ ). Taking into account the phase of each light wave, Eq. (2) is rewritten as,

$$
\begin{array}{ll}
\text { CARS : } P^{(3)}\left(\omega_{1}+\delta \omega\right)=\alpha E_{1}\left(\omega_{1}\right) E_{1}\left(\omega_{1}\right) E_{2}{ }^{*}\left(\omega_{2}\right) & \left(\omega_{1}+\delta \omega=\omega_{1}+\omega_{1}-\omega_{2}, \omega_{1}>\omega_{2}\right) \\
\text { CSRS : } P^{(3)}\left(\omega_{2}-\delta \omega\right)=\alpha E_{1}{ }^{*}\left(\omega_{1}\right) E_{2}\left(\omega_{2}\right) E_{2}\left(\omega_{2}\right) \quad\left(\omega_{1}-\delta \omega=\omega_{2}+\omega_{2}-\omega_{1}, \omega_{1}>\omega_{2}\right) \tag{3b}
\end{array}
$$

Here, $E^{*}$ is the phase conjugate of $E$.
In Eq. (3a), the interaction of the photons of $\omega_{1}$ and $\omega_{2}$ with the molecule (lattice vibration) leads to the generation of a photon having frequency $\omega_{1}+\delta \omega$ through the $3^{\text {rd }}$ order nonlinear optical process. In the CSRS process shown in Eq. (3b), the interaction of the photons of $\omega_{1}$ and $\omega_{2}$ with the lattice vibration leads to the generation of a photon with frequency $\omega_{2}-\delta \omega$ via the same optical process. In addition to the CARS and CSRS, four-wave mixing also leads to inverse Raman scattering (IRS), which is the annihilation of a $\omega_{1}\left(=\omega_{1}-\omega_{2}+\omega_{2}\right)$ photon; or stimulated Raman gain scattering (SRGS), which is the creation of a $\omega_{2}$ $\left(=\omega_{2}+\omega_{1}-\omega_{1}\right)$ photon. The nonlinear polarization corresponding to each of these scattering processes are given by the following equations:

$$
\begin{align*}
& \text { IRS : } \boldsymbol{P}^{(3)}\left(-\omega_{1}\right)=\alpha E_{1}{ }^{*}\left(\omega_{1}\right) E_{2}\left(\omega_{2}\right) E_{2}{ }^{*}\left(\omega_{2}\right)\left(-\omega_{1}=-\omega_{1}+\omega_{2}-\omega_{2}, \omega_{1}>\omega_{2}\right)  \tag{3c}\\
& \text { SRGS : } \boldsymbol{P}^{(3)}\left(\omega_{2}\right)=\alpha E_{2}\left(\omega_{2}\right) E_{1}\left(\omega_{1}\right) E_{1}{ }^{*}\left(\omega_{1}\right)\left(\omega_{2}=\omega_{2}+\omega_{1}-\omega_{1}, \omega_{1}>\omega_{2}\right) . \tag{3d}
\end{align*}
$$

The IRS and SRGS processes represent two aspects of the energy exchange between the incident fields $E_{1}$ and $E_{2}$ : In IRS we observe a reduction of intensity in $E_{1}$ while in SRGS we observe an increase of $E_{2}$ as a result of energy transfer from $E_{1}$ to $E_{2}$ through the coherent Raman process.

### 2.2 Principle of time-domain coherent Raman spectroscopy based on spectral focusing

For a coherent Raman spectroscopy system that uses two excitation light sources $\omega_{1}$ and $\omega_{2}$, two frequency-stabilized and frequency-tunable lasers are needed. This will make the system bulky. Moreover, the excitation lasers should have a narrow spectral linewidth (<1 $\mathrm{cm}^{-1}$ ), and a very efficient notch filter, having sufficient optical density and a sharp spectral edge, are required to filter out the Rayleigh scattering. To overcome this problem, a technique using the chirped frequency of the femtosecond laser was developed. Although the details of this technique will be explained below using CARS as an example, this technique is also applicable to other coherent Raman processes.
A femtosecond laser has a broad spectral bandwidth extending from several THz to a few tens of THz. The frequency of the femtosecond laser pulse can be chirped using a grating pair. After passing through the gratings, the chirped laser pulse is separated into two to produce Pump1 $\left(E_{1}\right)$ and Pump2 $\left(E_{2}\right)$ and combined again in an interferometer, where one pump pulse passes through an optical delay line. If the two pump pulses overlap with a time difference $\Delta \tau$, a $\Delta \tau$-dependent optical beat arising from the beat frequency will be generated. If this optical beat is incident onto a sample material, a frequency-chirped and up-converted CARS signal can be obtained, as seen on the left illustration in Fig.1. This technique for obtaining a narrow band signal from broadband, chirped pump pulses is


Fig. 1. Frequency chirped Pump1, Pump2, and coherent Raman emissions (Left), and those of after pulse compression (Right) in the time-frequency plane.
called "spectral focusing", reported by Hellerer et al in 2004 (Hellerer et al., 2004). Using a spectral focusing technique with a femtosecond laser, they successfully observed $\mathrm{C}-\mathrm{N}$ Raman bands of nitroprusside $\left[\mathrm{Fe}(\mathrm{CN})_{5} \mathrm{NO}^{2-}\right]$ at around $2160 \mathrm{~cm}^{-1}$ with three sharp peaks separated $\sim 15 \mathrm{~cm}^{-1}$ apart from each other.
However, if the difference frequency, $\delta \omega$, in the CARS signal is small, the signal, Pump1 and Pump2 beams are spectrally overlapped and cannot be separated by dispersing these spectra as is usually done in Raman spectrum measurements. In addition, the CARS signal beam is almost collinear with the pump beams due to the phase-matching condition in the THz regime.

$$
\begin{equation*}
\mathbf{k}_{\mathrm{CARS}}=2 \mathbf{k}_{1}-\mathbf{k}_{2} \cong \mathbf{k}_{1}\left(\cong \mathbf{k}_{2}\right) \tag{4}
\end{equation*}
$$

Here $\mathbf{k}_{\text {CARS }}$ is the wave vector of the CARS signal and $\mathbf{k}_{1}\left(\mathbf{k}_{2}\right)$ is that of Pump1 (Pump2). They can be separated only in time domain by pulse compression through the inverse chirping process, as shown by the right illustration in Fig. 1. The detection of the CARS signal in time-domain is possible using the up-conversion technique. Only one femtosecond laser is needed with this technique and neither a monochromater nor a filter is necessary. Likewise, it is possible to detect the CSRS signal of Pump2 at a frequency $\omega_{2}-\delta \omega$. Lastly, by means of the above technique, the IRS and SRGS signal can be detected by monitoring intensity changes in the coherent Raman scattering. The time-domain coherent Raman process resembles the chirped pulse amplification (CPA) technique, with which the frequency chirped pulse is amplified and compressed to obtain a high energy femtosecond laser pulses.
In time-domain coherent Raman spectroscopy, the frequency bandwidth of the detected coherent Raman signal is limited by the spectral bandwidth of the pump beams since the signal is the result of the difference frequency mixing of the two pump beams. On the other hand, the frequency resolution is determined by the reciprocal of the time-width $\Delta T$ of the two chirped optical pulses. The frequency resolution $\Delta v$ is given by

$$
\begin{equation*}
\Delta v(=\Delta \omega / 2 \pi)=1 / \Delta T \tag{5}
\end{equation*}
$$

The time-width of the optical beat is maximum when the associated beat frequency (Raman frequency) is $v \sim 0$, and decreases proportionately with the increase of the beat frequency. Therefore, the frequency resolution $\Delta v$ increases as the Raman frequency decreases. The highest frequency resolution obtainable at the low frequency limit for a femtosecond laser with a transform-limited pulse width of $\delta t$ and a chirp rate $b$ is given by

$$
\begin{equation*}
\Delta v_{\mathrm{m}}=1 / \Delta T_{\mathrm{m}}=\delta \tau \cdot b, \tag{6}
\end{equation*}
$$

where $\Delta T_{\mathrm{m}}$ is the pulse duration of the chirped pump pulse. Accordingly, in order to get a good frequency resolution, one should use a laser with a narrow pulse width and be able to significantly stretch the pulse.

### 2.3 Experimental setup for time-domain coherent Raman spectroscopy

The schematic illustration of the experimental setup is shown in Fig. 2. Femtosecond pulses from a Ti: sapphire regenerative amplifier system ( $\lambda \sim 800 \mathrm{~nm}, \delta t \sim 120 \mathrm{fs}, 1 \mathrm{kHz}, 800$ $\mu \mathrm{J} /$ pulse) were initially split into pump and probe pulses. The pump pulse was positively chirped with a grating-lens pair and stretched to about 30 ps . Using a Michelson-type interferometer, the stretched pump pulse was divided into two beams, Pump1 and Pump2, after which the two beams acquired a relative time-delay, $\Delta \tau$, and were then recombined. The interference of the two pump beams produced an optical beat at the beams' instantaneous difference frequency. The interfering pump beams were then directed to the sample material. Subsequently, the pump beams were compressed to their original fs pulse widths using another grating pair. The frequency chirped CARS signal was also compressed and separated from Pump1 by $\Delta \tau$ in time domain. The CARS signal was then up-converted to $\sim 400-\mathrm{nm}$ wavelength through sum frequency generation (SFG) with the probe pulse using a BBO crystal. The up-converted signal was then detected by a GaP photodiode. In order to have a high SNR, either Pump1 or Pump2 should be modulated by a mechanical chopper and the photodiode signal can then be detected by a lock-in amplifier.


Fig. 2. Experimental setup for time-domain coherent Raman spectroscopy

Figure 3(a) shows the SHG cross-correlation signal for stretched Pump1 and Pump2 with a time difference, whose beat frequency is 736 GHz . Figure 3(b) shows the Fourier transformed SHG cross-correlation signal for stretched Pump1 and Pump2 with various $\Delta \tau$ values. By plotting the observed beat frequencies against the optical delay $\Delta \tau$ we can determine the chirp rate $b$ of the pump pulses. From Fig. 3(b) it is also found that the spectral line width of the optical beat increases with increasing beat frequency, resulting in poor spectral resolution of the time-domain coherent Raman spectra at higher frequencies. The frequency resolution, $\Delta v_{\mathrm{m}}$, in the low frequency limit $(v \sim 0)$ is calculated to be 0.02 THz for the present system with the pulse width $\delta \mathrm{t}=120 \mathrm{fs}$ and the chirp rate $b=0.18 \mathrm{THz} / \mathrm{ps}$. The useful bandwidth of the CARS measurement system estimated by the optical beat measurement is about 5 THz . The low-frequency limit of the CARS measurement is determined by the pulse width of the pump laser after the compression and is about 0.2 THz in the present system.


Fig. 3. (a) SHG cross-correlation signal of stretched Pump1 and Pump2. (b) Fourier transformed cross-correlation signal of stretched Pump1 and Pump2 with various $\Delta \tau$. The Fourier transformed spectrum of SHG correlation signal shown in (a) is indicated by a vertical arrow.

## 3. Time-domain coherent Raman spectroscopy

### 3.1 Time-domain coherent anti-Stokes Raman spectroscopy (CARS) for GaSe

Figure 4 shows the CARS spectrum measured from a $\beta$-GaSe single crystal ( $c$-cut, 1 mm thickness) sample (Tani et al., 2010). The spectrum shown in Fig. 4 was obtained by "peakscanning", where the time-delay $\tau_{1}$ for the probe and the relative time difference, $\Delta \tau$, between Pump1 and Pump2 are simultaneously scanned while the ratio of the two delays, $\tau_{1} / \Delta \tau$, was kept equal to $2\left(\tau_{1}=2 \Delta \tau\right)$. In effect, the frequency shift of the CARS signal with respect to the change of the difference frequency $\delta \omega$ was investigated. To increase the SNR the "peak-scanned" spectrum was averaged for 10 times.
On the broad, non-resonant background spectrum a resonance can be seen near 0.6 THz $\left(\sim 20 \mathrm{~cm}^{-1}\right)$, coming from the lowest Raman-active optical mode ( $\mathrm{E}_{2 \mathrm{~g}}$ mode) in $\beta$-GaSe (Wieting \& Verble, 1972). The non-resonant coherent Raman signal originates from electronic response of the sample and is not strongly frequency dependent. The resonant CARS spectrum is not symmetric but has a dispersion-type structure. This is explained by the interference between the components from the non-resonant (real and constant with frequency) and the resonant nonlinear optical susceptibility (Levenson, 1974). The CARS signal intensity is proportional to


Fig. 4. CARS spectrum of GaSe showing the optical phonon band near 0.6 THz

$$
\begin{gather*}
\left|\chi^{(3)}\right|^{2}=\left|\chi_{N}{ }^{(3)}+\chi_{R}{ }^{(3)}\right|^{2} \\
=\left|\chi_{N}{ }^{(3)}\right|^{2}+\chi_{N}{ }^{(3)} \frac{a\left(\omega_{d}-\omega_{R}\right)}{\left(\omega_{d}-\omega_{R}\right)^{2}+\Gamma^{2}}+\frac{a^{2}}{\left(\omega_{d}-\omega_{R}\right)^{2}+\Gamma^{2}} \tag{7}
\end{gather*}
$$

Here, $\chi_{N}{ }^{(3)}$ is the non-resonant third order susceptibility, which is assumed to be a real constant, while the resonant third order susceptibility $\chi_{R}{ }^{(3)}$ is given in the following form:

$$
\begin{equation*}
\chi_{R}^{(3)}\left(\omega_{d}=\omega_{p}-\omega_{S}\right)=\frac{a\left(\omega_{d}-\omega_{R}+i \Gamma\right)}{\left(\omega_{d}-\omega_{R}\right)^{2}+\Gamma^{2}} \tag{8}
\end{equation*}
$$

Here, $\omega_{d}=\omega_{p}-\omega_{S}>0$ is the difference frequency between the pump (Pump1) and Stokes (Pump2), $\omega_{R}$ is the Raman resonance frequency, $\Gamma$ is the Raman linewidth, and $a$ is the constant associated with the magnitude of the resonance. When the non-resonant contribution is large compared to the resonant one, we can neglect the last term in Eq.(7). Then we obtain

$$
\begin{equation*}
\text { CARS } \propto\left|\chi_{N}{ }^{(3)}\right|^{2}+2 \chi_{N}{ }^{(3)} \frac{a\left(\omega_{d}-\omega_{R}\right)}{\left(\omega_{d}-\omega_{R}\right)^{2}+\Gamma^{2}}=\left|\chi_{N}{ }^{(3)}\right|^{2}+2 \chi_{N}{ }^{(3)} \frac{a \Delta \omega}{\Delta \omega^{2}+\Gamma^{2}} \tag{9}
\end{equation*}
$$

Here, $\Delta \omega=\omega_{d}-\omega_{R}$ is the detuning from the resonant Raman frequency. The schematic illustration of the CARS signal interfering with the resonant and non-resonant components is shown in Fig. 5 The curve fit using eq.(3) is shown in Fig. 4 as the dashed line. We have estimated the Raman linewidth $\Gamma=0.02 \mathrm{THz}\left(=0.67 \mathrm{~cm}^{-1}\right)$ and the ratio of the resonant to the non-resonant contribution, given by the parameter $a /\left(\Gamma \chi_{N}{ }^{(3)}\right)$, to be $12 \%$. The discrepancy between the theoretical curve fit and the observed spectrum in the low-frequency side is due to the drift of the non-resonant background signal caused by the fluctuation of the laser intensity.


Fig. 5. The structure of CARS spectrum resulting from interference between the nonresonant and resonant components

### 3.2 Time-domain inverse Raman spectroscopy (IRS) for GaSe

Figure 6 shows the inverse Raman spectrum of the $\beta-\mathrm{GaSe}$ sample. The total pump power incident on the sample was about 1 mW . The signal loss of Pump1 was detected using lockin techniques by modulating Pump2 with a mechanical chopper. The IRS spectrum was taken by scanning the Pump2, $\Delta \tau$, with the probe optical delay set at the maximum SFG signal. As can be seen from Fig. 6, there are resonance peaks around 0.6 and 4.2 THz due to the $E_{2 g}$ and $A_{1 g}$ optical phonon modes, respectively. The resonance peak expected at 1.8 THz corresponding to an optical phonon ( $\mathrm{E}_{1 \mathrm{~g}}$-mode) in GaSe was not observed, probably due to the weak Raman scattering cross section. The inverse Raman signal is one order stronger than the CARS signal. Accordingly, the SNR of the inverse Raman signal is also larger. The reason for this is not clear at present.


Fig. 6. Inverse Raman spectra of GaSe
One of the advantages of the time-domain IRS (and SRGS) in comparison with the timedomain CARS (or CSRS) is that it is not necessary to scan the optical delay $\tau_{1}$ of the probe light simultaneously with $\Delta \tau$. In addition, the IRS spectrum is symmetric about the
resonance frequency while that of CARS is not symmetric (dispersive shape). This is because the signal in an IRS spectrum corresponds to the imaginary part of the 3rd order nonlinear susceptibility (the same as the spontaneous Raman signal) while that of CARS corresponds to the real part, and this is the reason why it interferes with the signal from the real nonresonant nonlinear susceptibility. The non-resonant background signal is also dominant as in CARS and is probably due to other non-resonant four-wave mixing processes. Therefore, it is necessary to suppress this non-resonant background signal when performing spectroscopy of biomolecules and imaging where a higher SNR is required.


Fig. 7. Polarization vectors of $\operatorname{Pump1}\left(E_{1}\right)$ and $\operatorname{Pump} 2\left(E_{2}\right)$, the non-resonant $\operatorname{IRS} \operatorname{signal}\left(P^{\mathrm{NR}}\right)$ and the analyser polarizer.

The polarized CARS (P-CARS) technique (Oudar et al., 1979; Cheng et al., 2001) can be applied to the inverse Raman measurement in order to suppress the non-resonant background signal. This is achieved by controlling the relative polarization angle between Pump1 and Pump2; that is, adjusting the polarization direction of the non-resonant and resonant signals. Owing to the polarization difference, it is possible to remove the polarization component of the non-resonant signal by placing a polarizing filter in front of the detector. The principle of polarization IRS method (P-IRS) is outlined as follows. Consider that Pump1 is linearly polarized along the $x$-axis and Pump2 is polarized along a direction, an angle $\phi$ relative to the $x$-axis as shown Fig.7. When the beat frequency generated by the two pump beams is resonant with a molecular vibration or an optical phonon vibration, the interaction of the pump beam in the sample induces a third order nonlinear polarization that contains a non-resonant part, $P^{N R}$, and a resonant part, $P^{R}$. The x and y components of the non-resonant part contributing to IRS can be written as

$$
\begin{gather*}
P_{x}^{N R}=3 \chi_{1111}^{N R} E_{1}{ }^{*} E_{2} E_{2}^{*} \cos ^{2} \phi, \\
P_{y}^{N R}=3 \chi_{2112}^{N R} E_{1}^{*} E_{2} E_{2}^{*} \cos \phi \sin \phi \tag{10}
\end{gather*}
$$

Similarly, the x and y components of the resonant part can be written as

$$
\begin{gather*}
P_{x}^{R}=3 \chi_{1111}^{R} E_{1}^{*} E_{2} E_{2}^{*} \cos ^{2} \phi \\
P_{y}^{R}=3 \chi_{2112}^{R} E_{1}^{*} E_{2} E_{2}^{*} \cos \phi \sin \phi \tag{11}
\end{gather*}
$$

In the absence of electronic resonance, $\chi^{\mathrm{NR}}$ is a real quantity and independent of frequency. In this case the depolarization ratio of the non-resonant IRS field is

$$
\begin{equation*}
\rho^{N R}=\frac{\chi_{2112}^{N R}}{\chi_{1111}^{N R}}=\frac{1}{3} \tag{12}
\end{equation*}
$$

$P^{\mathrm{NR}}$ is therefore linearly polarized with an angle $\alpha$ relative to the x axis,

$$
\begin{equation*}
P^{N R}=3 \chi_{1111}^{N R} E_{1}^{*} E_{2} E_{2}^{*} \cos ^{2} \phi / \cos \alpha \tag{13}
\end{equation*}
$$

where the angle $\alpha$ is related to $\phi$ by $\tan \alpha=\rho^{N R} \tan \phi$.
The non-resonant background can be removed by placing an analyzer in front of the detector, with its polarization perpendicular to $P^{N R}$. The total projection of the two components of $\boldsymbol{P}^{\mathrm{R}}$ [Eq. (11)] along the direction perpendicular to $\boldsymbol{P}^{\mathrm{NR}}$ can be written as

$$
\begin{equation*}
P_{\perp}=3 \chi_{1111}^{R} E_{1}^{*} E_{2} E_{2}^{*}\left(\cos ^{2} \phi \sin \alpha-\rho^{R} \cos \phi \sin \phi \cos \alpha\right) \tag{14}
\end{equation*}
$$

Here,

$$
\begin{equation*}
\rho^{R}=\frac{\chi_{2112}^{R}}{\chi_{1111}^{R}} \tag{15}
\end{equation*}
$$

is the depolarization ratio of the resonant IRS field, and is equal to the spontaneous Raman depolarization ratio in the absence of electronic resonance.


Fig. 8. Polarized inverse Raman signal of GaSe from 0.4 to 1.0 THz
Even as this technique causes a slight reduction of the resonant signal, a large amount of the non-resonant signal is suppressed. Figure 8 shows the inverse Raman spectrum using the polarization technique. As can be seen from the figure, the non-resonant component is well suppressed and the resonance peak is clearly seen at the optical phonon mode frequency around 0.6 THz .

## 4. Extension of measurement bandwidth

The measurement bandwidth is dependent on the spectral bandwidth and thus the associated pulse width of the femtosecond laser. Thus, using a narrow pulse width femtosecond laser will give a broad measurement bandwidth. However, when using very short pulses (less than 100 fs ), special care must be taken to suppress higher order dispersion in the stretcher configuration. With a grating pair such as the one shown in Fig. 2 (the compressor part), optical pulses with negative chirp can be obtained. When a lens pair is inserted between the grating pair, the spatial image of the optical beam is inverted and a negative chirp is then reverted to a positive chirp. However, the insertion of a lens pair introduces higher order dispersion and spherical aberration, which cannot be compensated by the grating pair compressor. As a result, the pulse width after compression is broadened with the higher order dispersion and the time-resolution in the detection system deteriorates. To avoid dispersive optics in the stretcher system we adopted Öffner configuration (Öffner, 1971; Cheriaux et al., 1996), which consists of a grating and a combination of concave, convex and roof mirrors as shown in Fig. 9. The optical pulses hit the grating and the aspheric mirrors four times. By changing the offset distance $Z_{1}$ of the grating position we can control the positive dispersion of the optical pulses.


Fig. 9. The Öffner configuration used as the stretcher. The point $O$ is the center of curvature of both mirrors. The point $C$ is the incident position of the optical pulses on the grating. The point $C$ lies on the incidence plane of the optical pulses on the grating.

Figure 10 shows the measured inverse Raman spectrum from the $\beta$-GaSe using femtosecond laser pulses with a pulse width of 40 fs in the transform-limited condition. The vertical axis of the graph is the optical power loss in Pump1, corresponding to the inverse Raman signal, while the horizontal axis is the relative time-delay between the two pump pulses, which determines the beat frequency. The sharp peak at the zero time-delay is the burst signal of the overlapping pump pulses, which corresponds to zero-beat frequency. The small and sharp peak at $1.1 \mathrm{ps}(\sim 0.6 \mathrm{THz})$ is the optical phonon mode ( $E_{2 g}$ mode), corresponding sliding motion of layers with its plane perpendicular to the $c$-axis of GaSe. The apparent peak at $7.9 \mathrm{ps}(4 \mathrm{THz})$ is the fully symmetric phonon mode $\left(A_{1 g}\right.$ mode) and the peak at $18.7 \mathrm{ps}(9.3 \mathrm{THz})$ is another Raman active mode ( $A_{1 g}$ mode) (Wieting \& Verble, 1972). Based on these bands and the associated non-resonant background signal, the frequency bandwidth of this system is estimated to be 15 THz (corresponding to $\sim 30 \mathrm{ps}$ time delay).


Fig. 10. Inverse Raman signal from GaSe ( $c-\mathrm{cut}, \mathrm{t}=1 \mathrm{~mm}$ ) measured using a 40 fs pulse width laser

## 5. Problem and future plan

A crucial aspect of the coherent Raman spectroscopy system is its utilization of a femtosecond laser in conjunction with a novel time-domain detection scheme to acquire the sub-THz to THz coherent Raman spectrum. However, low signal strength from samples like biomolecules necessitates improving the SNR of the system. The efficiency of coherent Raman scattering and the SFG process in the signal detection is proportional to the cube and square of the excitation intensity, respectively. Therefore, the coherent Raman scattering signal detected in time-domain is proportional to the $4^{\text {th }}$ power of the excitation intensity. Laser intensity fluctuations in turn, cause large fluctuations in the signal. This deteriorates the SNR, even if the signal itself is large. Moreover, the large fluctuation of the non-resonant signal compared to the resonant signal due to vibrational modes also results in a low SNR. In order to address these issues, the following points may be considered: (1) use a high repetition rate laser, (2) use balanced detection or obtain the difference between the signal and the reference, and (3) establish ways of measuring the differential signal in the time delay of Pump1 and Pump2 (equivalent to the differential signal in the frequency domain) through the modulation of their optical path lengths. If the repetition rate of the pump laser is too high, as in the case of a mode-locked Ti:sapphire laser oscillator (having typical repetition frequencies of $50 \sim 100 \mathrm{MHz}$ ), the energy per pulse is too small and the coherent Raman signal strength is too weak resulting to a low SNR. For this reason, the optimum pump source might be a femtosecond laser amplifier system with a repetition rate of $\sim 100-$ kHz and with an energy per pulse of a few $\mu \mathrm{J}$, in order to maintain sufficient excitation intensity.

## 6. Conclusion

THz time-domain coherent Raman spectroscopy system using "spectral focusing" of a broadband femtosecond laser source was introduced. Although the system is still in its
development stage, sufficient SNR was obtained using a GaSe sample. Additionally, it promises to be a reliable measurement technique for background light and fluorescence studies since the signal is gated in the time domain. Lastly, improving the SNR characteristics of the system will make it feasible for applications in the spectroscopy and imaging of biomolecular samples.
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## Edited by Dominique de Caro

The infrared and Raman spectroscopy have applications in numerous fields, namely chemistry, physics, astronomy, biology, medicine, geology, mineralogy etc. This book provides some examples of the use of vibrational spectroscopy in supramolecular chemistry, inorganic chemistry, solid state physics, but also in the fields of moleculebased materials or organic-inorganic interfaces.

