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Chapter 1

Advancing Automation in Digital 
Forensic Investigations Using 
Machine Learning Forensics
Salman Iqbal and Soltan Abed Alharbi

Abstract

In the last few years, most of the data such as books, videos, pictures, medical 
and even the genetic information of humans are moving toward digital formats. 
Laptops, tablets, smartphones and wearable devices are the major source of this 
digital data transformation and are becoming the core part of our daily life. As 
a result of this transformation, we are becoming the soft target of various types 
of cybercrimes. Digital forensic investigation provides the way to recover lost or 
purposefully deleted or hidden files from a suspect’s device. However, current man 
power and government resources are not enough to investigate the cybercrimes. 
Unfortunately, existing digital investigation procedures and practices require huge 
interaction with humans; as a result it slows down the process with the pace digital 
crimes are committed. Machine learning (ML) is the branch of science that has gov-
erns from the field of AI. This advance technology uses the explicit programming 
to depict the human-like behaviour. Machine learning combined with automation 
in digital investigation process at different stages of investigation has significant 
potential to aid digital investigators. This chapter aims at providing the research in 
machine learning-based digital forensic investigation, identifies the gaps, addresses 
the challenges and open issues in this field.

Keywords: digital forensic investigation, machine learning, evidence extraction, 
cybercrimes, automated data extraction

1. Introduction

Worldwide usage of mobile smart devices has increased dramatically over the 
past two decades and is becoming the part of our daily life. The term smart device 
ranges from variety of devices that includes mobile phones, smartphones, tablets, 
GPS and so on. The popularity of these smart devices is increased significantly due 
to their processing power, huge storage capabilities and less cost. Consequently, 
they can hold the enormous amount of commercial and private user’s data. These 
devices are the essential part of our daily life because they contain private and 
essential information of users. However, these devices are also vulnerable to 
attackers and are often becoming the major part of criminal’s activities, IP theft, 
intrusions, security threats, accidents reconstructions and many more. The number 
of digital crimes equally increases as the new technologies, i.e. digital devices and 
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internet, increases. As a result, we are becoming the soft target for various types of 
cybercrimes and digital attacks.

The Digital Forensic Research Workshop (DFRWS) has defined digital forensics 
(DF) as “The use of scientifically derived and proven methods toward the preserva-
tion, collection, validation, identification, analysis, interpretation, documentation 
and presentation of digital evidence derived from digital sources for the purpose of 
facilitating or furthering the reconstruction of events found to be criminal, or help-
ing to anticipate unauthorized actions shown to be disruptive to planned operations”.

Todays, DF demands are increasingly important. DF investigation procedures 
help to capture important information from the compromised device. Nowadays, 
businesses deeply depend on the digital devices and on the Internet. Capturing the 
indispensable evidences from these devices is equally important. Digital evidence 
should be gathered from the system to support or deny some reasoning an investi-
gator may have about the incident.

It is important to know that how to recover digital evidences which can be 
interested for investigators. However, current human power and other available 
resources are not enough to fully investigate the digital crimes on digital devices. 
Further, existing digital investigation procedures and practices require huge 
interaction with humans; as a result it slows down the process with the pace digital 
crimes are committed.

In this chapter, we have thoroughly discussed the current advancement of 
machine learning forensics (MLF) in digital forensic investigation (DFI). We pres-
ent the latest surveys in this field and give critique comparisons of these approaches.

1.1 Historical perspective of digital forensic investigations

Digital forensic or computer forensic is first presented by 1970 [1]. In the first 
investigation, the financial fraud is proven from the suspect’s computer. The first 
prosecuted computer crime was reported in 1996. The computer crime is defined 
as when the computer is the major effect for offense and facilitates the tool to 

Figure 1. 
Taxonomy of digital investigations.
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commission a crime [2]. The first prosecuted computer crime was reported in Texas, 
USA, in 1996 [3] and resulted in a 5-year sentence. In 1990, computer-based digital 
crimes started to grow with the increasing popularity of the computers and the 
Internet. The computer forensic is developed as the independent field in the late 1990s 
and in the early 2000s. The CSI surveys report that almost 46% among the respon-
dents were affected by some kind of computer crimes [4]. The 2010 Gallup surveys 
reports that 11% of the American adult become victim of computer- or Internet-
related crimes in their homes. This ratio is 6–8% more than the last 7 years. A survey 
conducted by “Australian Company Crime Survey” [5], estimated that A$ 2,000,000 
financial fraud and information breaches occurs in 2006. Company Crime Survey, its 
estimated A$ 2,000,000 financial fraud and information breaches in lost revenue. 
The term digital forensic is used nowadays with the advent of new digital devices with 
increasing number of frequency of use for investigation purposes (Figure 1).

2. Artificial intelligence (AI), machine learning (ML) and deep learning

It’s important to examine how actually AI, ML and deep learning (DL) methods 
can help in solving the problems of DF and how these methods differentiate with 
each other’s.

a. Artificial intelligence

AI is the science of making things smart or the capability of the machines (e.g. 
visual recognition, NLP, etc.) to perform human tasks. The important point is that AI 
is not machine learning or smart things. AI can be viewed as the things that can carry 
the human tasks and make these tasks easy. The AI technology is increasing day by day, 
and its enormous use also significantly increases the number of malicious activities.

Artificial intelligence programs are called intelligent agent. Intelligent agents are 
used to interact with the environment. The agent uses the technique to identify the 
environments through its sensors, and then it can take the action to affect the state 
through its sensors.

The important aspects in the AI technologies are how the sensors are used to col-
lect the data and how it maps to the actuators; this is how the functions within the 
agents can perform these consequences. The ultimate goal of the AI is to develop  
the machine that acts just like humans. This task can be accomplished by only  
using the learning algorithms to which it is aimed to try to make a sketch of the 
human brain learnings. AI technologies give very good advantages and have a bright 
future ahead. However, these technologies are also unavoidably used for execution 
of some serious crimes that can be dangerous for people.

b. Machine learning

ML is one of the approaches of AI that uses a system that can be learned by itself 
from experience. It is not used for only AI purposes such as copying human behav-
iour but also needs to reduce the human efforts and time spent to perform the dif-
ficult and even the simple tasks. ML can be viewed as a system that can learn from 
experience and examples rather than from programming. Thus, if the system learns 
constantly and makes a decision based on the data rather than programming, then 
it’s called ML. ML is developed as a new technology to provide new functionalities 
for computers and is used for industry and science. There are many autonomous 
solutions based on ML for medical science, robotics, engineering and so on.
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c. Deep learning

Deep learning combines the set of techniques used to implement ML methods 
to recognize patterns of patterns such as image recognition. First of all the system 
is used to identify the object edges, structure of the object, object type and then the 
object itself (Figure 2) (Table 1).

3. Approaches to machine learning forensics

Usually two main approaches are used to define the ML forensics, that is, induc-
tive reasoning and deductive reasoning:

Figure 2. 
Machine learning essentials.

Artificial intelligence Machine learning Deep learning

Ability of a machine to 
imitate intelligent human 
behaviour

Application of AI that allows a 
system to automatically learn 
and improve from experience

Application of ML that uses complex 
algorithms and deep neural to train 
a model

Originated around the 
1950s

Originated around the 1960s Originated around the 1970s

Represents simulated 
intelligence in machines

Getting machines to make 
without being programmed

Process of using artificial neural 
networks to solve complex problems

Subsets of data science Subset of AI and data science Subset of ML, AI and data science

Building machines that are 
capable of thinking like 
humans

Make machines that can learn 
through previous experience to 
solve problems

To build neural networks that 
automatically discovers patterns for 
feature detection

Table 1. 
Difference between artificial intelligence, machine learning and deep learning.
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a. Inductive learning

Inductive reasoning is obtained from the general knowledge of specific 
information. The obtained knowledge is new and not truth preserving. That 
means the knowledge obtained can be invalidated from new information. There 
is no well-founded theory. In this area there are a large number of goals such as 
it is important to discover general concepts from a limited set of examples. The 
examples are called experience. The basis of this is to search for similar charac-
teristics among examples. The methods used in these are based on the inductive 
learning.

b. Deductive learning

Deductive reasoning obtains the knowledge from well-established methods 
called logic. Deductive reasoning obtains from the knowledge by using well-estab-
lished methods. The knowledge is not new. But it is implicit in the initial knowledge. 
New knowledge cannot invalidate the existing knowledge obtained and its basis on 
the mathematical logic.

3.1 Supervised, unsupervised and reinforcement ML

Supervised and unsupervised are the most commonly used techniques in ML 
algorithms.

a. Supervised and unsupervised

On the other hand, the reinforcement learning is complex and difficult to 
implement. Supervised learning is the most common type of ML paradigm. This 
type is easy to understand and implement. The data in this type is in the form 
of examples with labels. The data can be called as training data. The learning 
algorithms can be feed to these example-label pairs one by one. This allows the 
algorithms to predict the label for each example. Further, it provides the feedback 
whether this gives the right answer or not. In this type the model is first trained 
by using lots of training data (input and targets). This process is really fast and 
accurate. With the passage of time, the algorithms are able to learn in order to 
approximate the concrete nature of the relationship between examples and their 
labels. The trained supervised learning can see the totally new and never seen 
before data and predict the good label for it. Supervised learning is the most widely 
used and easiest to implement. Supervised learning is the most popular technique 
used for machine learning.

The unsupervised learning does not have a well-structured format. There are no 
targets for the training data. Therefore, the system does not know where to go. The 
system needs to understand itself from the given data. The unsupervised learning 
is the opposite of supervised learning. There are no labels in it. The algorithms are 
fed up with a lot of data, and the tool is given to understand the properties of the 
data. In this way, the task of the system is to learn to group, cluster and/or organize 
the data in the similar way as the human can organize the data. The unsupervised 
learning is much more interesting in a way that the overwhelming majority of data 
in this world is unlabelled. This type can make benefit of industries in a way that we 
have terabytes of unlabelled data, and organizing this data can be beneficial for the 
industry and potential profits for making it organized without minimal or no human 
effort (Table 2).
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c. Deep learning

Deep learning combines the set of techniques used to implement ML methods 
to recognize patterns of patterns such as image recognition. First of all the system 
is used to identify the object edges, structure of the object, object type and then the 
object itself (Figure 2) (Table 1).

3. Approaches to machine learning forensics

Usually two main approaches are used to define the ML forensics, that is, induc-
tive reasoning and deductive reasoning:

Figure 2. 
Machine learning essentials.
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Ability of a machine to 
imitate intelligent human 
behaviour

Application of AI that allows a 
system to automatically learn 
and improve from experience

Application of ML that uses complex 
algorithms and deep neural to train 
a model

Originated around the 
1950s

Originated around the 1960s Originated around the 1970s

Represents simulated 
intelligence in machines

Getting machines to make 
without being programmed

Process of using artificial neural 
networks to solve complex problems

Subsets of data science Subset of AI and data science Subset of ML, AI and data science

Building machines that are 
capable of thinking like 
humans

Make machines that can learn 
through previous experience to 
solve problems

To build neural networks that 
automatically discovers patterns for 
feature detection

Table 1. 
Difference between artificial intelligence, machine learning and deep learning.
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targets for the training data. Therefore, the system does not know where to go. The 
system needs to understand itself from the given data. The unsupervised learning 
is the opposite of supervised learning. There are no labels in it. The algorithms are 
fed up with a lot of data, and the tool is given to understand the properties of the 
data. In this way, the task of the system is to learn to group, cluster and/or organize 
the data in the similar way as the human can organize the data. The unsupervised 
learning is much more interesting in a way that the overwhelming majority of data 
in this world is unlabelled. This type can make benefit of industries in a way that we 
have terabytes of unlabelled data, and organizing this data can be beneficial for the 
industry and potential profits for making it organized without minimal or no human 
effort (Table 2).
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Figure 3. 
Machine learning types.

b. Reinforcement learning

The reinforcement learning is totally different from both supervised and 
unsupervised ML. The relationship among supervised and unsupervised can be 
related with each other with the presence and absence of labels. However, the 
reinforcement learning learns from the mistakes. When deploying the reinforce-
ment learning algorithms in any type of environment, it will make a lot of mistakes 
at the beginning. The signals to the algorithms are provided that can associate the 
good behaviour with positive signals and bad behaviour with negative label. The 
algorithms can reinforce algorithms to prefer good behaviour and bad behaviors. 
With the passage of time, the algorithm can learn to make fewer mistakes as it was 
initially (Figure 3).

3.2  Machine learning forensics for law enforcement, compliance and 
intelligence

Standardization is still a big challenge for DFI. The DI experts perform DI on 
the basis of their experience, the company’s policies and basis on their previous 

Supervised learning Unsupervised learning

Definition Data set labeled with predefined 
classes

Data set labeled without predefined 
classes

Method Data classification Data clustering

Example Support vector machine
Decision tree

K-means clustering, ant clustering 
algorithms

Known attack detection High Low

Unknown attack 
detection

Low High

Unsupervised learning is not easy and is not used as widely as supervised.

Table 2. 
Supervised vs. unsupervised learning.
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experience. This is due to the lack of any universal standard for digital evidence col-
lection. The law enforcement is continuously changing in this information technol-
ogy age. The traditional crimes such as financial and commerce are also gaining the 
benefits of technology advancements and continuously upgrading with the latest 
development in the technology.

These days, law enforcement techniques are also changing.
DFI is a very common practice in law enforcements and commerce industry. The 

way in which the use of information technology is increasing by the government 
sectors, public and corporate agencies, has also increases the victimology of cyber-
attacks through the internet.

4. Literature review

The work of [6] is one of the earliest efforts to make an application for expert 
systems for digital forensic to automate the analysis process. The expert system is 
used with decision tree in order to detect network anomalies automatically. The 
expert system is used to analyze the log files.

The Open Computer Forensic Architecture (OCFA) [7] is a well-organized 
forensic platform of automating the digital forensic tasks. This toll provides the scal-
ability, modularity and openness in digital forensic process. This framework consists 
of different modules, and each module works independently on a specific file type in 
order for content extraction of the file for digital evidence. It creates the searchable 
index of text and metadata. It is a pluggable module that recursively processes the 
evidence according to the dispatching entity which decides which module needs to 
be invoked by seeing information in evidence. However, the OCFA follows the pre-
extracted data and is not designed to search and recover files. The examination is 
done by an IT expert on the extracted data to generate indices for text and metadata.

Another effort is made by [8] of automating the disk forensic process. They 
name their tool “fiwalk” which is used to automate the processing of the data in 
order to assist the user for the development of the program which automatically 
processes disk images. This tool also integrates the command line tool of [9]. 
However, this toll only works for file system data only without any integration of AI 
techniques. Expert examiner tasks become easy by using this tool.

The research work of Hoelz et al. develops the MultiAgent Digital Investigation 
toolKit (MADIK) toolkit [9]. The tool provides the multiagent systems which helps 
the experts in computer forensic examinations. The authors apply the AI-based 
methods to the problem of digital forensics applications by assigning the tasks to 
each agent. Every agent has specialized in different tasks such as hashing, keyword 
search, Windows registry agent and so on. However this tool is not focused on 
building the new knowledge during investigations. It is used to learn from the 
previous investigations for any future investigation purposes. Moreover, this work 
cannot be used for nonexpert users.

The chapter [10] presents the machine learning-based digital triage model for 
selective pre-examination and statistical classification of digital data. This data can 
be deployed both on the crime scene and on digital forensic labs. The work is able to 
provide the quick actionable intelligence on the crime scene in time-critical sys-
tems, reduce the burden on forensic labs and protect suspect privacy when a huge 
amount of data is needed to be analyzed. As advantages the framework provides the 
minimum manual work and also produces measurable and reproducible error rate.

Existing methods for digital evidence extraction are not coherent to provide the 
readiness of process support with standardized integrated implementation system 
which provides guidance and technical knowledge to nonexpert investigators. 
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benefits of technology advancements and continuously upgrading with the latest 
development in the technology.

These days, law enforcement techniques are also changing.
DFI is a very common practice in law enforcements and commerce industry. The 

way in which the use of information technology is increasing by the government 
sectors, public and corporate agencies, has also increases the victimology of cyber-
attacks through the internet.

4. Literature review

The work of [6] is one of the earliest efforts to make an application for expert 
systems for digital forensic to automate the analysis process. The expert system is 
used with decision tree in order to detect network anomalies automatically. The 
expert system is used to analyze the log files.

The Open Computer Forensic Architecture (OCFA) [7] is a well-organized 
forensic platform of automating the digital forensic tasks. This toll provides the scal-
ability, modularity and openness in digital forensic process. This framework consists 
of different modules, and each module works independently on a specific file type in 
order for content extraction of the file for digital evidence. It creates the searchable 
index of text and metadata. It is a pluggable module that recursively processes the 
evidence according to the dispatching entity which decides which module needs to 
be invoked by seeing information in evidence. However, the OCFA follows the pre-
extracted data and is not designed to search and recover files. The examination is 
done by an IT expert on the extracted data to generate indices for text and metadata.

Another effort is made by [8] of automating the disk forensic process. They 
name their tool “fiwalk” which is used to automate the processing of the data in 
order to assist the user for the development of the program which automatically 
processes disk images. This tool also integrates the command line tool of [9]. 
However, this toll only works for file system data only without any integration of AI 
techniques. Expert examiner tasks become easy by using this tool.

The research work of Hoelz et al. develops the MultiAgent Digital Investigation 
toolKit (MADIK) toolkit [9]. The tool provides the multiagent systems which helps 
the experts in computer forensic examinations. The authors apply the AI-based 
methods to the problem of digital forensics applications by assigning the tasks to 
each agent. Every agent has specialized in different tasks such as hashing, keyword 
search, Windows registry agent and so on. However this tool is not focused on 
building the new knowledge during investigations. It is used to learn from the 
previous investigations for any future investigation purposes. Moreover, this work 
cannot be used for nonexpert users.

The chapter [10] presents the machine learning-based digital triage model for 
selective pre-examination and statistical classification of digital data. This data can 
be deployed both on the crime scene and on digital forensic labs. The work is able to 
provide the quick actionable intelligence on the crime scene in time-critical sys-
tems, reduce the burden on forensic labs and protect suspect privacy when a huge 
amount of data is needed to be analyzed. As advantages the framework provides the 
minimum manual work and also produces measurable and reproducible error rate.

Existing methods for digital evidence extraction are not coherent to provide the 
readiness of process support with standardized integrated implementation system 
which provides guidance and technical knowledge to nonexpert investigators. 
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The lack of the automated intelligent systems for digital evidence extractions is 
another big issue. Further, digital evidence are difficult to handle and cannot be 
easily understandable even for experts. Extracting digital evidence from different 
storage media may require several layers of transformations (Table 3).

5. The significance of machine learning in digital forensic investigations

MLF is originating from AI to perform the huge amount of data, analyse the data 
to discover any criminal actions and risk and to segment the data to find criminal 
activity and behaviour. The intelligence systems which do not have any intelligent 
part cannot perform true learning capabilities and be a true one. DFI through ML is 
the latest trend to seize the potential of AI as leading security solutions capabilities.

ML behavioral analytics is the core part of modeling, profiling and prediction in 
medical, manufacturing, advertising and business intelligence and is recently used 
in law enforcement mechanism. In order to discover the criminal behaviour, MLF 
uses the wireless or wired networks via web or cloud computing. Thus MLF aims are 
to provide the new knowledge and skills and provide organized knowledge struc-
ture in order to produce progressive improvements in its own performance.

Originating from AI, ML algorithms can be used to analyze the huge amount of 
data to identify the risk, segment the data and detect criminal behaviour. ML algo-
rithms enable the investigators to interrogate the vast scattered data sets which are 
placed in social and wired networks and web or cloud computing. In essence, ML 
algorithms contain the pattern recognition software that are used to analyse huge 
amount of data which are used to predict some behaviour. ML algorithms seek to 
learn from historical perspectives which are then used to predict future behaviour. 
MLF gains the capability to recognize the patterns of criminal activities through 
ML algorithms, in order to learn from the historical data about when and where the 
crime will take place. The malicious activities from extracted data set can be from 
burglaries, money laundering or intrusion attacks. This task can be achieved by for-
malizing and analyzing the servers, suspect’s devices, wireless devices, the Internet 
and other kinds of data for visualization, link association, segmentation and 
predicting criminal activities. Nowadays, the industry is facing more advance cyber 
threats that cannot be tracked though traditional security measures. Attackers have 
designed more sophisticated ways to attacks on the system and become complicated 
over time. System administrator would not be able to detect these attacks each 
time. On the other hand, human expertise and competences have some limits, and 
this leads to the fact that industry is lacking in poor speed of incident occurrence, 
longer delay in detection and prevention of cyber threats and takes more advanced 
expertise to remove these cyber threats. Therefore, developing more advance 
machine learning models may help to prevent and protect form these cyber threats. 
Nowadays, there are many automated software available that can help the human 
to perform complicated and scientific tasks. In the next step, these automated tools 
need to be more advanced and should have the capability of AI and ML techniques.

6. Discussion and future prospects

From literature survey, it has been observed that there are many challenges 
which can be faced by the forensic experts when performing the test.

First of all there is an ultra-exponential growth in the data due to the inexpensive 
storage devices such as hard drives, CD, USB stick and so on. This makes it almost 
impossible for the individuals to perform the forensic in a short period of time.
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The lack of the automated intelligent systems for digital evidence extractions is 
another big issue. Further, digital evidence are difficult to handle and cannot be 
easily understandable even for experts. Extracting digital evidence from different 
storage media may require several layers of transformations (Table 3).

5. The significance of machine learning in digital forensic investigations

MLF is originating from AI to perform the huge amount of data, analyse the data 
to discover any criminal actions and risk and to segment the data to find criminal 
activity and behaviour. The intelligence systems which do not have any intelligent 
part cannot perform true learning capabilities and be a true one. DFI through ML is 
the latest trend to seize the potential of AI as leading security solutions capabilities.

ML behavioral analytics is the core part of modeling, profiling and prediction in 
medical, manufacturing, advertising and business intelligence and is recently used 
in law enforcement mechanism. In order to discover the criminal behaviour, MLF 
uses the wireless or wired networks via web or cloud computing. Thus MLF aims are 
to provide the new knowledge and skills and provide organized knowledge struc-
ture in order to produce progressive improvements in its own performance.

Originating from AI, ML algorithms can be used to analyze the huge amount of 
data to identify the risk, segment the data and detect criminal behaviour. ML algo-
rithms enable the investigators to interrogate the vast scattered data sets which are 
placed in social and wired networks and web or cloud computing. In essence, ML 
algorithms contain the pattern recognition software that are used to analyse huge 
amount of data which are used to predict some behaviour. ML algorithms seek to 
learn from historical perspectives which are then used to predict future behaviour. 
MLF gains the capability to recognize the patterns of criminal activities through 
ML algorithms, in order to learn from the historical data about when and where the 
crime will take place. The malicious activities from extracted data set can be from 
burglaries, money laundering or intrusion attacks. This task can be achieved by for-
malizing and analyzing the servers, suspect’s devices, wireless devices, the Internet 
and other kinds of data for visualization, link association, segmentation and 
predicting criminal activities. Nowadays, the industry is facing more advance cyber 
threats that cannot be tracked though traditional security measures. Attackers have 
designed more sophisticated ways to attacks on the system and become complicated 
over time. System administrator would not be able to detect these attacks each 
time. On the other hand, human expertise and competences have some limits, and 
this leads to the fact that industry is lacking in poor speed of incident occurrence, 
longer delay in detection and prevention of cyber threats and takes more advanced 
expertise to remove these cyber threats. Therefore, developing more advance 
machine learning models may help to prevent and protect form these cyber threats. 
Nowadays, there are many automated software available that can help the human 
to perform complicated and scientific tasks. In the next step, these automated tools 
need to be more advanced and should have the capability of AI and ML techniques.

6. Discussion and future prospects

From literature survey, it has been observed that there are many challenges 
which can be faced by the forensic experts when performing the test.

First of all there is an ultra-exponential growth in the data due to the inexpensive 
storage devices such as hard drives, CD, USB stick and so on. This makes it almost 
impossible for the individuals to perform the forensic in a short period of time.
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Consequently, it is almost impossible for the forensic experts to perform the 
proper data analysis of each machine individually and also perform the cross-
check on each machine’s process. That limits the capability of the human works. 
In this line of reasoning, a huge amount of data needs to be sent to laboratory for 
forensic purposes with limited time and available resources. In a real-time digital 
forensic investigation, it is very difficult to determine in early stages which evi-
dence is more important and relevant for investigating the crime, as an example, 
if we consider the cybercafé or a network of computers where several computers 
share the same IP address.

On the other hand, the intelligent tools are the main part of the MLF. However, 
these tools also show the problem for investigation in the pre-analysis phase. For 
that reason the lack-ness in the collection of large amount of data from distributed 
machines is need to be examined. Some of the existing tools are not helpful in 
solving the problem and even increases the time of investigation. The need is to 
make more intelligent methods and tools so that the automatic investigation of the 
suspects machines or malicious activity can be analyzed and determined in accu-
rate time. The data can be stored and placed in any place for destructive purposes. 
Therefore, MLF techniques are the best sources for storing, evaluating and using 
this data in a productive way to anticipate and harmful activities. MLF methods can 
perform the meta-analysis on the meta-knowledge from different sources, and it 
can simplify the complex tasks into understandable and manageable data formats 
in a short period of time. MLF can provide the well-formed repository that can 
contain the well-sanitized data of digital investigation with well-known properties 
and results.

• Machine learning forensics solutions should:

 ○ Have data availability to support modeling.

 ○ Address well-scoped problems and methodology.

 ○ Explain well the reasoning process.

 ○ Formally structure the representation of knowledge.

 ○ Have well-organized performance evaluation.

 ○ Integrate with current architecture, tools and applications.

15

Advancing Automation in Digital Forensic Investigations Using Machine Learning Forensics
DOI: http://dx.doi.org/10.5772/intechopen.90233

Author details

Salman Iqbal1* and Soltan Abed Alharbi2

1 Department of Computer Science, COMSATS University Islamabad, Vehari, 
Pakistan

2 Department of Electrical and Computer Engineering, University of Jeddah,  
Saudi Arabia

*Address all correspondence to: simbwp@gmail.com

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 



Digital Forensic Science

14

Consequently, it is almost impossible for the forensic experts to perform the 
proper data analysis of each machine individually and also perform the cross-
check on each machine’s process. That limits the capability of the human works. 
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forensic purposes with limited time and available resources. In a real-time digital 
forensic investigation, it is very difficult to determine in early stages which evi-
dence is more important and relevant for investigating the crime, as an example, 
if we consider the cybercafé or a network of computers where several computers 
share the same IP address.

On the other hand, the intelligent tools are the main part of the MLF. However, 
these tools also show the problem for investigation in the pre-analysis phase. For 
that reason the lack-ness in the collection of large amount of data from distributed 
machines is need to be examined. Some of the existing tools are not helpful in 
solving the problem and even increases the time of investigation. The need is to 
make more intelligent methods and tools so that the automatic investigation of the 
suspects machines or malicious activity can be analyzed and determined in accu-
rate time. The data can be stored and placed in any place for destructive purposes. 
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Chapter 2

Cybersecurity Risk Analysis of
Industrial Automation Systems
on the Basis of Cognitive
Modeling Technology
Vladimir I. Vasilyev, Alexey M. Vulfin and
Liliya R. Chernyakhovskaya

Abstract

The issues of procuring the cybersecurity of modern industrial systems and
networks acquire special urgency because of imperfection of their protection tools
and presence of vulnerabilities. International standards ISA/IEC 62443 offer the
system risk-oriented approach to solve the tasks of providing the security of indus-
trial control systems (ICS) at all stages of life cycle. But in view of high uncertainty
and complexity of procedure of formalizing the factors affecting the final indices of
system security, the problem of cybersecurity risk assessment remains open and
requires applying new approaches based on the technology of data mining and
cognitive modeling. Cognitive modeling of risk assessment using fuzzy grey cogni-
tive maps (FGCM) allows us to take into account the uncertainty factor arising in
the process of vulnerability probability assessment for each of security nodes. The
interval estimates of FGCM connection weights can reflect the scatter of expert
group opinions that allows us to take into account more completely the data avail-
able for risk analysis. The main stages of ICS security assessment with use of FGCM
are analyzed in the chapter on the example of distributed industrial automation
network. The recommendations concerning the choice of the necessary counter-
measures improving the level of network security in the conditions of possible
external and internal threats are considered.

Keywords: fuzzy grey cognitive map, cybersecurity risk analysis,
industrial automation systems, cognitive modeling, integrity control model
automation system

1. Introduction

Digital economy, cyber-physical objects, cyberspace, and Internet of Things are
concepts that have firmly entered our lives in recent years. As a part of industrial
revolution “Industry 4.0,” the face of modern industrial enterprises, which actively
use the transition to unmanned production technologies, the integration of
information technologies into the most complex production processes, has
dramatically changed. In this case, a distinctive feature of production is the close
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connection of technological networks with the corporate network, as it is necessary
both for production management and for administration of industrial networks
and systems. Modern technological networks, as a rule, have direct access to the
Internet, for example, for maintenance and technical support of industrial automa-
tion systems by employees of organizations—contractors. Also, computers of con-
tractors, developers, integrators, and system/network administrators connected to
the technological network of the service company from the outside often have free
access to the Internet.

Under such conditions, the problem of ensuring the security (cybersecurity) of
industrial automation and control systems (IACS) sharply increases. In corporate
networks, the object of protection is information and the problem of ensuring the
confidentiality of information is primarily addressed. However, in the case of
industrial automated control systems, the object of protection is already technolog-
ical processes (TP), and not ensuring the confidentiality of information comes to
the fore, but first of all ensuring the continuity and integrity of the TP itself.
Speaking of IACS cybersecurity, the so-called digital attacks (cyber-attacks) are
primarily considered associated with exposure to IACS through the control and
monitoring devices—controllers, data acquisition and transmission devices, SCADA
servers, workstations, telecom equipment, communication lines, etc.

The severity and relevance of IACS cybersecurity problem are confirmed by
statistics of recent years, showing a sharp increase in the number of the targeted
attacks on industrial networks and systems, as well as an increase in the scale of
consequences of these attacks. A vivid example of a large-scale cyber-attack that hit
a lot of companies around the world from May 12 to May 15, 2017 is the attack of a
network worm—the coder WannaCry [1]. Among the victims of this well-
coordinated attack were companies engaged in various types of production, oil
refineries, urban infrastructure facilities, and distribution power grids.

In May 2018, VPNFilter malware, which infected at least 500,000 routers and
data storage devices in 54 countries around the world, was detected. The purpose of
this software is to steal credentials, detect industrial SCADA equipment, and carry
out various attacks using infected devices in the botnets. June 2018 was marked by a
large-scale cyber-attack on telecommunications companies, communication satel-
lite operators, and defense contractors in the United States and Southeast Asia.
During the attack, the attackers infected computers used for managing the com-
munication satellites and collecting geoposition data. According to experts’ opin-
ions, the purpose of the cyber-attack was espionage and data interception from
civilian and military communication channels. In total, according to Kaspersky Lab,
the share of attacked IACS computers in the world in 2018 increased by 3.2%
compared with 2017 and amounted to 47.2% [2].

Considering the seriousness of the current situation and the need to take urgent
measures, the international community and information security experts are
concerned about finding effective ways to solve the problem of ensuring the secu-
rity of industrial automated systems. For instance, the European Commission has
developed the European Program for Critical Infrastructure Protection. Several
international standards for ensuring the cybersecurity of automated process control
systems have been proposed and effectively used in world practice, such as NERC
Critical Infrastructure Protection, NIST SP 800-82 Guide to Industrial Control
Systems Security, ISA/IEC 62443 Industrial Automation and Control Systems
Security [3, 4].

The basis of the requirements presented by the ISA/IEC 62443 standards series
for ensuring the IACS security is a risk-oriented approach. In accordance with this
approach, designing of a management system for a protected IACS involves the
following stages:
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• high-level (preliminary) risk assessment of cyber-attacks effects;

• building a reference model of IACS as the protection object, describing the
classification of main activities types, technological process, automatic control
systems, and other assets;

• building an asset model, describing the hierarchy of main objects and assets of
IACS, their interaction with networks, key divisions, etc.;

• building a reference architecture model, reflecting all basic elements of IACS,
telecommunication equipment, communication lines, etc.;

• building a zone and conduct model, dividing the protected object into separate
security zones;

• detailed risk analysis for each selected zone; and

• determination of the current security level for each zone and requirements to
ensure the target security level of the zone, implemented by the choice of
appropriate protection measures.

At the same time, the “bottleneck” of the above normative documents regulating
the issues of ensuring IACS cybersecurity is the absence of formalized methods for
detailed risk assessment. As the volume of statistical data, development of mathe-
matical models of risk, threats, and security incidents increase, it becomes topical to
develop methods and algorithms for quantitative risk assessment, ensuring the
possibility of a reasonable choice of IACS devices and the necessary countermea-
sures both within individual security zones and ensuring the required cybersecurity
level of IACS as a whole.

A promising way to solve this problem is the use of technology of cognitive
modeling, based on construction and analysis of fuzzy grey cognitive maps
(FGCM), which has been widely used in recent years [5–10]. Fuzzy grey (interval)
cognitive maps are considered to be a good extension of fuzzy cognitive maps
(FCM) family, since they are better suited to experts representations, have a greater
interpretability and provide more degrees of freedom to the decision making person
on the basis of modeling results.

Brief information concerning the “grey” system, the “grey” number, and the
“grey” variable is presented below, and the mathematical apparatus of FGCM is
considered. Then, on the example of solving the problem of ensuring the integrity
of telemetric information in IACS, the technique of assessing the cybersecurity risks
with use of FGCM is discussed. In the end of the chapter, the conclusions are drawn
and the list of references is given.

Let us note one important circumstance. When considering below a specific
example of AIS risk assessment using FGCM (Section 2), an approach based on
decomposition of the original (integrated) FGCM by disclosing (detailing) the
content of its concepts is used, resulting in the set of interconnected local FGCM
that characterize certain aspects of AIS risks assessment procedure associated with
the features of its subsystems. In ideological plan, this approach is based on the
FCM decomposition theory and the algebra of FCM causal transformations pro-
posed in [11, 12]. However, the main difference between the approach described in
[12] and our approach is that in [12] the detailed FCM system of a large size comes
out as the original FCM, which reduces to a simpler (quotient) FCM by using the
operations proposed by the authors. Each concept of this quotient FCM accumulates
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information on the state of several similar concepts of the original FCM, thus
aggregating the corresponding concepts. In our case, on the contrary, the original
FGCM has a small dimension, the number of forming its basic concepts
corresponds to the number of basic subsystems of the system under study, and the
decomposition of FGCM implies a representation of each concept of the original
FGCM in the form of independent (local) FGCM, describing the behavior of
this concept.

2. Theoretical foundations of building FGCM

The basis of building FGCM is the Grey Systems Theory, proposed in 1989 by
Deng [10]. Within the framework of this theory, objects and systems with high
uncertainty, represented by small samples of incomplete and inaccurate data, are
studied. Depending on the character of the available information, the studied
systems are divided into three types:

• “white” systems (the internal structure and the properties of the system are
completely known);

• “grey” systems (partial information about the system is known); and

• “black” systems (the internal structure and the properties of the system are
completely unknown).

In accordance with the terminology of the grey systems theory, a fuzzy grey
cognitive map is a cognitive model of a system in the form of a directed graph
defined with use of the following set:

FGCM ¼ 〈C, F,W〉, (1)

where C ¼ Cif g is the set of concepts (vertices of the graph), i ¼ 1, 2,…, nð Þ; F ¼
Fij
� �

is the set of connections between concepts (arcs of the graph); and W ¼
Wij
� �

is the set of the relationships between the concepts determining the weights
of these connections, i, jð Þ∈Ω. Here, Ω ¼ i1, j1

� �
, i2, j2
� �

,…, iL, jL
� �� �

is the set of
the pairs of adjacent (interconnected) vertices indices, L≤ n n� 1ð Þ.

In contrast to the traditional FCM representation, the weights of FGCM connec-
tions are set with the use of “grey” (interval) numbers ⊗Wij, defined as

⊗Wij ∈ Wij,Wij

h i
, where Wij <Wij, Wij,Wij

h i
∈ �1, 1½ �, (2)

where Wij and Wij are, respectively, the lower and the upper boundaries of the
grey number. So, the weight of connection between i-th and j-th concepts (Ci ! Cj)

can take any value within the given range of change Wij,Wij

h i
∈ �1, 1½ �. In the

particular case, when Wij ¼ Wij, we get ⊗Wij ∈ Wij,Wij

h i
—a “white” (crisp,

usual) number.
It is assumed that the change of the concepts state in time is described by

equations
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⊗Xi kþ 1ð Þ ¼ f ⊗Xi kð Þ þ
Xn

j ¼ 1

j 6¼ ið Þ

⊗Wji⊗Xj kð Þ

0
BBBBBBB@

1
CCCCCCCA
, i ¼ 1, 2,…, nð Þ, (3)

where ⊗Xi kð Þ is the “grey” (interval) variable of the i-th concept Ci state, the
values of which at each time instant k ¼ 0, 1, 2,… belong to some interval
Xi kð Þ,Xi kð Þ� �

; f is the activation function of the i-th concept, mapping the argu-
ment values into the interval �1, 1½ �. The activation function f ∙ð Þ, as a rule, is
accepted in the following form:

a. linear function with saturation:

f xð Þ ¼
x, if xj j≤ 1;

sgn x, if xj j>1,

(
(4)

b. bipolar sigmoid (hyperbolic tangent):

f xð Þ ¼ 1� e�xð Þ
1þ e�xð Þ ¼ th

x
2

� �
; (5)

c. unipolar sigmoid:

f xð Þ ¼ 1= 1þ e�xð Þ: (6)

To solve the system of equations (Eq. (3)), it is required to set the initial
conditions ⊗Xi 0ð Þ, which also should be considered as the grey numbers
⊗Xi 0ð Þ∈ Xi 0ð Þ,Xi 0ð Þ� �

. Most interesting is usually to obtain the equilibrium
(steady state) solution, which is a grey vector lim

k!∞
⊗Xi kð Þ½ � ¼ ⊗X ∗ ∈ X ∗ ,X ∗� �

or a

limit cycle (strange attractor).
To determine the stability of the steady-state solution ⊗X ∗ , one can use the

theorem [12], according to which the only equilibrium (steady state) solution of
equation (3) (“the fixed point”) exists if and only if

Xn
i, j¼1

W
2
ij

 !1
2

<H, (7)

where the value of the positive constant H depends on the choice of activation
function of the concepts: H ¼ 1 for function (Eq. (4)); H ¼ 2 for function (Eq. (5));
and H ¼ 4 for function (Eq. (6)). In the case of negative connection, i.e., for
Wij <Wij <0, we also put in (Eq. (7)) the upper boundary Wij of the grey
number ⊗Wij.

More detailed information on FGCM construction and their learning algorithms
can be found in [5, 6, 9].
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h i
, where Wij <Wij, Wij,Wij

h i
∈ �1, 1½ �, (2)

where Wij and Wij are, respectively, the lower and the upper boundaries of the
grey number. So, the weight of connection between i-th and j-th concepts (Ci ! Cj)

can take any value within the given range of change Wij,Wij

h i
∈ �1, 1½ �. In the

particular case, when Wij ¼ Wij, we get ⊗Wij ∈ Wij,Wij

h i
—a “white” (crisp,

usual) number.
It is assumed that the change of the concepts state in time is described by

equations
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⊗Xi kþ 1ð Þ ¼ f ⊗Xi kð Þ þ
Xn

j ¼ 1

j 6¼ ið Þ

⊗Wji⊗Xj kð Þ

0
BBBBBBB@

1
CCCCCCCA
, i ¼ 1, 2,…, nð Þ, (3)

where ⊗Xi kð Þ is the “grey” (interval) variable of the i-th concept Ci state, the
values of which at each time instant k ¼ 0, 1, 2,… belong to some interval
Xi kð Þ,Xi kð Þ� �

; f is the activation function of the i-th concept, mapping the argu-
ment values into the interval �1, 1½ �. The activation function f ∙ð Þ, as a rule, is
accepted in the following form:

a. linear function with saturation:

f xð Þ ¼
x, if xj j≤ 1;

sgn x, if xj j>1,

(
(4)

b. bipolar sigmoid (hyperbolic tangent):

f xð Þ ¼ 1� e�xð Þ
1þ e�xð Þ ¼ th

x
2

� �
; (5)

c. unipolar sigmoid:

f xð Þ ¼ 1= 1þ e�xð Þ: (6)

To solve the system of equations (Eq. (3)), it is required to set the initial
conditions ⊗Xi 0ð Þ, which also should be considered as the grey numbers
⊗Xi 0ð Þ∈ Xi 0ð Þ,Xi 0ð Þ� �

. Most interesting is usually to obtain the equilibrium
(steady state) solution, which is a grey vector lim

k!∞
⊗Xi kð Þ½ � ¼ ⊗X ∗ ∈ X ∗ ,X ∗� �

or a

limit cycle (strange attractor).
To determine the stability of the steady-state solution ⊗X ∗ , one can use the

theorem [12], according to which the only equilibrium (steady state) solution of
equation (3) (“the fixed point”) exists if and only if

Xn
i, j¼1

W
2
ij

 !1
2

<H, (7)

where the value of the positive constant H depends on the choice of activation
function of the concepts: H ¼ 1 for function (Eq. (4)); H ¼ 2 for function (Eq. (5));
and H ¼ 4 for function (Eq. (6)). In the case of negative connection, i.e., for
Wij <Wij <0, we also put in (Eq. (7)) the upper boundary Wij of the grey
number ⊗Wij.

More detailed information on FGCM construction and their learning algorithms
can be found in [5, 6, 9].
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3. Risk assessment of IACS cybersecurity

Let us consider the task of assessment of IACS risk on the example of the
automated system for collecting, storing, and processing the telemetric information
(TMI) of the aviation equipment manufacturer. The current information on the
state parameters of on-board aviation systems is continuously collected during the
entire period of their operation by the ground services of technical maintenance.
The detailed analysis of this information allows the subsequent making the right
management decisions on the further operation and modification of on-board avia-
tion systems. Therefore, the task of ensuring the integrity of the mentioned tele-
metric information under the conditions of possible impact of external and internal
threats undoubtedly takes on particular significance.

The generalized structure of the studied territorially distributed automated
information system (AIS), providing the collection, storage, and processing of TMI,
is presented in Figure 1.

As the parts of AIS, the following subsystems (zones), combined according to
the principle of the unity of functions performed and security requirements for
their implementation, are identified:

1.The subsystem for collecting and storing the primary data at the service
stations (Zone 1), which includes:

Element 1—the client part of the SCADA system Web-base;

Element 2—the server part of the SCADA system Web-base;

Element 3—OPC UA client;

Element 4—the temporary storage for accommodating the operative telemetry
data accumulated at the object;

Element 5—the server part of the accumulated data transmission to the storage
of the aviation equipment manufacturer;

2.The core of the corporate information network (CIN) of the enterprise-
manufacturer (Zone 2), where:

Element 6—the client part for providing access to the server of the service
station transferring the accumulated operational data of TMI to the enterprise-
manufacturer’s storage;

Element 8—the workstations of administrator and service personnel of the
CIN core of the enterprise-manufacturer;

3.TMI storage subsystem with fault tolerance functions (Zone 3), where:

Element 7—the node of access to TMI data storage at the enterprise-
manufacturer;

4.TMI data processing subsystem with the use of a hierarchy of mathematical
models of aviation equipment (Zone 4);

5.Subsystem of support and implementation of business processes of the
enterprise-manufacturer (Zone 5).

The corresponding subsystems (security zones) are interconnected (see
Figure 1) with the aid of telecommunication channels (conducts).

24

Digital Forensic Science

Using FGCM as a tool for cognitive modeling, let us turn to the task of analyzing
the risks associated with ensuring the TMI integrity in AIS considered above, taking
into account the impact of possible external and internal threats to the system. The
original (integrated) FGCM for assessing the risks of AIS, serving in this case as the
AIS cognitive model of initial approximation (zero decomposition level), is
presented in Figure 2.

The following descriptions are used in Figure 2: superscript (“*”) denotes the
affiliation of the concept C ∗

p to integrated FGCM and subscript (p) denotes the
number of the concept (Table 1).

The presence of the grey connection weights ⊗ ~Wij indicates an uncertainty in
the assessment of the mutual influence of main risk factors. The state variables of
concepts ⊗X ∗

T1
, ⊗X ∗

T2
, ⊗Xi, i ¼ 1, 2,…, 5ð Þ, ⊗X ∗

R represent the probabilities of
occurrence of the enumerated events corresponding to the concepts C ∗

T1
, C ∗

T2
, C ∗

1 ,
…, C ∗

5 ,C
∗
R . Let us note that in this case we mean so-called subjective probabilities,

reflecting the expert’s point of view on the possibility of an event occurrence [13].
Taking into account that each of these events is a complex event consisting of a
chain of consecutive elementary events, it is reasonable to decompose FGCM of AIS

Figure 1.
The generalized structure of territorially distributed automated information system for the collection, storage,
and processing of TMI. The corresponding subsystems (security zones) are interconnected with the aid of
telecommunication channels (conducts).
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shown in Figure 2 as the set of FGCMs for separate concepts (AIS security zones
containing targets objects for attack to TMI).

The first decomposition level of the original (integrated) FGCM is presented in
Figure 3.

The following designations of the concepts are used in Figure 3: the superscript
(q) of Cq

p indicates the belongings to the concept Cq of the integrated FGCM; and
the subscript (p) is the number of the concepts in the FGCM of the first level of
decomposition (Table 2).

Figure 4 shows the further decomposition level (the second level) for the con-
cept C ∗

1 , allowing to make clearer the impact of the threats on the considered target
concept.

On the scheme, the following designations of the concepts of FGCM second-
level decomposition are used: the superscript (q) of the Cq,p

r concept is the number
of the concept (the parent concept of the zero decomposition level) of the original
FGCM whose decomposition includes this element, the superscript index p is the
number of the parent concept of the first level of decomposition, the subscript (r) is
the number of the concept of the current level (Table 3).

The further decomposition of the third level allows us to go to the detailed
FGCM, which allows us to take into account the influence of individual vulnerabil-
ities on the potential violation of TMI integrity in the intermediate information
processing elements.

Figure 2.
Integrated FGCM for AIS risk assessment. ⊗ ~Wij—the grey connection weights indicate an uncertainty in the
assessment of the mutual influence of main risk factors and C ∗—concepts.

Concept Concept name

C ∗
T1

Internal threat to TMI integrity (e.g., due to failures or erroneous actions of staff)

C ∗
T2

External threat to TMI integrity (e.g., due to attempts of unauthorized access from outside
to information)

C ∗
1 Modification of TMI data in Zone 1

C ∗
2 Modification of TMI data in Zone 2

C ∗
3 Modification of TMI data in Zone 3

C ∗
5 Modification of TMI data in Zone 5

C ∗
R Potential damage caused by violation of TMI integrity in AIS

Table 1.
List of the concepts of the integrated FGCM.
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As for the concept C1, 1
1 , characterizing the possibility to run in the browser of

the client part of SCADA system on the base on Web technology (Zone 1), the
corresponding decomposition can be represented as FGCM in Figure 5.

Here, the numbers 1–5 denote the following concepts:

1. the exploitation of the vulnerability of OS authorization system;

2.the exploitation of the vulnerability of SCADA Web client;

3. the exploitation of the vulnerability of OS browser for launching the client part
of SCADA;

4.the exploitation of the vulnerability of access to OS memory;

5.the exploitation of the vulnerability of OPC UA client authorization system.

Similarly, it is possible to decompose the other concepts of original FGCM for
the second decomposition level of Zone 1 presented in Figure 4 (Figures 6–9,
Tables 4–6). The corresponding FGCM, revealing the content of the concept C1, 1

2
(Zone 2), is shown in Figure 6.

Figure 3.
The first level of FGCM decomposition to assess the AIS risks.
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Consider the numerical example of risk assessment for the conceptC1, 1
1 (Figure 5).

Let us assume that while choosing the grey values of FGCM weights, it is
necessary to focus on a certain fuzzy scale, which determines the strength of the
connections between different concepts (see, e.g., Table 7).

Let us further assume that the expert estimated the values of FGCM connections
weights in Figure 5 as follows (Table 8).

Concept Concept name Parent
concept

T1
1 � T8

1 Internal threats to the integrity of TMI (concept T ∗
1 decomposition on the

block diagram of AIS, Figure 1, i.e., the points of potential realization of the
threat to TMI integrity by the internal subject of the system)

T ∗
1

T1
2,T

2
2 External threats to TMI integrity (concept T ∗

2 decomposition) T ∗
2

C1
1 Access to TMI in the client-server SCADA Web-base before adding to the

database of TMI operational storage
C ∗
1 (Zone 1)

C1
2 Access to the database of operative TMI data storage

C1
3 Access to the network equipment

C1
4 Access to the module of Web server sending TMI data in the long-term

storage of the enterprise-manufacturer

C2
5 Access to the network infrastructure C ∗

2 (Zone 2)

C2
6 Access to the Web client module that implements receiving TMI at the

enterprise-manufacturer from remote service stations

C2
8 Unauthorized access to workstation (node 8 in Figure 1) of the core of CIN of

the enterprise-manufacturer

C2
10 Access to the server of equipment status reports generated for users of Zone 4

C3
7 Access to TMI in the long-term storage C ∗

3 (Zone 3)

C5
9 Access to computing cluster management server of Zone 5 C ∗

5 (Zone 5)

IST5 TMI integrity control model

Table 2.
List of the first level decomposition concepts of the FGCM.

Figure 4.
The second level of FGCM decomposition for assessing AIS risk in Zone 1.

28

Digital Forensic Science

Let us take a bipolar sigmoid (5) here as an activation function f ∙ð Þ for the
concepts 1–5. Checking condition (7) for the data presented in Table 2 shows that

X5
i, j¼1

W
2
ij

 !1
2

¼
ffiffiffiffiffiffiffiffiffiffi
2, 76

p
¼ 1:66< 2, (8)

i.e., the steady-states of FGCM will be stable.

Concept Concept name Parent concept

C1, 1
1

Access to HMI client SCADA C1
1

C1, 1
2

Access to operative TMI data on the client-server part of the SCADA
before entering in the operative storage

C1, 2
3

Access to the client to interact with the OPC UA server C1
2

C1, 2
4

Access to the database of operative TMI storage data

Table 3.
List of second-level decomposition concepts for Zone 1.

Figure 5.
The third level of FGCM decomposition—the concept C1, 1:

1

Figure 6.
Decomposition of the concept C1, 1

2 of FGCM for AIS risk assessment (Zone 1)

Figure 7.
Decomposition of the concepts C1, 3

6 and C1, 4
5 of the second level of FGCM decomposition
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Using for calculation the “Cognitive Map Constructor” tool, which is described
more detailed in the next section of this chapter, we will estimate the change in the
upper and lower boundaries of the state variable X5 over time k ¼ 1, 2, 3,…

Figure 8.
Decomposition of the concepts C1, 2

3 and C1, 2
4 of FGCM for AIS risk assessment

Figure 9.
FGCM concepts states for risk assessment of Zone 1 (the change in the state of concepts over time and the final
states of the target concepts of the FGCM, software window form).

Concept Concept name Parent
concept

6 Exploitation of the vulnerability of authorization system of the primary OS
user

C1, 1
2

7 Exploitation of the vulnerability of access to operating system memory

8 Exploitation of the vulnerability of Java virtual machine

9 Exploitation of the vulnerability of system software of application server for
running the SCADA server Web application

10 The target concept of access to operative TMI data, which can be modified
before adding to the database on the nodes of SCADA client-server type

Table 4.
List of the concepts of the third decomposition level for AIS risks assessment of Zone 1.
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(Tables 9 and 10). The state of the input concept CT1 is defined here as ⊗XT1 kð Þ ¼
0:8;1½ � for all ¼ 0, 1, 2,…; the initial conditions for other state variables
⊗X1 0ð Þ÷⊗X5 0ð Þ are assumed to be zero, i.e., equal to 0;0½ �.

Concept Concept name Parent
concept

19 Exploitation of the vulnerability of authorization system of the main OS user C1, 4
5

20 Exploitation of the vulnerability of system software implementing work of
Apache Web application server, MySQL DBMS, PHP runtime frameworks to
support interactive Web pages

21 Exploitation of the vulnerability of OS memory access

22 Exploitation of the vulnerability of Java Virtual Machine Memory Access

23 Exploitation of the vulnerability of Application Server Software

24 The target concept of unauthorized launching of the module for access to the
database of operative storage of TMI at service stations

25 Exploitation of the vulnerability of authorization system of the main OS user C1, 3
6

26 Exploitation of the vulnerability of access to operating system memory

Table 5.
List of the concepts of the third decomposition level of Zone 1.

Concept Concept name Parent
concept

14 Exploitation of the vulnerability of authorization system of the main OS user C1, 2
4

15 Exploitation of the vulnerability of OS memory access

16 Exploitation of the vulnerability of authorization system of the main DBMS
user

17 Exploitation of the vulnerability of DBMS memory access

18 The target concept of unauthorized modification of TMI operative data TMI
stored in the database

11 Exploitation of the vulnerability of authorization system of the client part of
OPC Client UA software

C1, 2
3

12 Exploitation of the vulnerability of authorization system of the main OS user

13 Exploitation of the vulnerability of OS memory access

Table 6.
List of the concepts of the third level of FGCM decomposition of Zone 1.

Linguistic meaning of connection strength Numeric range

Does not affect 0

Very weak (0; 0.15]

Weak (0.15; 0.35]

Average (0.35; 0.6]

Strong (0.6; 0.85]

Very strong (0.85; 1]

Table 7.
Evaluation of the strength of communication between concepts.
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23 Exploitation of the vulnerability of Application Server Software

24 The target concept of unauthorized launching of the module for access to the
database of operative storage of TMI at service stations

25 Exploitation of the vulnerability of authorization system of the main OS user C1, 3
6

26 Exploitation of the vulnerability of access to operating system memory

Table 5.
List of the concepts of the third decomposition level of Zone 1.

Concept Concept name Parent
concept

14 Exploitation of the vulnerability of authorization system of the main OS user C1, 2
4

15 Exploitation of the vulnerability of OS memory access

16 Exploitation of the vulnerability of authorization system of the main DBMS
user

17 Exploitation of the vulnerability of DBMS memory access

18 The target concept of unauthorized modification of TMI operative data TMI
stored in the database

11 Exploitation of the vulnerability of authorization system of the client part of
OPC Client UA software

C1, 2
3

12 Exploitation of the vulnerability of authorization system of the main OS user

13 Exploitation of the vulnerability of OS memory access

Table 6.
List of the concepts of the third level of FGCM decomposition of Zone 1.

Linguistic meaning of connection strength Numeric range

Does not affect 0

Very weak (0; 0.15]

Weak (0.15; 0.35]

Average (0.35; 0.6]

Strong (0.6; 0.85]

Very strong (0.85; 1]

Table 7.
Evaluation of the strength of communication between concepts.
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As a result, the steady-state value of the grey state vector ⊗X for FGCM
presented in Figure 6, i.e., for the concept C1, 1

1 decomposition is found as

⊗X ¼ 0, 8;1½ �, 0, 43;0, 58½ �, 0, 28;0, 55½ �, 0, 20;0, 40½ �, 0, 06;0, 16½ �, 0, 24;0, 53½ �f g,

and the final value for the target concept state is determined by the grey number
⊗X5 ∈ 0, 24;0, 53½ �.

Consider the state of the target concept CR (Figure 2)—the damage caused by
the potential violation of TMI integrity in the AIS—after clarifying all weights by
the level of decomposition of the original FGCM. Let us assume that the active

k 1 2 3 4 5 6 7 8

Xi

X1 0.36 0.50 0.55 0.57 0.58 0.58 0.58 0.58

X2 0 0.125 0.28 0.40 0.48 0.52 0.54 0.55

X3 0 0.125 0.24 0.32 0.36 0.38 0.39 0.40

X4 0 0.054 0.10 0.13 0.15 0.16 0.16 0.16

X5 0 0 0.093 0.23 0.36 0.45 0.50 0.53

Table 9.
Upper boundaries of concept state estimates

k 1 2 3 4 5 6 7 8

Xi

X1 0.24 0.34 0.39 0.41 0.43 0.43 0.43 0.43

X2 0 0.059 0.13 0.18 0.22 0.25 0.27 0.28

X3 0 0.059 0.115 0.16 0.18 0.19 0.20 0.20

X4 0 0.018 0.034 0.046 0.052 0.058 0.06 0.06

X5 0 0 0.034 0.087 0.14 0.18 0.21 0.24

Table 10.
Lower boundaries of concept state estimates.

Connection weight The value of the connection weight Greyness (scatter of assessment)

WT11 [0.6; 0.75] 0.075

W12 [0.5; 0.7] 0.1

W13 [0.5; 0.7] 0.1

W14 [0.15; 0.3] 0.075

W25 [0.55; 0.65] 0.05

W32 [0.35; 0.55] 0.1

W35 [0.55; 0.65] 0.05

W42 [0.3; 0.5] 0.1

W43 [0.15; 0.3] 0.075

W45 [0.2; 0.45] 0.125

Table 8.
The values of communications FGCM weights.
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threat is the internal threat of violation of the integrity of TMI, the value of which is
determined by a grey number ⊗X ∗

T1
∈ 0, 6;0, 95½ �.

Risk assessment because of violation of the integrity of TMI information is
defined as ⊗X ∗

R

��
A ∈ 0:19;0:28½ �.

To reduce the potential damage from the violation of TMI integrity, a monitor-
ing system, deployed as a protected container in Zone 5, is used. In Figure 3, this
information protection tool is designated as a TMI integrity monitoring model—
concept IST5. The protected container ensures the continuous operation of the TMI
integrity monitoring system, which implements online and offline analysis of
operational data and data collected in the repository (Zone 3).

The concept of TMI integrity monitoring system as a whole has some
peculiarities:

• Simulated parameters of the aviation engine operation and TMI can be
presented in the form of multidimensional technological time series;

• Monitoring the TMI integrity is based on the analysis of the consistency of the
behavior of parameters obtained by using the model of complex technical
object, and taken from the on-board aircraft systems;

• The output of the monitoring system is the evaluation of conditional
probability of the events of data integrity violation events.

Risk value estimate due to violation of TMI information integrity after applying
the tool based on the integrity monitoring model is ⊗X ∗

R

��
A ∈ 0:07;0:15½ �.

Due to the significant amount of computation when working with FGCM
containing a large number of concepts, it was necessary to develop a software tool
to automate cognitive modeling with use of FGCM. The change in the state of
concepts over time and the final states of the target concepts of the FGCM, calcu-
lated in the developed software tool, are presented in Figure 9.

4. Automation of risk analysis and management on the base of cognitive
modeling technology

To improve an efficiency of risk analysis and management with use of
FGCM, the special software tool “Cognitive Map Constructor” was developed. This
software allows us to build and edit FGCM, use them to carry out the security
risk analysis, and justify the choice of the necessary countermeasures from
the given user-specified set. As a result, a diagram of risk assessment is built
under various scenarios of countermeasures’ implementation and threats’
realization.

Besides supporting the FGCM with the installation of connections weights in the
form of the upper and lower boundaries, the software allows us the use of linguistic
terms of fuzzy logic, as well as setting the weights in the form of “white” crisp
numbers. The software has the interface implemented in HTML using CSS, which
allows displaying the FGCM and all the necessary accompanying information by the
concepts and connections, and also is able to work on any graphical operating
system that has a current Web browser.

There are five kinds of concepts which are used in FGCM: threats, information
assets, intermediate concepts, targets, and countermeasures, which can be marked
by different colors for convenience and clarity.
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containing a large number of concepts, it was necessary to develop a software tool
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To improve an efficiency of risk analysis and management with use of
FGCM, the special software tool “Cognitive Map Constructor” was developed. This
software allows us to build and edit FGCM, use them to carry out the security
risk analysis, and justify the choice of the necessary countermeasures from
the given user-specified set. As a result, a diagram of risk assessment is built
under various scenarios of countermeasures’ implementation and threats’
realization.

Besides supporting the FGCM with the installation of connections weights in the
form of the upper and lower boundaries, the software allows us the use of linguistic
terms of fuzzy logic, as well as setting the weights in the form of “white” crisp
numbers. The software has the interface implemented in HTML using CSS, which
allows displaying the FGCM and all the necessary accompanying information by the
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The set of the options depends on the type of the concept, but in most cases its
name is specified with description, as well as its current state. In the case when the
weights of all connections, pointing to the concept, are assumed to be equal, one can
mark the option “Imposed weight” and set the desired value. For countermeasures,
it is permissible to indicate which of existing countermeasure it is, that allows
realizing situations when one countermeasure acts on several connections at once.

To establish the relationships between the concepts, it is necessary to click on the
button “Placement” of the action group “Connections” in the tool window. After
that, the connections are located by pressing consecutively on the initial and final
element. The located countermeasures and initial states of the concepts can be
adjusted and combined, creating the different scenarios that allow us to compare
the effectiveness of countermeasures.

Figures 10 and 11 show the FGCM risk estimates built in the “Cognitive Map
Constructor.”

Thus, the developed software “Cognitive Map Constructor” allows evaluating
the effectiveness of the use of the TMI integrity monitoring system in the protection
of telemetric information from the effects of external and internal threats.

Figure 10.
FGCM for risk assessment of data collection and storage subsystem at the service stations (Zone 1) (software
window form).

Figure 11.
FGCM for risk assessment in the core of the CIN (Zone 2) and TMI (software window form).
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5. Conclusions

A promising way to solve the problem of assessing the cybersecurity risks of
industrial automated systems is to model the threats realization scenarios using the
tools of topological analysis of the system security and cognitive modeling with
the aid of Fuzzy Grey Cognitive Maps.

At the basis of this approach, the construction of original FGCM is proposed to
assess the risk of automated control system with the following decomposition of
FGCM into the number of cognitive maps of the next level of detail (the same as it is
done in IDEF0 Functional Modeling technology). The features of construction of
this procedure are discussed in this chapter in relation to the task of ensuring the
telemetry information integrity in the industrial automated system for collecting,
storing, and processing information on the conditions of on-board aviation systems.
It is shown that the use of FGCM allows us to obtain more reliable estimates of
security risk factors with account of the possible variations of the available actual
data and expert opinions.

To automate the proposed risk assessment procedure in the considered system
for collecting, storing, and processing telemetry information with use of FGCM, the
software tool “Cognitive Map Constructor” was developed, which can be used for
identifying the most dangerous vulnerabilities in the system and evaluating the
effectiveness of various measures (countermeasures) realization for telemetric
information protection from the impact of external and internal threats.
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Chapter 3

Application of Chaos-Based 
Fragile Watermarking to 
Authenticate Digital Video
Rinaldi Munir and Harlili Harlili

Abstract

Fragile watermarking algorithm is a technique used to authenticate of digital 
data multimedia such as video. A watermarking algorithm consists of two processes: 
embedding and extraction of watermark. In this paper, a secure video fragile water-
marking algorithm in spatial domain based on chaos is proposed. The watermark is 
a binary image which has the same size with frame size of the video. Before embed-
ding, in order to increase security, the watermark is encrypted using XOR operation 
with a random image. The random image is generated by using Cross-Coupled 
Chaotic random Bit Generator (CCCBG). The encrypted watermark is embedded 
to each frame. In the extraction process, the encrypted watermark is extracted from 
the watermarked video, decrypted it, and then compared to the original watermark. 
This algorithm has capability to localize the area being tampered in the video 
frames. We have performed some typical attacks to the watermarked video and 
then authenticated it. Based on the experiment results, the algorithm can detect and 
localize the modified region of video frames very well. Sensitivity to the slightest 
change on initial conditions of the chaos map provided security of the algorithm.

Keywords: fragile watermarking, authentication, digital video, chaos

1. Introduction

Nowadays digital video is widely used to present information. This is because 
a video is richer in information compared to a single image, and generally a video 
has more pictures and sound. However, digital data such as video have advantages 
and disadvantages. Digital video could be edited, manipulated, or altered easily by 
using a video editor or other tools. For example, someone could change contrast 
of the video, resize, remove or add some frames, or add a new object to the video. 
Unfortunately, once a digital video is manipulated, its integrity is questionable. In 
some cases, we need to know authenticity of the video. For example, a court need 
to decide if a video as evidence is genuine or has been manipulated. If the video has 
been manipulated, how to prove it?

The integrity problem of digital video could be solved by using a fragile water-
marking technique. In the fragile watermarking technique, we could embed one 
or more watermarks into frames of video. Once the watermarked video is manipu-
lated, altered, or modified, the watermark inside will be fragile or damage. The 
damaged watermark is indication that the video has been manipulated. Therefore, 
fragile watermarking can be used to prove authentication of a video.
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1. Introduction
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or more watermarks into frames of video. Once the watermarked video is manipu-
lated, altered, or modified, the watermark inside will be fragile or damage. The 
damaged watermark is indication that the video has been manipulated. Therefore, 
fragile watermarking can be used to prove authentication of a video.



Digital Forensic Science

38

A watermarking algorithm consists of two processes: embedding and extraction 
of watermark. Watermark is an information that refers to the video owner. Usually 
the watermark is a binary image such as logo, random bits, or other information. 
The watermark is inserted into a host video, frame by frame, become to a water-
marked video without affecting its perceptual (and audio) quality. Through an 
inverse process, the embedded watermark can be extracted again from the video. 
When the extracted watermark is compared to the original watermark, we could 
conclude if the video has been altered. The damage extracted watermark is indica-
tion that the video has been altered.

Digital watermarking schemes can operate on spatial domain or frequency 
domain. Assume the watermark is represented as string of bits. Watermarking 
schemes that operate in spatial domain embed watermark bits into pixel values of 
the video frame directly [1, 2]. Otherwise, on watermarking schemes that operate in 
transform domain, a host video has to be transformed first into a transform domain 
by using a specific transformation (DCT, DWT, DFT, etc.) [3]. Next embedding bits 
of watermark is performed by modifying the transform coefficients [2, 4].

Generally watermarking in transform domain is more robust than spatial 
domain through non-malicious attacks such as cropping, compression, scaling, 
rotation, etc. Therefore, it is used to the problems of copyright protection, prov-
ing ownership, illegal copying, and transaction tracking of video. Otherwise, 
watermarking in spatial domain is suitable to solve the problem of tamper detection 
of video content. The watermark in the video must be fragile when the video is 
manipulated. Robustness is not important for fragile watermarking.

The watermark could be originated from internal or external. The internal 
watermark means that the watermark is derived from host video directly, and then 
it is embedded into frames of the video. The second is external watermark which 
means that the watermark is an input from the user, and usually the watermark is a 
meaningful binary image such as logo or other image.

Much research on fragile watermarking for digital video has been done by many 
scientists. This means that the fragile watermarking is interesting research topics. 
Some related research is from Elgamal et al. [1], Zhi-yu et al. [4], and Rupali et al. 
[5]. Elgamal et al. [1] proposed a fragile video watermarking algorithm on trans-
form. The original video is transformed from RGB model to YCbCr model and then 
Cr-component is partitioned into non-overlapping blocks of pixel. The watermark 
is a binary image from the video owner. Bits of the binary image are embedded for 
each block separately.

Like Elgamal et al. [1], Zhi-yu et al. [4] also proposed a fragile watermarking 
algorithm on transform domain. The original video is transformed from RGB 
model to YST model. The T-component is divided 4 × 4 blocks and then each block 
is transformed to frequency domain using DCT. The watermark is generated from 
the quantized DCT coefficient and then it is embedded into the last non-zero DCT 
coefficient.

Rupali et al. [5] also proposed a fragile video watermarking algorithm on 
transform domain. The original video is transformed from spatial domain to 
frequency domain using DCT. Rupali et al. [5] used two watermarks to embed. Both 
of these watermarks are internal, that means from the original video itself. The first 
watermark is used to detect tampering and the second watermark is used to localize 
tampered area.

All of the watermarking algorithms above operated on transform domain. 
A digital video contains more frames, generally hundreds to thousands frames. 
Transformation of each frame from the spatial domain to the transform domain 
consumes a lot of computing time. We need a simple fragile watermarking for the 
digital video but still meet the security aspect. A simple fragile watermarking on 
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spatial domain is by using LSB (least significant bit) modification method. This 
method is fast and it can detect tampering on video until pixel level. To fulfill the 
security aspect, we use the watermarking key(s) in embedding and extraction 
process, so that embedding and extraction of watermark are performed by an 
authorized party who has the secret key(s).

The watermark itself is confidential, only the video owner knows about it. 
Therefore, the watermark needs to be encrypted using the secret key(s). The secret 
key(s) also serve to prevent the watermark from being extracted and used in the 
reassembling of videos by an authorized party, thus avoiding counterfeiting of 
the videos.

The chaos system can be used to get a secure fragile watermarking scheme. In 
recent years, chaos theory has attracted the attention of scientists, especially in 
the information security field. Chaos has been used to increase security [6]. The 
reason is the chaotic systems that have sensitivity on initial conditions. It means 
if we perform a little bit change to the initial conditions of the chaos system, after 
some iterations, the system will result values that differ significantly. In the field of 
cryptography and watermarking, generally a chaos map is used to generate pseudo-
random numbers [7, 8].

Munir et al. [9] used a chaos map, i.e. Arnold Cat’s map, to encrypt the water-
mark before embedding it into video frames. The original watermark is encrypted 
by XOR-ing it with a random image. The random image is generated from the 
replicated watermark by using an Arnold Cat Map. The encrypted watermark is 
embedded into each frame of the video using LSB modification method.

Unfortunately, the random image generated using Arnold Cat’s map still shows 
patterns of the replicated watermark, so it is not completely random. The embed-
ding algorithm is also redundant, because the random image is XOR-ed with the 
replicated watermark. Therefore, the watermarking algorithm has redundancy.

In this paper, we modified the previous algorithm by using another chaos map so 
that the random image is generated from the chaos map directly. We used a random 
bit generator based on two Skew Tent Maps. The generator is abbreviated as CCCBG 
(Cross-Coupled Chaotic random Bit Generator) [10].

The paper is organized into six sections. The first section is this introduction. 
The second section will review some supported theories. The algorithm to embed 
and extract the watermark will be explained in the third section. The fourth and 
fifth section will present the experiment results and discussion. Finally, the last 
section will resume the conclusion and future work.

2. Chaos map

One of the popular chaotic maps is a Logistic Map, described by

 ( )1 1+ = -i i ix x xm  (1)

where μ is a parameter of map and 0 < μ ≤ 4. According to [7], the map is in 
chaotic state when 3.57 < μ ≤ 4. In this state, the resulting values appear random. 
Because of its random behavior, a logistic map can be used as a pseudo-random 
generator. Hence, initial value of the chaos map, x0, and constant μ serve as secret 
keys. When we iterate Eq. (1) from an initial value (x0), we get a random sequences 
between 0 and 1. The random values generated from the chaos Logistic Map are 
sensitive to small changes of the initial values. By changing x0, the random values 
generated different significantly from the previous chaotic values with initial 
value x0.
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A watermarking algorithm consists of two processes: embedding and extraction 
of watermark. Watermark is an information that refers to the video owner. Usually 
the watermark is a binary image such as logo, random bits, or other information. 
The watermark is inserted into a host video, frame by frame, become to a water-
marked video without affecting its perceptual (and audio) quality. Through an 
inverse process, the embedded watermark can be extracted again from the video. 
When the extracted watermark is compared to the original watermark, we could 
conclude if the video has been altered. The damage extracted watermark is indica-
tion that the video has been altered.

Digital watermarking schemes can operate on spatial domain or frequency 
domain. Assume the watermark is represented as string of bits. Watermarking 
schemes that operate in spatial domain embed watermark bits into pixel values of 
the video frame directly [1, 2]. Otherwise, on watermarking schemes that operate in 
transform domain, a host video has to be transformed first into a transform domain 
by using a specific transformation (DCT, DWT, DFT, etc.) [3]. Next embedding bits 
of watermark is performed by modifying the transform coefficients [2, 4].

Generally watermarking in transform domain is more robust than spatial 
domain through non-malicious attacks such as cropping, compression, scaling, 
rotation, etc. Therefore, it is used to the problems of copyright protection, prov-
ing ownership, illegal copying, and transaction tracking of video. Otherwise, 
watermarking in spatial domain is suitable to solve the problem of tamper detection 
of video content. The watermark in the video must be fragile when the video is 
manipulated. Robustness is not important for fragile watermarking.

The watermark could be originated from internal or external. The internal 
watermark means that the watermark is derived from host video directly, and then 
it is embedded into frames of the video. The second is external watermark which 
means that the watermark is an input from the user, and usually the watermark is a 
meaningful binary image such as logo or other image.

Much research on fragile watermarking for digital video has been done by many 
scientists. This means that the fragile watermarking is interesting research topics. 
Some related research is from Elgamal et al. [1], Zhi-yu et al. [4], and Rupali et al. 
[5]. Elgamal et al. [1] proposed a fragile video watermarking algorithm on trans-
form. The original video is transformed from RGB model to YCbCr model and then 
Cr-component is partitioned into non-overlapping blocks of pixel. The watermark 
is a binary image from the video owner. Bits of the binary image are embedded for 
each block separately.

Like Elgamal et al. [1], Zhi-yu et al. [4] also proposed a fragile watermarking 
algorithm on transform domain. The original video is transformed from RGB 
model to YST model. The T-component is divided 4 × 4 blocks and then each block 
is transformed to frequency domain using DCT. The watermark is generated from 
the quantized DCT coefficient and then it is embedded into the last non-zero DCT 
coefficient.

Rupali et al. [5] also proposed a fragile video watermarking algorithm on 
transform domain. The original video is transformed from spatial domain to 
frequency domain using DCT. Rupali et al. [5] used two watermarks to embed. Both 
of these watermarks are internal, that means from the original video itself. The first 
watermark is used to detect tampering and the second watermark is used to localize 
tampered area.

All of the watermarking algorithms above operated on transform domain. 
A digital video contains more frames, generally hundreds to thousands frames. 
Transformation of each frame from the spatial domain to the transform domain 
consumes a lot of computing time. We need a simple fragile watermarking for the 
digital video but still meet the security aspect. A simple fragile watermarking on 
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spatial domain is by using LSB (least significant bit) modification method. This 
method is fast and it can detect tampering on video until pixel level. To fulfill the 
security aspect, we use the watermarking key(s) in embedding and extraction 
process, so that embedding and extraction of watermark are performed by an 
authorized party who has the secret key(s).

The watermark itself is confidential, only the video owner knows about it. 
Therefore, the watermark needs to be encrypted using the secret key(s). The secret 
key(s) also serve to prevent the watermark from being extracted and used in the 
reassembling of videos by an authorized party, thus avoiding counterfeiting of 
the videos.

The chaos system can be used to get a secure fragile watermarking scheme. In 
recent years, chaos theory has attracted the attention of scientists, especially in 
the information security field. Chaos has been used to increase security [6]. The 
reason is the chaotic systems that have sensitivity on initial conditions. It means 
if we perform a little bit change to the initial conditions of the chaos system, after 
some iterations, the system will result values that differ significantly. In the field of 
cryptography and watermarking, generally a chaos map is used to generate pseudo-
random numbers [7, 8].

Munir et al. [9] used a chaos map, i.e. Arnold Cat’s map, to encrypt the water-
mark before embedding it into video frames. The original watermark is encrypted 
by XOR-ing it with a random image. The random image is generated from the 
replicated watermark by using an Arnold Cat Map. The encrypted watermark is 
embedded into each frame of the video using LSB modification method.

Unfortunately, the random image generated using Arnold Cat’s map still shows 
patterns of the replicated watermark, so it is not completely random. The embed-
ding algorithm is also redundant, because the random image is XOR-ed with the 
replicated watermark. Therefore, the watermarking algorithm has redundancy.

In this paper, we modified the previous algorithm by using another chaos map so 
that the random image is generated from the chaos map directly. We used a random 
bit generator based on two Skew Tent Maps. The generator is abbreviated as CCCBG 
(Cross-Coupled Chaotic random Bit Generator) [10].

The paper is organized into six sections. The first section is this introduction. 
The second section will review some supported theories. The algorithm to embed 
and extract the watermark will be explained in the third section. The fourth and 
fifth section will present the experiment results and discussion. Finally, the last 
section will resume the conclusion and future work.

2. Chaos map

One of the popular chaotic maps is a Logistic Map, described by

 ( )1 1+ = -i i ix x xm  (1)

where μ is a parameter of map and 0 < μ ≤ 4. According to [7], the map is in 
chaotic state when 3.57 < μ ≤ 4. In this state, the resulting values appear random. 
Because of its random behavior, a logistic map can be used as a pseudo-random 
generator. Hence, initial value of the chaos map, x0, and constant μ serve as secret 
keys. When we iterate Eq. (1) from an initial value (x0), we get a random sequences 
between 0 and 1. The random values generated from the chaos Logistic Map are 
sensitive to small changes of the initial values. By changing x0, the random values 
generated different significantly from the previous chaotic values with initial 
value x0.
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Figure 1. 
A random image generated by using the CCCBG.

Another chaos map is Tent Map. It iterates a point x0 and gives a sequence xi 
in [0, 1]:
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where μ is a positive real constant. Varian of Tent Map is Skew Tent Map [8] 
which is defined as:
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where μ is system parameter and x0 is initial condition of map. When a Skew 
Tent Map is iterated from x0 value, it produces a sequence in the interval [0, 1] and 
distributed uniformly.

Narendra et al. in [10] proposed a random bit generator based on two Skew Tent 
Maps. The generator is abbreviated as CCCBG (Cross-Coupled Chaotic random Bit 
Generator). In the CCCBG, random bit stream is generated by comparing outputs 
of the couple maps. If fμ(xi) and gμ(yi) are two Skew Tent Maps and are given as:

 ( )1+ =i ix f xm  (4)

 ( )1+ =i iy g ym  (5)

where μ is system parameter and is same for both maps. The CCCBG gener-
ated a sequence of random bits by comparing the outputs of the maps in the fol-
lowing way:
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Based on several tests performed by Narendra et al., the CCCBG successfully 
passes all the randomness tests [10], therefore the random binary sequences can be 
used for encryption.
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In digital watermarking, the random bits play important role to increase secu-
rity. We will use CCCBG Map to generate random bits. The random bits will be-
XOR-ed to the original watermark to yield the encrypted watermark. For example, 
by iterating (6) 240,000 times (i.e., 480 × 854) and using parameter μ = 0.48999, 
initial conditions x0 = 0.500684, and y0 = 0.538167586, we get a sequence of random 
bits figured as a binary bit image (Figure 1).

3. Proposed algorithm

This section will explain the proposed fragile video watermarking on spatial 
domain based on the chaotic map. The watermark is a binary image. To detect 
manipulation in the video frames until pixel level, the watermark must have the 
same size as the video frame size. Therefore, if watermark size is less than video 
frame size, the watermark need to be replicated by duplicating it a number of 
times in order to produce a new watermark that has the same size with the host 
video frame size. Figure 2 shows example of replication. The original watermark 
“ASEAN logo” has a size of 200 × 194 pixels, whereas the video frames have a size of 
480 × 854 pixels. This original watermark must be duplicated a number of times so 
that produce a replicated watermark that has size 480 × 854.

Next, to increase security, before embedding, the replicated watermark is 
encrypted by XOR-ing it with a random image. A random image is generated by 
iterating CCCBG a number of mn times where m and n are frame sizes (Figure 1). 
The replicated watermark is encrypted with the random image by using XOR opera-
tion to produce an encrypted watermark (Figure 3). Next, we embed the encrypted 
watermark into the host video.

We design a simple, but secure, fragile video watermarking based on chaos. The 
fragile video watermarking algorithm consists of two processes: embedding algo-
rithm and extraction algorithm, each will be described below.

3.1 Watermark embedding algorithm

There are two scenarios for embedding the watermark into a digital video. The first 
scenario is embedding each frame of the video with the same watermark. The second 
scenario is embedding each frame of the video with the different watermark. The 
second scenario is not practical because the video owner have to provide the water-
mark of as many frames. Actually, the watermarks can be generated from the video 
itself (i.e., internal watermarks), we generate the watermark for each video frame that 

Figure 2. 
Left: the original watermark; right: the replicated watermark.
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Figure 1. 
A random image generated by using the CCCBG.
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Narendra et al. in [10] proposed a random bit generator based on two Skew Tent 
Maps. The generator is abbreviated as CCCBG (Cross-Coupled Chaotic random Bit 
Generator). In the CCCBG, random bit stream is generated by comparing outputs 
of the couple maps. If fμ(xi) and gμ(yi) are two Skew Tent Maps and are given as:

 ( )1+ =i ix f xm  (4)

 ( )1+ =i iy g ym  (5)

where μ is system parameter and is same for both maps. The CCCBG gener-
ated a sequence of random bits by comparing the outputs of the maps in the fol-
lowing way:

 ( ) 1 1
1 1

1 1

0 ,
,

1 ,
+ +

+ +
+ +

<ì
= í ³î

i i
i i

i i

x y
h x y

x y  (6)

Based on several tests performed by Narendra et al., the CCCBG successfully 
passes all the randomness tests [10], therefore the random binary sequences can be 
used for encryption.

41

Application of Chaos-Based Fragile Watermarking to Authenticate Digital Video
DOI: http://dx.doi.org/10.5772/intechopen.93151

In digital watermarking, the random bits play important role to increase secu-
rity. We will use CCCBG Map to generate random bits. The random bits will be-
XOR-ed to the original watermark to yield the encrypted watermark. For example, 
by iterating (6) 240,000 times (i.e., 480 × 854) and using parameter μ = 0.48999, 
initial conditions x0 = 0.500684, and y0 = 0.538167586, we get a sequence of random 
bits figured as a binary bit image (Figure 1).

3. Proposed algorithm

This section will explain the proposed fragile video watermarking on spatial 
domain based on the chaotic map. The watermark is a binary image. To detect 
manipulation in the video frames until pixel level, the watermark must have the 
same size as the video frame size. Therefore, if watermark size is less than video 
frame size, the watermark need to be replicated by duplicating it a number of 
times in order to produce a new watermark that has the same size with the host 
video frame size. Figure 2 shows example of replication. The original watermark 
“ASEAN logo” has a size of 200 × 194 pixels, whereas the video frames have a size of 
480 × 854 pixels. This original watermark must be duplicated a number of times so 
that produce a replicated watermark that has size 480 × 854.

Next, to increase security, before embedding, the replicated watermark is 
encrypted by XOR-ing it with a random image. A random image is generated by 
iterating CCCBG a number of mn times where m and n are frame sizes (Figure 1). 
The replicated watermark is encrypted with the random image by using XOR opera-
tion to produce an encrypted watermark (Figure 3). Next, we embed the encrypted 
watermark into the host video.

We design a simple, but secure, fragile video watermarking based on chaos. The 
fragile video watermarking algorithm consists of two processes: embedding algo-
rithm and extraction algorithm, each will be described below.

3.1 Watermark embedding algorithm

There are two scenarios for embedding the watermark into a digital video. The first 
scenario is embedding each frame of the video with the same watermark. The second 
scenario is embedding each frame of the video with the different watermark. The 
second scenario is not practical because the video owner have to provide the water-
mark of as many frames. Actually, the watermarks can be generated from the video 
itself (i.e., internal watermarks), we generate the watermark for each video frame that 

Figure 2. 
Left: the original watermark; right: the replicated watermark.
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Figure 4. 
Watermark embedding algorithm.

depend on the frame content itself. However, the resulting watermark is meaningless 
and cannot be perceived visually. We want the watermark to be meaningful and can be 
perceived visually. Therefore, we choose the watermark is a meaningful binary image 
and, for practical reason, the same watermark is embedded to each video frame.

Now, we can describe the watermark embedding algorithm into the digital video 
in more detail as follows:

Input: a host video file (v), a watermark file (w), and CCCBG’s parameter and 
initial conditions (μ, x0, y0).

Output: a watermarked video (v’).
Step 1: Read the frames of video v, the watermark w, and CCCBG’s parameter 

and initial conditions (μ, x0, and y0). If the video has an audio, then separate 
the audio.

Step 2: If size(w) < size(video frame of v), copy the single watermark to produce 
a replicated watermark w’ which has the same size with the host video frames.

Step 3: Iterate CCCBG mn times to produce a random image r.
Step 4: Encrypt w’ by XOR-ing it with r as follows:

 ” ’= Åw w r  (7)

Step 5: Embed the encrypted watermark, w”, into each frame of the video by 
manipulating the least significant bit (LSB) of pixels. If the frame has R, G, and B 
component, then it performs embedding to each component.

Figure 3. 
Left: the replicated watermark. Right: the encrypted watermark.
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Step 6: If the original video has audio, merge it to the watermarked frames to 
produce a watermarked video.

Figure 4 shows stages in the watermark embedding algorithm. The watermark is 
embedded into each frames of video. If the video has audio, the audio has not been 
changed. After embedding of the watermark, audio is merged back into the video.

3.2 Watermark extraction algorithm

Watermark extraction from the video is performed to prove video authentica-
tion. Only the video owner can do it, because the owner has the original watermark. 
The original watermark is required to compare it with the extracted watermark. If 
the extracted watermark is the same as the original watermark (can be observed 
visually), then we decide that the video is authentic, otherwise the video has been 
altered, tampered, or manipulated. The original watermark is also required to local-
ize the tampered region in a frame. Watermark extraction can be performed on all 
video frames or only on certain frames.

Now, we can describe the watermark extraction algorithm from the digital video 
in more detail as follows:

Input: a watermarked video file (v’), an original watermark file (w), and 
CCCBG’s parameter and initial conditions (μ, x0, and y0).

Output: an extracted watermark, location of tampered frame (if any).
Step 1: Read the frames of video v’, watermark w, and CCCBG’s parameter and 

initial conditions (μ, x0 and y0).
Step 2: If size(w) < size(video frame of v), copy the single watermark to produce 

a replicated watermark w’ which has the same size with the host video frames.
Step 3: Iterating CCCBG mn times to produce a random image r.
Step 4: For each frame, extract all of the least significant bit (LSB) of pixels. This 

step yields an extracted watermark w”.
Step 4: Decrypt the watermark w” by XOR-ing it with r as:

    w”’ = w” ⊕ r.    (8)

Step 5: Compare w”’ with w’. If w”’ = w’, we conclude that the integrity of video 
is authenticated. If not, go to step 6 and 7.

Step 6: To localize tampered region, subtract w’ to w”’. If a pixel is not changed, 
the subtraction yields 0, else the subtraction yields 1.

Step 7: Identify pixels in the watermarked framed in position where the subtrac-
tion above yields 1. Those are pixels that have been manipulated.

Figure 5(a) shows stages in the watermark extraction algorithm. The watermark 
is extracted from each frame of video and then compares the extracted watermark 
to the original watermark. The decision is binary (1 or 0), 0 means the watermarked 
video has not changed (authentic), 1 means the watermarked video has been 
manipulated, altered, or tampered. Figure 5(b) shows how to localize tampered 
region in a frame.

4. Experiment and results

We have implemented the proposed algorithm to be a computer program. Next 
we test the algorithm on a sample video to determine authentication of the video. The 
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Figure 4. 
Watermark embedding algorithm.

depend on the frame content itself. However, the resulting watermark is meaningless 
and cannot be perceived visually. We want the watermark to be meaningful and can be 
perceived visually. Therefore, we choose the watermark is a meaningful binary image 
and, for practical reason, the same watermark is embedded to each video frame.

Now, we can describe the watermark embedding algorithm into the digital video 
in more detail as follows:

Input: a host video file (v), a watermark file (w), and CCCBG’s parameter and 
initial conditions (μ, x0, y0).

Output: a watermarked video (v’).
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Step 6: If the original video has audio, merge it to the watermarked frames to 
produce a watermarked video.

Figure 4 shows stages in the watermark embedding algorithm. The watermark is 
embedded into each frames of video. If the video has audio, the audio has not been 
changed. After embedding of the watermark, audio is merged back into the video.
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tion. Only the video owner can do it, because the owner has the original watermark. 
The original watermark is required to compare it with the extracted watermark. If 
the extracted watermark is the same as the original watermark (can be observed 
visually), then we decide that the video is authentic, otherwise the video has been 
altered, tampered, or manipulated. The original watermark is also required to local-
ize the tampered region in a frame. Watermark extraction can be performed on all 
video frames or only on certain frames.

Now, we can describe the watermark extraction algorithm from the digital video 
in more detail as follows:

Input: a watermarked video file (v’), an original watermark file (w), and 
CCCBG’s parameter and initial conditions (μ, x0, and y0).

Output: an extracted watermark, location of tampered frame (if any).
Step 1: Read the frames of video v’, watermark w, and CCCBG’s parameter and 

initial conditions (μ, x0 and y0).
Step 2: If size(w) < size(video frame of v), copy the single watermark to produce 

a replicated watermark w’ which has the same size with the host video frames.
Step 3: Iterating CCCBG mn times to produce a random image r.
Step 4: For each frame, extract all of the least significant bit (LSB) of pixels. This 

step yields an extracted watermark w”.
Step 4: Decrypt the watermark w” by XOR-ing it with r as:

    w”’ = w” ⊕ r.    (8)

Step 5: Compare w”’ with w’. If w”’ = w’, we conclude that the integrity of video 
is authenticated. If not, go to step 6 and 7.

Step 6: To localize tampered region, subtract w’ to w”’. If a pixel is not changed, 
the subtraction yields 0, else the subtraction yields 1.

Step 7: Identify pixels in the watermarked framed in position where the subtrac-
tion above yields 1. Those are pixels that have been manipulated.

Figure 5(a) shows stages in the watermark extraction algorithm. The watermark 
is extracted from each frame of video and then compares the extracted watermark 
to the original watermark. The decision is binary (1 or 0), 0 means the watermarked 
video has not changed (authentic), 1 means the watermarked video has been 
manipulated, altered, or tampered. Figure 5(b) shows how to localize tampered 
region in a frame.

4. Experiment and results

We have implemented the proposed algorithm to be a computer program. Next 
we test the algorithm on a sample video to determine authentication of the video. The 
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sample video was a video clip which has 394 frames and long 16 seconds, each frame 
has a size 480 × 854 (Figure 6a). This video contains audio inside. Figure 6b and c 
show two frames of the video (frame 1 and frame 175).

The watermark to be embedded into the host video is “ASEAN logo” as shown 
in Figure 3 (after replicated). In these experiments below, we used param-
eters of CCCBG as follows: μ = 0.48999, initial conditions x0 = 0.5006841, and 
y0 = 0.538167586. The two initial conditions serve as the secret keys. These keys 
were used in both watermark embedding algorithm and extraction algorithm.

This algorithm can only be used to test the authentication of digital videos that 
have been spatially manipulated. Spatial manipulation such as changing the con-
trast of the image, adding noise, changing the size of the frame, copy and paste an 
object into the frame, and others. The algorithm cannot temporarily detect video 
manipulation, for example, by removing one or more frames.

In the section below, we divide experiments into two cases: (i) no attack case and 
(ii) tamper detection test, each will be described below.

4.1 No-attack case

If the watermarked video is not manipulated, we categorized it as no attack case. 
To prove the authentication of the video, we extracted all watermarks from each video 
frame. All watermarks should be the same as the original watermark. Figure 7 shows 
the extracted watermarks but only from frame number 1 and frame number 283.

Visually, there are no damages in the extracted watermarks. When we compare 
the extracted watermark to the original watermark by subtracting them, we get 

Figure 5. 
(a) Watermark extraction algorithm and (b) localize tampered region.
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the difference is a black image (all of pixels are 0). Therefore, we conclude no 
tampering performed to the watermarked video. In this algorithm, parameter and 
initial condition of CCCBG behave as secret keys. Embedding and extraction of 
the watermark could be done by the authorized party only. If the receiver did not 
have the same keys, then the extracted watermark is not the same as the original 
watermark.

Figure 7. 
The watermarked frames and the extracted watermarks.

Figure 6. 
(a) A host video to be watermarked, (b) frame 1, and (c) frame 175.
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4.2 Sensitivity to initial condition

As mentioned before, the chaos system has a sensitivity to the slightest change 
on initial conditions. This characteristic provides the security aspect of water-
marking. For example, the receiver used μ = 0.4900 (before was 0.48999), initial 
conditions x0 = 0.5006840 (before was 0.5006841), and y0 = 0.538167585 (before 
was 0.5381675865) to extract the watermark. Figure 8 shows the extracted water-
marks from two frames. The extracted watermarks are wrong! Compared to the 
original watermark, this extracted watermarks look like the random images.  
This happens because CCBG produces random bits that are very different from 
previous bits.

4.3 Tamper detection test

In most cases, a digital video is often edited or manipulated using the video 
editor. If a video has been manipulated, the video is no longer original. Main goal 
of fragile watermarking is to determine if the video has been manipulated or not. 
If the video has been manipulated, the algorithm should able to locate where the 
alteration made on the video frames. In these experiments, we performed some 
typical attacks to the watermarked video. The attacks are (1) adding a text to the 
watermarked video, (2) copy-paste attack, (3) adding some noises, (4) modifying 
video contrast, and (5) cropping the frames. The following are the attacks.

5. Detection test against text addition

We attack the watermarked video by writing a text “GLASS and WATER” at 
the left top of the frames (Figure 9a). To prove the authentication of the video, we 
extracted the watermarks from the video frames to get the extracted watermarks. 
The extracted watermarks contain the text (Figure 9b). Therefore, we conclude 
that the watermarked video has been manipulated. Figure 9c shows detection of 

Figure 8. 
The watermarked frames and the extracted (wrong) watermarks.
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pixels that have been manipulated by adding a text “GLASS and WATER.” Figure 9d 
shows the tampered pixels in the correspondence frame.

6. Detection test against copy-paste attack

In the second attack, we copied an object “coca-cola bottle” and then pasted it into 
the watermarked video (Figure 10a). When we extracted the watermarks from the 

Figure 9. 
(a) Watermarked frame after adding a text; (b) extracted watermark; (c) and (d) detected tampering region.

Figure 10. 
(a) Watermarked frame after copy-paste attack; (b) extracted watermark; (c) and (d) detected tampering region.
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pixels that have been manipulated by adding a text “GLASS and WATER.” Figure 9d 
shows the tampered pixels in the correspondence frame.

6. Detection test against copy-paste attack

In the second attack, we copied an object “coca-cola bottle” and then pasted it into 
the watermarked video (Figure 10a). When we extracted the watermarks from the 

Figure 9. 
(a) Watermarked frame after adding a text; (b) extracted watermark; (c) and (d) detected tampering region.

Figure 10. 
(a) Watermarked frame after copy-paste attack; (b) extracted watermark; (c) and (d) detected tampering region.
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video, we got an extracted watermark as shown in Figure 10b. The extracted water-
mark contains a silhouette of strange object inside. Localize the tampered region and 
we can detect copy-paste object in the video frames as shown in Figure 10c and d.

7. Detection test against adding some noises

There are some kinds of noise such as Gaussian noise, salt and pepper noise, 
Poisson noise, etc. In the third attack, we added “salt and pepper” noise with 
density 0.1 into the watermarked video (Figure 11a). When we extracted the 
watermarks from the video, we got the watermarks also contained noise. The noisy 
watermarks indicated that the video has been altered (Figure 11b). The tampering 
region is entire of frame (Figure 11c and d).

8. Detection test against contrast change

A digital video can be changed so that the contrast becomes brighter or darker. 
In this attack, we manipulated the watermarked video by changing the contrast 
so that make it brighter. After that, we extracted the watermarks from the video 
(Figure 12, top right). We can see that the extracted watermarks are damaged and 
cannot be recognized anymore. Localization of tampered region shows that whole 
of image has been manipulated (Figure 12, bottom right).

9. Detection test against cropping

One of the geometrical attacks is cropping. In this attack, we manipulated the water-
marked video by cropping the video frames. The cropping can be performed horizon-
tally or vertically. In this experiment, we cropped a left side of the video. To extract the 

Figure 11. 
(a) The watermarked frames after adding noise “salt and pepper”; (b) the extracted watermark; (c) and  
(d) detected tampering region.
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watermarks, we returned the frame size into original size first by adding white or black 
pixels (in this experiment we added white pixels). We found the extracted watermarks 
contained the black region that indicated the cropped region in the frames (Figure 13).

10. Discussion

The proposed chaos-based fragile watermarking algorithm is simple but secure; 
it can be used to authenticate the digital video. Some experiments have been done to 

Figure 12. 
Top left: the watermarked frame after changing the brightness; top right: the extracted watermark. Bottom 
right: the tampered region.

Figure 13. 
The watermarked frames after cropping and the extracted watermarks.
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test performance of the algorithm. If there is no manipulation done to the water-
marked video (no attack case), then the extracted watermark is same exactly to the 
original watermark. Therefore, we conclude that the video is still original, has not 
been changed or manipulated.

Common manipulations of video have been done to test authentication and 
localize altering in the watermarked video. These manipulations are adding a text 
label into video frames, inserting a new object into the video, changing contrast, 
and cropping some pixels. In the case of adding text and inserting an object into the 
video frames, we got the extracted watermarks that contain silhouette of the object 
or text. The silhouettes can be seen visually. When we compared to the original 
watermark, the extracted watermark is not the same. Therefore we conclude that 
the video has been manipulated. By subtracting the original watermark from the 
extracted watermark and adjusting the results on the watermarked video, we can 
find the video frame portion that has been changed.

Common manipulation of video is changing the contrast or brightness of the 
video. By changing the contrast or brightness of the video, it means changing 
all pixel values in the video frame. When the watermarks are extracted from the 
video, we found that extracted watermarks also change entirely. The extracted 
watermarks are totally damaged; therefore we can conclude that the video has been 
manipulated.

When a block area in the watermarked video frame is cropped, the extracted 
watermark is also cropped in the correspondence block. The extracted watermark 
has a black region in the cropped area of the correspondence frame.

This proposed algorithm has some weakness. It cannot detect manipulation of 
the watermarked video if one or more fames are removed. However, if some video 
frames are inserted to the watermarked video, the algorithm can still detect this 
manipulation, because the new frames do not contain the embedded watermarks.

Other weakness is LSB modification method itself. Bits of the watermark are 
only embedded to one least significant bit of pixel values. If manipulation of the 
watermarked video is performed on other than the least significant bit, the algo-
rithm cannot detect it. However, this manipulation is considered uncommon so it 
can be ignored.

11. Conclusion and future works

We have proposed a fragile video watermarking based on the chaotic map. 
In order to increase security, the watermark is encrypted using XOR operation 
with a random image. The random image is generated by using Cross-Coupled 
Chaotic random Bit Generator (CCCBG). The encrypted watermark is embedded 
to every RGB component of each frame. In the extraction process, the encrypted 
watermark is extracted from the watermarked video and compared to the original 
watermark.

Some experiments have been done to test capability of the algorithm to detect 
tampering to the watermarked video. We have tried some common attacks to the 
watermarked video. The experiment results showed that the algorithm could detect 
tampering on the watermarked video. This algorithm has also capability to localize 
the area being tampered in the video frames.

The algorithm can only be used to the uncompressed videos. It can be developed 
for the compressed video format such as MPEG-4. Embedding of watermarks is 
performed in encoding and decoding must be operated in transform domain. Some 
transform methods such as Fourier Transform, DCT, or wavelet transform can 
be used.
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Chapter 4

Legal Framework on Child 
Pornography: A Perspective
Deepa Salian and Sofia Khatun

Abstract

Child pornography is a crime which is practiced in every nation of the world. 
It has also emerged has the fasted growing online business nearly $3 billion 
annual revenue is been extracted from this sources. The website that tend to dis-
tribute commercial child pornography initiates thousands of images and videos 
and it is extremely difficult to eradicate the images once it is been upload on the 
internet virtually, so children are lifelong victims of this crime. In the most of the 
countries Pre- adolescent are involved in child pornography they are subjected 
to physical as well as sexual violence. It has to be noted that there are two ways in 
which child pornography is been distributed, i.e., either for profit or for noncom-
mercial child pornography offered through free traded among the offenders. 
Child pornography is visual delineate act of sexual explicit which involves inter-
course, bestiality, masturbation etc. child pornography is an international felony 
which need to eradicated completely for this every state needs to adopt stringent 
measure to curb this crime.

Keywords: adolescent, sexual violence, government, sexual maltreatment, 
communities, entertainment

1. Introduction

The word pornography originates from the Greek pornographic actually signifi-
cance expounding on whores. One of the ordinarily acknowledged meanings of sex 
entertainment in current occasions characterizes it as explicitly express material 
(verbal or pictorial) for example essentially intended to deliver sexual excitement 
in watchers. At the point when esteem decisions are joined to this definition, sex 
entertainment is seen as explicitly express material intended to deliver sexual 
excitement in buyers that is awful with a particular goal in mind.

Child pornography is distributing and transmitting revolting material of 
children in electronic structure. Lately child pornography has expanded because of 
the simple access of the web and effectively accessible recordings on the web. Child 
pornography is the most offensive wrongdoing which happens and has prompted 
different violations, for example, sex tourism, sexual maltreatment of the young-
ster, and so on.

Child pornography laws give seriously punishments to makers and wholesalers 
in practically all Western social orders, ordinarily including imprisonment, with 
shorter length of sentences for non-business appropriation relying upon the degree 
and substance of the material circulated.
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INTERPOL has referred to Germany as one of the significant makers of child 
pornography, with the Netherlands and the United Kingdom as the significant 
dissemination communities. The United States is probably the biggest market of 
interest for child pornography, however more premiums have moved to Southeast 
Asia as of late. The improvement of child pornography is fuelled by fundamentally 
two factors, the beginning, and accessibility of home motion pictures, recordings, 
computerized cameras, PCs, and programming, which made the creation of child 
pornography moderately modest and furthermore, the advancement of the Internet 
innovation, which has expanded simplicity of creation and circulation of this mate-
rial to astonishing statures.

Child pornography is progressively predominant in the present society and is 
currently one of the quickest developing internet exercises. In contrast to makers, 
holders of child pornography do not effectively take part in the physical and sexual 
maltreatment of kids. Notwithstanding, holders are watchers of this reported 
maltreatment and assault and can be, accordingly, likewise answerable for the 
interminable exploitation of guiltless youth. The far reaching accessibility of sex 
entertainment on the internet has worked up a sentimental frenzy shared by the 
legislature.

There have been numerous endeavors to constrain the accessibility of explicit 
substance on the internet by governments and law requirement bodies all around 
the globe. Sociological hypotheses of freak conduct have not been efficiently 
applied to the issue of who uses and who does not utilize digital erotic entertain-
ment on the Internet.

Making laws is not equivalent to implementing them. While adequate enemy of 
child pornography laws exist in numerous countries, authorization is feeble. Besides, 
policing a worldwide activity like the internet includes policing residents from 
nations with generally contrasting local laws, societies and social mores. Despite the 
fact that these hindrances seem unfavorable, it must be recalled that child pornogra-
phy is a substantive and convincing issue on worldwide, national, and nearby levels, 
and it is anything but an innocuous wrongdoing. Child pornography which involves 
child sexual abuse creates negative aspects in health of a child. Most of them face 
many health issues such as genital pain, genital bleedings etc. Most of the victims of 
child sexual abuse will have negative impact on their neurodevelopment and physi-
cal health and this also amount to long lasting depression [1].

A more noteworthy number of child molesters are presently utilizing PC innova-
tion to arrange, keep up, and increment the size of their child pornographic assort-
ments. Personally-manufactured unlawful pictures of children are particularly 
significant on the internet, and customarily molesters will exchange pictures of 
their sexual endeavors. At the point when these pictures arrive at the internet, they 
are lost and can keep on flowing always; in this way, the child is re-victimized as the 
pictures are seen over and over.

The quick development of the web and innovation has brought about the ascent 
and accessibility of child pornography in India. Considering these mechanical 
progressions and something else, the Indian Government has authorized different 
changes to fortify the legitimate structures.

India had hindered around 857 explicit sites in 2015 in view of the worries 
about child pornography. This specific choice was taken under the Information 
Technology Act and in consonance with Article 19(2) of the Constitution of India 
that permits the legislature to force limitations on the grounds of conventional-
ity and profound quality. In any case, this total boycott was later lifted and just 
executed to those sites containing child pornography. As of late, again with the 
Department of Telecom has prohibited 827 destinations because of unlawful 
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substance on sites. Current issues in the field of protection of children’s are closely 
associated with rise in accessibility and usage of information and communication 
technologies (ICTs). The use of technology and the accessibility to internet services 
have increased worldwide. There must be an a urgent need to address the upcoming 
threat related to technology which impose new risks for the exploitation and abuse 
of children, as culprits misuse modern communication technologies to facilitate 
child sexual abuse. Therefore, states have to develop tailor-made instruments to 
tackle the specific dangers related to the use of ICTs by children [2].

No nation is invulnerable from child pornography, and it will require a deliberate 
exertion from governments, law implementation, and common society to guaran-
tee that the world’s children are ensured. India has attempted that approach and 
criminalization of a total prohibition on sex entertainment embrace.

2. Definition of child pornography

The legitimate age at which an individual can agree to sexual action fluctuates 
from nation to nation, a moving snag to the reliable and orchestrated assurance of 
children from sexual misuse on the universal level. While an individual younger 
than 18 might have the option to openly agree to sexual relations, such an indi-
vidual is not lawfully ready to agree to any type of sexual abuse, including child 
pornography.

Besides, in conditions that require double guiltiness – when a wrongdoing carried 
out abroad should likewise be a wrongdoing in a wrongdoer’s nation of origin for the 
guilty party to be arraigned in his/her nation of origin – concurrence on a typical 
age for what is a child is pivotal. Any inconsistency could forestall a child sex guilty 
party from being arraigned.

Hence, children, for reasons for child pornography enactment, ought to be 
characterized as anybody younger than 18 years.

Child pornography is distributing and transmitting vulgar material of children 
in electronic structure. As of late child pornography has expanded because of the 
simple access of the web, and effectively accessible recordings on the web.

Child pornography may incorporate genuine or recreated sex including minors, 
freak sexual acts, inhumanity, masturbation, sadomasochistic maltreatment, or the 
display of private parts in an explicitly exciting manner.

Child pornography is characterized by the Optional Protocol on the Sale of 
Children, Child prostitution and Child pornography as any portrayal of a child 
occupied with genuine or mimicked express sexual exercises or of the sexual pieces 
of a child for essentially sexual purposes.

Child pornography is the proof of the sexual maltreatment of a children and 
the creation of child pornography consistently surmises a wrongdoing submitted 
towards the child.

Child pornography typifies and debases youngsters.
Child pornography perhaps utilized by abusers as a way to control a child by 

guaranteeing that what is befalling the youngster in the image is something that 
numerous children participate in.

Child pornography can bring down the potential culprit’s restraints and permits 
the wrongdoer to limit and misshape oppressive conduct. The culprit may utilize it 
as a support of his damaging conduct.

Offender’s use of Child Pornography.
Guilty parties use child pornography for some reasons. Five of the most widely 

recognized include:
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• Create a perpetual record for excitement and satisfaction.

• Lower child’s restraints.

• Validate and affirm the child sex guilty party’s conviction frameworks.

• Blackmail unfortunate casualties and other co-guilty parties.

• Sell for benefit or exchange.

3. Child pornography in India: general provisions

Sexual maltreatment among children in India has become wildly throughout the 
years, and an ongoing report by the Ministry of Women and Child Development 
expressing that over half of children have been manhandled comes as an eye-
opener. Sexual maltreatment of children has not been another wonder, yet has won 
in the public eye for quite a while. Notwithstanding, the endeavors to check this 
marvel have been negligible, prompting an ascent in child sexual maltreatment.

Considerably after rehashed request by different partners to sanction another 
law to ensure children, such requests failed to be noticed. At last, the Government 
of India in the wake of setting up a draft Bill in the year 2006 passed the Protection 
of Children from Sexual Offenses Act, 2012. This exceptional enactment guaran-
tees the assurance of children from sexual offenses lastly takes into consideration 
stricter discipline for such pedophiles.

There are different laws in India to secure and advance the offspring of the 
nation. In the Constitution itself, Article 21 accommodates the privilege to life and 
freedom, Article 24 does not permit children beneath 14 years to work in a mine, 
plant or take part in dangerous business. Article 39(f) makes it required for the 
State to coordinate its approach towards making sure about the wellbeing and qual-
ity of children and to give those openings and offices to grow steadily and Article 45 
gives that the State will attempt to give youth care and training to children beneath 
the age of 6 years [3]. There likewise exist uncommon laws for violations against 
children, for example, The Immoral Traffic (Prevention) Act, 1986, The Child 
Marriage Restraint Act, The Child Labor (Prohibition and Regulation) Act, 1986 
and The Juvenile Justice (Care and Protection of Children) Act, 2000.

The Penal Code, 1860 and The Criminal Procedure Code, 1973 oversees the 
substantive and procedural pieces of criminal offenses, including those which apply 
to children. Since no uncommon arrangements are overseeing the maltreatment 
of children, similar laws apply to the grown-ups and offspring of the nation. The 
laws overseeing sexual offenses incorporate Sections 375 (Rape), 377 (unnatural 
offenses) and 354 (shocking the humility of ladies) under the Penal Code. There are 
additionally offenses against minor young ladies for example Section 372 (selling 
of young ladies for prostitution) and Section 373 (purchasing of young ladies for 
prostitution) [4]. In any case, these laws are not exhaustive or satisfactory to deal 
with such grave offenses on such delicate matured children. These arrangements 
are additionally one-sided towards ladies and are insufficient themselves either 
substantively or procedurally to meet the exceptional needs of sexual maltreatment 
among children.

Disregarding such broad laws, the State of Goa passed the Goa Children’s Act, 
2003 to ensure, advance and safeguard the interests of children in Goa and to make 
a general public that is pleased to be child inviting. The demonstration isolates the 
offenses into grave rape which covers various kinds of intercourse-vaginal, oral, 
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butt-centric, utilization of articles, constraining minors to have intercourse with 
one another, purposely making injury the sexual organs and making children pres-
ent for explicit photographs or movies; rape which covers sexual contacting with 
the utilization of anyone part or item, voyeurism, exhibitionism, indicating obscene 
pictures of movies to minors, making children watch others occupied with sexual 
action, giving of dangers to explicitly mishandling a minor, loudly manhandling 
a minor utilizing revolting and profane language; and interbreeding which is the 
commission of a sexual offense by a grown-up or a child who is a relative through 
ties of appropriation. In this manner, this was the main enactment of India con-
strained to Goa, where there were exceptional laws to shield children from sexual 
maltreatment.

The absence of satisfactory laws was likewise referenced in different cases under 
the watchful eye of the Supreme Court of India. In India the applicants needed the 
intra-State dealing of small children, their subjugation and coercive repressions, 
customary inappropriate behavior and maltreatment to be made cognizable under 
the Indian Penal Code. The Supreme Court of India likewise made a referral to the 
Law Commission of India on issues of child sexual maltreatment.

The Law Commission expressed that the instances of penile entrance were 
secured under Section 375, the unnatural offenses, for example, fleshly inter-
course against the request for nature with any man, lady or creature were taken 
consideration by Section 377 and the infiltration of finger or lifeless thing into the 
vagina or rear-end against the desire of a lady or female child would be secured by 
Section 354.

The avocation given by the Law Commission was that the gravity of these dif-
ferent offenses were extraordinary and in this way, the offenses referenced under 
Sections 354 and 377 ought not be brought under the proviso of assault or be given 
such unforgiving discipline and consequently there was no compelling reason 
to carry any new law into the image. In any case, one feels that all the previously 
mentioned offenses are egregious and there ought to be stricter discipline forced on 
such guilty parties.

Without stricter rules for unfortunate casualty security, the Supreme Court 
itself detailed different rules for the assault injured individual. The court expressed 
that because of the actuation of extraordinary dread or because of the stunned State 
of the person in question; the injured individual will most likely be unable to give 
full subtleties of the episode, which may prompt an unnatural birth cycle of equity. 
The inquiries in this way presented to the unfortunate casualty in court may prompt 
shame of the person in question, because of which an injured individual may not 
be agreeable, and subsequently, the Court asked the Presiding Officer instead of 
the restricting direction to offer the pertinent conversation starters to the person in 
question.

The Court additionally requested that the exploited people be permitted breaks 
and adequate time to respond to the inquiries. The Court additionally proposed 
holding such preliminaries in the camera, to make the unfortunate casualty pro-
gressively agreeable, and to guarantee that the injured individual can respond to 
the inquiries effortlessly, thus that the injured individual is not reluctant and is 
coming clean.

Another token of our lacking laws is the Report of the National Crime Records 
Bureau concerning child sexual maltreatment. The records show that a sum of 
5484 kid assault cases were accounted for during the year 2010, an expansion from 
5368 in the year 2009, 679 instances of procuration of minor young ladies were 
accounted for in 2000 against 237 out of 2009. Seventy-eight instances of purchas-
ing young ladies and 130 instances of selling of young ladies for prostitution were 
accounted for in the year 2010 against 32 and 57 of every 2009.
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The investigation of Child Abuse by the Government of India in the year 2007 
gave some stunning disclosures. It was discovered that 53.22% of youngsters had 
confronted at least one types of sexual maltreatment and half of such maltreat-
ment were from people known to the child or were people in a place of trust and 
obligation.

In the light of the grave circumstance confronting children in India, today, the 
Protection of Children from Sexual Offenses Bill was made in the year 2006 and was 
at long last passed by the Indian Parliament in 2012.

4. Protection of children from sexual offenses act, 2012

The Protection of Children from Sexual Offenses Act, 2012 was ordered with 
the article to shield the children from offenses of rape, inappropriate behavior, 
sex entertainment and to accommodate the foundation of Special Courts for the 
preliminary of such offenses and matters associated therewith or accidental thereto. 
The Act gets its capacity from Article 15(3) of the Constitution of India, which 
enables the State to make uncommon arrangements concerning children. Article 
39(f) of the Constitution of India accommodates the State to guide its approach to 
make sure about the children with the goal that they are not manhandled and their 
adolescence and youth are ensured against abuse. The State additionally means to 
satisfy its acknowledgment of the Convention on the Rights of Child, which was 
consented by India on 11-12-1992.

The Convention basically features the measures that should be embraced by the 
State to forestall:

1. Affectation or compulsion of a kid to take part in any unlawful sexual action,

2. The exploitative utilization of youngsters in prostitution or other unlawful 
sexual practices,

3. The exploitative utilization of youngsters in explicit exhibitions and  
materials.

Simultaneously, the Act expects to guarantee the best possible improvement 
of the children and means to secure their protection and privacy through the legal 
procedure and to guarantee the physical, passionate, scholarly and social advance-
ment of the child.

The using of child for pornographic purposes is an offense.
The term here implies that the use of the child in any such type of media includ-

ing system or notice by TV slots, web or some other electronic structure or the 
printed structure which could possibly be for individual use or appropriation might 
be an offense in the event that it is utilized for sexual satisfaction.

This incorporates the portrayal of sexual organs, use of a child in genuine or 
reproduced sexual acts or foul or profane portrayal of a child. The Act orders a 
discipline of a limit of 5 years and in the second conviction this may stretch out as 
long as 7 years with a fine. In the event that the individual additionally participates 
in such a demonstration, that establishes the previously mentioned sexual acts/
attacks, he would be subject forever detainment.

Additionally, an individual who stores obscene material for business purposes 
in any structure including a child will be rebuffed with detainment reaching out as 
long as 3 years or fine or both. The enactment not just rebuffs the wrongdoer who 
submits such acts yet.
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Additionally people who abet or endeavor to submit such a demonstration. An 
individual who abets the commission of the offense by actuating, planning, deliber-
ately supporting by any demonstration or oversight would be at risk for the offense 
and would be culpable for as long as 1 year or with fine or both.

The Act is by all accounts an extensive bit of enactment. The Act begins from 
characterizing the different offenses to rebuffing people abetting such an offense. 
The feature of the Act is the methodology and the shields intended to ensure and 
cause the children to feel safe so that there is negligible long haul sway because of 
the terrible wrongdoing.

5. International laws

5.1 International aspects related to child pornography

Child pornography is a multi-jurisdictional issue to which a worldwide methodology 
must be applied. Effectively fighting child pornography and child misuse on a world-
wide scale requires uniform enactment; laws that fluctuate from nation to nation serve 
to debilitate the position against child sexual abuse and permit child predators to a mass 
endeavors in nations where they realize they are best ready to abuse children. A compre-
hensive and uniform methodology is the best methods for battling the sexual abuse of 
children since it takes into consideration consistency in criminalization and discipline, 
it raises open consciousness of the issue, it expands administrations accessible to help 
unfortunate casualties, and it improves in general law requirement endeavors at the 
national and worldwide levels. Agreeing to global legitimate models is an underlying 
advance in tending to child pornography, to be trailed by national executing enactment 
and the production of a national administrative plan to battle child sex entertainment.

Under International law the first convention which was implemented on chil-
dren’s right was (CRC) convention of rights of children. This convention lays the 
guidelines on right enjoyed by the children’s and also give accurate meaning to the 
term child. It is comprehensive convention which deals with every aspect of a child 
right. Article 2 of the convention make it clear that there must not be any discrimi-
nation made in respect to race, language, sex, religion or any other status when you 
are empowering the child with their rights.

Article 19(1) states that every child need to be protected from different type of 
physical and mental violence specifically sexual maltreatment, sexual abuse and 
sexual exploitation. This amounts to be most essential article to put end to sexual 
exploitation of children’s. Article 23 of this convention is concerned with right of 
children with disabilities. Other than convention on rights of children we have 
governed with one declaration which also deals with protection of children’s that 
is universal Declaration of human rights under article 25(2) of the declaration it is 
been observed that every children born out or without wedlock needs to be equally 
protected. Likewise in International covenant on civil and political right we have 
Article 24(1) which states that every child will be protected without any discrimi-
nation in respected of race, sex, color accordingly as it is required y his status as a 
minor on the part of his family and society [5].

6.  Comparative analysis of legislations of the United Kingdom, India and 
South Africa

The United Kingdom passed its enactment for children in the year 2003, com-
parably, the revised enactment of South Africa was spent in the year 2007 lastly, 
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and the Indian enactment was spent in the year 2012. Since the Indian enactment 
was framed in the wake of investigating the United Kingdom and South African 
enactment, a look, and examination with the parent institution would assist us with 
dissecting the deviation and contrasts between these Acts.

In the United Kingdom, (UK) this enactment is called as Sexual Offenses Act, 
2003, in India, The Protection of Children from Sexual Offenses Act, 2012 and in 
South Africa Criminal Law (Sexual Offenses and Related Matters) Amendment 
Act, 2007.

The Act to ensure children in the UK was enacted with the article to forestall 
and shield the children from hurt from sexual acts. The South African Act accentu-
ates the need to address the helplessness of children and furthermore features the 
social marvel of children misuse which looks to make the general public broken 
though the Indian Act was pressing enactment authorized to satisfy the need of 
great importance to check and forestall an expansion in the quantity of child sex 
misuse cases.

In the UK, an offense on a child beneath 13 is severally rebuffed and the other 
class for children is 16 years for example for genuine sexual offenses. In South 
Africa, children are characterized as those being under 18, be that as it may, another 
classification has likewise been made wherein, children somewhere in the range of 
12–16 years, on the off chance that they enjoy sexual exercises with one another, 
both might be arraigned with the consent of the important position. In India, the 
separation is concerning the time of assent. In specific cases, wherein the child is 
somewhere in the range of 16–18 years old, the Court would try to discover whether 
there was assent between the child and the grown-up or not.

The UK Act additionally remembers attack for a child younger than 13 by 
infiltration, without the utilization of the penis, yet with the utilization of any piece 
of the body or any such item. Both these offenses would prompt life detainment. In 
the UK, the age-furthest reaches of 13 are of criticalness, as any such offense on a 
child beneath 13 is met with graver discipline. Regardless of whether an individual 
impels a child for example beneath 16 to participate in sexual movement prompt-
ing infiltration, the individual would be subject to a most extreme detainment of 
14 years.

So also, any such infiltration of a child underneath 16, of the butt, vagina or 
mouth with the penis or any piece of the body or whatever else, would be at risk to 
a term not surpassing 14 years. The prompting or making a child participate in such 
movement is additionally.

An offense, henceforth, it is abundantly certain that in the United Kingdom, as 
far as possible to be considered as a child is 16 years. There is no understanding of 
assent, in any case, it would be seen whether the individual realized that the child 
was underneath 16 years old.

In India, be that as it may, rather than assault the terms utilized are penetrative 
rape and bothered penetrative rape. These demonstrations incorporate the infiltra-
tion by a penis, anyone part or article, which might be finished by the individual, 
or the child on the individual. The age of the children ought to be underneath 16, 
and the Court would see whether assent was given if the child is somewhere in the 
range of 16–18 years old. The discipline for this offense is at least 7 years, which may 
stretch out to life detainment. On account of people in power, the base discipline is 
10 years and the most extreme being life detainment. Consequently, the age of the 
child is viewed as beneath 18 years, and for an assent somewhere in the range of 
16–18 years.

In the South African Act, the term Sexual Activity incorporates sexual infiltra-
tion and it goes under the head sexual abuse of child. There are different sorts 
of offenses referenced right now. These arrangements rebuff an individual who 
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takes part in the administrations of a child, with or without his assent, or when 
the administration is offered to a third individual or an individual who permits the 
commission of such an offense, or who gets a compensation for the sexual demon-
stration with the child is rebuffed under the Act. The arrangement likewise rebuffs 
an individual, who makes travel game plans for or for the benefit of the third 
individual to encourage the commission of a sexual demonstration. Henceforth, in 
the South African Act, assent is unimportant, and children are the individuals who 
are underneath the age of 18. In any case, for assent, as far as possible is between 16 
and 18 years.

In the United Kingdom, taking part in sexual action within the sight of a child is 
an offense with a discipline of 10 years, while making a child watch a sexual demon-
stration is likewise an offense. Notwithstanding the abovementioned, inducing or 
making a child be associated with sex entertainment is likewise an offense. In India, 
be that as it may, demonstrating the child any article in any structure for explicit 
designs is named as Sexual Harassment. The utilizing of children in any type of 
media, for sexual delight, which may incorporate portrayal of sexual organs, 
connecting with the kid in genuine or reproduced acts or the profane or indecent 
portrayal of child is an offense. In South Africa, the presentation or show of child 
pornography or sex entertainment or convincing or making the kids observer sexual 
offenses, sexual goes about just as self-masturbation is an offense. The utilization 
of children for or to profit by child pornography is an offense. Hence, in each of the 
three nations, the utilization of a child to take part in sexual action or to make him 
observe any sexual demonstration is an offense with discipline.

Regardless of whether an individual supplies, uncovered or shows an article 
to be utilized for a sexual demonstration, child pornography, distribution or film 
would be at risk. The arrangement additionally incorporates any course of action 
that might be done in any piece of the world, or when an individual welcomes, 
convinces, lures, prompts or forces a child to travel abroad, or cause for a gathering 
to be held, for the commission of the sexual.

Demonstration would be subject for the offense of sexual preparing. To put it 
plainly, it implies the abetment of sexual maltreatment to children. In the UK, abet-
ment has been utilized in an alternate arrangement, wherein, when an individual 
orchestrates or encourages the commission of a child sex offense, he would be at 
risk. In India, the term utilized is abetment, which includes the affectation, con-
necting with at least one people or purposefully helping an individual to submit an 
offense.

One of the significant segments, which exist planning to shield the children 
from maltreatment from individuals in a place of trust, is available in both the 
Indian just as the UK Act. A demonstration of sexual nature or even a demonstra-
tion to cause, to actuate a child to take part in sexual movement, to make a child 
watch a sexual demonstration or to do any sexual demonstration within the sight of 
a child is an offense.

The individuals are said to be in a place of trust when the children realizes that 
such people are people in the situation of trust. The places of trust are characterized 
as the position where the individual cares for the child kept in a foundation, in a 
medical clinic, autonomous center, a consideration home, regardless of whether 
private or not, a network home. The situation of trust additionally incorporates 
people getting or not accepting training, where the child is getting instruction, 
an individual who prompts, minds or oversees the children. In India, there are 
terms, for example, exasperated penetrative rape or penetrative rape, wherein the 
individual in places of trust, for example, cop, individual from military or security 
powers, a community worker, an individual who deals with an emergency clinic or 
instructive organization, when submits a sexual demonstration, he would be at risk 
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for discipline. There are no such arrangements concerning the situation of maltreat-
ment in South Africa.

In the present world, where there has been an expansion in the abuse of posi-
tions by specialists, it is astonishing to see that the South African Act does not 
take a harsh remain on this issue. It gets one of the significant arrangements, since 
it is additionally observed that such people may utilize their impact to conceal 
such cases.

The UK and the Indian Act both rebuff a relative who submits a sexual offense 
on a child. A relative is the individual who might be a parent, grandparent, sibling, 
sister, stepbrother, stepsister, auntie or uncle, temporary parent, step-parent, 
cousins, step-sibling or sister, who lives in a similar family unit and is routinely 
associated with thinking about, preparing, managing or being the sole in-control. In 
India, a relative is characterized a relative of the youngster through blood or recep-
tion or marriage or guardianship or in child care, or having a residential relationship 
with a parent of the child, or who are living in the equivalent or imparted the family 
unit to the child.

In conclusion, the investigation of the three establishments would show that all 
the three enactments have been detailed by the cultural needs of the nation. The UK 
Act is by all accounts the most exhaustive as it traces everything and has a different 
arrangement for a wide range of acts and offenses. The discipline for the offenses is 
likewise stricter than the other two nations. Then again, the time of child is taken to 
be underneath 16 years. This again changes from one nation to the next.

The South African Act underscores more on the activities of the third people or 
acts which expect to encourage the commission of the offense. There is a nonatten-
dance of any arrangement concerning an individual in the situation of obligation or 
authority. This ought to have been incorporated since, in a nation like South Africa, 
there would be more maltreatment of intensity. The age of the child is underneath 
18 years, yet the period of assent is somewhere in the range of 12–16 years.

In India, the Act aims to join the over two enactments to the degree conceivable, 
including the progressions that may be required according to the necessities of the 
general public. A child is characterized as being underneath 18 years, yet the time of 
assent is between 16 and 18 years. There are no arrangements concerning preparing 
or making a trip to submit a sexual demonstration.

7. Conclusion

The legitimate and procedural boundaries to ensuring the interests of children 
on the Internet are vexing. Definitional challenges, just as various social and 
social mores, make troubles concerning contriving a compelling global structure 
for ensuring child on the web. The issues are additionally exacerbated by various 
methodologies that have been received concerning issues including the effort of 
criminal ward over exercises led by means of the vehicle of the internet, removal 
and the acquiring of proof. The absence of a steady and amicable structure on 
security, content guideline, and pornography additionally goes about as significant 
obstructions to affecting a serviceable worldwide technique to ensure the interests 
of children on the internet. Be that as it may, as the conversation likewise looks to 
the show, the challenges are not impossible.

There must be an assurance with respect to all nations to secure children that 
a successful legitimate system would then be able to be conceived. With a level 
of legal resourcefulness in receiving a wide perusing of existing offense-making 
arrangements in existing criminal rules, auspicious administrative intercession to 
fill in the escape clauses and a reasonable level of purposeful worldwide co-activity 
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in the field much should be possible in the continuous the fight to secure children. 
It is maybe able to end the conversation by repeating a statement that gets straight 
to the point and helps put the issues in context that a child’s life is unmistakably 
increasingly significant then those sorts of moderately minor worries about com-
mon freedoms and capture. Those are significant inquiries however set them 
against a child’s life, a kid’s mental prosperity, and in all honesty, there is just a single 
conceivable answer.

Over the years, different research in regards to the status of child pornography 
enactment around the globe has shown that gradual advancement is being made. 
Different global legitimate instruments are set up, which has helped bring issues 
to light and connect new criticalness to this reason. It stays clear, in any case, that 
more nations need to make a move now on the off chance that we are to make sure 
about a more secure future for the world’s children. While fighting child pornogra-
phy at home and abroad is an overwhelming assignment, harmonization of laws is 
fundamental to viably address this developing, worldwide marvel. Building up an 
exact meaning of the term “indecency” is troublesome. What might be considered 
as vulgar in one nation may not be considered as disgusting in another. It chiefly 
relies upon the good and moral estimations of the individuals who have a place 
with a particular nation. In any case, the nonexclusive meaning of vulgarity alludes 
to a demonstration or discourse or thing that is probably going to degenerate the 
profound quality of the overall population as a result of its foulness or lascivious-
ness in substance or structure.

The show of something hostile to humility or goodness or articulation of 
unchaste or lecherous thoughts or being disgusting or indecent is viewed as vulgar, 
in many nations. As I would see it, to control child pornography, we ought to totally 
boycott pornography destinations. This stringent activity can take care of the 
issue to a bigger degree. This would give us an opportunity to think and plan some 
better approaches to annihilate child pornography around the world. Delineation 
of minors, both genuine and virtual, just as grown-ups giving off an impression of 
being minors, in electronic child pornography, ought to be forestalled by Indian law. 
Stringent estimates must be taken to battle such egregious maltreatment.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 5

Novel Methods for Forensic 
Multimedia Data Analysis: Part I
Petra Perner

Abstract

The increased usage of digital media in daily life has resulted in the demand 
for novel multimedia data analysis techniques that can help to use these data for 
forensic purposes. Processing of such data for police investigation and as evidence 
in a court of law, such that data interpretation is reliable, trustworthy, and efficient 
in terms of human time and other resources required, will help greatly to speed 
up investigation and make investigation more effective. If such data are to be used 
as evidence in a court of law, techniques that can confirm origin and integrity are 
necessary. In this chapter, we are proposing a new concept for new multimedia 
processing techniques for varied multimedia sources. We describe the background 
and motivation for our work. The overall system architecture is explained. We pres-
ent the data to be used. After a review of the state of the art of related work of the 
multimedia data we consider in this work, we describe the method and techniques 
we are developing that go beyond the state of the art. The work will be continued in 
a Chapter Part II of this topic.

Keywords: multimedia forensic data analysis, standardization of forensic data 
analysis, video and image enhancement, video analysis, image analysis, speech 
analysis, case-based reasoning, multimedia feature extraction, handwriting, Twitter 
data analysis, novelty detection, legal aspects

1. Introduction

The objective of this work is to provide novel methods and techniques for the 
analysis of forensic multimedia data. These methods and techniques should form 
a novel toolkit for automatic forensic multimedia data. The data modalities the 
proposed work is considering are images and videos, text, handwriting, speech 
and audio signals, social media data, log data, and genetic data. The integration 
of methods for all these different data modalities in one tool kit should allow the 
cross-analysis of these data and the detection of events by interlinking between 
these data. The proposed methods will face on standard forensic tasks, for exam-
ple, identification of events, persons, or groups and device recognition. Together 
with the end users and the police forces, new standard tasks will be worked out 
during the project and will give a new input to the standardization aspect of 
forensic data analysis.

The proposed novel methods and techniques will consider all aspects of multi-
media data analysis such as device identification and trustworthiness of the data, 
signal enhancement, preprocessing, feature extraction, signal and data analysis, 
and interpretation.



69

Chapter 5

Novel Methods for Forensic 
Multimedia Data Analysis: Part I
Petra Perner

Abstract

The increased usage of digital media in daily life has resulted in the demand 
for novel multimedia data analysis techniques that can help to use these data for 
forensic purposes. Processing of such data for police investigation and as evidence 
in a court of law, such that data interpretation is reliable, trustworthy, and efficient 
in terms of human time and other resources required, will help greatly to speed 
up investigation and make investigation more effective. If such data are to be used 
as evidence in a court of law, techniques that can confirm origin and integrity are 
necessary. In this chapter, we are proposing a new concept for new multimedia 
processing techniques for varied multimedia sources. We describe the background 
and motivation for our work. The overall system architecture is explained. We pres-
ent the data to be used. After a review of the state of the art of related work of the 
multimedia data we consider in this work, we describe the method and techniques 
we are developing that go beyond the state of the art. The work will be continued in 
a Chapter Part II of this topic.

Keywords: multimedia forensic data analysis, standardization of forensic data 
analysis, video and image enhancement, video analysis, image analysis, speech 
analysis, case-based reasoning, multimedia feature extraction, handwriting, Twitter 
data analysis, novelty detection, legal aspects

1. Introduction

The objective of this work is to provide novel methods and techniques for the 
analysis of forensic multimedia data. These methods and techniques should form 
a novel toolkit for automatic forensic multimedia data. The data modalities the 
proposed work is considering are images and videos, text, handwriting, speech 
and audio signals, social media data, log data, and genetic data. The integration 
of methods for all these different data modalities in one tool kit should allow the 
cross-analysis of these data and the detection of events by interlinking between 
these data. The proposed methods will face on standard forensic tasks, for exam-
ple, identification of events, persons, or groups and device recognition. Together 
with the end users and the police forces, new standard tasks will be worked out 
during the project and will give a new input to the standardization aspect of 
forensic data analysis.

The proposed novel methods and techniques will consider all aspects of multi-
media data analysis such as device identification and trustworthiness of the data, 
signal enhancement, preprocessing, feature extraction, signal and data analysis, 
and interpretation.



Digital Forensic Science

70

Techniques for detecting artifacts in images and videos are of paramount impor-
tance. To trust the information extracted from images and videos, it is necessary to 
make sure that the image and video have been recorded by a camera, and that no 
artifact has been added. The detection of artifacts is a key element to use an image 
or a video in court. Thus, it should be clearly assessed the integrity of images and 
videos used as a proof of evidence.

In most image applications, the acquired images represent a degraded version of 
the original scene. Degradation in such images may appear in different forms. These 
types of degradations must be removed before the images are used for classification 
or decision making.

Novelty detection for the identification of novel situation and tasks will be 
another task that will be important in forensic applications, where the victims 
or events are very flexible. It will allow to identify new tasks, and by doing so, 
it will be an automatic method to improve standardization of the analysis of 
forensic data.

We will also develop learning methods to include new data into the existing 
cases and summarization of new and old cases into more general cases applicable 
to a wider range of tasks for further law purposes. For that, novel case-based 
reasoning methods will be developed that can keep the cases based on their multi-
media features and specific event features in a case base, so that they can be easily 
retrieved and applied for new situations. The case-based reasoning system will 
consist of novel probabilistic and similarity-based methods. It will provide a wide 
range of novel similarity-based reasoning methods for the different feature types 
for identification and similarity determination. A special taxonomy for similar-
ity determination and measures will be worked out and implemented in the CBR 
system. It will provide explanation capabilities for similarity and as those it will 
help a forensic data analyst to identify the right reasoning method for his particular 
problem. This aspect goes along with the training and education aspect for forensic 
data analysis. Part of this will be self-contained in the chosen methods and realized 
by the system.

In Section 2, the background and the motivation of our work will be described. 
Taking into account the special needs for multimedia forensic analysis, identifica-
tion, and recognition system, we develop a novel architecture based on case-based 
reasoning. The data used are described in Section 3. Related work and the progress 
we want to make with our work are described in Section 4. This work does not only 
take into account to develop novel methods and techniques for multimedia content 
processing and reasoning, but we are also taking into account the legal aspect that is 
going along with processing sensible data. Finally, we given conclusions in Section 5.  
This chapter is continued in the Chapter Part II of Novel Methods for Forensic 
Multimedia Data Analysis.

2. Background, motivation, and overall system architecture

The analysis of multimedia data has to consider different aspects of the 
modalities of the data. We want to deal with images and videos, text, handwrit-
ing, speech and audio signals, social media data, log data, and genetic data. The 
idea is to come up with an automatic system that should cover all aspects of data 
analysis for the different modalities from the signal enhancement, preprocess-
ing, feature extraction to the analysis, and interpretation. This includes image 
enhancement in order to eliminate the degradation in an image that might 
appear because of a known or an unknown blurring function, which leads to the 
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consideration of deconvolution and blind deconvolution problems or because 
of very low resolution devices, which lead to the combination of several low 
resolution images to obtain a high resolution one, the so called, super-resolution 
problem or to the utilization of highly compressed images, which suffer from 
compression artifacts.

Techniques for detecting artifacts in images and videos will be developed to trust 
the information extracted from images and videos. They should allow to make sure 
that the image and video have been recorded by a camera, and that no artifact has 
been added.

Feature extraction will be the selection of a set of sufficiently low- and high-
level features in order to complement the existing standards for image, video, 
and audio data, with the aim at enabling novel and robust classification and 
recognition methods. They should allow modeling the standard tasks for forensic 
data analysis known so far but should be flexible enough to cover the needs of 
newly arising task.

Twitter was actively used by rivaling gang members to plan their assaults. 
Twitter data are hard to analyze because the text fragments are very short, multiple 
persons can be involved in a conversation about various topics, and the data are 
rapidly changing. Novel methods are necessary, which can be used to monitor in 
real-time Twitter and identify potential threats including individuals and commu-
nities of users who are planning illegal activities.

Furthermore, we plan to build a dynamic model on Twitter text to forecast 
the upcoming significant events and emotions of the crowd associated with 
these events. While there can be many events with strong presence in Social 
Media, some of them would have stronger negative emotions associated with 
them. These events are candidates that may have criminal nature or significant 
social consequences.

The huge amount of CCTV systems has increased the importance of video and 
image evidence in forensic labs. An automatic system should be able to select heads, 
vehicles, license plates, guns, dresses, and all other objects that can link a person to 
the event.

An important main focus of police work is the identification of people for 
which a decision of the public prosecutor’s office or a judge to the observation 
or an arrest warrant was issued. Within the scope of this arrangement, the use 
of video supervised places and facilities, or at before not known places, the 
application of mobile video technology should occur for this purpose. The aim is 
to develop methods and procedures for an automatic system for identification of 
one or several target people in mobile video recordings based on passport photos 
or other available pictures.

A significant portion of data collected by Law Enforcement Agencies consists of 
speech and audio files. They form an important part of legal cases. Speech recogni-
tion systems (such as dictation systems) are now available in many languages. 
However, continuous spontaneous speech recognition is still an unsolved problem. 
Novel methods for the recognition of continuous spontaneous speech and other 
audio signals are necessary.

While the commercially available optical character recognition systems are very 
successful for printed documents, recognition of words in unconstrained settings 
or “in the wild” still is an open problem, and recognition of handwritten text 
continues to be a challenge. We propose to develop novel Handwriting Recognition 
Methods for unconstrained settings.

Novel Case-Based Reasoning (CBR) methods will be developed for the recog-
nition, interpretation, and identification task. Case-based reasoning explicitly 
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The huge amount of CCTV systems has increased the importance of video and 
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which a decision of the public prosecutor’s office or a judge to the observation 
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of video supervised places and facilities, or at before not known places, the 
application of mobile video technology should occur for this purpose. The aim is 
to develop methods and procedures for an automatic system for identification of 
one or several target people in mobile video recordings based on passport photos 
or other available pictures.

A significant portion of data collected by Law Enforcement Agencies consists of 
speech and audio files. They form an important part of legal cases. Speech recogni-
tion systems (such as dictation systems) are now available in many languages. 
However, continuous spontaneous speech recognition is still an unsolved problem. 
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audio signals are necessary.

While the commercially available optical character recognition systems are very 
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or “in the wild” still is an open problem, and recognition of handwritten text 
continues to be a challenge. We propose to develop novel Handwriting Recognition 
Methods for unconstrained settings.

Novel Case-Based Reasoning (CBR) methods will be developed for the recog-
nition, interpretation, and identification task. Case-based reasoning explicitly 
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uses past cases from the domain expert’s successful or failing experiences. CBR is 
very useful in applications, where generalized knowledge is lacking. Therefore, 
case-based reasoning can be seen as a method for problem solving as well as a 

Figure 1. 
System overview.
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method to capture new experiences and make them immediately available for 
problem solving. It can be seen as a learning and knowledge discovery approach 
since it can capture from new experiences some general knowledge such as case 
classes, prototypes, and some higher-level concept. All these points make a 
CBR system very useful for the analyses of forensic data. The method is able to 
capture new cases and store new and old cases in a summarized way, so that they 
can be easily retrieved or used for reasoning. The reasoning methods are based 
on similarity that makes it very useful to detect and identify similar and identi-
cal cases without having generalized knowledge. Different similarity measures 
have to be developed that can deal with the different modalities of data and their 
case representation. A taxonomy of similarity will be developed that explains 
the relation, usefulness, and application of the different similarity measures to 
the data that will help a forensic data analyst to efficiently apply these reasoning 
methods to his problem.

All the above-mentioned facts result in the overall system architecture given 
in Figure 1. The architecture consists of the three main processing units: media 
preprocessing, feature extraction, and decision unit based on case-based reason-
ing. The input is the different media data. The architecture is open, so that new 
input media data can be considered when the necessary processing modules are 
available. The outcome of the preprocessing and the feature extraction unit is a 
description of the different media data by sufficiently low- and high-level features 
that will be combined to the case representation. The reasoning will be done by 
the case-based reasoning unit based on formerly calculated case representation. 
The reasoning will be the identification and recognition of the objects or scenar-
io’s as well as the detection of novel events. The CBR unit will be criticized based 
on the result of the action, and the decision of the CBR unit has been proposed. 
Depending on that outcome, case-based maintenance will be done. New case will 
be stored in the case base, the similarity measure will be updated or changed, or 
case generalization will be done.

Besides the development of novel processing and reasoning methods, it is neces-
sary to develop a legal framework regulating the process of gathering, processing, 
analyzing, and integrating multimedia data.

3. Data used

Different types of security-related data will be used for the work provided by the 
end users:

• Passive millimeter-wave (PMMW) images and video are used for security 
screening as many materials, including clothing, are transparent to millimeter-
waves. The imagers that use this technology, such as those developed by ALFA 
[1], are therefore installed at security checkpoints to screen people for hidden 
weapons (including powders, liquids, and gels) and contraband. They are 
characterized by a low resolution compared to visible images, due to the wave-
length used. ALFA’s current software automatically detects objects within the 
spatial and thermal resolution of the system and draws a red box around them. 
Some examples of this image type are given in Figures 2–4. These are then 
represented at the approximate locations on a generic silhouette to preserve the 
subject’s privacy. However, object classification to automatically distinguish 
between a threat and a nonthreat object is not currently performed. A new 
system will be developed to make a classification based on the shape and size of 
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the objects detected in the raw millimeter-wave image. This would reduce the 
number of false alarms.

• Anonymous Data from Text will be collected. These data are freely available 
on the Web. We propose to perform initial experiments on anonymized data to 
validate the feasibility of our approach. After authorization of the responsible 
superiors of the cybercrime unit is obtained, we will use the developed system 
for real-life investigations.

• A Telekom company will prepare a speech database obtained under various condi-
tions and under various speech coders and encoders to test the new algorithms.

Figure 2. 
(a) Left: clothed subject; center: raw millimeter-wave image of subject; right: subject showing hidden suicide 
bomber belt; (b) left: clothed subject; center: raw millimeter-wave image of subject; right: subject showing hidden 
gun and knife; (c) left: clothed subject at 10 m; center: millimeter-wave image of subject at 10 m; right: subject 
showing two hidden bags of powder explosives. Subject with gel pack hidden between the legs and automatic 
millimeter-wave detection marked + raw millimeter-wave image of subject; right: subject with gel pack hidden 
under the arm and automatic millimeter-wave detection marked + raw millimeter-wave image of subject.
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• Video and Image databases with case scenarios will be provided by police 
forces.

• Handwriting documents will be collected through the involvement of graduate 
and undergraduate students. We also plan to use the following benchmark data 
set: IAM Database for Off-line Cursive Handwritten Text http://www.iam.unibe.
ch/~zimmerma/iamdb/iamdb.html. The database contains the forms of uncon-
strained western handwritten text. It includes 27,000 isolated words (400 pages).

4. Related work and progress

4.1 Video and image enhancement, filtering, and assessment

4.1.1 State of the art

In most image applications, the acquired images represent a degraded version of 
the original scene. These applications include astronomical imaging [2] (e.g., using 

Figure 3. 
Automatic object and potential threat detection (ATD) on processed millimeter-wave image on the left and 
privacy protection output to operator on the right.

Figure 4. 
Person with hidden object around the hip.
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ground-based imaging systems or extraterrestrial observations of the earth and the 
planets), commercial photography [3, 4], surveillance and forensics [5, 6], medical 
imaging [7] (e.g., X-rays, digital angiograms, autoradiographs, MRI, and SPECT), 
and security tasks where commercial photography and other image modalities 
like Synthetic Aperture Radar (SAR) [8] and Passive Millimeter (PMMW) [9] are 
frequently used.

Degradations in such images may appear in different forms. They may be due 
to a known or an unknown blurring function that leads to the consideration of 
deconvolution [9–13] and blind deconvolution [3, 14] problems. They may also 
be due to the use of very low-resolution devices, which lead to the combination 
of several low-resolution images to obtain a high-resolution one, the so called, 
super-resolution problem [15, 16] or to the utilization of highly compressed images, 
which suffer from compression artifacts [17]. These types of degradations must be 
removed before the images or video sequences are used for classification or decision 
making. Interestingly, all the problems described above can be formulated within 
the Bayesian framework [18–20]. A fundamental principle of the Bayesian philoso-
phy is to regard all parameters and unobservable variables as unknown stochastic 
quantities, assigning probability distributions based on subjective beliefs. Thus, 
the original image(s), the observation noise, and even the function(s) defining the 
acquisition process are all treated as samples of random fields, with corresponding 
prior probability density functions that model our knowledge about the imaging 
process and the nature of images.

4.1.2 Beyond the state of the art

Once the problem is modeled, inference is then needed. The recently developed 
variational Bayesian methods have attracted a lot of interest in Bayesian statistics, 
machine learning, and related areas [18–20]. A major disadvantage of traditional 
methods (such as expectation maximization (EM)) is that they generally require 
exact knowledge of the posterior distributions of the unknowns, or poor approxi-
mations of them are used. Variational Bayesian methods overcome this limitation 
by approximating the unknown posterior distributions with simpler, analytically 
tractable distributions, which allow for the computation of the needed expectations 
and therefore extend the applicability of Bayesian inference to a much wider range 
of modeling options: more complex priors (which are very much needed in applica-
tions involving images) modeling the unknowns can be utilized with ease, resulting 
in improved estimation accuracy.

Techniques for detecting artifacts in images and videos are of paramount 
importance. In order to trust the information extracted from images and videos, it 
is necessary to make sure that the image and video have been recorded by a camera, 
and that no artifact has been added. The detection of artifacts is a key element to 
use an image or a video in court. Thus, the integrity of images and videos used as 
a proof of evidence should be clearly assessed. The trustworthiness of images and 
videos has clearly an essential role in many security areas, including forensic inves-
tigation, criminal investigation, surveillance systems, and intelligence services.

As stated by Mahdian and Saic [21], verifying the integrity of digital images and 
detecting the traces of tampering without using any protecting pre-extracted or 
pre-embedded information have become an important research field of image pro-
cessing. We will utilize and develop blind methods for detecting image forgery, that 
is, methods that use the image function to perform the forgery detection task. These 
methods are based on the fact that forgeries bring into the image-specific detectable 
changes (e.g., statistical changes). In high-quality forgeries, these changes cannot be 
found by visual inspection. Existing methods mostly try to identify various traces 
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of tampering and detect them separately. The final decision about the forgery can 
be carried out by fusion of results of separate detectors.

Blind methods can be classified into several categories. In detection of near-
duplicated image regions, a part of the image is copied and pasted into another 
part of the same image with the intention to hide an object or a region. There 
are methods capable of detecting near duplicated parts of the image that usually 
require a human interpretation of the results, see Refs. [21–23]. A different category 
includes interpolation and geometric transformation that are typically based on the 
resampling of a portion of an image onto a new sampling lattice, see, for example, 
Ref. [24]. In the photomontage detection problem, one of the fundamental tasks 
is the detection of image splicing, which can sometimes be based on analyzing the 
lighting conditions. Another category is related to compression method. In order 
to alter an image, typically the image is loaded to photoediting software, and once 
the changes are done, the digital image is resaved. Methods capable of finding the 
image compression history can be helpful in forgery detection. Another important 
category is the study of the noise characteristics and the chromatic aberrations 
[25, 26]. In the same line, blur and sharpening can also be analyzed to detect the 
concealment of traces of tampering. When two or more images are spliced together, 
it is often difficult to keep the appearance of the image correct  perspective. 
Applying the principles from projective geometry to problems in image forgery 
detection can be also a proper way to detect traces of tampering. There are also 
other groups of forensic methods effective in forgery detection, see, for instance, 
single-view recaptured image detection, aliveness detection for face authentication, 
and device identification in digital image forensics, Refs. [27–30].

4.2 Case-based reasoning

4.2.1 State of the art

Case-Based Reasoning has been shown a successful problem-solving method in 
different applications were generalized knowledge is lacking. CBR has been used 
to interpret images [31, 32], 1-D signals [31, 33, 34], and text cases [35]. It also has 
been used for meta-learning of the best parameter of image segmentation [36] and 
classification methods [37], so that the best processing and classification results can 
be achieved, although domain knowledge is lacking. The success of these systems 
is because cases can be more easily collected than rules or other domain data and 
because of the flexibility of the systems based on their learning and maintenance 
mechanisms that allow incrementally improvement of their system performance 
during usage of the system.

4.2.2 Beyond the state of the art

The necessity to study the taxonomy of similarity measures and a first attempt to 
construct a taxonomy over similarity measures has been given by Perner [38] and has 
been further studied by Cunningham [39]. More work is necessary especially when 
not only one feature type and representation is used in a CBR system, as it is the case 
for multimedia data. These multimedia cases will be more complex as the cases used 
in the system described above that only face on one specific data type. To understand 
the similarity between these multimedia cases will require more complex knowledge 
of similarity by the police investigator for the different types of multimedia data. 
To develop novel similarity measures for text, videos, images, and audio and speech 
signals and to construct a taxonomy that allows understanding the relation between 
the different similarity measures will be a challenging task. Similarity aggregation 
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of tampering and detect them separately. The final decision about the forgery can 
be carried out by fusion of results of separate detectors.
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duplicated image regions, a part of the image is copied and pasted into another 
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been used for meta-learning of the best parameter of image segmentation [36] and 
classification methods [37], so that the best processing and classification results can 
be achieved, although domain knowledge is lacking. The success of these systems 
is because cases can be more easily collected than rules or other domain data and 
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mechanisms that allow incrementally improvement of their system performance 
during usage of the system.

4.2.2 Beyond the state of the art

The necessity to study the taxonomy of similarity measures and a first attempt to 
construct a taxonomy over similarity measures has been given by Perner [38] and has 
been further studied by Cunningham [39]. More work is necessary especially when 
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signals and to construct a taxonomy that allows understanding the relation between 
the different similarity measures will be a challenging task. Similarity aggregation 
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of the different types of similarity measures is another challenging topic. Specific 
knowledge for the different types of data such as text [40, 41], images [42–44], video 
[45], 1-D signals, and meta-learning [36] is required in this work. The development 
of new similarity measures for multimedia data types and new data representa-
tions and ontologies will be done. A complex CBR system that can handle so many 
 different data types, similarities, and data sources is a novelty.

Retrieval of multimedia data from a case base can be refined by relevance 
feedback mechanisms [46–52]. The user is asked to mark retrieved results as being 
“relevant” or not with respect to his/her interests. Then, feature weights and the 
similarity measures are suitably adapted to reflect user’s interests. Relevance feed-
back can be implemented in a number of ways, for example, as the solution of an 
optimization problem, or as a classification problem. According to the problem at 
hand, the most suited formulation has to be devised. Thus, the main challenge will 
be to formulate the relevance feedback problem for forensic applications, so that the 
search is driven toward the cases more relevant to the case at hand.

Research has been described for learning of feature weights and similarity 
measures [53–55]. Case mining from raw data in order to get more generalized cases 
has been described by Jaenichen and Perner [56]. Learning of generalized cases and 
the hierarchy over the case base has been presented by the authors of Refs. [45, 57]. 
These works demonstrate that the system performance can be significantly improved 
by these functions of a CBR system.

New techniques for learning of feature weights and similarity measures and case 
generalization for different multimedia types are necessary and will be developed 
for these tasks.

The question of the Life Cycle of a CBR system goes along with the learning 
capabilities, case base organization and maintenance mechanism, standardization, 
and software engineering for which new concepts should be developed. As the 
result, we should come up with generic components for a CBR system for multi-
media data analysis and interpretation that form a set of modules that can be easily 
integrated and updated into the CBR architecture. The CBR system architecture 
should easily allow configuring modules for new arising task.

The partner IBAI has a number of national and international patents that protect 
their work on CBR for images and signals. It is to expect that new methods will be 
developed that can be protected by patents and can ensure the international compe-
tition of European entities on CBR systems.

4.3 Multimedia feature extraction

4.3.1 State of the art

Most of computer vision algorithms rely on the extraction of meaningful fea-
tures that transform raw data values into a more significant representation, better 
suited for classification and recognition. Although considered often not a central 
problem, the quality of feature representation can have critically important impli-
cations for the performance of the subsequent recognition methods.

Features are usually defined and selected according to a problem-oriented 
strategy, that is, ad hoc in light of the information considered relevant for the task 
at hand. In forensics, a plethora of features have been defined for the automated 
solutions to different problems, such as face detection, retrieval and recognition in 
video and images [58–60], individual people tracking over video sequences [61, 62], 
recognition of different biometric parameters (ear, gait, and iris) in images or videos 
[63, 64], speaker identification in audio signals, suspicious word detection, and 
handwriting recognition in text document.
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Main challenges in forensics scenarios regard the unconstrained conditions in 
which multimedia data are collected. For audio signals, this is usually in the form 
of channel distortion and/or ambient noise. For videos and images, problems arise 
from changes in the illumination direction and/or in the pose of the subjects, occlu-
sions, aging, and so on.

For images and videos, according to the problem at hand, the features selected 
can be based on specific morphologic parameters of individuals, such as face char-
acteristics (e.g., nose width and eye distance) [65], posture and gesture, ear details, 
and so on or on general appearance features computed with low-level descriptors. 
These descriptors can be either global or local and can exhibit different degrees 
of invariance. Global descriptor category includes features based on Principal 
Component Analysis (PCA) [66] and Linear Discriminant Analysis (LDA) [67]. 
The local descriptor category is currently spreading and comprises features based 
on local values of color, intensity, or texture. To this category belong Scale-Invariant 
Feature Transform (SIFT) [68], Local Binary Pattern (LBP) [69], Histograms of 
Oriented Gradients (HOG) [70], or Gabor wavelets [71]. LBP is a well-known 
texture descriptor and a successful local descriptor robust to local illumination 
variations [72]. LBP descriptors are compact and easy to compare by various histo-
gram metrics. In addition, there are many LBP variants that improve the description 
performance; among these, the most popular is Multi-Scale LBP (MSLBP) [73]. 
HOG has been successfully applied to tasks such as human detection [70] and face 
recognition [74]. Similar to LBP, edge information captured by gradients within 
blocks is packed into a histogram. Discarding pixel location information by block-
based histogram binning, LBP and HOG gain invariance to local changes such as 
small facial expressions and pose variations in pedestrian images. The Gabor wave-
lets are also successful descriptors that capture global shape information centered at 
a pixel [75]. The convolution of multiple Gaussian-like kernels with different scales 
and orientations captures information insensitive to expression variation and blur 
at a pixel’s location. Recently, a generalization of the Pairs of Pixels (POP) descrip-
tor, called Centre Symmetric-Pairs of Pixels (CCS-POP), has been presented for 
face identification [76]. Another line of research currently gaining attention regards 
the computation of biologically inspired descriptors that result from the attempt 
to mimic natural visual systems. Several works have shown interesting results in a 
variety of different face and object recognition contexts [77–79].

The approach based on local descriptors has recently gained popularity, espe-
cially in relation to the spreading of the bag-of-feature representation. Indeed, 
in this frame, local feature descriptors, which can achieve high robustness with 
respect to appearance variations, are employed to develop a bag of descriptors that 
represent image content. All such descriptors are, then, quantized using learned 
visual words to facilitate the retrieval or classification [80–83]. The approach seems 
promising in forensic scenarios to fit the high variation of object appearance across 
different views since some very informative local features can accommodate to bad 
localizations or part visibility [62].

4.3.2 Beyond the state of the art

The problem of automatically extracting relevant information out of the enor-
mous and steadily growing amount of electronic text data is becoming much more 
pressing. To overcome this problem, various technologies for information manage-
ment systems have been explored within the Natural Language Processing (NLP) 
community. Two promising lines of research are represented by the investigation 
and development of technologies for (a) ontology learning from document collec-
tions and (b) feature extraction from texts.
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different views since some very informative local features can accommodate to bad 
localizations or part visibility [62].

4.3.2 Beyond the state of the art
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and development of technologies for (a) ontology learning from document collec-
tions and (b) feature extraction from texts.
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Ontology learning is concerned with knowledge acquisition from texts as a basis 
for the construction of ontologies, that is, an explicit and formal specification of the 
concepts of a given domain and of the relations holding between them; the learning 
process is typically carried out by combining NLP technologies with machine learning 
techniques. Buitelaar [84] organized the knowledge acquisition process into a “layer 
cake” of increasingly complex subtasks, ranging from terminology extraction and 
synonym acquisition to the bootstrapping of concepts and of the relations linking them. 
Term extraction is a prerequisite for all aspects of ontology learning from text: measures 
for termhood assessment range from raw frequency to Information Retrieval measures 
such as TF-IDF, up to more sophisticated measures [85–88]. The dynamic acquisition of 
synonyms from texts is typically carried out through clustering techniques and lexical 
association measures [89, 90]. The most challenging research area in this domain is rep-
resented by the identification and extraction of relationships between concepts (taxo-
nomical ones but not only); this research area presents strong connections with the 
extraction of relational information from texts, both relations and events (see below).

With feature extraction, we refer to the task of automatically identifying in texts 
instances of semantic classes defined in an ontology. This task includes recognition 
and semantic classification of items representing the domain referential entities 
(“Named Entity Recognition” or NER), either “named entities” or any kind of word 
or expression that refers to a domain-specific entity. Recently, extraction of inter-
entity relational information is becoming a crucial task: relations to be extracted 
range from “place_of”, “author_of,” etc. to specific events, where entities take part in 
with usually predefined roles (“Relation Extraction”). Currently, there exist several 
feature extraction approaches, addressing different requirements, operating in 
different domains and on different text types, and extracting different information 
bits. If we look at the type of the underlying extraction methodology, systems can 
be classified into the following classes:

• rule-based systems, using hand-crafted rules. Rule-based systems are particu-
larly appropriate for dealing with documents showing very regular patterns, 
such as standard tables of data, Web pages with HTML markup, or highly 
structured text documents;

• systems incorporating supervised machine learning: an alternative to the time-
consuming process of hand coding of detailed and specific rules is represented 
by supervised semantic annotation systems, which learn feature extraction 
rules from a collection of previously annotated documents; and

• systems using unsupervised machine learning: they represent a viable alterna-
tive, currently being explored in different systems, to supervised machine 
learning approaches, as they dispense with the need for training data whose 
production may be as time consuming as rule hand coding.

Depending on nature and depth of the features to be extracted, different 
amounts of linguistic knowledge must be resorted to. This means that type and role 
of the linguistic analysis differ from one system to another. The condition part of 
feature extraction rules may check the presence of a given lexical item, the syntactic 
category of words in context, and their syntactic dependencies. Different clues such 
as typographical features, relative position of words, or even coreference relations 
can also be exploited. Most feature extraction systems therefore involve linguistic 
text processing and semantic knowledge: segmentation into words, morphosyntac-
tic tagging, (either shallow or full) syntactic analysis, and sometimes even lexical 
disambiguation, semantic tagging, or anaphora resolution.
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Text analysis can be carried out either at the preprocessing stage or as part of the 
feature extraction process. In the former case, the whole text is first analyzed. The 
analysis is global in the sense that items that are spread all over the document can 
contribute to build the normalized and enriched representation of the text. Then, 
the feature extraction process operates on the enriched representation of the text. In 
the latter case, text analysis is driven by the process of verifying a specific condi-
tion. The linguistic analysis is local, focuses on the context of the triggering item 
associated with a specific feature, and fully depends on the conditions to be checked 
for that feature.

Different approaches to feature extraction will be investigated to assess their 
strength and effectiveness to detect and describe the multimedia data content rele-
vant to forensic activities. Both biometric features and local informative descriptors 
will be studied and collected to create a range of different opportunities to describe 
multimedia data content. More precisely, low level, local, invariant descriptors will 
be explored to assure a good performance of detection algorithms, especially for 
recognition in the wild, whereas global biometric features and properties will be 
considered as high-level information that is better understandable by end users.

A formal model will be adopted to define the features of different kinds. This 
will result into an ontological model that will organize different classes of features 
and foster their sharing and reuse. This will be a very innovative result since the 
ontology will be general and will approach the domain of multimedia data analysis. 
It will go further current metadata standards such as MPEG 7 or 21 and will be 
much more comprehensive and specific than other existing ontologies, which are 
only partially focused on feature extraction and always aimed at other problems 
such as multimedia data annotation. Additionally, the ontology will be enriched 
with algorithms to compute the features included, resulting into a toolbox for 
feature extraction. This will be another very innovative result.

As far as feature extraction from texts is concerned, the main challenge is 
represented by the typology of texts to be dealt with, testifying noncanonical 
language usages.

4.4 Text mining

4.4.1 State of the art

Twitter is a new multimedia communication channel that is rapidly gaining 
popularity and users, yet police forces do not dispose of adequate methods to 
analyze the large amounts of textual data that are generated each day. Recently, 
several retrospective investigations concerning football riots revealed that Twitter 
was actively used by rivaling gang members to plan their assaults. Twitter data are 
hard to analyze because the text fragments are very short, multiple persons can be 
involved in a conversation about various topics, and the data are rapidly changing.

Twitter is a recently introduced microblogging and information sharing plat-
form [91] with over 140 million users and 340 million tweets per day. In the past, 
several studies have been dedicated to analyzing twitter feeds, for example, in 
the field of opinion mining and sentiment analysis. For example, in Ref. [92], the 
authors analyzed the text content of daily Twitter feeds by two mood tracking tools: 
OpinionFinder, which measures positive versus negative mood, and Google-Profile 
of Mood States (GPOMS), which measures mood in terms of six dimensions (Calm, 
Alert, Sure, Vital, Kind, and Happy). They cross-validated the resulting mood time 
series by comparing their ability to detect the public’s response to the presidential 
election and thanksgiving day in 2008. Ratkiewicz et al. [93] used machine learning 
for analyzing politically motivated individuals and organizations that use multiple 
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authors analyzed the text content of daily Twitter feeds by two mood tracking tools: 
OpinionFinder, which measures positive versus negative mood, and Google-Profile 
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centrally controlled twitter accounts to create the appearance of widespread 
support for a candidate or opinion and to support the dissemination of political 
misinformation.

4.4.2 Beyond the state of the art

We propose to develop and use an integrated data visualization environment 
based on formal concept analysis, temporal concept analysis, temporal relational 
semantic systems, and self-organizing maps to identify suspicious tweets.

Formal concept analysis (FCA) is a mathematical technique that was introduced 
in 1982 by Rudolf Wille [94] and takes its roots in earlier work of Birkhoff [95] 
and the early work on applying lattice-theoretical ideas in information science, 
like it was done by Barbut et al. [96]. FCA was used in several security text mining 
projects. The goal in each of these papers was to make an overload of information 
available in an intuitive visual format that may speed up and improve decision mak-
ing by police investigators on where and when to act. In the first case study, with 
the Amsterdam-Amstelland police (RPAA), which started in 2007, FCA was used to 
analyze statements made by victims to the police. The concept of domestic violence 
was iteratively enriched and refined, resulting in an improved definition and highly 
accurate automated labeling of new incoming cases [97]. Later on, the authors made 
a shift to the millions of observational and very short police reports from which 
persons involved in human trafficking and terrorism were extracted. Concept lat-
tices allowed for the detection of several suspects involved in human trafficking or 
showing radicalizing behavior [98, 99].

Temporal concept analysis (TCA) was introduced by Wolff [100] and offers a 
framework for representing and analyzing data containing a temporal dimension. 
In previously discussed security applications, suspects were mentioned in multiple 
reports, and a detailed profile of one suspect (and persons in his social network) 
depicted as a lattice, with timestamps of the observations as objects and indica-
tions as attributes helped to gain an insight into his (their) threat to society [101]. 
Recently, TCA and its relational counterpart temporal relational semantic systems 
(TRSS, [100]) were successfully applied to the analysis of chat conversations [102].

Self-organizing maps [103] have been used in many applications, where high-
dimensional unsupervised data spaces had to be visualized in a two-dimensional 
plane to make the data accessible for human experts. For example, Ramadas et al. 
[104] used self-organizing maps for identifying suspicious network activity. In a 
previous security case study, a special type named emergent self-organizing maps 
was used to identify domestic violence in police reports [105, 106]. They were 
found to be more suitable than multidimensional scaling for text mining. Claster 
et al. [107] used self-organizing maps to mine over 80 million twitter micro logs in 
order to explore whether these data can be used to identify sentiment about tour-
ism and Thailand amid the unrest in that country during the early part of 2010 and 
further whether analysis of tweets can be used to discern the effect of that unrest on 
Phuket’s tourism environment.

Nevertheless, there are several differences between analyzing twitter feeds and 
traditional police reports. Whereas individual tweets may not be so interesting, a 
lot of information can be distilled from conversations consisting of many tweets 
that emerged between different users concerning a certain topic. Such feeds do not 
contain a summary of facts; rather several topics emerge between two or more per-
sons. We should judge the interestingness of the feed from a security enforcement 
perspective and distinguish between several types of twitter users in a relevant con-
versation, for example, is this person someone who contributed only marginally or 
did he or she actually contribute to or promote criminal behavior. Ebner et al. [108] 
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used Formal Concept Analysis (FCA) to categorize twitter users who write tweets 
about the same topics in the context of a conference event. Cuvelier et al. [109] used 
FCA as an e-reputation monitoring system in combination with tag clouds. Also, 
the Natural Language Processing of tweets is nowadays a challenging task since 
Twitter is characterized by a so-called noncanonical language. It is widely acknowl-
edged that NLP systems have a drop of accuracy when tested against text character-
ized by this kind of language. This negatively affects different levels of text analysis 
ranging from the linguistic annotation to the information extraction process. It 
follows that the analysis of noncanonical languages is one of the main topics of 
the most recent NLP conferences, for example, the First Workshop on Syntactic 
Analysis of Noncanonical Language (SANCL-2012) (https://sites.google.com/site/
sancl2012/), the workshop series on Scritture brevi (lit.: short writings) organized 
by the University of Rome Tor Vergata (https://sites.google.com/site/scritturebrevi/
atti-dei-workshop), and the First Shared Task on Dependency Parsing of Legal 
Texts at SPLET-2012 (https://sites.google.com/site/splet2012workshop/shared-
task). The main challenges in analyzing noncanonical languages, as tweet language, 
result from the fact that they have different linguistic characteristics with respect 
to the data from which the tools are trained, typically newswire texts. Among the 
others, punctuation and capitalization are often inconsistent; slang, technical 
jargon is widely exploited; and noncanonical syntactic structures frequently occur 
[110–112]. Accordingly, several domain adaptation methods and different strate-
gies of analysis have been investigated to improve the accuracies of the NLP tools, 
among the most recent ones the self-training method used by Le Roux et al. [113], 
the active-learning method used by Attardi et al. [114], and the term-extraction 
method proposed by Bonin et al. [88].

Event detection in Twitter has been recently an area of active research and suc-
cessfully applied to detecting earthquakes [115] and sport events [116]. For events 
of interest to legal forces, one can utilize the generic features, such as emerging 
common terms, location, date, and also potentially the participants of the event. 
Hence, we extract the date/time information and time-event phrases that are learnt 
from tweets and set the presence of them as a feature. Participant information is 
also captured via the presence of the ‘@’ character followed by a username within 
tweets. Specific to the events of legal interest, one can also utilize the overall 
sentiment of the tweets as a potential feature. According to a recent research by 
Leetaru [117] at the University of Illinois at Chicago, strong negative emotions in 
news can suggest upcoming of a significant event. A sentiment analysis in a long 
period of news revealed that the textual sentiments before the revolutions in Libya 
and Egypt have shown significant negative signals. The strength of this negativity is 
found comparable to the signals in 1991 news, right before the United States entered 
Kuwait; and also in 2003, when the United States-Iraq was about to start.

While the current approaches, such as Ref. [117], have been shown to work on 
static data and static models, more research is needed to enhance these methods 
for the dynamic case. Also, the news text is highly structured and formal, while 
Twitter consists of informal short text. Based on our prior work on classifying short 
tweets [118], and sentiment analysis on large-scale data [119], we will categorize 
the tweets for event detection and identify tweets with strong sentimentality. Our 
initial hypothesis is that strong sentiment increases the probability of event being 
of interest to legal forces. Recently, distributional semantic models (DSMs) have 
been applied to affective text analysis with good results across languages [120]. 
In this WP, we will also apply DSMs to sentiment analysis of multilingual tweets. 
The more interesting problem is the forecasting problem, where the events can be 
predicted beforehand. This would be of high value for preventive law enforcement. 
Besides the prediction problem, one can also use this approach to get feedback from 
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the crowd on actions taken by the law officers. Such approaches have already been 
deployed for finance and marketing applications to understand the mood of finan-
cial markets and consumer opinions [92, 121, 122]. Similar concepts can be adapted 
for forensic applications. In fact, FBI and Pentagon have already started to utilize 
these methods to predict criminal and terrorist activities and monitor persons and 
regions of high interest [AP Exclusive].

The innovativeness of tool in this area lays in the fact that the combination of the 
discussed methods has never been proposed for visualizing and clustering data, nor 
integrated in a software system. It will be the first integrated human centered data 
discovery environment that combines both statistical methods from machine learn-
ing with order-theoretic methods such as concept lattices. The self-organizing map 
that can handle high-dimensional data spaces and, as a consequence, is an ideal tool 
for an initial preprocessing is at the start of the human centered discovery process. 
FCA can then be used to explore dependencies and information links in a smaller 
subset. TCA and TRSS are used for in-depth profiling of identified individuals and 
communities. In particular, we focus on the niche of twitter user and feed mining in 
the broader text-mining field. State-of-the-art domain adaptation methods will be 
tested to improve the accuracies of the linguistic annotation tools on Twitter data, 
and customized term-extraction methods will be devised in order to reliably extract 
relevant keywords from tweets. Needless to say that the proposed system can be 
easily expanded to other text mining applications.

A web crawler will be designed to collect the feeds from the twitter website. 
This is a technically challenging yet known task to the scientific community (see 
e.g., [107]). The data collection can be done by an employee hired by the police 
who received a type P screening. The type of data is fragments of texts. Concerning 
languages, we will first focus on Dutch tweets. This may later be extended to 
Hungarian and Bulgarian since most organized crime in areas such as human traf-
ficking is committed by these nationalities in Amsterdam. Since a tweet consists of 
among others a user name, his twitter ID and the posted text, as well as potentially 
ID and name of other users, we will first replace these user-identifiable information 
items by numeric values using regular expressions. In the second step, we will use 
available Named Entity Recognition methods for removing person names from the 
tweets themselves.

4.5 Video analysis

4.5.1 State of the art

Video retrieval has a long history [123–125]. According to the type of video 
at hand (e.g., film, news, CCTV recording, etc.), different retrieval tasks can be 
defined both in terms of the type of query and in terms of the processing techniques 
that are suited for extracting meaningful concepts. For example, it is easy to see that 
the making of a film comprises the use of techniques whose goal is to provoke senti-
ments in the watcher. Thus, in order to retrieve concepts from videos, automatic 
techniques must take into account not only the characteristic of the scene but also 
the movements of the camera and video editing techniques. On the other hand, still 
cameras used for video-surveillance purposes allow for the detection of persons and 
objects moving within the monitored area, as the characteristic of the scene is well 
known in advance. On these topics, a vast corpus of research has been carried out 
in the past years, and a number of automatic analysis techniques are embedded into 
commercial products [126].

One of the first steps in video analysis is the detection of shots, that is, video 
sequences that contain a continuous camera action in time and space [127, 128].  
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In the case of films, broadcasted news, and sport videos, shot detection is per-
formed by looking at well-known separators, such as fading and black frames. 
Each shot is then characterized by one or more key frames, that is, those frames 
that can be used to characterize the shot. Shot classification can be performed 
by extracting suitable features and using machine-learning techniques for con-
cept classification. Features can be either extracted from key frames, as well as 
by looking at global characteristics of the video sequence. They can represent 
low-level information of such as color and textures as well as characteristics of the 
shot such as temporal features.

A number of techniques for carrying out these steps have been developed for 
TV broadcasters, in particular for sport as well as news programs [123, 124]. In 
these areas, the knowledge of the rules of the game and the rules of video shooting 
allowed for building a reliable ground truth that allows to make objective com-
parisons of different algorithms. The classification of video shots can be used for 
retrieval purposes, as soon as the goal is to retrieve all videos related to a particular 
class. On the other hand, the use of these techniques for forensic applications still 
needs more investigation due to the low resolution of the cameras, the variability of 
the recorded scenes, and the presence of person and objects typically in nonfrontal 
positions and with many occlusions.

Today, it is of particular interest the reidentification of people in videos [129, 130]. 
This problem can be formulated as follows. In many real scenarios, an area is moni-
tored by a number of cameras. When persons move in the monitored environment, 
they can be identified by their face only if they appear in the video in some pose. After 
they have been identified in one of the videos, they can be tracked (i.e., reidentified) 
according to their global appearance (e.g., their clothes) rather than by their face.

Speech and sound files constitute an important part of the data collected by Law 
Enforcement Agencies. For the last 35 years, practical speech recognition systems 
have been based on Hidden Markov Models (HMMs), which model the training 
data using the Baum-Welch algorithm in a global manner. Markov state probability 
distributions are also represented using Gaussian Mixture Models (GMMs). HMMs 
try to represent the time-varying speech and sound files [131, 132]. This approach 
is successful to some extent in controlled environments and dictation systems in 
which people clearly speak to the machines [133].

HMMs and GMMs use features extracted from temporal speech windows. 
Current speech and sound feature extraction schemes are based on Fourier analysis 
[131, 134, 135]. Temporal information is only incorporated to the automatic speech 
recognition systems by only dividing speech into temporal analysis windows. 
Unfortunately, this global approach loses keyword or speaker-specific features, 
which are needed in forensic applications. For example, a person cannot modify his 
or her own average temporal zero crossing rate, even if he or she tries to change his 
or her own voice by mumbling, or talking with a mouth full of food or cotton balls, 
etc. [136]. This kind of temporal and person specific information is not used in 
today’s systems, which are globally trained using all the available data.

Global approaches provide good speech and speaker recognition and 
identification results as long as it is possible to have a good description of the 
unobserved data. However, continuous spontaneous speech recognition is still 
an unsolved problem [133, 137]. Unfortunately, most of the speech data in 
legal cases are spontaneous speech data. In many applications, it is required to 
retrieve keywords, phrases, names, and speakers from spontaneous speech in 
real time. Therefore, it is necessary to develop not only new feature extraction 
and speech and sound representation schemes but also exemplar type case and 
similarity-based reasoning methods to improve the current speech and sound 
processing systems.
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4.5.2 Beyond the state of the art

The analysis of videos for forensic applications can be carried out by relying on 
some of the above techniques, provided they are tailored to the scenario at hand. It 
is easy to see that in the case of surveillance videos, we cannot define a shot accord-
ing to the paradigm used to segment a film or a sport video [126, 138]. Rather, the 
definition of “shot” can be driven by the event that is looked for in the video. In 
particular, the video analyst should be able to query the system, so that the video 
is first segmented according to the particular event, and then, the shots that can 
contain the event of interest with high probability are further analyzed by more 
sophisticated technique in order to detect the object of interest [139]. The develop-
ment of such a system is beyond the current state of the art, and it will be carried 
out within this project.

The development of reidentification techniques may allow tracking a person in 
videos collected by multiple cameras at different locations and in different periods. 
Detecting people can be carried out by face detection. Many of the existing facial 
recognition systems are sensitive to variations in the enrolment phase [140–145]. 
Often these systems have been trained by a huge number of pictures of the same 
person to estimate reliable values of the parameters for statistical classifiers. The 
current state of the art does not include a suitable system for the generation of a 
prototype picture of a person nor a suited prototype-based classifier [146, 147]. 
Some automatic prototype generation developed in the area of pattern recognition 
could be used for face recognition [148–150].

Prototype-based system could effectively handle changes in illumination, as 
they can perform recognition by part resemblance [151, 152]. For the above rea-
sons, most of the facial recognition systems available today assume a standardized 
enrolment procedure to be performed in a controlled environment (e.g., a cabin), 
where a number of pictures of the face in a frontal position (2-D) with respect to 
the camera are taken. In addition, the picture is renewed whenever the recognition 
accuracy decreases.

Many different methods have been used so far for face recognition and cover a 
wide spectrum of methods in the pattern recognition field: geometrical representa-
tion of the face [153], templates [154, 155], hidden Markov models [156], principal 
component analysis [157], independently component analysis [158], elastic graph 
matching [159], trace transform [160], and SVM [161]. None of the methods can 
be seen as the most promising method because the performance depends on the 
scenario at hand, and the assumption behind the proposed theoretical models 
might not be met in real scenarios. Thus, new techniques based on the exploitation 
of different picture representations, such as shape, texture, signs for skin, eyes 
and spatial, sign-based connections, and the prototype-based system, have to be 
investigated.

Case and similarity-based recognition and sensing methods for speech, sound, 
and audio recognition using both temporal and frequency domain information will 
be developed. Development of “query by example,” keyword, and phrase-based 
retrieval schemes using exemplar-based schemes, which will be capable of part and 
whole similarity matching, will be a significant contribution to the existing speech 
recognition systems.

Current methods for speech and audio analysis emphasize spectral methods. For 
example, well-known Shazam music recognition method uses only spectral peaks 
[162]. Commonly used mel-cepstral coefficients, line spectral frequencies, and 
RASTA features [134, 135] do not have any temporal information, either. We believe 
that temporal information is not fully utilized in current methods. Temporal informa-
tion will provide critical information for speaker recognition and keyword spotting 
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applications. We are developing temporal speech representation methods based on 
delta modulation [163, 164], zero-crossing, and wavelet scattering [165, 166] informa-
tion will be incorporated into content based audio and sound retrieval and speech and 
audio recognition applications.

As pointed above, another important avenue, which is not explored by current 
methods, is compressive recognition, similarity-based reasoning, and case-based 
reasoning. Current data modeling methods assume a global representation. On the 
other hand, case and similarity-based reasoning methods will be able to incorporate 
fine details of the test case and will likely to provide better recognition results, espe-
cially in spontaneous speech. Temporal representation methods such as delta modu-
lation and zero-crossing information are ideal for exemplar and similarity-based 
reasoning approaches. It is also possible to combine the differential representation 
of temporal data with the spectral data using compressive sensing [167], which 
extends this differential data processing concept by using random weights adding 
to zero to linearly combine the data and/or features. In this way, similarity learning, 
case generalization and case storage, and compressive learning and sensing will 
allow the handling of very large amount (terabytes) of data. Once the keyword and 
phrases are detected, analysts can manually process the proposed retrieval results.

Cut-and-paste locations in speech can be also detected using delta modulation 
and wavelet scattering, providing a differential representation of speech, sound, 
and audio data. Fragile watermarking schemes based on wavelet scattering and 
delta modulation will be developed to prevent tampering. Resulting representation 
can be easily stored, and it will be ideal for different forensic purposes.

5. Conclusions

Forensic investigations on multimedia evidence usually develop along four 
different steps: analysis, selection, evaluation, and comparison. During the analy-
sis step, technicians typically look at huge amounts of different multimedia data 
(e.g., hours of video or audio recordings, pages and pages of text, and hundreds 
and hundreds of pictures) to reconstruct the dynamic of the event and collect any 
piece of relevant information. This step obviously requires a lot of time, and many 
factors can make it difficult, among which data heterogeneity, quality, and quantity 
are the most relevant. Afterward, during the selection step, technicians select and 
acquire the most meaningful pieces of information from the different multimedia 
data (e.g., frames from videos, audio fragments, and documents). Then, in the 
evaluation step, they look for relevant elements in the selected data, which will be 
further investigated in the comparison step. They can select heads, vehicles, license 
plates, guns, sentences, sounds, and all other elements that can link a person to 
the event. The main problems are the low quality of media data due to high com-
pression, adverse environmental conditions (e.g., noise, bad lighting condition), 
camera/object position, and facial expressions. Finally, during the comparison 
step, technicians place the extracted elements side by side with a known element 
of comparison. From the comparison of general and particular characteristics, the 
operators give a level of similarity. In forensic application, the use of automatic pat-
tern recognition system gives poor performance because of the high variability of 
data recording. On the other hand, human perception is a great pattern recognition 
system but is characterized by high subjectivity and unknown reproducibility and 
performance.

In this chapter, we propose to develop a toolkit of methods and instruments 
that will be able to support analysts along all these steps, strongly reducing human 
intervention. First of all, it will include instruments to process different kinds of 
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4.5.2 Beyond the state of the art
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Some automatic prototype generation developed in the area of pattern recognition 
could be used for face recognition [148–150].

Prototype-based system could effectively handle changes in illumination, as 
they can perform recognition by part resemblance [151, 152]. For the above rea-
sons, most of the facial recognition systems available today assume a standardized 
enrolment procedure to be performed in a controlled environment (e.g., a cabin), 
where a number of pictures of the face in a frontal position (2-D) with respect to 
the camera are taken. In addition, the picture is renewed whenever the recognition 
accuracy decreases.

Many different methods have been used so far for face recognition and cover a 
wide spectrum of methods in the pattern recognition field: geometrical representa-
tion of the face [153], templates [154, 155], hidden Markov models [156], principal 
component analysis [157], independently component analysis [158], elastic graph 
matching [159], trace transform [160], and SVM [161]. None of the methods can 
be seen as the most promising method because the performance depends on the 
scenario at hand, and the assumption behind the proposed theoretical models 
might not be met in real scenarios. Thus, new techniques based on the exploitation 
of different picture representations, such as shape, texture, signs for skin, eyes 
and spatial, sign-based connections, and the prototype-based system, have to be 
investigated.

Case and similarity-based recognition and sensing methods for speech, sound, 
and audio recognition using both temporal and frequency domain information will 
be developed. Development of “query by example,” keyword, and phrase-based 
retrieval schemes using exemplar-based schemes, which will be capable of part and 
whole similarity matching, will be a significant contribution to the existing speech 
recognition systems.

Current methods for speech and audio analysis emphasize spectral methods. For 
example, well-known Shazam music recognition method uses only spectral peaks 
[162]. Commonly used mel-cepstral coefficients, line spectral frequencies, and 
RASTA features [134, 135] do not have any temporal information, either. We believe 
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applications. We are developing temporal speech representation methods based on 
delta modulation [163, 164], zero-crossing, and wavelet scattering [165, 166] informa-
tion will be incorporated into content based audio and sound retrieval and speech and 
audio recognition applications.

As pointed above, another important avenue, which is not explored by current 
methods, is compressive recognition, similarity-based reasoning, and case-based 
reasoning. Current data modeling methods assume a global representation. On the 
other hand, case and similarity-based reasoning methods will be able to incorporate 
fine details of the test case and will likely to provide better recognition results, espe-
cially in spontaneous speech. Temporal representation methods such as delta modu-
lation and zero-crossing information are ideal for exemplar and similarity-based 
reasoning approaches. It is also possible to combine the differential representation 
of temporal data with the spectral data using compressive sensing [167], which 
extends this differential data processing concept by using random weights adding 
to zero to linearly combine the data and/or features. In this way, similarity learning, 
case generalization and case storage, and compressive learning and sensing will 
allow the handling of very large amount (terabytes) of data. Once the keyword and 
phrases are detected, analysts can manually process the proposed retrieval results.

Cut-and-paste locations in speech can be also detected using delta modulation 
and wavelet scattering, providing a differential representation of speech, sound, 
and audio data. Fragile watermarking schemes based on wavelet scattering and 
delta modulation will be developed to prevent tampering. Resulting representation 
can be easily stored, and it will be ideal for different forensic purposes.

5. Conclusions

Forensic investigations on multimedia evidence usually develop along four 
different steps: analysis, selection, evaluation, and comparison. During the analy-
sis step, technicians typically look at huge amounts of different multimedia data 
(e.g., hours of video or audio recordings, pages and pages of text, and hundreds 
and hundreds of pictures) to reconstruct the dynamic of the event and collect any 
piece of relevant information. This step obviously requires a lot of time, and many 
factors can make it difficult, among which data heterogeneity, quality, and quantity 
are the most relevant. Afterward, during the selection step, technicians select and 
acquire the most meaningful pieces of information from the different multimedia 
data (e.g., frames from videos, audio fragments, and documents). Then, in the 
evaluation step, they look for relevant elements in the selected data, which will be 
further investigated in the comparison step. They can select heads, vehicles, license 
plates, guns, sentences, sounds, and all other elements that can link a person to 
the event. The main problems are the low quality of media data due to high com-
pression, adverse environmental conditions (e.g., noise, bad lighting condition), 
camera/object position, and facial expressions. Finally, during the comparison 
step, technicians place the extracted elements side by side with a known element 
of comparison. From the comparison of general and particular characteristics, the 
operators give a level of similarity. In forensic application, the use of automatic pat-
tern recognition system gives poor performance because of the high variability of 
data recording. On the other hand, human perception is a great pattern recognition 
system but is characterized by high subjectivity and unknown reproducibility and 
performance.

In this chapter, we propose to develop a toolkit of methods and instruments 
that will be able to support analysts along all these steps, strongly reducing human 
intervention. First of all, it will include instruments to process different kinds of 
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media data and, possibly, correlate them. This will obviously reduce the time spent 
to find the correct instruments for processing the medium at hand. Furthermore, 
it comprises preprocessing tools that alleviate, by filtering and enhancement, the 
problem of low-data quality. In particular, for image and video data, a great help 
will come from super-resolution methods that will maximize the information 
contained in low-resolution images or videos (e.g., foster the process of face recon-
struction and recognition from blurred images). This feature will greatly support all 
the subsequent steps.

In this chapter, we focused on the background and motivation for our work. 
The overall system architecture is explained. We present the data to be used. After a 
review of the state of the art of related work of the multimedia data we consider in 
this work, we describe the method and techniques we are developing that go beyond 
the state of the art. The work will be continued in the Chapter Part II of Forensic 
Multimedia Data Analysis.
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Chapter 6

Data Collection Techniques for 
Forensic Investigation in Cloud
Thankaraja Raja Sree and Somasundaram Mary Saira Bhanu

Abstract

Internet plays a vital role in providing various services to people all over the world. 
Its usage has been increasing tremendously over the years. In order to provide services 
efficiently at a low cost, cloud computing has emerged as one of the prominent tech-
nologies. It provides on-demand services to the users by allocating virtual instances 
and software services, thereby reducing customer’s operating cost. The availability of 
massive computation power and storage facilities at very low cost motivates a mali-
cious individual or an attacker to launch attacks from machines either from inside or 
outside the cloud. This causes high resource consumption and also results in pro-
longed unavailability of cloud services. This chapter surveys the systematic analysis 
of the forensic process, challenges in cloud forensics, and in particular the data collec-
tion techniques in the cloud environment. Data collection techniques play a major role 
to identify the source of attacks by acquiring evidence from various sources such as 
cloud storage (Google Drive, Dropbox, and Microsoft SkyDrive), cloud log analysis, 
Web browser, and through physical evidence acquisition process.

Keywords: distributed denial of service attacks, digital forensics, network forensics, 
web forensics, cloud forensics, mobile forensics

1. Introduction

In today’s world, users are highly dependent on the cyberspace to perform 
all day-to-day activities. With the widespread use of Internet technology, cloud 
computing plays a vital role by providing services to the users. Cloud computing 
services enable vendors (Amazon EC2, Google, etc.) to provide on-demand services 
(e.g., CPU, memory, network bandwidth, storage, applications, etc.) to the users by 
renting out physical machines at an hourly basis or by dynamically allocating vir-
tual machine (VM) instances and software services [1–3]. Cloud computing moves 
application software and databases to large data centers, where the outsourcing of 
sensitive data and services is not trustworthy. This poses various security threats 
and attacks in the cloud. For instance, the attackers use employee login informa-
tion to access the account remotely with the usage of cloud [4]. Besides attacking 
cloud infrastructure, adversaries can also use the cloud to launch an attack on other 
systems. For example, an adversary can rent hundreds of virtual machine (VM) 
instances to launch a distributed denial-of-service (DDoS) attack. A criminal can 
also keep secret files such as child pornography, terrorist documents, etc. in cloud 
storage to remain clean. To investigate such crimes involved in the cloud, investiga-
tors have to carry out forensic investigations in the cloud environment. This arises 
the need for cloud forensics, which is a subset of network forensics. Cloud forensics 
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is an application of scientific principles, practices, and methods to reorganize the 
events through identification, collection, preservation, examination, and reporting 
of digital evidence [5]. Evidence can reside anywhere in the cloud and it is more 
complex to identify the traces located in the cloud server.

The advancement of new technologies, frameworks, and tools enables the 
investigator to identify the evidence from trusted third parties, that is, cloud service 
provider (CSP). There are numerous techniques in cloud forensics that arises on the 
basis of cloud service models and deployment models. In the Software as a Service 
(SaaS) and Platform as a Service (PaaS) models, the customer does not have any 
control of the hardware and they need to depend on CSP for collecting the evi-
dence, whereas, in the case of Infrastructure as a Service (IaaS) model, customers 
can acquire the virtual machine (VM) image and logs.

The forensic examiner isolates the attacked system in the virtualized environment by 
segregating and protecting the information from a hard disk, RAM images, log files, etc. 
This evidence is analyzed based on the artifacts of the attack traces left by the attacker 
[6, 7]. The forensic investigator relies on finding a series of information such as where, 
why, when, by whom, what, and how attack has happened. This chapter details the 
challenges in cloud forensics and also details the data collection techniques in the cloud.

2. Types of forensics

The forensic process is initiated after the crime occurs as a post-incident activity. 
It follows a set of predefined steps to identify the source of evidence. It is catego-
rized into five groups, namely digital forensics, network forensics, Web forensics, 
cloud forensics, and mobile forensics.

• Digital forensics: According to National Institute of Standards and Technology 
(NIST) standards, it is the application of science to the identification, collec-
tion, examination, and analysis of data while preserving the integrity of the 
information and maintaining a strict chain of custody for the data.

• Network forensics: It identifies and analyzes the evidence from the network. It 
retrieves information on which network ports are used to access the information.

• Web forensics: It identifies the evidence from the user history, temporary log 
files, registry, chat logs, session log, cookies, etc. as digital crimes occur on the 
client side with the help of Web browser.

• Cloud forensics: It is the application of digital forensics in the cloud and 
it is a subset of network forensics. It is harder to identify evidence in cloud 
infrastructure since the data are located in different geographical areas. Some 
examples of evidence sources are system log, application log, user authentica-
tion log, database log, etc.

• Mobile forensics: It is the branch of digital forensics that identifies evidence 
from mobile devices. The evidence is collected from the mobile device as call 
history, SMS, or from the memory.

2.1 Cloud forensic process flow

The cloud forensic process flow is shown in Figure 1, which is described as 
follows:
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• Identification: The investigator identifies whether crime has occurred or not.

• Evidence collection: The investigator identifies the evidence from the three 
different sources of cloud service model (SaaS, IaaS, and PaaS) [8]. The SaaS 
model monitors the VM information of each user by accessing the log files such 
as application log, access log, error log, authentication log, transaction log, 
data volume, etc. The IaaS monitors the system level logs, hypervisor logs, raw 
virtual machine files, unencrypted RAM snapshots, firewalls, network pack-
ets, storage logs, backups, etc. The PaaS model identifies the evidence from an 
application-specific log and accessed through API, patch, operating system 
exceptions, malware software warnings, etc.

• Examination and analysis: The analyst inspects the collected evidence and 
merges, correlates, and assimilates data to produce a reasoned conclusion. 
The analyst examines the evidence from physical as well as logical files 
where they reside.

• Preservation: The information is protected from tampering. The chain of 
custody has been maintained to preserve the log files since the information is 
located in a different geographical area.

• Presentation and reporting: An investigator makes an organized report to 
state his findings about the case.

3. Evidence collection

Evidence collection plays a vital role to identify and access the data from vari-
ous sources in the cloud environment for forensic investigation. The evidence is 
no longer stored in a single physical host and their data are distributed across a 
different geographical area. So, if a crime occurs, it is very difficult to identify the 
evidence. The evidence is collected from various sources such as router, switches, 
server, hosts, VMs, browser artifacts, and through internal storage media such as 
hard disk, RAM images, physical memory, etc., which are under forensic investiga-
tion. Evidence is also collected through the analysis of log files, cloud storage data 
collection, Web browser artifacts, and physical memory analysis.

3.1 Cloud log analysis

Logging is considered as a security control which helps to identify the opera-
tional issues, incident violations, and fraudulent activities [9, 10]. Logging is mainly 
used to monitor the system and to investigate various kinds of malicious attacks. 
Cloud log analysis helps to identify the source of evidence generated from various 

Figure 1. 
Cloud forensic process flow.
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devices such as the router, switches, server, and VM instances and from other inter-
nal components, namely hard disk, RAM images, physical memory, log files etc., at 
different time intervals. The information about different types of attacks is stored 
in various log files such as application logs, system logs, security logs, setup logs, 
network logs, Web server logs, audit logs, VM logs, etc., which are given as follows:

• Application log is created by the developers through inserting events in the 
program. Application logs assist system administrators to know about the situ-
ation of an application running on the server.

• System log contains the information regarding date and time of the log creation, 
type of messages such as debug, error, etc., system-generated messages related 
to the occurrence, and processes that are affected by the occurrence of an 
event.

• Firewall log provides information related to source routed packets, rejected IP 
addresses, outbound activities from internal servers, and unsuccessful logins.

• Network log contains detailed information related to different events that 
happened on the network. The events include recording malicious traffic, 
packet drops, bandwidth delays, etc. The network administrator monitors and 
troubleshoots daily activities by analyzing network logs for different intrusion 
attempts.

• Web server log records entries related to the Web pages running on the Web 
server. The entries contain history for a page request, client IP address, date 
and time, HTTP code, and bytes served for the request.

• Audit log records unauthorized access to the system or network in a sequential 
order. It assists security administrators to analyze malicious activities at the 
time of attack. The information in audit log files includes source and destina-
tion addresses, user login information, and timestamp.

• VM log records information specific to instances running on the VM, such as 
startup configuration, operations, and the time VM instance finishes its execu-
tion. It also records the number of instances running on VM, the execution 
time of each application, and application migration to assist CSP in finding 
malicious activities that happen during the attack.

Due to the increase in usage of network or new release of software in the cloud, 
there is an increase in the number of vulnerabilities or attacks in the cloud and 
these attacks are reflected in various log files. Application layer attacks are reflected 
in various logs, namely access log, network log, authentication log, etc., and also 
reflected in the various log file traces stored on Apache server. These logs are used 
for forensic examination to detect the application layer attacks. Table 1 indicates the 
various attack information and the tools used for log analysis of different types of 
attacks. Figure 2 shows the sample access log trace (Table 2).

• Sample Network Log Entry

[**] [1:1407:9] SNMP trap udp [**] [Classification: Attempted Information 
Leak] [Priority: 2] 03/12–15:14:09.082119 192.168.1.167:1052 - > 172.30.128.27:162 
UDP TTL:118 TOS:0x0 ID:29101 IpLen:20 DgmLen:87.
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• Sample Firewall Log Entry

03/12/2015 8:14:07 AM,"Rule ““Block Windows File Sharing”“ blocked 
(192.168.1.54, netbios-ssn(139)).”,"Rule ““Block Windows File Sharing”“ blocked 
(192.168.1.54, netbios-ssn(139)). Inbound TCP connection. Local address,service 
is (KENT(172.30.128.27),netbios-ssn(139)). Remote address,service is 
(192.168.1.54,39922). Process name is ““System”“.”

03/12/2015 9:04:04 AM,Firewall configuration updated: 398 rules., Firewall 
configuration updated: 398 rules.

• Sample Syslog Entries

Mar 1 06:25:43 server1 sshd[23170]: Accepted publickey for server2 from 
172.30.128.115 port 21,011 ssh2.

Mar 1 07:16:42 server1 sshd[9326]: Accepted password for murugiah from 
10.20.30.108 port 1070 ssh2.

Mar 1 07:16:53 server1 sshd[22938]: reverse mapping checking getaddrinfo for 
ip10.165.nist.gov failed - POSSIBLE BREAKIN ATTEMPT!

Mar 1 07:26:28 server1 sshd[22572]: Accepted public key for server2 from 
172.30.128.115 port 30,606 ssh2.

Mar 1 07:28:33 server1 su: BAD SU kkent to root on /dev/ttyp2.
Mar 1 07:28:41 server1 su: kkent to root on /dev/ttyp2.

Types of log Attacks Tools for log analysis

DMesg log This is not a log file, but this is used for 
determining anomalous activity from recent bots.

—

Debugging log Stack tracing to determine the nature of 
application and service-based attacks.

—

Firewall log Direct method for auditing the firewall. Event Log Analyzer, event 
logging and monitoring 
services

System log Determines if someone is trying or has executed 
buffer overflow.

Syslog-ng, Log & Event 
Manager

Network log Determining Web-based attacks and DDoS 
attacks.

Splunk, Log4j2

Web server access 
log

Determining Web-based attacks (XSS, XSRF, 
SQLI), remote file inclusion, local file inclusion 
and flooding attacks.

Nihuo Web Log Analyzer

Web server error 
log

Determining Web-based attacks. Nihuo Web Log Analyzer

VM log Determining hypervisor-related attacks. Virtual Machine Log 
Auditor, JVM controller

Authentication log Auditing of attacks on credentials and determines 
the unauthorized access.

Audit log Determining unauthorized user access to the 
system and network. Includes destination 
addresses, user login information, and timestamp.

WP Security Audit Log, 
auditpol.exe

Database log Determining database-related attacks. Splunk, Nihuo Web Log 
Analyzer

Table 1. 
Different types of logs, attacks, and the log analysis tool.
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Leak] [Priority: 2] 03/12–15:14:09.082119 192.168.1.167:1052 - > 172.30.128.27:162 
UDP TTL:118 TOS:0x0 ID:29101 IpLen:20 DgmLen:87.
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• Sample Firewall Log Entry

03/12/2015 8:14:07 AM,"Rule ““Block Windows File Sharing”“ blocked 
(192.168.1.54, netbios-ssn(139)).”,"Rule ““Block Windows File Sharing”“ blocked 
(192.168.1.54, netbios-ssn(139)). Inbound TCP connection. Local address,service 
is (KENT(172.30.128.27),netbios-ssn(139)). Remote address,service is 
(192.168.1.54,39922). Process name is ““System”“.”

03/12/2015 9:04:04 AM,Firewall configuration updated: 398 rules., Firewall 
configuration updated: 398 rules.

• Sample Syslog Entries

Mar 1 06:25:43 server1 sshd[23170]: Accepted publickey for server2 from 
172.30.128.115 port 21,011 ssh2.

Mar 1 07:16:42 server1 sshd[9326]: Accepted password for murugiah from 
10.20.30.108 port 1070 ssh2.

Mar 1 07:16:53 server1 sshd[22938]: reverse mapping checking getaddrinfo for 
ip10.165.nist.gov failed - POSSIBLE BREAKIN ATTEMPT!

Mar 1 07:26:28 server1 sshd[22572]: Accepted public key for server2 from 
172.30.128.115 port 30,606 ssh2.

Mar 1 07:28:33 server1 su: BAD SU kkent to root on /dev/ttyp2.
Mar 1 07:28:41 server1 su: kkent to root on /dev/ttyp2.

Types of log Attacks Tools for log analysis

DMesg log This is not a log file, but this is used for 
determining anomalous activity from recent bots.

—

Debugging log Stack tracing to determine the nature of 
application and service-based attacks.

—

Firewall log Direct method for auditing the firewall. Event Log Analyzer, event 
logging and monitoring 
services

System log Determines if someone is trying or has executed 
buffer overflow.

Syslog-ng, Log & Event 
Manager

Network log Determining Web-based attacks and DDoS 
attacks.

Splunk, Log4j2

Web server access 
log

Determining Web-based attacks (XSS, XSRF, 
SQLI), remote file inclusion, local file inclusion 
and flooding attacks.

Nihuo Web Log Analyzer

Web server error 
log

Determining Web-based attacks. Nihuo Web Log Analyzer

VM log Determining hypervisor-related attacks. Virtual Machine Log 
Auditor, JVM controller

Authentication log Auditing of attacks on credentials and determines 
the unauthorized access.

Audit log Determining unauthorized user access to the 
system and network. Includes destination 
addresses, user login information, and timestamp.

WP Security Audit Log, 
auditpol.exe

Database log Determining database-related attacks. Splunk, Nihuo Web Log 
Analyzer

Table 1. 
Different types of logs, attacks, and the log analysis tool.
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Figure 2. 
Sample access log trace as evidence.

S. No. Fields Value Description

1 Remote Host 10.1.3.122 IP address of the HTTP user 
who makes HTTP resource 

request

2 Rfc931 — Identifier used to determine 
client

3 Username — User name or user id used for 
authentication

4 Date: time 
Timezone

[17-Mar-2015: 10: 49: 33 + 530] Date and timestamp of the 
HTTP request

5 HTTP 
request

GET/scripts/root.exe?/c+dir/HTTP/1.0 HTTP request containing
(a) HTTP method—GET

(b) HTTP request resource 
scripts/root.exe?/c+dir/ and
(c) HTTP protocol version 

−1.0

6 Status code 200 Status of HTTP request, i.e., 
success or failure

7 Bytes 578 Number of bytes of data 
transferred during the HTTP 

request

8 Referral URL https://www.nitt.edu/
OLCLD/view.php?q = book/

Referrer header of the HTTP 
request (containing URL 

of the page from which this 
request was initiated) if 

present, and “-” otherwise

9 User agent Mozilla/4.08 [en] (Win98; I; Nav) Browser Identification String

Table 2. 
Description of the access log format.
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3.2 Evidence collection from cloud storage

It is the process of collecting evidence from cloud storage such as Dropbox, 
Microsoft SkyDrive, Google drive, etc., using the Web browser and also by 
downloading files using existing software tools [11–13]. This helps to identify the 
illegal modification or access of cloud storage during the uploading or download-
ing of file contents in storage media and also checks whether the attacker alters 
the timestamp information in user’s accounts. The Virtual Forensic Computing 
(VFC) tool is used by forensic investigators to identify evidence from VM image 
file. The evidence is accessed for each account using the Web browser running in 
the cloud environment by recording the encoded value of VM image. The packets 
are captured using network packet tools, namely Wireshark, snappy, etc., of 
each VM instance running in hosts. The account information is synchronized 
and downloaded using client accessing software of each device which is used to 
identify the source of evidence. The evidence is isolated from the files found in 
VM using “C:\Users\[username]\ Dropbox\” for Dropbox as shown in Figure 3. 
The zip file contains the name of the folder that can be accessed via the browser 
to determine the effect of a timestamp in a drive. If an attacker modifies the 
contents of a file, the evidence is found by analyzing the VM hard drive, history 
of files stored in the cloud, and also from a cache. It can also be analyzed by 
computing the hash value of the VM image. The evidence of Google Drive cloud 
storage is depicted in Figure 4.

3.3 Evidence collection via a Web browser

The clients communicate with the server in the cloud environment with the 
help of a Web browser to do various tasks, namely checking email and news, 
online shopping, information retrieval, etc. [14–18]. Web browser history is a 
critical source of evidence. The evidence is found by analyzing the URLs in Web 
browser history, timeline analysis, user browsing behavior, and URL encoding, 
and is recovered from deleted information. Here is an example of Web browser 
URLs,

https://www.nitt.edu/en#files:/Documents/<Folder name>,
https://www.nitt.edu/en#files:/E:<Folder ID>.
Similarly, the evidence stored in Web browser cache at the root directory of a 

Web application is used to identify the source of an attack. Table 3 indicates the 
evidence collection process and recovery method for various Web browsers.

Figure 3. 
Dropbox evidence.
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It is the process of collecting evidence from cloud storage such as Dropbox, 
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downloading files using existing software tools [11–13]. This helps to identify the 
illegal modification or access of cloud storage during the uploading or download-
ing of file contents in storage media and also checks whether the attacker alters 
the timestamp information in user’s accounts. The Virtual Forensic Computing 
(VFC) tool is used by forensic investigators to identify evidence from VM image 
file. The evidence is accessed for each account using the Web browser running in 
the cloud environment by recording the encoded value of VM image. The packets 
are captured using network packet tools, namely Wireshark, snappy, etc., of 
each VM instance running in hosts. The account information is synchronized 
and downloaded using client accessing software of each device which is used to 
identify the source of evidence. The evidence is isolated from the files found in 
VM using “C:\Users\[username]\ Dropbox\” for Dropbox as shown in Figure 3. 
The zip file contains the name of the folder that can be accessed via the browser 
to determine the effect of a timestamp in a drive. If an attacker modifies the 
contents of a file, the evidence is found by analyzing the VM hard drive, history 
of files stored in the cloud, and also from a cache. It can also be analyzed by 
computing the hash value of the VM image. The evidence of Google Drive cloud 
storage is depicted in Figure 4.

3.3 Evidence collection via a Web browser

The clients communicate with the server in the cloud environment with the 
help of a Web browser to do various tasks, namely checking email and news, 
online shopping, information retrieval, etc. [14–18]. Web browser history is a 
critical source of evidence. The evidence is found by analyzing the URLs in Web 
browser history, timeline analysis, user browsing behavior, and URL encoding, 
and is recovered from deleted information. Here is an example of Web browser 
URLs,

https://www.nitt.edu/en#files:/Documents/<Folder name>,
https://www.nitt.edu/en#files:/E:<Folder ID>.
Similarly, the evidence stored in Web browser cache at the root directory of a 

Web application is used to identify the source of an attack. Table 3 indicates the 
evidence collection process and recovery method for various Web browsers.

Figure 3. 
Dropbox evidence.
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Web 
browser

Information to 
be analyzed

Tools for forensic 
investigation

Recovery method for evidence 
identification

Internet 
Explorer

Index.dat
History
Cache
Cookies

Pasco
Web historian 6.13
Index.dat analyzer 
2.5
Net analysis 1.52
Encase 6.3
FTK 3.3
WEFA

Recovery from internet files
Analyzing the index.dat files weekly/daily 
history
Recovery of the evidence from index.dat 
file through carving method
Recovery from cookies

Google 
Chrome

Bookmark history
Bookmark 
downloads
Cookies
List of search 
words
Cache

Chrome analysis 1.0
Net analysis 1.52
Cache back 3.17
WEFA

Recovery of session file through carving 
method

Mozilla 
Firefox

History
Cookies history
Download list
Cache
Bookmarks

Firefox forensic 2.3
Net analysis 5.2
Cache back 3.17
Encase 6.3
FTK 3.3
WEFA

Recovery of cache files

Safari History
Cache
Cookies

Web historian 6.13
Net analysis 1.52
Cache back 3.17
Encase 6.3
FTK 3.3
WEFA

Recovery of session files, cookies

Opera History
Cache
Cookies
Bookmarks

Web historian 6.13
Net analysis 1.52
Cache back 3.17
Encase 6.3
WEFA

Recovery of cookies

Table 3. 
Evidence collection process and recovery method for different Web browsers.

Figure 4. 
Google Drive evidence.
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Here is an example of a Chrome forensic tool that captures and analyzes data 
stored in Google Web browser. It analyzes the data from the history, web logins, 
bookmarks, cookies, and archived history. It identifies the evidence from C:\Users\
USERNAME\Appdata\Local\Google chrome\UserData\Default. Figure 5 depicts the 
Google Chrome analysis forensic tool.

Figure 5. 
Chrome forensic analysis tool.

Forensic analysis 
framework

Evidence collection for cloud storage Evidence collection for cloud log 
analysis

Evidence 
identification

Identification of evidence from cloud 
storage (Dropbox, iCloud, SkyDrive and 
Google Drive, etc.) and also from user 
account information

Identification of evidence from 
cloud log files

Evidence collection Collecting the evidence from VM image 
to access the cloud storage account, using 
packet analysis tools such as Ethernet 
cap, Wireshark tool, Burp suite, etc. to 
capture packets between the client and 
server
Collecting evidence from VM browser 
such as Google Chrome, chromium 
browser, Internet Explorer, Apple Safari, 
Mozilla Firefox, etc.
Collecting the evidence from cloud 
storage namely, user account and 
password
Collecting the evidence from client 
software to access the VM hard drive 
and also to synchronize the user 
account to retrieve the files and folders 
in VMs

Collecting the evidence from 
various sources in VM as log files, 
namely network log, access log, 
authentication log, error log, 
database log, etc. and through 
network analysis tools such as 
Wireshark, Snort, Snappy tool, 
Burp Suite, etc.

Evidence analysis Identifying patterns from the evidence 
collection process to determine the 
source of attacks in cloud environment

Determining the attack 
patterns from cloud log 
files and analyzing these 
patterns using cloud traceback 
mechanism to identify the source 
of evidence.

Evidence presentation 
and reporting

Forensic investigator examines the 
evidence and presents the evidence in 
court

Identifying the evidence from 
analysis and reporting the 
evidence

Table 4. 
Evidence collection process for cloud forensics.
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Table 4. 
Evidence collection process for cloud forensics.
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3.4 Physical memory analysis

This has the ability to provide caches of cloud computing usage that can be lost 
without passive monitoring such as network socket information, encryption keys, 
and in-memory database. They are analyzed from the physical memory dump using 
the “pslist” function, which recovers the process name, process identifier, parent 
process identifiers, and process initiation time. The processes can be differentiated 
using the process names ©exe© on the Windows, and ©sync© on the Ubuntu and 
Mac OS. Table 4 indicates the evidence collection process for cloud forensics in 
cloud storage and cloud log analysis.

4. Cloud forensics challenges

This section elucidates the forensic challenges in private and public cloud. It is 
observed from the literature that most of the challenges are applicable to the public 
cloud while fewer challenges are applicable to the private cloud environment.

4.1 Accessibility of logs

Logs are generated in different layers of the cloud infrastructures [2–7]. System 
administrators require relevant logs to troubleshoot the system, developers need 
logs for fixing up the errors, and forensic investigators need relevant logs to 
investigate the case. With the help of an access control mechanism, the logs can be 
acquired from all the parties, that is, from a user, CSP, and forensic investigator.

4.2 Physical inaccessibility

The data are located in different geographical areas of the hardware device. It is 
difficult to access these physical access resources since the data reside in different 
CSPs and it is impossible to collect the evidence from the configured device. If an 
incident occurs, all the devices are acquired immediately in case of a private cloud 
environment since an organization has full control over the resources. The same 
methods cannot be used to access the data in case of a public cloud environment.

4.3 Volatility of data

Data stored in a VM instance in a cloud will be lost when the VM is turned off. This 
leads to the loss of important evidence such as syslog, network logs, registry entries, and 
temporary Internet files. It is important to preserve the snapshot of the VM instance to 
retrieve the logs from the terminated VMs. The attacker launches an attack and turns off 
the VM instance, hence these traces are unavailable for forensic investigation.

4.4 Identification of evidence at client side

The evidence is identified not only in the provider’s side but also the client side. 
The user can communicate with the other client through the Web browser. An 
attacker sends malicious programs with the help of a Web browser that communi-
cates with the third parties to access the services running in the cloud. This, in turn, 
leads to destroying all the evidence in the cloud. One way of collecting the evidence 
is from the cookies, user agent, etc., and it is difficult to obtain all the information 
since the client side VM instance is geographically located.
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4.5 Dependence of CSP trust

The consumers blindly depend on CSPs to acquire the logs for investigation. The 
problem arises when CSPs are not providing the valid information to the consumer 
that resides in their premises. CSPs sign an agreement with other CSPs to use their 
services, which in turn leads to loss of confidential data.

4.6 Multitenancy

In cloud infrastructures, multiple VMs share the same physical infrastructure, 
that is, the logs are distributed across various VMs. The investigator needs to show 
the logs to court by proving the malicious activities occurring from the different 
service providers. Moreover, it also preserves the privacy of other tenants.

4.7 Decentralization

In cloud infrastructures, the log information is located on different servers since 
it is geographically located. Multiple users’ log information may be collocated or 
spread across several layers and tiers in the cloud. The application log, network log, 
operating system log, and database log produce valuable information for a forensic 
investigation. The decentralized nature of the cloud brings the challenge for cloud 
synchronization.

4.8 Absence of standard format of logs

Logs are available in heterogeneous formats from different layers of a cloud 
at CSP. The logs provide information such as by whom, when, where, and why 
some incidents occurred. This is an important bottleneck to provide a generic 
solution for all CSPs and all types of logs. Table 5 indicates the survey of literature 
that deals with the challenges of cloud forensics mainly for evidence collection 
process.

Authors Discussion Forensic process

Sang et al. Log accessibility for SaaS & PaaS Evidence collection

Zawood et al. Focus on the integrity of log files Evidence collection

Dystra et al. Log collection and accessibility of logs Evidence collection

Thorpe et al. VM kernel logs for forensic investigation Log contention

Boeck et al. Confidentiality and log integrity Evidence collection

Zaferulla et al. Uses Eucalyptus logs for forensic investigation Evidence analysis

Marty et al. Collection of logs from different cloud 
components

Log retention

Sibiya et al. Uses data mining techniques to collect logs for 
forensic investigation

Evidence collection

Patrascu et al. Collection of specific logs Evidence collection

Nakahara et al. Evidence identification from different types of 
logs

Evidence collection and log 
retention

Table 5. 
Challenges of cloud forensics.
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5. Forensic tools

There are many tools to identify, collect, and analyze the forensic data for inves-
tigation. Juel et al. developed the PORs tool for the identification of online archives 
for providing integrity and privacy of files [19]. Dykstra et al. proposed a forensic 
tool for acquiring the cloud-based data in management plane [6]. It ensures trust 
in cloud infrastructures. Moreover, Encase and Access data FTK toolkit are used 
for the identification of trusted data to acquire the evidence. Similarly, tools such 
as evidence finder and F-response are used to find the evidence related to social 
networks. Dystra et al. proposed FROST, an open source OpenStack cloud tool for 
the identification of evidence from virtual disks, API logs, firewall logs, etc. [20].

6. Open research problems in cloud forensics

Many researchers have proposed various solutions to mitigate the challenges of 
cloud forensics. Some of the researchers have proposed new approaches to test the 
attacks in real-time environment. CSPs have not adopted the proposed solutions yet. 
Customers or investigators rely on CSPs to collect the necessary logs since they do not 
have direct physical access. Customers or investigators depend on CSP to collect the 
various information from the registry, hard disk, memory, log files etc. Even though 
various forensic acquisition process is proposed still the dependence of CSP remain 
unsolved. The critical issue is the usage of bandwidth resources. If the cloud storage 
is too high, then it results in more utilization of bandwidth. There is insufficient 
work evolved to preserve the chain of custody to secure provenance. There is no ideal 
solution for cyber crime scene reconstruction and preservation of evidence. Another 
critical issue is based on the modification of existing forensic tools that may lose evi-
dence. Some researchers have proposed logging as a service to provide confidentiality, 
integrity, and authentication [3]. This solution is not suitable for IaaS cloud.

7. Case study

This section introduces a hypothetical forensic case study related to a cloud stor-
age service and also describes a forensic investigation of the case.

7.1 Case study: cloud storage

The organization “X” found that their document named as “X_new.pdf” about 
the new release of a product has been leaked to their competitor [21–24]. “Mr. 
Morgan” was managing the credential files of the document stored in the cloud. At 
the initial stage of the investigation process, the suspect of the leaked file case was 
“Mr. Morgan.” The forensic investigator has to identify the suspect by checking the 
organization network, or by the analysis of log files, or by collecting the trace of 
relevant file in the network. Mr. Morgan’s network does not have any clue about the 
secrets since he uses only the personal computer (PC) and Android phone for busi-
ness. To identify the suspects, the forensic investigator seized the PC and Android 
phone since these are the target devices used by the adversary. From the suspected 
devices, the leaked file has not been detected. Later, the investigator started analyz-
ing the unallocated area in the file system, operating system, external devices such 
as hard drive, tablets, etc., and the Web service, but no evidence was found in the 
investigation. The investigator found that the Dropbox was installed in the PC and 
five files of config.db have been accessed recently. The forensic investigator issued 
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the search warrant and identified the evidence in Dropbox by accessing Morgan’s 
Dropbox storage with the username and password. It was observed that Morgan 
recently uploaded five files in Dropbox and identified that one of the files named as 
“XYZ_new.pdf” had the same contents as “X_new.pdf.” Later, he deleted the traces 
of uploading or downloading the contents in PCs. The investigator found that Mr. 
Morgan has deleted the traces of the file contents and shared the evidence stored as 
“XYZ_new.pdf” with the competitor through an external SD card.

7.2 Case study: online railway ticket fraud

An online railway ticket booking service provider claimed that some unknown 
user had used the internet ticket booking facility to book 44 railway tickets using 
the stolen credit card details [25]. It has been charged back from the credit card 
companies for all transactions which led to a huge loss to the service provider. It is 
inferred from the investigation that the suspects have booked 44 tickets with differ-
ent names of a person through the website at different locations. Later on, through 
investigation, the investigator found that the suspects arrived from a particular IP 
address, thereby seized the contents of the user accounts with the password, and 
the stolen credit cards were recovered from the suspects.

7.3 Case study: morphed photographs

The user got threatening pornographic emails from the adversary that one 
photograph was posted on the popular website [25]. The IP address for posting 
such threatening emails on the website was retrieved and was traced to a company. 
During an investigation, it was observed that the emails were sent from the com-
pany premises from one of the terminals. The log records and cookies were exam-
ined from the seized system and the morphed photographs were found in one of the 
systems used by the suspect. The mirror image of the hard disk was collected and 
analyzed using disk imaging and forensic analysis tools to recover all the data files 
required for the case. At the end of the investigation, it was found that the suspect 
was an ex-colleague of the company.

7.4 Case study: malicious insiders

Mr. X is an intruder who intends to exploit victims by sending malicious Web 
page in the cloud [26]. He uses a vulnerability to exploit the cloud presence of 
Buzz Coffee, a legitimate company. He installs a rootkit that injects a malicious 
payload into Web pages displayed and hides the malicious activity from the operat-
ing system. It redirects victims to the website, which infects them with malware. 
The users complain to the legitimate company that they are being infected, so the 
company went to the investigator to investigate the case by finding all the traces of 
the malicious Web page to identify the malicious user.

7.5 Case study: ransomware attack

A securities and brokerage firm became a victim of a ransomware attack [26]. 
The hacker demanded a ransom of two Bitcoins for each system that was infected. 
During the investigation process, it was observed that several other critical systems 
were infected with the same ransomware. Emails with malicious attachments 
appeared to be originating from a foreign location and were identified as the source 
of infection. The organization decided to take a proactive approach toward security 
with the focus on real-time monitoring to thwart such attacks in the future.
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5. Forensic tools
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7. Case study

This section introduces a hypothetical forensic case study related to a cloud stor-
age service and also describes a forensic investigation of the case.

7.1 Case study: cloud storage
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systems used by the suspect. The mirror image of the hard disk was collected and 
analyzed using disk imaging and forensic analysis tools to recover all the data files 
required for the case. At the end of the investigation, it was found that the suspect 
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Mr. X is an intruder who intends to exploit victims by sending malicious Web 
page in the cloud [26]. He uses a vulnerability to exploit the cloud presence of 
Buzz Coffee, a legitimate company. He installs a rootkit that injects a malicious 
payload into Web pages displayed and hides the malicious activity from the operat-
ing system. It redirects victims to the website, which infects them with malware. 
The users complain to the legitimate company that they are being infected, so the 
company went to the investigator to investigate the case by finding all the traces of 
the malicious Web page to identify the malicious user.

7.5 Case study: ransomware attack

A securities and brokerage firm became a victim of a ransomware attack [26]. 
The hacker demanded a ransom of two Bitcoins for each system that was infected. 
During the investigation process, it was observed that several other critical systems 
were infected with the same ransomware. Emails with malicious attachments 
appeared to be originating from a foreign location and were identified as the source 
of infection. The organization decided to take a proactive approach toward security 
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8. Conclusion

Cloud computing offers on-demand services (CPU, memory, network band-
width, storage, applications, etc.) to users by allocating virtual instances and 
software services. Security is a major concern in the cloud wherein investigation 
of security attacks and crimes are very difficult. Due to the distributed nature of 
attacks and crimes in cloud, there is a need for efficient security mechanism. As 
cloud logs are spread across different virtual/physical machines (VM instances), 
switches, routers, etc., and also the customer (end user) is not aware of the 
activities of VM instances, cybercriminals exploit these sources to exhaust all the 
resources running in the cloud. Hence, evidence collection plays a crucial role to 
identify the suspects. However, collecting logs from the cloud infrastructure is 
extremely difficult because the investigator/security analyst has to depend on CSPs 
for collecting the logs and they have little control over the infrastructure. So, in 
order to identify the suspicious activity involved in the cloud, this chapter surveys 
the various forensic processes, evidence collection techniques for cloud forensics 
and the various challenges faced in cloud environment for forensic investigation.
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Chapter 7

Detectability of the Psychotropic 
Substance Cannabis in Head or 
Body Hair: Update of Forensic 
Criminalistics
Thorsten Floren M.A.

Abstract

Cannabis is a substance known and used by humans for thousands of years. 
Both from China and India, very old written traditions are known, which prove 
the use of cannabis in medicine. From the USA, there are opinions of scientists, 
who attribute a much higher risk for a lethal overdose to prescription drugs than is 
possible at all by the consumption of cannabis. Estimates for the area of the Federal 
Republic of Germany assume approximately 85,000 deaths per year due to the use 
of drugs and their undesirable side effects. The legal view of cannabis use is, with 
a few exceptions, a worldwide ban. In order to be able to implement these legal 
norms, investigators make use of a wide variety of procedures to prove the use of 
psychotropic substances in a court of law. In addition to the classical methods of 
taking blood samples and/or urine samples, it has also been possible for some time 
to prove the use of cannabis by examining hair samples. Only for about 40 years 
have various methods for retrospective forensic protection been available to crimi-
nalistics. Investigators use the special characteristics of hair, as opposed to blood, 
sperm or saliva. The hair grows more or less continuously from the root and stores 
substances from the metabolism of the body. This makes it possible for investigators 
to investigate the use of cannabis depending on the length and condition of the hair. 
In addition, the analytical methods for hair matrix analysis are continuously being 
developed. Studies have also shown various possibilities for the incorporation and 
accumulation of THC and its metabolites, the main active substances of cannabis, 
in hair. In addition to the classical substances for the preservation of evidence, 
further approaches result from scientific findings regarding the forensic analysis of 
hair. The securing and examination of head hair has become a standard procedure 
in investigations. It represents only a minor intervention for the test person. In addi-
tion, the storage of hair does not make any special demands on the temperature as 
an example. This makes hair a good examination tool for many parties involved in 
the procedure. However, scientific findings show the possibilities, risks and dangers 
of focusing exclusively on hair. In addition to the use of body hair as an object of 
investigation for the reliable collection of data, body hair can open up new possibili-
ties. However, scientific findings must not be disregarded here. Every investigator 
must be aware at all times that he may only carry out interventions on accused 
persons on the basis of the respective state standards. The courts, too, can only give 
fair judgements if the investigating authorities have secured evidence that is also 
based on current scientific findings. In addition to the biological processes involved 
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Cannabis is a substance known and used by humans for thousands of years. 
Both from China and India, very old written traditions are known, which prove 
the use of cannabis in medicine. From the USA, there are opinions of scientists, 
who attribute a much higher risk for a lethal overdose to prescription drugs than is 
possible at all by the consumption of cannabis. Estimates for the area of the Federal 
Republic of Germany assume approximately 85,000 deaths per year due to the use 
of drugs and their undesirable side effects. The legal view of cannabis use is, with 
a few exceptions, a worldwide ban. In order to be able to implement these legal 
norms, investigators make use of a wide variety of procedures to prove the use of 
psychotropic substances in a court of law. In addition to the classical methods of 
taking blood samples and/or urine samples, it has also been possible for some time 
to prove the use of cannabis by examining hair samples. Only for about 40 years 
have various methods for retrospective forensic protection been available to crimi-
nalistics. Investigators use the special characteristics of hair, as opposed to blood, 
sperm or saliva. The hair grows more or less continuously from the root and stores 
substances from the metabolism of the body. This makes it possible for investigators 
to investigate the use of cannabis depending on the length and condition of the hair. 
In addition, the analytical methods for hair matrix analysis are continuously being 
developed. Studies have also shown various possibilities for the incorporation and 
accumulation of THC and its metabolites, the main active substances of cannabis, 
in hair. In addition to the classical substances for the preservation of evidence, 
further approaches result from scientific findings regarding the forensic analysis of 
hair. The securing and examination of head hair has become a standard procedure 
in investigations. It represents only a minor intervention for the test person. In addi-
tion, the storage of hair does not make any special demands on the temperature as 
an example. This makes hair a good examination tool for many parties involved in 
the procedure. However, scientific findings show the possibilities, risks and dangers 
of focusing exclusively on hair. In addition to the use of body hair as an object of 
investigation for the reliable collection of data, body hair can open up new possibili-
ties. However, scientific findings must not be disregarded here. Every investigator 
must be aware at all times that he may only carry out interventions on accused 
persons on the basis of the respective state standards. The courts, too, can only give 
fair judgements if the investigating authorities have secured evidence that is also 
based on current scientific findings. In addition to the biological processes involved 
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in the storage of foreign substances in the hair matrix, it is also necessary to describe 
in detail the various variants of analysis and evaluation on the various hair samples. 
All investigators must be aware at all times that they may only intervene against 
accused persons on the basis of the relevant state standards. The courts, too, can 
only pass just sentences if the investigating authorities have secured evidence based 
on the latest scientific findings. In addition to the biological processes involved in 
the storage of foreign substances in the hair matrix, it is also necessary to describe in 
detail the various variants of analysis and evaluation on the various hair samples.

Keywords: cannabinoid, THC, forensic head/body hair analysis, scientific findings

1. Introduction

The current relevance of an ever-increasing drug problem is illustrated here 
using the example of the Federal Republic of Germany. These data are of course 
not transferable one to one to every country. However, the numbers of trade and 
consumption of cannabis, for example, continue to rise throughout Europe [1].

According to police crime statistics, the number of trade offences involving 
cannabis in the Federal Republic of Germany increased by 18% between 2013 and 
2017 [2]. The share of cannabis in comparison to other illegal drugs amounts to 64% 
and thus represents by far the largest share [3]. It should be mentioned here that 
crime statistics can only ever represent the so-called bright field. These are there-
fore only criminal acts that have become known to the police. This can be done by 
own investigations or by statements of witnesses. A frequently much larger propor-
tion of criminal offences are in the dark field, are not known to the investigating 
authorities and are therefore not included in the statistical surveys.

The investigating authorities rely almost exclusively on the protection of head 
hair when securing evidence for the use of cannabis. This behaviour, which is partly 
voluntarily imposed or simply spread away by ignorance, disregards a large part of 
the securing material. In addition to the obvious hair on the head, body hair can also 
be secured on the arms, legs, armpits or skinned hair and used for evaluation.

However, it is also questionable to what extent hair from evidence is basically 
suitable for actual cannabis use?

2. Current status

2.1 Chemical structure of cannabis

Cannabis sativa L. is the Latin name for hemp [4]. In the chemical analysis 
of cannabis, more than 600 ingredients are already known. There are 100 can-
nabinoids and 50 hydrocarbons alone [5]. The dried leaves and flowers of the 
THC-rich cannabis varieties are called marijuana. The drug-typical THC content, 
which also contains psychoactivity, is between 1 and 20%. The leading can-
nabinoid responsible for this is the Δ9-THC [4]. The exact name of the Δ9-THC 
is Δ9-tetrahydrocannabinol. Due to the different numbering systems, the term 
Δ1-tetrahydrocannabinol is also used in part, but it names the same molecule. It is 
chemically C21H30O2 and has a molecular weight of 314.47 Da [6] (Figure 1).

Recent research methods from the Δ9-THC have also analysed the main metabo-
lites 11-Nor-9-carboxy-delta-9-terahydrocannabinol (CTHC)/(THC-COOH) and 
its glucuronide (CTHC-Glu). After cannabis use, CTHC-Glu is the main excretion 
product that can be detected in urine. However, studies on the detection of cannabis 
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use in urine or blood have not provided comprehensive, reliable results of actual use 
[7]. The metabolite of the THC, 11-Nor-9-carboxy-delta-9-terahydrocannabinol 
(THC-COOH), can be stored in, among other things, by the supply in the hair bulb 
in the hair. THC-COOH is the most important main metabolite (Figure 2).

Another relevant stock is THCA-A (Δ9-tetrahydrocannabinolic acid A). This 
cannabinoid is the non-psychotoxic, biosynthetic precursor of THC and is present 
in fresh plant material of the cannabis plant [8] (Figure 3).

Furthermore, the cannabinoids cannabinol (CBN) and cannabidiol (CBD) are 
also analysed in hair analysis [9]. These substances are not psychoactive and are 
THC oxidation products.

2.2 Course of hair growth

The forensic preservation of evidence on hair is done by an individualising 
examination using molecular biological methods. In this way, incorporated foreign 
substances can be found and secured in the hair. In large parts of jurisprudence the 
view is taken that in principle a consumption, but also an existing abstinence of the 
consumption of cannabis can be determined. Here the possibility of retrospective 
analysis of cannabis use is advantageous. This can also be done for the past weeks up 
to months [10]. This is possible by a more or less continuous growth of the hair. The 
human hair grows about 1 cm per month. It allows an appropriate review (depend-
ing on the length of the hair) of a possibly long period of time by storing substances 
absorbed by the body in the hair [11]. This area of hair growth, known as the anagen 

Figure 1. 
Chemical formula of the THC.

Figure 2. 
Chemical formula of 11-Nor-9-carboxy-delta-9-terahydrocannabinol (THC-COOH).

Figure 3. 
Chemical formula of THCA-A.
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phase, lasts about 4–6 years. About 80–95% of the hair in a healthy person is in this 
phase. In the second phase, the catagenic phase, cell division is stopped to form the 
hair. Hornification occurs. The second phase takes place over a period of 2 weeks. 
Only a few percent of the hair is in this stage of development at the same time. In 
the last, telogenic phase, the hair is already dead and is pushed out by a new hair 
forming in the hair root [12]. The diagram provides an overview of the structure 
and position of the hair root in the skin (Figure 4).

In the case of body hair, growth is significantly slower in a period between 
several months and a maximum of 1 year. The percentage of anagenic hair is only 
between 20 and 50% [14].

The storage of various substances, such as psychogenic substances in connec-
tion with hair growth and the associated pushing out of the hair, creates a temporal 
record of substance consumption in the hair in the manner of a tachograph, such as 
an example in a truck.

2.3 Storage of foreign substances

The hair absorbs foreign substances such as psychogenic substances in various 
ways. On the one hand, this occurs through contact with foreign substances in the 
body’s bloodstream, which supplies the anagen hair with nutrients during growth. 
Through the metabolism and structure of the hair, the drug substances enter the 
resulting hair and are stored there [15].

The substances THC and THC-COOH can be stored in the hair in three ways. On 
the one hand a passive diffusion from blood capillaries directly into the hair matrix 
takes place. This takes place at the basement membrane of the hair follicle. The second 
way is the diffusion of sweat or sebum directly into the finished hair. The last pos-
sibility is contamination from the surrounding area [16]. The decisive factor is that 
THC-COOH is only formed in the body [17]. This also means that only THC-COOH 
can be actively incorporated into the hair matrix, which can be regarded as safe proof 
of cannabis use. However, the exact process of incorporating THC-COOH from the 
body into the hair matrix has not yet been fully researched scientifically [16].

Figure 4. 
Structure of the hair root in the skin [13].
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In addition to the storage of substances, hair also absorbs them into the hair 
through external contact with substances and stores them there. The keratinized 
hair absorbs these foreign substances/substances, for example through drug-
containing sweat, gases or dusts. The problem here is that in common laboratory 
practice, THC is still very often the only substance sought in the hair sample 
material. THC is found in a very high concentration in cannabis smoke and can 
lead to a strong contamination of the hair by an external build-up. The detection of 
THC-COOH in the laboratory is difficult and very time-consuming due to the very 
low dose [16].

In addition to this problem, very high concentrations of THCA-A 
(Δ9-tetrahydrocannabinolic acid A) also occur in chemical examinations of 
forensic hair samples [18]. THCA-A is the most important cannabinoid in fresh 
plant material. This substance is released, for example, by heating (smoking, bak-
ing). An uptake of THCA-A into the bloodstream could not be confirmed in earlier 
studies [8].

The concentration of the stored substances can, however, be drastically changed 
by environmental influences. The concentration is significantly reduced by the 
cosmetic treatment of the hair by bleaching, tinting or the form of a permanent 
wave [15]. The problem here is that there is no reliable data on how much the 
concentration decreases depending on external environmental influences. The 
degree of degradation can range from about 10% to almost 100% of the foreign 
substance [19]. Therefore, no scientifically reliable statement can currently be made 
as to which environmental influence causes which concentration change. These 
changes of the substance concentration can lead to a complete destruction of the 
hair substance and the foreign substances stored with it by a thermal treatment/
thermal stretching of the hair [20]. Basically it can be stated that foreign substances 
are stored in the hair during the formation of new hair and thus in the anagen phase 
and can additionally be stored in the keratinized hair through external contact.

The difference, however, is that substances stored in the hair through growth 
fix themselves firmly in the hair matrix and then grow outwards from the hair 
root [14]. It takes about 10–14 days until the newly formed hair is outside the 
scalp [21].

3. Legal regulations

3.1 Police preservation of evidence of hair for the detection of cannabis

The example of the Federal Republic of Germany shows that the investigators 
there use hair on the head as evidence in addition to blood or urine in accordance 
with the current legal situation. These should be removed in the area “above the 
occipital protuberance.” In accordance with the national requirements, correspond-
ing documentation obligations are prescribed for the extraction in order to be able 
to bring the evidence into the criminal proceedings in a legally secure manner and 
ultimately present it as evidence in court.

Here again a central problem of the investigating authorities becomes apparent. 
Scientific findings are often only implemented or amended after a very long period 
of time. As a result, case law and police investigations lag behind scientific progress. 
This leads in large parts to a frequently delayed, fairer jurisdiction, since evidence 
is used in court which already no longer corresponds to the current scientific 
standard.

Closer cooperation between legislators, investigating authorities and researchers 
is urgently needed to improve the law.
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4.  Scientific status of the preservation of evidence on hair in  
cannabis use

Hair analysis is still a very young scientifically researched form of analysis. 
Forensic detection of drug use in hair has only been possible since 1979 [22]. The 
current state of science is a coupled analysis method. This starts with a separa-
tion of the substance mixture by liquid chromatography. This is also known as gas 
chromatography, which is used, for example, to determine the age of objects. This 
is followed by mass spectrometry. It is already possible to divide individual hairs 
into very short segments and examine them [23]. For this purpose, the hair must 
be washed before the examination in order to remove adhesions from the hair. It is 
precisely these adhesions that should not be included in the examination process, 
since only the substances stored in the hair are to be represented. The hair is then 
dried. They are then crushed and extracted. This extraction is necessary in order to 
break down the hair matrix with the stored substances. The final step is the analysis 
of the extracted material [24]. Here a high-quality measuring technique is needed. 
The sought-after substances are often only available in the nanogram or even in the 
picogram range [25].

The result obtained in this way is graphically processed and made available to 
the investigating authorities.

A major problem in the analysis and preparation of the sample material is the 
adhesion of substances to the hair. Especially the consumption of cannabis shows 
a significant problem due to its form of consumption. The active substance THC, 
which is present in cannabis, is most frequently consumed by smoking.

In addition, the state of scientific research in the field of hair analysis is very 
low. In 1995 a study was published which proved the storage of the THC metabolite 
THC-COOH via the blood circulation in the hair. However, this study was carried 
out on rats [26].

An exclusion, whether a contamination of the hair by sweat, saliva (coat care) 
etc. resulted, could not be produced. Despite this uncertainty, the detection of 
THC-COOH in the hair has been regarded as proof of cannabis use since that 
time [27].

In the forensic medicine department of the University Hospital Freiburg 
(Germany), a comprehensive study was conducted on the uptake and deposition 
of THC. In the first test set-up, subjects were exposed to passive smoke of can-
nabis for a period of 5 days in 3 weeks. The amount was a joint each time. A second 
experimental group took the active substance THC orally for 30 days (daily dose 
7.5 mg). The third trial group only had to handle joints on 5 consecutive days. The 
study was designed in such a way that the hair of one experimental group only came 
into contact through cannabis smoke. The second group absorbed THC into their 
body and this opened up the possibility that THC could be incorporated into the 
hair matrix through hair growth. In this test group, body hair as well as head hair 
was examined. In the last test group, the hairs of the test subjects were apparently 
exposed to significantly less strain when handling cannabis joints, as they only emit 
a small amount of gas in a non-burning state.

In all three test groups hair samples were taken from the head after the end 
of the test series. The experimental group exposed to cannabis smoke showed a 
clearly detectable THC content of the hair. This value was particularly high in the 
area of the occipital protuberance. Thus exactly in the range, which is intended by 
the national police in the Federal Republic of Germany also for the removal. Other 
areas of the head hair showed significantly lower THC loads. The distribution of the 
THC deposition on the head was altogether very inhomogeneous. THCA-A was only 
detected in a very small amount in the hair.
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In the second group of subjects who had taken the THC orally, no THC was 
detectable in the hair samples. This was not detectable both in the head and in 
body hair. However, THC-COOH could be detected in the hair samples. This was 
positively detectable both in the hairs of the test subjects. Also relatives of these 
test participants were analysed for THC-COOH. The hair of the relatives was also 
contaminated. It could be concluded that the oral intake of THC does not lead to 
storage of THC in the hair. However, THC-COOH was found in the hair. It was 
unusual that the area of the hair was contaminated with THC-COOH, which was 
proven to originate from a time before the study and therefore could not be caused 
by the orally ingested THC. The THC-COOH probably adhered to the hair via sweat 
and thus led to a positive result [28].

In the third group, which had only handled the joints, both THC exposure and 
THCA-A storage were observed. However, this was well below the levels of the 
group exposed to cannabis smoke. It is very problematic that even 1 month after the 
handling of the joints a positive result was still found in the analyses. Furthermore, 
the THCA-A value was higher than the THC value. In addition, the value was as 
high as for actual cannabis users. With the help of this study, the main route of 
THCA-A transmission into the hair could be shown, although actual use had not 
taken place [8].

In another study, the hair of children whose parents had been shown to use 
cannabis was analysed. Approximately 80 hair samples were examined, almost all 
of which were positive. The researchers found that the detected THCA-A and THC 
in the hair samples of children’s hair was caused by contamination by hands or 
surfaces to which cannabis had previously been attached [29].

Another problem identified by a study is that the common analysis of hair by gas 
chromatography mass spectrometry followed by liquid-liquid extraction leads to 
THCA-A instability. This can lead to a partial conversion of THCA-A to THC, which 
leads to a wrong result in the evaluation [29].

Further comparative studies show a relatively high number of hairs tested nega-
tive, despite a positive urine test for cannabinoids [30].

The current methods of investigation used to provide evidence in court refer 
only to the analysis of THC. An examination according to THC-COOH, for exam-
ple, is not carried out because the examination methods are very complex [28].

In addition to the problem of the correct choice of the examination material, 
there are further problems, especially in the area of hair analysis, such as the aging 
of the hair. External environmental influences such as solar radiation, cosmetic 
treatments, heat or heat influence further change the hair substance. The older the 
hair gets, the worse its evaluability becomes. Since hair is “youngest” at the root, it 
is generally not useful to analyse hair from a length of about 12 cm. The goal of an 
investigator with as long a hair as possible to be able to examine at the same time 
a long period of a test person’s life is therefore not possible. At a distance of over 
12 cm, the hair has been exposed to an average of so many external environmental 
influences that no more evaluable test results are to be expected [31].

In the comparison between head hair and body hair, the body hairs frequently 
show only a rather small length. This limits the evaluable period considerably 
more. But the lower influence of environmental influences clearly outweighs this 
disadvantage. Body hair is not treated so comprehensively with cosmetic products. 
But especially the area of thermal treatment (hairdryer, straightening iron, etc.) is 
almost completely omitted for body hair. The effect of heat has the greatest effect 
on the hair matrix and the foreign substances stored in it.

However, an area of the body hair should not be used for hair analysis. The area 
of the charm hair is often not to be used or used only very limitedly for analysis 
purposes. The contact with urine represents a very large impairment of the hair 
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4.  Scientific status of the preservation of evidence on hair in  
cannabis use

Hair analysis is still a very young scientifically researched form of analysis. 
Forensic detection of drug use in hair has only been possible since 1979 [22]. The 
current state of science is a coupled analysis method. This starts with a separa-
tion of the substance mixture by liquid chromatography. This is also known as gas 
chromatography, which is used, for example, to determine the age of objects. This 
is followed by mass spectrometry. It is already possible to divide individual hairs 
into very short segments and examine them [23]. For this purpose, the hair must 
be washed before the examination in order to remove adhesions from the hair. It is 
precisely these adhesions that should not be included in the examination process, 
since only the substances stored in the hair are to be represented. The hair is then 
dried. They are then crushed and extracted. This extraction is necessary in order to 
break down the hair matrix with the stored substances. The final step is the analysis 
of the extracted material [24]. Here a high-quality measuring technique is needed. 
The sought-after substances are often only available in the nanogram or even in the 
picogram range [25].

The result obtained in this way is graphically processed and made available to 
the investigating authorities.

A major problem in the analysis and preparation of the sample material is the 
adhesion of substances to the hair. Especially the consumption of cannabis shows 
a significant problem due to its form of consumption. The active substance THC, 
which is present in cannabis, is most frequently consumed by smoking.

In addition, the state of scientific research in the field of hair analysis is very 
low. In 1995 a study was published which proved the storage of the THC metabolite 
THC-COOH via the blood circulation in the hair. However, this study was carried 
out on rats [26].

An exclusion, whether a contamination of the hair by sweat, saliva (coat care) 
etc. resulted, could not be produced. Despite this uncertainty, the detection of 
THC-COOH in the hair has been regarded as proof of cannabis use since that 
time [27].

In the forensic medicine department of the University Hospital Freiburg 
(Germany), a comprehensive study was conducted on the uptake and deposition 
of THC. In the first test set-up, subjects were exposed to passive smoke of can-
nabis for a period of 5 days in 3 weeks. The amount was a joint each time. A second 
experimental group took the active substance THC orally for 30 days (daily dose 
7.5 mg). The third trial group only had to handle joints on 5 consecutive days. The 
study was designed in such a way that the hair of one experimental group only came 
into contact through cannabis smoke. The second group absorbed THC into their 
body and this opened up the possibility that THC could be incorporated into the 
hair matrix through hair growth. In this test group, body hair as well as head hair 
was examined. In the last test group, the hairs of the test subjects were apparently 
exposed to significantly less strain when handling cannabis joints, as they only emit 
a small amount of gas in a non-burning state.

In all three test groups hair samples were taken from the head after the end 
of the test series. The experimental group exposed to cannabis smoke showed a 
clearly detectable THC content of the hair. This value was particularly high in the 
area of the occipital protuberance. Thus exactly in the range, which is intended by 
the national police in the Federal Republic of Germany also for the removal. Other 
areas of the head hair showed significantly lower THC loads. The distribution of the 
THC deposition on the head was altogether very inhomogeneous. THCA-A was only 
detected in a very small amount in the hair.
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matrix. Due to the chemical composition and the properties of the urine, the evalu-
ability of the hair decreases significantly. Also only very limited are axillary hairs 
suitable for a hair analysis. Contact with body sweat is not the biggest obstacle. 
The sometimes very frequent use of cosmetic products in the armpits puts so much 
strain on the hair that an analysis of the hair matrix often cannot provide meaning-
ful results here either.

In principle, body hairs have a significantly shorter period of investigation or 
period of life due to their shorter length, but due to their position on the human 
body, which is partly protected against environmental influences, they represent a 
very valuable sample material.

It is currently problematic that there is only a very small number of available 
comparative studies with regard to the examination and analysis of body hair, 
especially in the area of growth rates and life cycle phases [32].

The presented studies clearly show how cautious a supposed positive THC, 
THC-COOH, or THCA-A content in a hair sample should be. If body hair had been 
examined in addition to head hair in this study, the result could have raised further 
questions. Many areas of the human body are covered with hair, even if most people 
are not always so aware of it. The only reason is that the hair is very thin, short 
and often so light that it does not stand out at first glance. A large part of this hair 
is covered by clothing most of the day and also at night. The area of swarm hair, 
armpit hair or hair on the stomach or back is exemplary. By covering these hairs 
with clothing, they are often strongly shielded from external environmental influ-
ences. A contamination for example by cannabis smoke or contact with cannabis 
products can either not take place at all or only very limitedly. The selection of the 
test material alone can have a considerable effect on the result. A sample of head 
hair exposed to cannabis smoke in the first experimental group showed a THC and 
clear THCA-A content.

A hair sample from the same person’s back would probably have shown signifi-
cantly lower or possibly no THC contamination.

The manifold possibilities for testing for THC, THCA-A or THC-COOH alone 
do not improve the situation. It is assumed that THC-COOH is incorporated into 
the hair matrix through the bloodstream. A positive test result would then also be a 
reliable result of actual cannabis use. Unfortunately, the scientific research situation 
is very low. This means that this storage route cannot be assumed with absolute cer-
tainty. In addition there is the difficulty of the complex analysis of hair according to 
THC-COOH. This is currently possible. However, due to the high costs and the costly 
examination method, it is not carried out area-wide. Rather, only THC is sought. 
However, the available studies clearly show that this research method does not stand 
up to any scientific evaluation. The oral intake of cannabis showed a negative THC 
result in the hair sample. When handling joints, the contamination with cannabis 
smoke and the examination of children’s hair of cannabis users, positive results were 
obtained in the hair analysis, although there had actually been no consumption.

The investigation of THCA-A also did not give consistently correct results in 
hair analysis. The results are comparable to those of the THC study. False positive 
analyses were found even though no cannabis use was given.

5. Future perspectives

Current research clearly shows that it is precisely when cannabis is consumed, 
which normally occurs through inhalation, that by far the largest proportion of the 
THC content is deposited on the hair from the outside. There are now methods that 
can almost completely remove external adhesions from the hair. However, these 
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methods are still very costly according to today’s state of the art. The hair must be 
washed intensively and then the cleaned material must be examined for the detection 
of metabolically produced analytes. Due to the fact that the consumption of illegal 
drugs is on the rise and the proportion of cannabis is by far the highest, investigation 
procedures must be available for the investigating authorities, who can safely analyze 
mass crimes. The choice of sample material could lead to a significant increase in the 
quantitative and qualitative analysis of hair. The examination of body hair on head 
hair can significantly defuse the area of contamination with cannabis smoke. For 
this purpose, specific body hair must be taken, which is not exposed to direct contact 
with cannabis smoke due to its position, e.g., covered by clothing. In the field of hair 
analysis, however, it can be said that modern examination methods and the right 
selection of sample material can be used to make a statement on the consumption of, 
for example, cannabis drugs. However, the interpretation of the toxicological dose-
concentration relationship determined is still difficult due to the different hair growth 
rate, external influences (age, colouring, heat, etc.), differences in metabolism and 
hair anatomy. They often do not allow a conclusive statement to be made about the 
amount of active ingredient actually absorbed. The low scientific knowledge regard-
ing the substance to be investigated remains very problematic. Current hair samples 
are tested for THC on the basis of economic considerations. The studies clearly show 
that this way often does not lead to correct results. An examination method which 
would test for THC-COOH would presumably result in significantly better results.

6. Recommendations

Basically, however, it must be summarized that if a hair analysis is to be carried 
out according to scientific standards, extensive studies and test procedures are 
necessary beforehand. This is particularly important if you consider the subject of 
hair analysis from a legal point of view. The currently valid investigation according 
to the THC metabolite THC-COOH is from a scientific point of view not tenable as 
safe proof. Further studies must be carried out to prove the actual way of storing 
THC or its metabolites in the hair matrix. Here, the difference between the deposi-
tion by incorporation from the bloodstream of the THC and an attachment to the 
hair by smoke exposure, sweat, sebum, etc. must be shown. The difference between 
body hair and head hair must also be dealt with in the examinations. According to 
the current state of research, it is still not clear how THC is integrated into the hair 
matrix. In addition to the already investigated metabolites THC-COOH, the studies 
should also deal with other substances. In the end all approx. 600 ingredients of 
THC are known and a multitude of degradation products are added.

The problem of a false, positive THC result in a hair analysis has considerable 
consequences for the accused and also for the rule of law. It is therefore currently 
possible that a person who has only been exposed to passive cannabis smoke, which 
is not a criminal offence under national law, can face prosecution if only his hair is 
examined as evidence. Standing next to a person smoking a joint is not a criminal 
offence. However, if a positive result in a hair sample also suggests to the investiga-
tor that this person has used cannabis in the past although he did not do so at all, the 
innocent will be prosecuted.

7. Summary

Hair analysis has been available to investigating authorities since 1979 as a 
possible way of preserving evidence and evaluating evidence of cannabis use in 
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this purpose, specific body hair must be taken, which is not exposed to direct contact 
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are tested for THC on the basis of economic considerations. The studies clearly show 
that this way often does not lead to correct results. An examination method which 
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hair analysis from a legal point of view. The currently valid investigation according 
to the THC metabolite THC-COOH is from a scientific point of view not tenable as 
safe proof. Further studies must be carried out to prove the actual way of storing 
THC or its metabolites in the hair matrix. Here, the difference between the deposi-
tion by incorporation from the bloodstream of the THC and an attachment to the 
hair by smoke exposure, sweat, sebum, etc. must be shown. The difference between 
body hair and head hair must also be dealt with in the examinations. According to 
the current state of research, it is still not clear how THC is integrated into the hair 
matrix. In addition to the already investigated metabolites THC-COOH, the studies 
should also deal with other substances. In the end all approx. 600 ingredients of 
THC are known and a multitude of degradation products are added.

The problem of a false, positive THC result in a hair analysis has considerable 
consequences for the accused and also for the rule of law. It is therefore currently 
possible that a person who has only been exposed to passive cannabis smoke, which 
is not a criminal offence under national law, can face prosecution if only his hair is 
examined as evidence. Standing next to a person smoking a joint is not a criminal 
offence. However, if a positive result in a hair sample also suggests to the investiga-
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criminal proceedings. The investigating authorities, using the example of the 
Federal Republic of Germany, have regulated the preservation of evidence for hair 
samples by means of ordinances. The occipital protuberance is explicitly named as 
the sampling point. This restriction of the sample location represents a clear restric-
tion for an optimal preservation of evidence for the proof of cannabis use. The 
latest research results have shown that it is possible in a very complex laboratory 
procedure to extract and analyse only the THC-COOH content from the hair sample 
material, which was also incorporated into the hair matrix via the hair root and 
thus by the test person’s body. Unfortunately, the research situation is still very low. 
There are still justified doubts whether the THC-COOH is incorporated into the 
hair matrix exclusively via the blood circulation or whether another way of contam-
ination with THC or its metabolites is possible. The use of cannabis is only recorded 
in brightfield by police crime statistics. It is increasing successively and has become 
a mass crime. The possibility of an efficient investigation should therefore be used. 
THC accumulates on the hair, especially during inhaled consumption, due to the 
development of smoke. Studies have shown that, in addition to the adhesion by can-
nabis smoke, the inhalation into the hair can also occur through contact with sweat, 
fresh plant material and other surfaces. Both head hair and body hair are affected. 
The contamination pathways of THC, THC-COOH and THCA-A have been shown 
in various studies. This is illustrated again in the following diagram. Also the ways 
are represented, which are not yet finally clarified due to the current research situa-
tion (Figure 5).

In order to continue to use hair analysis as safe evidence in criminal proceedings, 
extensive studies should first be carried out to gain more insight into the actual 
route of enrichment and contamination of cannabis and its metabolites. The current 
state of scientific knowledge raises more questions than it can answer in relation 
to hair analysis. If, as an example, it continues to be confirmed that THC-COOH 
integrates into the hair matrix via the bloodstream after consumption, this would be 
a way of obtaining legally certain evidence.

Investigation authorities have a neutral legal mandate to secure, evaluate and 
analyse all incriminating and, in particular, exculpatory evidence. The current 
findings with regard to the analysis of head hair or body hair do not currently 

Figure 5. 
Incorporation of THC, THCA-A and THC-COOH into the hair.

127

Detectability of the Psychotropic Substance Cannabis in Head or Body Hair: Update of Forensic…
DOI: http://dx.doi.org/10.5772/intechopen.90881

Author details

Thorsten Floren M.A.
University of Police and Public Administration (HSPV NRW), Germany

*Address all correspondence to: thorsten.floren@web.de
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Chapter 8

Novel Methods for Forensic
Multimedia Data Analysis: Part II
Petra Perner

Abstract

We are proposing a new concept for new multimedia data processing
techniques for varied multimedia sources. We address our work toward speech,
video and images, handwriting and text documents. The methods and techniques
will form a toolkit that can be used for different cases in a court of law in order to
extract information from different multimedia sources. In addition to the data
mentioned above, social media (e.g., Facebook and Twitter) provide multimedia
data in new formats. Such data allow the investigator to identify and compare
objects, events or persons based on data properties, including biometric features or
more symbolic features that point to coincidences and anomalies. We continue our
work of novel methods for forensic multimedia data analysis Part I by a description
of related work and a proposal of the methods and techniques we are developing
beyond the state of the art for handwriting, multimedia feature extraction, novelty
detection, legal aspects and cloud computing. Then, we describe the tasks that
should be solved by the system and the different multimedia data. We describe
expected results of our proposed toolkit. Finally, we summarize the objective of
our work.

Keywords: multimedia forensic data analysis, standardization of forensic data
analysis, video and image enhancement, video analysis, image analysis, speech
analysis, case-based reasoning, multimedia feature extraction, handwriting, twitter
data analysis, novelty detection, legal aspects

1. Introduction

The objective of this work is to provide novel methods and techniques for
the analysis of forensic multimedia data. These methods and techniques should
form a novel toolkit for automatic forensic multimedia data. The data modalities
the proposed work is considering are images and videos, text, handwriting,
speech and audio signals, social media data, log data and genetic data. The
integration of methods for all these different data modalities in one toolkit should
allow the cross-analysis of these data and the detection of events by interlinking
between these data. The proposed methods will face on standard forensic tasks,
e.g., identification of events, persons or groups, and device recognition. Together
with the end users and the police forces, new standard tasks will be worked out
during the project and will give a new input to the standardization aspect of
forensic data analysis.
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The proposed novel methods and techniques will consider all aspects of multi-
media data analysis such as device identification and trustworthiness of the data,
signal enhancement, preprocessing, feature extraction, signal and data analysis and
interpretation.

The chapter is continuation of Part I of novel methods for forensic multimedia
data analysis [1]. The main aspects of multimedia forensic data analysis, the back-
ground and the system architecture are described over in Part I. Related work and
the proposed methods and techniques that go beyond the state of the art for video,
images, speech, multimedia feature extraction, text and Twitter data analysis are
also described in Part I. Here we are continuing our description of related work and
the proposed methods and techniques that go beyond the state of the art for
handwriting, novelty detection, law aspects and cloud computing in Section 2. Task
system has to be solved based on the different multimedia data, for case-based
reasoning and legal aspects, which are explained in Section 3. In Section 4, we
describe what kind of results we expect from our system and our work. Finally, we
give conclusions in Section 5.

2. Related work to be continued from Part I

2.1 Handwriting recognition

2.1.1 State of the art

Criminologists and forensic document examiners have been investigating the
clues to identify the handwritings for decades [2]. However, identification by
human experts has the drawbacks of nonobjective measurements and
nonreproducible decisions besides the cost of expert training. Recent attempts in
computer-supported handwriting identification aim to address the challenge of
doing this task using computer vision and pattern recognition techniques. The
Forensic Information System for Handwriting (FISH) system developed by German
law enforcement is followed by more recent ones including WANDA and
CEDAR-FOX systems [3–5].

As an initial step to identification, the documents are required to be processed in
order to handle the noise and for enhancement [6]. Then some similarity measures
have to be defined to identify all the writings of a person as same and to differenti-
ate it from others’ writings [7]. The writer identification systems make use of the
individuality of handwritings and try to capture the characteristics of handwriting
in a macro level by the style of handwriting and in a micro level by the shapes of the
characters.

The literature is mostly dominated by character-based systems. HCLUS proto-
type matching techniques [3], dynamic time warping-based techniques [8, 9] and
structural features [10] have been recently proposed for matching allographs
(prototypical character shapes). The disadvantage of character-based systems is the
requirement for character segmentation and the character classification (whether
the character is y or g, etc.) prior to finding the similarities and dissimilarities on a
specific character. However, both tasks are challenging and error-prone when free
handwriting is the issue. The shape of the characters may change with the size of
writing or with pen size and type. The characters can be written differently in a
different context, i.e., in different words, and that requires the consideration of the
preceding and following characters. Most importantly, it is very difficult to apply
those systems to large datasets.
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2.1.2 Beyond the state of the art

When the documents in forensic applications are considered, the preprocessing
step gains more importance due to the variety of artifacts and degradations that are
generated intentionally to hide the evidences or happened because of the environ-
mental conditions. The enhancement methods should be carefully applied in order
not to remove important cues while reducing the noise. The methods that will be
developed will be adaptive and will learn from a large number of data by incorpo-
rating the expert feedback when necessary.

Inspired by cognitive studies that have observed the human tendency to read
whole words at a time [11], in recent studies word-spotting techniques have been
proposed as an alternative to character-based systems in the word retrieval litera-
ture [12–16]. As a novel direction in forensic handwriting identification, to be able
to work in the large scale, we will follow the direction in word spotting and describe
and match the words rather than characters. Generic image features will be used to
describe the word images as a whole. This will enable us to capture the writing
habits and styles of individuals and also the character variations in a different
context.

Going beyond the writer identification and verification, recognition of printed
and handwritten text from documents (such as letters and notes) and the text in the
photographs taken in the environment (such as the labels of shops, buildings or
streets and advertisements on boards) will be another issue that will be considered.
While the commercially available optical character recognition systems are very
successful for printed documents, recognition of handwritten text continues to be a
challenge [17, 18]. More importantly, the recognition of words in unconstrained
settings or “in the wild” is still an interesting problem [19]. Besides scene and object
detection and recognition methods that will be developed, recognition of text in the
images, ranging from license plates to shop labels and even the text on clothes, will
provide important cues for the identification of places.

Both identification and recognition will be attacked similar to generic object
recognition, and word images will be described using advanced image descriptors to
be able recognize and identify text in multi-author multi-language cases. Besides
the SIFT [20]-based and k-AS [21]-based features that we considered in our previ-
ous studies [22–24], SURF [25], FREAK [26] and Shape Context [27]-based features
will be adopted for word description. Together with the statistical analysis of the
occurrence of some features, the spatial layout of extracted features will also be
considered.

Large volumes of data will be exploited through data mining techniques in order
to learn the in-class similarities and between-class differences. Novel similarity
measures will be developed. The main goal will be to provide the sufficient amount
of data to the experts to be validated. The main challenge will be not to miss any
important data while reducing the huge volume. Therefore, the methods that will be
developed for similarity should be both robust and fast. We will benefit from
expertise of partners in different areas to design new similarity measures for hand-
writing matching.

2.2 Novelty detection

2.2.1 State of the art

The aim of novelty detection is to recognize inputs that cannot be properly
represented by information provided by previous inputs (i.e., a nominal distribu-
tion). Recognizing that an input differs in some respect from previous inputs is a
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not to remove important cues while reducing the noise. The methods that will be
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Inspired by cognitive studies that have observed the human tendency to read
whole words at a time [11], in recent studies word-spotting techniques have been
proposed as an alternative to character-based systems in the word retrieval litera-
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will be adopted for word description. Together with the statistical analysis of the
occurrence of some features, the spatial layout of extracted features will also be
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Large volumes of data will be exploited through data mining techniques in order
to learn the in-class similarities and between-class differences. Novel similarity
measures will be developed. The main goal will be to provide the sufficient amount
of data to the experts to be validated. The main challenge will be not to miss any
important data while reducing the huge volume. Therefore, the methods that will be
developed for similarity should be both robust and fast. We will benefit from
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2.2.1 State of the art

The aim of novelty detection is to recognize inputs that cannot be properly
represented by information provided by previous inputs (i.e., a nominal distribu-
tion). Recognizing that an input differs in some respect from previous inputs is a
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very important capability of a learning system. In classification problems novelty
detection is particularly useful when a relevant class is under-represented in the data,
so that a classifier cannot be trained to reliably recognize that class or when hierar-
chical classifiers trained on different concept information disagree on the output.

The goal of novelty detection is twofold: to be as accurate as possible in detecting
inputs which do deviate from the nominal distribution (true positives) and to
predict how many normal inputs will be erroneously flagged as positives (false
positives). Novelty detection is also known as one-class classification [28] or learn-
ing from only positive (or only negative) examples. The standard approach has
been to assume that novelties are outliers with respect to the nominal distribution
and to build a novelty detector by estimating a level set of the nominal density. This
approach allows fixing a threshold for acceptance of new data while having a degree
of control over the number of false alarms raised. Using this framework, novelty
detection can be interpreted as a binary classification problem. Several approaches
have been utilized to tackle this problem: statistical methods, neural networks and
support vector method approaches (see [29–32], for good reviews of these tech-
niques). Bayesian methods have been used to provide a nonparametric estimation
of the probability distribution [33], and content-based reasoning (CBR), based on
Bayesian decision theory, has also been utilized. A common drawback of all these
approaches is the assumption that novelties are uniformly distributed on the sup-
port of the nominal distribution, which is not true in most cases, mainly when the
feature space dimension is high.

Novelty detection has been already applied with success on single modalities of
the forensic multimedia data. For instance, the detection and classification of
abnormal events in a surveillance video has been studied in [34–36]. In [33],
novelty detection is applied in online document clustering, and in [37], novelty
detection is applied on image sequences.

A new and promising approach to novelty detection in audiovisual data has been
proposed in [38]. In this approach, the novelty detection is not the negative output
of multiple classifiers but the disagreement of several concept hierarchical classi-
fiers trained from different but hierarchically related concept. Here, the novelty is
represented not by a fully new item but by relevant changes from previous seen
items. In forensic multimedia data, this situation is very common when only one
modality is affected.

According to [33], several factors make the novelty detection problem very
challenging:

• The definition of a normal region that encompasses every possible normal
behavior is very difficult. In addition, the boundary between normal and
anomalous behavior is often not precise. Thus, an anomalous observation that
lies close to the boundary can actually be normal and vice versa.

• When anomalies are the result of malicious actions, the malicious adversaries
often adapt themselves to make the anomalous observations appear normal,
thereby making the task of defining normal behavior more difficult.

• In many domains, normal behavior keeps evolving, and a current notion of
normal behavior might not be sufficiently representative in the future.

• The exact notion of anomaly is different for different application domains. For
example, the rate of change for novelty may be different in each application.
Thus applying a technique developed in one domain to another one is not
straightforward.
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• The availability of labeled data for training/validation of models used by
anomaly detection techniques is usually a major problem.

• Often, the data contain noise that tends to be similar to the actual anomalies
and hence is difficult to distinguish and remove.

2.2.2 Beyond the state of the art

We will consider novelty detection as a CBR problem [34]. The CBR-based
novelty detection will consist of successively adapting or evolving the previously
obtained solutions, taking into account the data properties, the user’s needs and any
other prior knowledge into account. We will use a combination of statistical and
similarity-based methods as the solution to the problems underlying the CBR
methodology. Our proposed scheme differs from existing methodologies on novelty
detection [29, 30, 39–41] since it can perform simultaneously novelty detection and
handling and also considers the incremental nature of the data.

2.3 Legal aspects

2.3.1 State of the art

The normative compliance of the methodologies and tools proposed by the
project will be assessed by reference to the European and national legal framework
on data protection and privacy [42].

Data protection is a fundamental right in Europe, enshrined in Article 8 of the
Charter of Fundamental Rights of the European Union as well as in Article 16(1) of
the Treaty on the Functioning of the European Union (TFEU).

The central legislative instrument for the protection of personal data in Europe is
the EU’s 1995 Directive1. In order to come to a complete revision of the entire frame-
work concerning data protection, more consistent with changes in the single market
and with stronger needs to ensure security of European citizens, since 2009, the
European Commission launched public consultations on data protection2 and engaged
in intensive dialog with stakeholders. On 4 November 2010, the Commission
published a communication on a comprehensive approach on personal data protection
in the European Union3 that sets out the main themes of the reform. “After assessing
the impacts of different policy options4, the European Commission is now proposing a
strong and consistent legislative framework across Union policies, enhancing individ-
uals’ rights, the Single Market dimension of data protection and cutting red tape for
businesses”5. The Commission proposes that the new framework should consist of:

1 Directive 95/46/EC on the protection of individuals with regard to the protection of personal data and

on the free movement on such data, OJ L 281, 23.11.1995, p. 31.
2 Two public consultations have been launched on the data protection reform: one from July to

December 2009 (http://ec.europa.eu/justice/news/consulting_public/news_consulting_0003_en.htm)

and a second one from November 2010 till January 2011 (http://ec.europa.eu/justice/news/consulting_
public/news_consulting_0006_en.htm).
3 COM(2010)609.
4 The Impact Assessment SEC(2012)72.
5 See p. 4, final COMMUNICATION FROM THE COMMISSION TO THE EUROPEAN PARLIAMENT,

THE COUNCIL, THE EUROPEAN ECONOMIC AND SOCIAL COMMITTEE AND THE COMMITTEE

OF THE REGIONS Safeguarding Privacy in a Connected World A European Data Protection Framework

for the 21st Century Brussels, 25.1.2012 COM(2012) 9.
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very important capability of a learning system. In classification problems novelty
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represented not by a fully new item but by relevant changes from previous seen
items. In forensic multimedia data, this situation is very common when only one
modality is affected.

According to [33], several factors make the novelty detection problem very
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• The definition of a normal region that encompasses every possible normal
behavior is very difficult. In addition, the boundary between normal and
anomalous behavior is often not precise. Thus, an anomalous observation that
lies close to the boundary can actually be normal and vice versa.

• When anomalies are the result of malicious actions, the malicious adversaries
often adapt themselves to make the anomalous observations appear normal,
thereby making the task of defining normal behavior more difficult.

• In many domains, normal behavior keeps evolving, and a current notion of
normal behavior might not be sufficiently representative in the future.

• The exact notion of anomaly is different for different application domains. For
example, the rate of change for novelty may be different in each application.
Thus applying a technique developed in one domain to another one is not
straightforward.
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novelty detection will consist of successively adapting or evolving the previously
obtained solutions, taking into account the data properties, the user’s needs and any
other prior knowledge into account. We will use a combination of statistical and
similarity-based methods as the solution to the problems underlying the CBR
methodology. Our proposed scheme differs from existing methodologies on novelty
detection [29, 30, 39–41] since it can perform simultaneously novelty detection and
handling and also considers the incremental nature of the data.

2.3 Legal aspects

2.3.1 State of the art

The normative compliance of the methodologies and tools proposed by the
project will be assessed by reference to the European and national legal framework
on data protection and privacy [42].

Data protection is a fundamental right in Europe, enshrined in Article 8 of the
Charter of Fundamental Rights of the European Union as well as in Article 16(1) of
the Treaty on the Functioning of the European Union (TFEU).

The central legislative instrument for the protection of personal data in Europe is
the EU’s 1995 Directive1. In order to come to a complete revision of the entire frame-
work concerning data protection, more consistent with changes in the single market
and with stronger needs to ensure security of European citizens, since 2009, the
European Commission launched public consultations on data protection2 and engaged
in intensive dialog with stakeholders. On 4 November 2010, the Commission
published a communication on a comprehensive approach on personal data protection
in the European Union3 that sets out the main themes of the reform. “After assessing
the impacts of different policy options4, the European Commission is now proposing a
strong and consistent legislative framework across Union policies, enhancing individ-
uals’ rights, the Single Market dimension of data protection and cutting red tape for
businesses”5. The Commission proposes that the new framework should consist of:

1 Directive 95/46/EC on the protection of individuals with regard to the protection of personal data and

on the free movement on such data, OJ L 281, 23.11.1995, p. 31.
2 Two public consultations have been launched on the data protection reform: one from July to

December 2009 (http://ec.europa.eu/justice/news/consulting_public/news_consulting_0003_en.htm)

and a second one from November 2010 till January 2011 (http://ec.europa.eu/justice/news/consulting_
public/news_consulting_0006_en.htm).
3 COM(2010)609.
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THE COUNCIL, THE EUROPEAN ECONOMIC AND SOCIAL COMMITTEE AND THE COMMITTEE

OF THE REGIONS Safeguarding Privacy in a Connected World A European Data Protection Framework

for the 21st Century Brussels, 25.1.2012 COM(2012) 9.
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• A Regulation6 (replacing Directive 95/46/EC) setting out a general EU
framework for data protection

• A Directive7 (replacing Framework Decision 2008/977/JHA8) setting out rules
on the protection of personal data processed for the purposes of prevention,
detection, investigation or prosecution of criminal offenses and related judicial
activities

By proposing a specific Directive regulating the use of personal data for criminal
investigations, the EU legislator acknowledges the importance of innovating by
means of a legislative instrument, the specific theme of personal data processing in
criminal investigations, a theme that was left aside by the Directive 95/46 and only
partially regulated by Framework Decision 2008 [43, 44]. It left to national legisla-
tions all the decisions about the legitimacy in processing personal data for purpose
of crime detection, thus preventing a global European intervention against
criminality.

The new Directive intends to make a distinction between the fundamental (but
not “absolute”) right to data protection and its social profile in the light of achieving
a global security. An EU legislator states that “The right to the protection of
personal data, enshrined in Article 8 of the Charter of Fundamental Rights and in
Article 16(1) TFEU, requires the same level of data protection throughout the
Union”9 and that “According to the principle of subsidiarity (Article 5(3) TEU),
action at Union level shall be taken only if and in so far as the objectives envisaged
cannot be achieved sufficiently by Member States, but can rather, by reason of the
scale or effects of the proposed action, be better achieved by the Union”.

The need to respect the sovereignty principle explains why the EU chose the
instrument of Directive that leaves a space of more flexibility to Member States,
instead of the adoption of a Regulation, that would have a stronger impact on
national legislation on privacy protection [45].

The purpose of the new rules is highlighted in Article 1: ‘Subject matter and
objectives. 1. This Directive lays down the rules relating to the protection of indi-
viduals with regard to the processing of personal data by competent authorities for
the purposes of the prevention, investigation, detection or prosecution of criminal
offenses or the execution of criminal penalties. 2. In accordance with this Directive,
Member States shall: (a) protect the fundamental rights and freedoms of natural
persons and in particular their right to the protection of personal data; and (b)
ensure that the exchange of personal data by competent authorities within the

6 Brussels, 25.1.2012 COM(2012) 11 final 2012/0011 (COD) Proposal for a REGULATION OF THE

EUROPEAN PARLIAMENT AND OF THE COUNCIL on the protection of individuals with regard to the

processing of personal data and on the free movement of such data (General Data Protection Regulation)

{SEC(2012) 72 final} {SEC(2012) 73 final} SEC 2012 ...The Regulation also makes a limited number of

technical adjustments to the e-Privacy Directive (Directive 2002/58/EC as last amended by Directive

2009/136/EC—OJ L 337, 18.12.2009, p. 11) to take account of the transformation of Directive 95/46/EC

into a Regulation.
7 COM(2012) 10: DIRECTIVE OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL on the

protection of individuals with regard to the processing of personal data by competent authorities for the

purposes of prevention, investigation, detection or prosecution of criminal offenses or the execution of

criminal penalties, and the free movement of such data.
8 Framework Decision 2008/977/JHA of 27 November 2008 on the protection of personal data processed

in the framework of police and judicial cooperation in criminal matters, OJ L 350, 30.12.2008, p. 60.
9 COM 2012,10, Sections 3 and 3.2.
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Union is neither restricted nor prohibited for reasons connected with the protection
of individuals with regard to the processing of personal data.

2.3.2 Beyond the state of the art

The main innovations concern the following:

• The introduction of the definitions of ‘personal data breach,’ ‘genetic data’ and
‘biometric data,’ ‘competent authorities’ (based on Article 87 TFEU and Article
2(h) of Framework Decision 2008/977/JHA) and, of a ‘child,’ based on the
UN Convention on the rights of the child

• The distinction between different categories of data subjects (art.5): ‘Member
States shall provide that, as far as possible, the controller makes a clear
distinction between personal data of different categories of data subjects, such as:

a. persons with regard to whom there are serious grounds for believing that
they have committed or are about to commit a criminal offense;

b. persons convicted of a criminal offense;

c. victims of a criminal offense, or persons with regard to whom certain
facts give reasons for believing that he or she could be the victim of a
criminal offense;

d. third-parties to the criminal offense, such as persons who might be called
on to testify in investigations in connection with criminal offenses or
subsequent criminal proceedings, or a person who can provide
information on criminal offenses, or a contact or associate to one of the
persons mentioned in (a) and (b); and

e. persons who do not fall within any of the categories referred to above.’

2.4 Cloud computing

2.4.1 State of the art

Many of the tasks, such as video analysis, text mining or case-based reasoning,
are very compute and data intensive. Processing large amounts of multimedia data
for police investigation purposes must take into account scalability and perfor-
mance requirements in order to be usable in a professional context. Cloud comput-
ing [46] has emerged as a good model for providing compute and storage resources
on demand. To benefit from these available resources, applications that are
deployed in the cloud need to be designed to scale and to be able to benefit from
parallel processing of data with approaches such as map-reduce [47].

2.4.2 Beyond the state of the art

In this proposal, we will advance the state of the art by designing algorithms for
video-analysis, text mining or case-based reasoning that are scalable and can benefit
from parallel processing for the computing and data intensive tasks. This will allow
the system to deal with varying workloads for large organizations and provide
analysis response times [48] in line with police investigation requirements.
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2.3.2 Beyond the state of the art
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‘biometric data,’ ‘competent authorities’ (based on Article 87 TFEU and Article
2(h) of Framework Decision 2008/977/JHA) and, of a ‘child,’ based on the
UN Convention on the rights of the child

• The distinction between different categories of data subjects (art.5): ‘Member
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subsequent criminal proceedings, or a person who can provide
information on criminal offenses, or a contact or associate to one of the
persons mentioned in (a) and (b); and

e. persons who do not fall within any of the categories referred to above.’

2.4 Cloud computing

2.4.1 State of the art

Many of the tasks, such as video analysis, text mining or case-based reasoning,
are very compute and data intensive. Processing large amounts of multimedia data
for police investigation purposes must take into account scalability and perfor-
mance requirements in order to be usable in a professional context. Cloud comput-
ing [46] has emerged as a good model for providing compute and storage resources
on demand. To benefit from these available resources, applications that are
deployed in the cloud need to be designed to scale and to be able to benefit from
parallel processing of data with approaches such as map-reduce [47].

2.4.2 Beyond the state of the art

In this proposal, we will advance the state of the art by designing algorithms for
video-analysis, text mining or case-based reasoning that are scalable and can benefit
from parallel processing for the computing and data intensive tasks. This will allow
the system to deal with varying workloads for large organizations and provide
analysis response times [48] in line with police investigation requirements.
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3. Tasks to be solved

The functional and requirement analysis of the methods will be worked out as
well as the standardization task. This work should ensure that the developed tools
meet the requirements of the end-users and the police forces, and it is therefore
considered as a key work package.

For each of the considered multimedia resources, one considers the special needs
related to the automated processing of the specific data. Therefore, five tasks are
related to the treatment of images and videos, text, handwriting and audio and
speech signals. Feature extraction methods are considered for all multimedia
sources in work package. This strategy guarantees the synergy that can be obtained
in quality improvement for processing when using information from different
media types. The reasoning unit is considered in a single work package. All devel-
oped method will be linked to the CBR system. They provide a case description for
each new case to the CBR system.

Novelty detection has aspects that go beyond CBR. Therefore, the development
of the novelty detection unit is left to a single task.

The legal aspects are worked out in a special task. It should run over the whole
project with the aim to ensure that each RTD task meets the legal aspects as well as
to identify new aspects that arise when developing novel techniques for the analysis
of forensic data.

All the proposed methods should be integrated into a single reasoning system.
After this has been done, the final evaluation of the system will be done. The final
system will be demonstrated to police forces and end users.

The proposed methodology of the work is shown in Figure 1.

3.1 Video and image enhancement, filtering and assessment

The goal of this package is to improve the quality of an image or video sequence
in order to support easy classification or recognition tasks and to detect in images
traces of tampering without using protecting pre-extracted or pre-embedded infor-
mation. Fragile watermarking schemes to protect legal evidence audio and speech
data will also be developed.

In many image modalities, synthetic aperture radar (SAR) images, passive mil-
limeter wave (PMMW) images, commercial photography and images and videos
acquired for security purposes, the captured images and video represent a degraded
version of the original scene. The observed degraded image is usually the result of
convolving the original image (to be estimated) with a known or unknown blurring
function and the addition of noise. The removal of noise and blur from the obser-
vation in order to obtain a good estimate of the original image is the goal of
deconvolution and blind deconvolution techniques. In this task, we will develop and
utilize Bayesian deconvolution and blind deconvolution techniques to improve the
quality of the observed images. The improved images will either be used by humans
for identification or be the input to classification and recognition methods.

3.1.1 Image and video super resolution

We use the term super resolution (SR) to describe the process of obtaining a
high-resolution image or a sequence of high-resolution images from a set of low-
resolution (LR) observations. In this task we will utilize and develop motion-based
spatial super resolution techniques as well as motion free super resolution tech-
niques. In motion-based SR, the LR observed images are under-sampled, and they
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are acquired either by multiple sensors imaging a single scene or by a single sensor
imaging a scene over a period of time. In motion free SR images are upsampled by
learning the relationship between corresponding low resolution and high-resolution
image patches in a database and combining this learning process with the observed
LR image. The improved images will either be used by humans for identification or
be the input to classification and recognition methods.

3.1.2 Blind methods for detecting image forgery

In order to trust the information extracted from images and videos, it is neces-
sary to make sure that the image and video have been recorded by a camera and that
no artifact has been added or object removed. The trustworthiness of images and
videos has clearly an essential role in many security areas, including forensic inves-
tigation, criminal investigation, surveillance systems, and intelligence services.

Figure 1.
Methodology.
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for identification or be the input to classification and recognition methods.
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We use the term super resolution (SR) to describe the process of obtaining a
high-resolution image or a sequence of high-resolution images from a set of low-
resolution (LR) observations. In this task we will utilize and develop motion-based
spatial super resolution techniques as well as motion free super resolution tech-
niques. In motion-based SR, the LR observed images are under-sampled, and they
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are acquired either by multiple sensors imaging a single scene or by a single sensor
imaging a scene over a period of time. In motion free SR images are upsampled by
learning the relationship between corresponding low resolution and high-resolution
image patches in a database and combining this learning process with the observed
LR image. The improved images will either be used by humans for identification or
be the input to classification and recognition methods.

3.1.2 Blind methods for detecting image forgery

In order to trust the information extracted from images and videos, it is neces-
sary to make sure that the image and video have been recorded by a camera and that
no artifact has been added or object removed. The trustworthiness of images and
videos has clearly an essential role in many security areas, including forensic inves-
tigation, criminal investigation, surveillance systems, and intelligence services.

Figure 1.
Methodology.

139

Novel Methods for Forensic Multimedia Data Analysis: Part II
DOI: http://dx.doi.org/10.5772/intechopen.92548



In this task we will utilize and develop blind methods for detecting image forgery,
that is, methods that use the image function to perform the forgery detection task.
The methods will try to identify various traces of tampering and detect them
separately. The final decision about the forgery will be carried out by fusion of
results of separate detectors.

3.2 Case-based reasoning

In this work package, we will develop novel case-based reasoning methods for a
case-based reasoning system that can keep complex multimedia cases based on their
different multimedia features and specific event features in a case base so that they
can be easily retrieved and applied for new situations. Meta-learning methods based
on CBR over the proposed multimedia processing chain will be developed in this
WP in order to achieve the best processing results. The case-based reasoning system
will consist of novel probabilistic and similarity-based methods. It will provide a
wide range of novel similarity measures for the different feature types and repre-
sentations for identification and similarity determination. Methods for hierarchical
organization of the case base will allow very fast retrieval of similar cases. A special
taxonomy for similarity determination and measures will be worked out and
implemented in the CBR system. It will provide explanation capabilities for simi-
larity, as those will help a forensic data analyst to identify the right reasoning
method for his particular problem. This aspect goes along with the training and
education aspect for forensic data analysis. Part of this will be self-contained in the
chosen methods and realized by the system.

We will also develop learning methods to include new data into the existing
cases and summarization of new and old cases into more general cases applicable to
a wider range of tasks for further law purposes. The lifetime aspect of such a CBR
system will be considered by special case base maintenance methods and modular-
ity of the system architecture.

• Development of the system architecture

The main architecture of the CBR system will be developed, taking into account
the different multimedia data types and data representations. The interface to the
preprocessing units and the feature extraction units will be defined. The initial case
description that can represent the different multimedia data types and data
representations will be developed.

• Development and implementation of the case base for the different multimedia
sources

The case base that is the heart of a CBR system will be developed and
implemented. For the different multimedia-representation, the right database will
be chosen as well as the right data structure. The interfaces and the data structure
will be defined.

• Development and implementation of similarity measures for the different
feature types and representation

An overview about different similarity measures for the different media type-
representations will be developed. The pros and cons of the similarity measures will
be worked out, and novel similarity measures for the respective data types will be
developed. Aggregation of similarities of different types will be studied and
evaluated.
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• Development and implementation of a taxonomy over the similarity measures

As an outcome of these tasks, a taxonomy over similarities will be developed.
This taxonomy will be represented by a hierarchical concept, and the user will be
guided through this taxonomy for his special needs. A conversational strategy will
be developed that helps the user to figure out what his needs are.

• Development and implementation of an indexing structure

The indexing structure over the different data types will be developed and
implemented.

• Development and implementation of meta-learning methods over image and
video processing chain

The preprocessing and feature extraction methods developed will be evaluated,
and it will be decided where meta-learning has to be applied. The architecture and
CBR methods for meta-learning will be defined. The meta-learning architecture
that fits the CBR system will be developed. The meta-learning algorithm will be
implemented and evaluated.

• Development and implementation of a generalization mechanism over cases,
case-classes and higher-order classes

The methods for meta-learning over case, case-classes and higher-order classes
will be defined for the different multimedia data sources. The interaction between
these different multimedia-representations will be studied, and methods that can
improve the performance will be developed.

• Development of a learning mechanism over similarities

A recent learning mechanism will be studied, and based on that a new learning
mechanism will be developed for feature weighting of the different data types and
deciding about the correct similarity measure. These strategies will be implemented
into the CBR system and evaluated.

• Development and implementation of a life cycle and maintenance function for
the case-based reasoning system

The life cycle of a multimedia CBR system will be studied based on the
experience the partners have with different data sources. A life cycle and
maintenance function that can take this into account will be developed and
implemented.

3.3 Multimedia feature extraction

This work package will investigate, define and evaluate feature extraction
methods to detect, describe and relate the multimedia data content relevant to
forensic activities. The activities will concentrate on different biometric parameters
that characterize individuals in terms of appearance, behavior, voice and handwrit-
ings, so as to enable the process of detection and recognition.

Features pertaining to face characteristics, distinctive individual marks, mor-
phometric measurements of the body and gait analysis will be the subject of inves-
tigation for videos and images. Similarly, the exploration will regard distinctive
features from audio signals for speaker’s identification and recognition as well as
text analysis to extract information pertinent to the forensic investigations.
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Particular emphasis will be put on texts whose language shows characteristics
deviating from the standard written form: this will be the case of transcriptions of
speech recognizers as well as of the language of social media.

Aiming at recognition in the wild, focus will be given to the definition and
verification of features that enable detection and recognition in unconstrained
conditions and environments. This means that feature invariance to different con-
dition’s changes and robustness to noise will be two fundamental issues that will be
tackled. A systematic approach will be used to feature organization. This means
that, starting from existing metadata standards for image, video, audio as well as
textual data, a formal ontological model will be defined to organize and categorize
all the features collected from pertinent literature as well as the ones newly defined.
The resulting feature ontology will standardize feature definition and computation,
catalog features and model the multimedia data analysis domain. Such an ontology
will be integrated with a library of algorithms for the computation of the features
considered, resulting in a toolbox for feature extraction.

• Feature extraction from images and videos

This task will focus on the definition and extraction of features to be used in
detection, recognition, authentication and tracking of individuals, event analysis
and anomaly/novelty detection.

The work will concentrate on biometric and general appearance features. The
field of biologically inspired features will be investigated as well, to verify whether
methods that try to mimic the human visual capabilities are able to ensure a better
performance. This will be particularly addressed to tackle the difficulties of forensic
scenarios where it is not possible to make restrictive assumptions about ambient
illumination, subject pose, sensor resolution and compression. In particular, for face
recognition in the wild, three-dimensional features will also be explored.

The approach based on bags of features will be studied to carry out a first
‘skimming off the top’ in large repositories to find out only relevant objects
pertinent to the case at hand. Local descriptors will be then defined to handle
intensity, rotation, scale and affine variations. Improvements based on the inclusion
of spatial information will be investigated.

• Feature extraction from audio streams

This task will focus on the definition and extraction of features for audio streams
for the purpose of (i) identification/authentication of individuals and (ii) audio
event detection.

The following two main lines of research will be followed: (i) Audio diarization
where first the audio stream will be first segmented in speech, nonspeech audio
(incl. music) and background noise. Then the speech portions of the audio streams
will be segmented by speaker turn and identity. Finally the speaker identity will be
verified or identified (depending on the scenario). (ii) Computation of the saliency
of the audio stream using low-level features to identify surprising audio events. The
audio events will be then classified into semantic (ontological) categories that will
be used in Task 3.4.

The audio feature extraction package will include generic short-time envelope
features (e.g., mel frequency cepstrum coefficients (MFCC), perceptual linear
prediction coefficients (PLP), spectral envelope coefficients (SMAC)) as well as
time-domain features. In addition, for speaker identification/verification,
modulation spectrum and micro-modulation (AM-FM) features will be employed.
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• Feature extraction from text

This task will focus on the definition and extraction of features from running
texts carrying relevant content for forensic activities. This goal will be pursued by
combining machine learning stochastic algorithms with advanced natural language
processing techniques in line with the state of the art in the computational
linguistics field. Two main lines of research can be envisaged for this task,
respectively, aimed at (a) extracting ontological knowledge from texts to be used in
the framework of Task 3.4 for building the feature ontology and (b) recognizing
and semantically classifying relevant information in running texts, to be used as
features describing individual documents. We will refer to these lines of research as
‘ontology learning’ and ‘feature extraction’, respectively. The planned work will
mainly consist in the customization and integration of pre-existing software
components available from the consortium partners contributing to this task, which
will be specialized to meet the specific needs of particularly text. In particular, the
main customizations will be concerned with the typology of information to be
extracted (also including relational information) as well as with more challenging
research topics such as the automatic analysis of texts representative of so-called
noncanonical languages or the development of sophisticated technologies devoted
to false witness detection. The final result of this task will include automatically
extracted ontological knowledge (to be used as input to Task 3.4) as well as tools for
feature extraction from texts to be possibly included in the toolbox for feature
extraction as far as texts are concerned.

• Feature integration and ontology development

All the features developed and collected in the other tasks will be precisely
defined and formalized following a coherent feature definition model. This will
enable the development of an ontological model to accommodate the different
classes of features and give them an easily sharable and reusable standard
organization. The final aim is to (i) standardize and homogenize the feature
terminology, (ii) collect and disseminate structured classes of features and (iii)
support the choice and computation of features according to a method-oriented
strategy. Moreover, a library of algorithms will be supplied and linked to such an
ontology, resulting in a toolbox for feature extraction.

3.4 Text mining

The overall goal of this task is the design and development of methods and
techniques for supporting human experts in the analysis of social media textual
data. In particular, novel methods will be developed to (a) monitor in real time
Twitter and identify potential threats including individuals and communities of
users who are planning illegal activities and (b) build a dynamic model on Twitter
text to forecast the upcoming significant events and emotions of the crowd associ-
ated with these events. Different approaches to the analysis of this type of texts will
be pursued, including natural language processing (NLP) techniques, whose results
will be eventually compared and—possibly—combined. The languages dealt with
will include Dutch, Italian, Hungarian, English and Bulgarian.

• Linguistic analysis of Twitter data

In this phase the tweets will be linguistically analyzed: the text will be segmented
in sentences, tokenized, morphologically analyzed and lemmatized. Linguistic
preprocessing is needed to extract information from text: however, the linguistic
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• Feature extraction from text
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analysis of small-sized texts, such as tweets, is nowadays a challenging task. It is a
widely acknowledged fact that NLP systems, typically trained on newswire texts,
have a drop of accuracy when tested against these kinds of texts. In tweets,
punctuation and capitalization are often inconsistent, slang and technical jargon are
widely exploited, and no-canonical syntactic structures frequently occur. This task
is aimed at devising and testing domain adaptation methods to allow the NLP tools
to achieve reliable results on these types of texts.

• Keyword extraction

In the first phase, keywords for earlywarning indicators on certain selected types of
crimes will be developed. Traditional fully automated keyword extraction techniques
have shown to perform poorly on small-sized texts. We will consider semi-automated
keyword extraction methods. In particular, we will start from a domain specific set of
keywords for football hooliganism provided by experienced police officers. This
collection will unavoidably be incomplete; however, generic keywords in this set can
help us zoom in on a subset of the entire dataset. Starting from thismanually built set of
keywords, we will developmethods to extract other relevant keywords. This will be
done by exploring different strategies, also based on NLP techniques. The approaches
that generate more reliable results will be used for continuously extending the set of
keywords. Some of these methods will also be exploited in the feature extraction
process from text carried out in the framework ofWP3.

• Visualization

In the next phase, the Twitter feeds which remained after applying the early
warning indicators should be visualized in an intuitive to interpret manner such
that police officers can swiftly zoom in on potentially dangerous conversations. We
plan to first use self-organizing maps which are built using a training algorithm that
allows for incorporating user-defined and automatically inferred attribute
priorities. The SOM will partition the collection of tweets into risk areas. The user
can choose to group tweets based on the person who wrote them, and the map will
show in this case the distribution of persons. If the user would like to analyze in
detail a person, a Twitter conversation or a group of persons, we intend to provide
functionality such that he or she can select an object or a collection of objects of
interest and analyze it with a formal concept analysis and its temporal variant.

• Twitter data analysis

An important step is to identify communities of users in these large amounts of
Twitter data. We hereby extend our analysis methods from object-attribute data to
object-object data. Fuzzy or probabilistic measures depicting the strength of the
relation between individual objects should be used to preprocess the data in order to
cope with scalability issues. Based on these distance-related measures, the data is
segmented, and strongly related subcommunities are extracted. These
subcommunities can be investigated with traditional social network analysis methods,
complemented by temporal concept analysis, temporal relational semantic systems,
etc. in order to infer its threat level and the role of the actors in the network. To
facilitate this phase, we need linguistic methods which will be used to extract
relational attributes from Twitter data and can complement the keyword attributes.

• Development of text classification and regression techniques

Finally, automated classification and regression techniques should be developed
to partially automate the suspect identification process. Initially a large amount of
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manual labor should be used to extract keywords, identify priorities among
attributes, etc. In the later phases we aim at automating this process and the
previously discussed visualization methods stay useful for explaining the
automatically made decisions as well as validate them.

• Forecasting events relevant to legal forces

To provide more effective results, automatic identification of upcoming
threatening events is essential. We will develop methods to identify events
unknown beforehand, especially with potential interest to legal forces. We plan to
build a dynamic model on Twitter text to forecast the upcoming significant events
and emotions of the crowd associated with these events. While there can be many
events with a strong presence in social media, some of them would have stronger
negative emotions associated with them. These events are candidates that may have
criminal nature or significant social consequences.

3.5 Video analysis

The huge amount of CCTV systems has increased the importance of video and
image evidence in forensic labs. In order to retrieve the frames of interests, human
experts usually spend a lot of time to examine hours and hours of video sequences.
The low quality of the images due to high compression algorithm or bad light
conditions or video coming from different record source multiplexed in a unique
streaming makes the problem quite difficult to tackle. Another important aspect is
the great number of native file formats of CCTV video and the difficulty to create a
working copy of the data from a format conversion. This WP will develop novel
automatic video processing tools aimed at supporting the expert in selecting the
portions of videos that might contain the interesting facts he/she is looking for. In
particular, techniques for people identification based on face recognition will be
devised. As people may appear in nonfrontal poses, we will exploit the presence of
multiple cameras in a given area to track a person and make the identification when
the face is in frontal position.

• Video sequence analysis

To reconstruct the dynamic of the event of interest, the expert may require a lot
of time spent to examine hours and hours of video sequences. A lot of factors can
make the operation quite difficult in the absence of a suitable automatic software:
low quality of the images due to high compression algorithm, bad light conditions or
video coming from different record source multiplexed in an unique streaming. In
addition, as multiple native file formats for CCTV video have been produced, the
expert should also produce working copies of the data by normalizing the video
format.

This task will be aimed to develop a tool that automatically separates video
sequences coming from different cameras and converts the video sequence in a
common format that can be used for further processing steps, e.g., feature
extraction.

• Frame selection

This task aims at producing a semi-automatic tool to assist the human expert in
selecting the most meaningful frames. Due to the huge quantity of manufacturers
operating in the CCTV marketplace, there are a broad range of system for retrieve
and export images from compressed video. This task will analyze the most common
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formats and produce a tool that will leverage on already available retrieval
techniques provided either by the developer of CCTV system or by the open-source
community.

• Person and object retrieval and identification

This task will be aimed to develop tools to aid the human expert looks for
individuals or objects that are useful for the investigation. Object of interests can be,
for example, heads, vehicles, license plates, guns, dresses and all other objects that
can link a person to the event, etc. The tool will handle the cases of videos with low
quality, bad lighting condition, camera/object position and facial expressions.

The persons/objects with enough quality retrieved from the video will be
compared by an automatic procedure to a set of known elements of comparison.
The expert will then provide feedback on the comparison results in order to refine
the search.

An important main focus of police work is the identification of people for which
a decision of the public prosecutor’s office or a judge to the observation or an arrest
warrant was issued. Within this scope of arrangement, the use of video-supervised
places and facilities should be used. At earlier not known places, the application of
mobile videotechnology should be deployed.

The aim of this task is to develop methods and procedures for an automatic
system for identification of one or several target people in mobile video recordings
based on passport photos or other available pictures. On this occasion, the
prototype-based methods should be used, which are able to work on different
picture representations, like pixel, features and graphs. By means of case-based
learning mechanisms, a model should be automatically learnt for procedures to the
facial recognition under the described application terms. In detail, the following
should be developed:

1.Prototype-based methods and procedures for the identification of an aim
person or personal group based on one or several prototypes obtained
from pictures of the target person or target personal group without that
the system on several picture sequences about likelihood must be trained.

2.Methods and procedures which allow it from a picture of the person
(passport photo or photo of an observation) on site or fast to generate a
prototype picture, which includes aging processes of the person and
different perspectives and eliminates covers of clothes must be included
without special facilities of the forensic disciplines.

3.To be able to learn methods and procedures to the generalization about
case uses around the model for the facial recognition under these
application terms.

• People reidentification

This task is aimed at devising techniques for the re-identification of people in
videos captured by different cameras. In many outdoor and indoor environments,
different cameras are present to monitor a given area (e.g., in a given street, you can
find cameras operated by shops, banks, etc., or by the municipal police). The
development of reidentification techniques allows tracking a subject that exits from
the field of view of a camera and enters into the field of view of another camera
placed in the neighborhood.
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3.6 Speech and audio processing

A significant portion the data collected by law enforcement agencies are speech,
sound and audio files.

Similarity, case-based reasoning, compressive reasoning and sensing-based
novel methods for speech and audio recognition using both temporal and frequency
domain information will be developed. Similarity learning, case generalization and
case storage and compressive learning and sensing will allow the handling of very
large amount (terabytes) of data.

• Speech and audio representation

Development of speech and audio representation schemes using both spectral,
wavelet scattering and temporal methods such as delta modulation and zero-
crossing information. This novel representation will be used in all of the above
tasks.

• Case and similarity-based reasoning-based speech and audio recognition

Development of ‘query by example,’ keyword and phrase-based retrieval
schemes using conventional and structural similarity-based methods capable of part
and whole similarity matching. Once the keyword and phrases are detected,
analysts can manually process the proposed retrieval results.

• Compressive reasoning and recognition

Exemplar-based speech, speaker and audio recognition. The resulting scheme
will be computationally efficient, and it will work in the compressed data domain.

3.7 Handwriting recognition

Handwritings constitute another important part of the collected data. The
objective of this work package is to develop computer vision and pattern recogni-
tion methods to identify and recognize the large volumes of unconstrained hand-
written text to assist the experts.

Methods will be developed not only for writer identification which is a very
important task in forensic applications but also for automatic recognition of the text
found in the environment such as notes and letters written by the subject or the
scene text in the photos taken, such as the shop labels and billboards.

Image enhancement techniques will be carefully applied to reduce the noise
without deforming the original data. Alternative to character-based systems, word-
based systems will be developed to read the text ‘in the wild’ using methods
inspired from object detection and recognition literature. Generic image descriptors
such as salient points, gradient histograms and line pairs will be considered for
describing words. Efficient and effective similarity measures will be developed to
match handwritten text in large volumes in a fast manner without losing any
important data.

• Representation of words

Words in handwritten text will be described with advanced visual features used
in generic object recognition. Novel descriptors based on contours, salient points
and shapes will be generated.

• Similarity-based word matching
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formats and produce a tool that will leverage on already available retrieval
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3.6 Speech and audio processing
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• Speech and audio representation

Development of speech and audio representation schemes using both spectral,
wavelet scattering and temporal methods such as delta modulation and zero-
crossing information. This novel representation will be used in all of the above
tasks.

• Case and similarity-based reasoning-based speech and audio recognition

Development of ‘query by example,’ keyword and phrase-based retrieval
schemes using conventional and structural similarity-based methods capable of part
and whole similarity matching. Once the keyword and phrases are detected,
analysts can manually process the proposed retrieval results.

• Compressive reasoning and recognition

Exemplar-based speech, speaker and audio recognition. The resulting scheme
will be computationally efficient, and it will work in the compressed data domain.

3.7 Handwriting recognition

Handwritings constitute another important part of the collected data. The
objective of this work package is to develop computer vision and pattern recogni-
tion methods to identify and recognize the large volumes of unconstrained hand-
written text to assist the experts.

Methods will be developed not only for writer identification which is a very
important task in forensic applications but also for automatic recognition of the text
found in the environment such as notes and letters written by the subject or the
scene text in the photos taken, such as the shop labels and billboards.

Image enhancement techniques will be carefully applied to reduce the noise
without deforming the original data. Alternative to character-based systems, word-
based systems will be developed to read the text ‘in the wild’ using methods
inspired from object detection and recognition literature. Generic image descriptors
such as salient points, gradient histograms and line pairs will be considered for
describing words. Efficient and effective similarity measures will be developed to
match handwritten text in large volumes in a fast manner without losing any
important data.

• Representation of words

Words in handwritten text will be described with advanced visual features used
in generic object recognition. Novel descriptors based on contours, salient points
and shapes will be generated.

• Similarity-based word matching

147

Novel Methods for Forensic Multimedia Data Analysis: Part II
DOI: http://dx.doi.org/10.5772/intechopen.92548



Development of ‘query by example,’ subword, keyword and phrase-based
retrieval schemes using conventional and structural similarity-based methods
capable of part and whole similarity matching.

• Writer identification

Documents will be preprocessed for enhancement and noise removal. Exemplar-
based word and subword matching will be used to identify and verify the writers.
Experts will be provided with a set of results and will be asked for feedback to be
used in an active learning scheme.

• Automatic text recognition

Development of both character and word-based recognition schemes. Manual
effort for labeling data during training will be reduced by learning the relationships
between available handwritten and printed text pairs. Scene text will also be
recognized.

3.8 Novelty detection

The objective is to develop a CBR-based novelty detection method based on a
combination of statistical and similarity-based methods able to handle the different
multimedia data types.

The method will perform novelty detection and handling of the novel cases for
immediately reasoning and new model built up and should consider the incremental
nature of the data. It will update the models incrementally based on MML and MDL
methods.

• State of art on statistical novelty detection methods applicable to multimedia
data types.

Different statistical model methods will be studied and evaluated for the
different multimedia data types. The methods that are applicable to the data types
will be selected.

• Model development for novelty detection classification for multimedia data
types

Taking into account the outcome of Task 8.1, new methods for the different
multimedia data types will be developed and implemented.

• Incremental model learning mechanism based on MDL or MML

The incremental learning mechanism for the updating of the models and feature
description should be developed based on statistical learning methods such as MML
or MDL.

• Incremental data collection mechanism and data base structure

Development of the data base structure for the different multimedia data types.

The incremental data collection mechanism will be developed, taking into
account the data base structure.

• Task management mechanism between the model-based and the similarity-
based unit
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The task management mechanism that can handle the interaction and task
division between the model-based module and the similarity-based module will be
developed, implemented and evaluated.

• Integration into the CBR unit

The developed novelty detection unit will be integrated into the CBR unit and
tested.

3.9 Legal aspects

To provide a clear picture of the current legal framework regulating the process of
gathering, processing, analyzing and integrating multimedia data for security and
judicial purposes at the European (EU Directives and Regulations) and national level.

To specialize the investigation on legal issues related to the use of sensible data
for forensic purposes by the analysis of case studies and EU (ECJ) and national
judgments.

To provide a framework of standards, quality indicators and approaches for the
preservation and validity assessment of digital evidence for forensic purposes.

To support partners in sorting out potential ethical questions, by supporting the
consulting process of the advisory body in solving questions specific to ethics, issues
concerning sensible data processing and, generally, rules limiting the use of per-
sonal data extracted by massive data processing techniques:

• This task aims at providing a deep survey of the legal sources at the national
and European level. The survey will outline the state of the art in EU law,
namely, the first Data Protection Directive (Directive 95/46/EC), and will
investigate the important role played by the European Court of Justice (ECJ) in
its interpretation. The emphasis is on the principle of proportionality—the key
concept in the ECJ’s judgments—that requires that every specific instance of
processing of personal data to be necessary for its concrete purpose. The so-
called proportionality test has three components, which involve an assessment
of a measure’s suitability, necessity and proportionality strictu sensu.
References to the test could be useful for evaluating the legal effects of the
implementation of tools developed by the project. National legislation of the
eight countries participating in the Consortium (FR, DE, IT, BG, GR, SP, TK
and NL) will be collected, analyzed and compared, to provide a complete
picture of the level of harmonization among European countries. The impact of
‘proportionality test’ in national judiciary will be tested.

• The second stepmakes specific reference to the new European rules under
discussion (proposal for aDirective-COM-2012-2110andSec-2012-2072 final) and
its accompanying documents (Impact Assessment by Commission staff working
paper to the Regulation of the European Parliament and of the Council on the
protection of individuals with regard to the processing of personal data and on the
freemovement of such data and to the Directive 72). The implementation process
of the new rules will bemonitored, and their impact (especially the interaction
between regulation andDirective), will be analyzed. Actual changes of the
regulative framework in case of the enactment of the new legislation during the
project life will be explained to partners by training activities.

• Evaluation of digital evidence: this task aims at explaining the concept of
legal validity in the light of digital evidence and at pointing out the criteria
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(e.g. authenticity) on which legal validity of evidences can be assessed; Task 2
will be implemented in two steps and with a strong connection with the WP 2,
by reference to the classification of typologies of data, formats and specific
features.

• Analysis of technical and legal requirements (e.g. ISO Guide 25) for
acquiring, processing, storing and preserving digital evidences, based on the
selection of guidelines and best practices of relevant judicial cases and of
significant literature. (i.e., ENFSI community (http://www.enfsi.org/))

• Analysis of the communication process between the judge, who is the final
evaluator (‘free conviction of the court’) and the expert, who plays the role of a
‘mediator’, expected to provide the basic elements (time, location,
authenticity, etc.) on which the evidence is grounded. The cognitive
background, the communicative interaction, the semantic/terminological
mapping and the reasoning processes will be modeled in an integrated picture;
on this topics Task 9.2 will publish a report that aims at providing the scientific
community with an update and original approach to the methodology for
quality assessment of digital evidence.

3.10 Evaluation

To integrate and test the different components in an application that can easily
be deployed in a computing infrastructure. This task aims to perform integration
testing of the components and building an easily deployable application.

To develop case studies that will illustrate the features of the system. The case
studies will illustrate the need for video and image enhancement, filtering and
assessment, case-based reasoning, multimedia feature extraction, video analysis,
handwriting recognition and novelty detection and illustrate how the system com-
plies with legal requirements.

To evaluate the developed methods in the integrated software solution and to
demonstrate the applicability of the solutions.

Risk mapping on territory, or based on the results of the scenarios, to determine
certain potentially illegal behavior occurrences involving the activation of protec-
tion and security, both in terms of allocation of armed guards and installation of
dedicated electronic equipment;

Support the decision on whether to carry out an intervention and which mode to
adopt, on the basis of the evolution of a given behavioral scenario.

• Identification of a large class of—potentially or effectively—illegal behaviors.

• Registration and selective search of details from an offense scenario

So the solution needs to be evaluated against real life situations.

• Integration and testing

This task will integrate the components produced by the different tasks. This
will require integrating the video and image components, the case-based reasoning
components, the multimedia feature extraction component, the social media text
analytics component, the video analysis and face detection component, the speech
and audio processing component, the handwriting recognition component and the
novelty detection component. The system build will then undergo integration and
testing to ensure that architectural functional and nonfunctional requirements are
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satisfied. The resulting build architecture will be deployable on a cloud computing
infrastructure so that scalability requirements can be tested and shown to meet the
requirements.

• Case applications

This task will develop several case studies that illustrate the use of the system on
real but anonymized data from the law enforcement agencies and end-user
companies. These case studies will illustrate the use of video and image
enhancement filtering and assessment (PMMW images), case-based reasoning
(data provided by all data providers), multimedia feature extraction (data provided
by all data providers), video analysis, handwriting recognition, text analysis and
novelty detection for forensic analysis of multimedia data (data provided by all data
providers). The case studies will also show how the system complies with legal
requirements. The case studies will be incrementally developed through the
different project iterations.

4. Expected results

As the expected result, we will have the following:

• Novel multimedia data acquisition and automatic analysis methods for forensic
multimedia data such as images and videos, text, handwriting, speech and
audio signals and social media data

• A novel toolkit for the automatic and semi-automatic analysis and
interpretation of forensic multimedia data comprised of image enhancement
algorithm

• A forensic case basis in which cases and generalized cases are stored for fast
retrieval and reasoning

• A learning unit and a novelty detection unit for dealing with novel and
formerly unseen data and situations and detecting new task for the standard

• New standards and a new methodology for the analysis of forensic
multimedia data.

The toolkit will be used as benchmark for testing instruments and rules
involving technical skills, operators and courts.

The scenario: the achievement of an effective set of technical solutions and of
(law-compliant) procedural standards is a valuable goal for the ‘global society’,
where cultural interaction, de-territorialization of social behaviors and
interdependency of phenomena (e.g. environment, health, immigration, crimes
prevention, anti-terrorism fight, etc.) require law makers and courts to face the
evolution of social phenomena and their legal effects within a pan-European har-
monized area of justice. European judges tend to adjust the national legal frame-
work by referring to common and shared principles, thus invoking constitutional
rules as higher principles to which anchor case solutions. The problem of adopting
standards of conduct in judicial procedures seems no longer to be a questionable
issue but rather looks like an undeniable fact at the center of a vivid discussion
within the international community of jurists, scholars and courts. In a field of

151

Novel Methods for Forensic Multimedia Data Analysis: Part II
DOI: http://dx.doi.org/10.5772/intechopen.92548



(e.g. authenticity) on which legal validity of evidences can be assessed; Task 2
will be implemented in two steps and with a strong connection with the WP 2,
by reference to the classification of typologies of data, formats and specific
features.

• Analysis of technical and legal requirements (e.g. ISO Guide 25) for
acquiring, processing, storing and preserving digital evidences, based on the
selection of guidelines and best practices of relevant judicial cases and of
significant literature. (i.e., ENFSI community (http://www.enfsi.org/))

• Analysis of the communication process between the judge, who is the final
evaluator (‘free conviction of the court’) and the expert, who plays the role of a
‘mediator’, expected to provide the basic elements (time, location,
authenticity, etc.) on which the evidence is grounded. The cognitive
background, the communicative interaction, the semantic/terminological
mapping and the reasoning processes will be modeled in an integrated picture;
on this topics Task 9.2 will publish a report that aims at providing the scientific
community with an update and original approach to the methodology for
quality assessment of digital evidence.

3.10 Evaluation

To integrate and test the different components in an application that can easily
be deployed in a computing infrastructure. This task aims to perform integration
testing of the components and building an easily deployable application.

To develop case studies that will illustrate the features of the system. The case
studies will illustrate the need for video and image enhancement, filtering and
assessment, case-based reasoning, multimedia feature extraction, video analysis,
handwriting recognition and novelty detection and illustrate how the system com-
plies with legal requirements.

To evaluate the developed methods in the integrated software solution and to
demonstrate the applicability of the solutions.

Risk mapping on territory, or based on the results of the scenarios, to determine
certain potentially illegal behavior occurrences involving the activation of protec-
tion and security, both in terms of allocation of armed guards and installation of
dedicated electronic equipment;

Support the decision on whether to carry out an intervention and which mode to
adopt, on the basis of the evolution of a given behavioral scenario.

• Identification of a large class of—potentially or effectively—illegal behaviors.

• Registration and selective search of details from an offense scenario

So the solution needs to be evaluated against real life situations.

• Integration and testing

This task will integrate the components produced by the different tasks. This
will require integrating the video and image components, the case-based reasoning
components, the multimedia feature extraction component, the social media text
analytics component, the video analysis and face detection component, the speech
and audio processing component, the handwriting recognition component and the
novelty detection component. The system build will then undergo integration and
testing to ensure that architectural functional and nonfunctional requirements are

150

Digital Forensic Science

satisfied. The resulting build architecture will be deployable on a cloud computing
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growing relevance, like digital evidences in the courts, the project will provide
practices of use (cases, tests) and guidelines.

Knowing the procedures, understanding the purposes, and assessing the results.
When touching mostly the sensitive area of ‘public rights’ like freedom, security

and equality, citizens must be ensured that their fundamental rights are secured and
that States’ actions should be directed to their protection against crimes at the
minimum cost of their freedom. In the field of data mining, the question became,
besides the regulative aspects, a matter of ethic. In this field the question is not
simply a matter of what type of data is collected and whether it is relevant but also
how it is collected and by whom. The fact that securely de-identified data can be
collected without consent provided there is a legitimate purpose is a clear argument.
But, still law enforcement agency and courts should have to legitimize the purpose
in a way that citizens can understand. The project will produce public available
reports on the technologies while explaining their use and application by means of
transparent guidelines.

The business-oriented benefits of this project take the form of new techniques
and tools for the analysis of forensic multimedia data that can be marketed as tool
boxes or single software solutions for the specific tasks described in the proposal. It
will make a marked improvement on the solutions currently in use by the compa-
nies involved in the proposed work and will open new markets for those that are not
currently involved in forensics. It is also foreseen to establish new enterprises that
market and further develop the proposed software solutions in the high-technology
field of security. A special marketing and services entity that will advertise the tools
in the security field and among police forces will also be established.

End-users will benefit from the more effective analysis of forensic data based on
the standards and methodology.

5. Conclusions

With this chapter, we finish our work on multimedia forensic data analysis,
which was started in Part I of Forensic Multimedia Data Analysis [1].

Forensic investigations on multimedia evidence usually develop along four
different steps: analysis, selection, evaluation and comparison. During the analysis
step, technicians typically look at huge amounts of different multimedia data
(e.g. hours of video or audio recordings, pages and pages of text, hundreds and
hundreds of pictures) to reconstruct the dynamic of the event and collect any piece
of relevant information. This step obviously requires a lot of time, and many factors
can make it difficult, among which data heterogeneity, quality and quantity are the
most relevant. Afterwards, during the selection step, technicians select and acquire
the most meaningful pieces of information from the different multimedia data (e.g.,
frames from videos, audio fragments and documents). Then, in the evaluation step,
they look for relevant elements in the selected data, which will be further investi-
gated in the comparison step. They can select heads, vehicles, license plates, guns,
sentences, sounds and all other elements that can link a person to the event. The
main problems are the low quality of media data due to high compression, adverse
environmental conditions (e.g., noise and bad lighting condition), camera/object
position and facial expressions. Finally, during the comparison step, technicians
place the extracted elements side by side with a known element of comparison.
From the comparison of general and particular characteristics, the operators
give a level of similarity. In forensic application the use of automatic pattern
recognition system gives poor performance because of the high variability of data
recording. On the other hand, human perception is a great pattern recognition
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system but is characterized by high subjectivity and unknown reproducibility and
performance.

In this chapter, we propose to develop a toolkit of methods and instruments that
will be able to support analysts along all these steps, strongly reducing human
intervention. First of all, it will include instruments to process different kinds of
media data and, possibly, correlate them. This will obviously reduce the time spent
to find the correct instruments for processing the medium at hand. Furthermore, it
comprises preprocessing tools that alleviate, by filtering and enhancement, the
problem of low data quality. In particular, for image and video data, a great help
will come from super-resolution methods that will maximize the information
contained in low-resolution images or videos (e.g., foster the process of face recon-
struction and recognition from blurred images). This feature will greatly support all
the subsequent steps.

Semi-automatic tools will be included to assist human experts in selecting the
most meaningful pieces of data. In particular methods for the selection of frames
from videos, images from large databases, keywords from text documents and
pieces from audio signals will be developed for a first skimming of huge amounts
of data according to criteria specified by the users. To this end, a great advantage
will come from organizing feature extraction methods, which will also allow
users to relate different types of media and operate on them contemporarily,
when possible.

For evaluation and comparison, a toolkit will comprise advanced (semi-)auto-
mated instruments for different media processing so as to allow person and object
retrieval, identification and recognition, writer identification, automatic handwrit-
ing recognition, speech and speaker recognition. All these methods will address the
problem of recognition in the wild, going strongly beyond the current state of the
art. Using the toolkit will ensure the reproducibility of the analysis and foster
operators’ objectivity.

Finally, the case-based approach will ensure that the knowledge acquired during
each investigation will be suitably summarized, generalized and stored so as to be
profitably reused in other investigations.

Taken as a whole, the toolkit will dramatically reduce efforts spent by operators
in tedious and time-consuming tasks, such as retrieving and selecting multimedia
data, thus focusing them on much more important investigations. Currently, there
is no other toolkit on the market that addresses the analysis of different types of
media and has such a broad range of applications. Usually, different and not inte-
grated solutions are developed to tackle specific problems on single-modality data.

A fundamental concern in forensic investigation is the legal validity of evidence.
We will deeply survey the legal frameworks at the national and European level, thus
obtaining a clear picture of the legal hurdles governing data extraction, integration
and use. Criteria and rules to evaluate digital evidence will be investigated; stan-
dards for analysis, production and usability will be acquired and, if necessary,
extended. The results produced by the toolkit will then be appropriate in different
national and international courts.

• Validity of data as proofs of evidence, guaranteed by the evidence usability
criteria

• Objectivity of data analysis, ensured by the use of mathematical methods well
documented and explained

• Traceability of the methods applied, obtained by logging all the tools selected
and applied to each type of media
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main problems are the low quality of media data due to high compression, adverse
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comprises preprocessing tools that alleviate, by filtering and enhancement, the
problem of low data quality. In particular, for image and video data, a great help
will come from super-resolution methods that will maximize the information
contained in low-resolution images or videos (e.g., foster the process of face recon-
struction and recognition from blurred images). This feature will greatly support all
the subsequent steps.

Semi-automatic tools will be included to assist human experts in selecting the
most meaningful pieces of data. In particular methods for the selection of frames
from videos, images from large databases, keywords from text documents and
pieces from audio signals will be developed for a first skimming of huge amounts
of data according to criteria specified by the users. To this end, a great advantage
will come from organizing feature extraction methods, which will also allow
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problem of recognition in the wild, going strongly beyond the current state of the
art. Using the toolkit will ensure the reproducibility of the analysis and foster
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in tedious and time-consuming tasks, such as retrieving and selecting multimedia
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is no other toolkit on the market that addresses the analysis of different types of
media and has such a broad range of applications. Usually, different and not inte-
grated solutions are developed to tackle specific problems on single-modality data.
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documented and explained

• Traceability of the methods applied, obtained by logging all the tools selected
and applied to each type of media

153

Novel Methods for Forensic Multimedia Data Analysis: Part II
DOI: http://dx.doi.org/10.5772/intechopen.92548



• Reproducibility of the investigation process

Standardization will be particularly promoted by two main outcomes:

• The case base, which will foster the spreading of similar procedures and
protocols, since successful solutions will be stored and efficiently reused to
support novel cases

• The feature ontological model, which will enable reproducibility and
shareability of the features that can be extracted from multimedia data in
different scenarios

ICT solutions such as our proposed toolkit put a big value in forensic activities,
since they enable analysts to obtain a sound identification, preservation, recovery
and presentation of facts and opinions pertinent to an investigation. The awareness
of this capability has been spreading in the last years, and several research initia-
tives and industries have been focusing on forensic informatics.
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Chapter 9

Explainable Artificial Intelligence
for Digital Forensics:
Opportunities, Challenges and a
Drug Testing Case Study
Louise Kelly, Swati Sachan, Lei Ni, Fatima Almaghrabi,
Richard Allmendinger and Yu-Wang Chen

Abstract

Forensic analysis is typically a complex and time-consuming process requiring
forensic investigators to collect and analyse different pieces of evidence to arrive at
a solid recommendation. Our interest lies in forensic drug testing, where evidence
comprises a multitude of experimentally obtained data from samples (e.g. hair or
nails), occasionally combined with questionnaire data, with a goal of quantifying
the likelihood of drug use. The availability of intelligent data-driven technologies
can support holistic decision-making in such scenarios, but this needs to be done in
a transparent fashion (as opposed to using black-box models). To this end, this book
chapter investigates the opportunities and challenges of developing interactive and
eXplainable Artificial Intelligence (XAI) systems to support digital forensics and
automate the decision-making process to enable fast and reliable generation of
evidence for the court of law. Relevant XAI techniques and their applications in
forensic testing, including feature section, missing data handling, XAI for multi-
criteria and interactive learning, are discussed in detail. A case study on a forensic
science company is used to demonstrate the real challenges of forensic reporting
and potential for making use of forensic data to pave the way for future research
towards XAI-driven digital forensics.

Keywords: digital forensics, drug testing, machine learning, explainable AI,
decision-making, automation

1. Introduction

The primary focus of forensic analysis is the acquisition of accurate and reliable
evidence through the utilisation of methodologies that have proven consistent and
trustworthy across the domain [1]. The evidence is presented to the court of law
and the prosecutor must be satisfied with its reliability, credibility and admissibil-
ity. Forensic evidence can be extremely sensitive and dangerous for law enforce-
ment to handle and the use of incorrect or unreliable evidence threatens the safety
of justice.
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Digital forensics (DF) was introduced as a means of digitally making use of
forensic data for both the discovery and interpretation of electronic evidence [2].
This area has become increasingly important with the surge in the volume, variety
and velocity of forensic data. Currently, the major challenges faced by DF investi-
gators are an increase in the number of cases and the complexity of cases [1]. The
increase in cases could be due to a societal shift towards faith in DF techniques, with
the common belief being that advanced tools are highly useful in skilfully extracting
and using forensic information [2]. The increasing complexity of cases is simply a
result of advances in technology, storage and applications [1]. Another challenge for
DF investigators is the requirement for fast turnaround. Due to the nature of
forensic inquiries, investigators wish to have faster, more advanced and more
accurate tools, in order to prevent any setbacks that could adversely affect the case.
Furthermore, it is expected that new challenges will arise for DF in the near future
as pointed out by Mazurczyk et al. [3], p. 10: ‘modern digital forensics is a
multidisciplinary effort that embraces several fields, including law, computer sci-
ence, finance, networking, data mining and criminal justice’.

Artificial Intelligence (AI) is a technology that has been used for many decades,
with growing importance in the modern day due to its uses for learning and rea-
soning. AI methods are extremely capable of learning and solving complex compu-
tational problems and have subsequently been considered crucial for future
developments; from explaining the reasoning process of expert systems, to
recognising patterns in artificial neural networks [4, 5]. Although AI models have
been developed to support parts of the court cases, current judiciary systems may
raise concerns over the reliability of decisions made by AI models. Moreover, these
models can be useful but only when explained to judges and jurors, such as in a
study by Vlek et al. [6] where they used scenario scheme idioms to construct
Bayesian Networks (BN), in order to make the network easier to understand. This
method attempted to explain why certain modelling choices were made as well as
why the network arrived at the final output, given the choices made along the way.
Another paper by Timmer et al. [7] used BNs to formalise the relationship between
the hypothesis and the evidence presented in the network, and the authors derived
a support graph to assist with interpretation of the BN, which could then be used for
argument and evidence about the case.

In view of the importance of explainability, there emerges XAI, a collection of AI
methods that focuses on producing outputs and recommendations that can be
understood and interpreted by human experts. A focus of the AI community at the
moment is to develop XAI methods that have a good balance between both trans-
parency and explainability as well as power, performance and accuracy [8]. The
application of XAI models to DF problems is scarce but would open up the possi-
bility of using computer-based analysis for evidence in courts of law. It could
become an extremely powerful tool for helping judges and jurors make decisions in
the presence of many interconnected pieces of evidence.

This chapter investigates the opportunities and challenges of applying XAI to
support DF. First, this chapter discusses DF and the applications of AI in the
forensics domain. Second, it reviews existing literature on XAI, feature selection
methods built on various types of variables such as images and electrodermal
activity for drug and alcohol testing, missing data handling techniques and XAI
for multi-criteria and interactive learning and their implementation in DF.
Third, it discusses a current case study on drug testing that includes problem
formulation, a description of the forensics data collected from questionnaires
and analytical testing, and the high-level decision-making process for drug
screening. Finally, the chapter presents a conclusion drawn from this study and
further work.
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2. Background

This section puts this chapter in context by reviewing the area of XAI and its
application to DF, and discussing several data-related challenges one may need to
address to make the most out of XAI methods, such as dealing with a large number
of variables/features, missing data, multiple (conflicting) output criteria and inter-
actions between the AI system and the practitioner.

2.1 XAI and its application in digital forensics

With ML being the core technology, AI systems have made remarkable achieve-
ments in solving increasingly complex computational tasks and making them criti-
cal aspects of the future development of human society [4]. However in case of ML
algorithmic models pursuing prediction accuracy and becoming increasingly
opaque, the explainability becomes problematic for black-box techniques such as
ensemble methods and deep neural networks [9].

To address the trade-off between interpretability andmodel performance, post-hoc
interpretability techniques emerge, which approximate black-box models by tech-
niques such as simplification, feature relevance estimation, or visualisation. Eventu-
ally, the opaque models are turned into glass-box, which achieve a good trade-off
between interpretability and prediction accuracy. Examples of such techniques include
local interpretable model-agnostic explanations (LIME) [10], which explain the pre-
dictions by approximating the opaque black-box model with simple models locally,
and SHapley Additive exPlanations (SHAP) [11], which calculate the contribution of
each feature to the prediction based on three desirable properties (i.e. local accuracy,
missingness and consistency). These techniques are referred to as XAI, which propose
creating a collection of ML techniques that generate more explainable, understandable
and trustworthy models without losing out significantly in prediction accuracy [8].
XAI methods can be classified according to multiple criteria, including intrinsic or post
hoc, model-specific or model-agnostic and local or global interpretability [12].

2.1.1 Intrinsic or post hoc?

This criterion distinguishes whether XAI is achieved intrinsically or post hoc.
Intrinsic interpretability refers to ML models that are interpretable because of their
simple structures (e.g. linear models, tree-based models). Post hoc interpretability
refers to the use of methods like feature importance and partial dependency plots in
explaining the black-box models (e.g. ensemble methods, neural network) after
training.

2.1.2 Model-specific or model-agnostic?

For model-specific techniques, interpretability is incorporated within the inter-
nals (i.e. inherent structure and learning mechanisms) and is limited to specific
models. In contrast, model-agnostic methods, as named, are irrelevant to the inner
processing/structure of the model. They can be seamlessly used on any ML model
and are applied after the model has been trained [12].

2.1.3 Local or global?

The scope of the interpretability, global to the model or local to the prediction, is
another important criterion [10]. Global interpretability refers to the entire model
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behaviour and answers ‘show does the trained model make predictions?’. Local
interpretation methods explain a single prediction which influences a user’s confi-
dence in the prediction and consequently, the user’s action.

DF, which requires the intelligent analysis of large amounts of complex data, is
benefiting from AI. Mitchell [5] reviewed some of the basic AI techniques that have
been applied to the DF arena. These include expert systems in explaining the
reasoning process, Artificial Neural Network (ANN) in pattern recognition, and
decision trees acting as learning the rules for pattern classification and expert
system. Irons and Lallie [13] also identified the use of AI techniques to automate
aspects like identification, gathering, preservation and analysis of evidence in DF
process. In recent years, the importance and requirement of using explainable
methods which achieve both the robustness of algorithms and transparency of
reasoning have been increasingly acknowledged in DF. Interpretable ML classifiers
like decision trees and rule-based models have been commonly applied to DF
problem [14, 15]. To explain a legal case, the community has also applied the idea of
BN [6, 7]. AfzaliSeresht et al. [16] presented an XAI model in which event-based
rules are created to generate stories for detecting patterns in security event logs for
assisting forensic investigators. Mahajan et al. [17] applied LIME towards toxic
comment classification in cyber forensics and achieved both high accuracy and
interpretability compared to various ML models. However, in terms of automated
decision-making in DF, there are very few works that have been made to make it
explainable. Figure 1 provides the classification of XAI techniques and their recent
applications in DF.

2.2 Feature selection and dimensionality reduction

The increase in the availability of data due to a push in digitisation has led to
high-dimensional data sets for training and testing AI algorithms. However, the

Figure 1.
Classification of XAI techniques and selected applications in DF.
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amount of available data is just as important as the quality of the data. To ensure
high-quality data is being filtered out from redundant, irrelevant, or noisy data
[18], one can apply feature selection. Selecting the most relevant features has been
shown to increase prediction accuracy, since it simplifies the model [19] and
removes redundant in features [20]. However, the situation of having too little data
needs to be avoided where possible to reduce the risk of overfitting, which occurs
when a function is too closely fit to a limited set of data points. It is worthwhile
highlighting the difference between feature selection and dimensionality reduction:
while both methods reduce the number of features in a dataset, feature selection is
achieving this by simply selecting and excluding given features without changing
them, dimensionality reduction transforms features into a lower dimension. Our
focus is more on feature selection methods. However, commonly used dimension-
ality reduction methods include Principal Component Analysis (PCA), Random
Projection, Partial Least Squares and Information Gain.

Feature selection methods are categorised in Figure 2 according to their process
of ranking features into filter, wrapper and embedded techniques [21]. Filter
methods are techniques that rank the relationship of features with an outcome
without learning a model, such as Separability and Correlation Analysis (SEPCOR)
[20]. Univariate filters calculate the ranking for each individual feature, while
multivariate filters compute the ranking based on the correlation between the vari-
ables or between the variables and the outcome [22]. Wrapper techniques select
features by comparing all the combinations of the included features before starting

Figure 2.
Classification of feature selection techniques.
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the prediction model, to find the most accurately predictive one [22]. Wrapper
techniques are more computationally expensive than filters; however, they gener-
ally produce more accurate results. Finally, embedded methods are classifier-
dependent selection methods, where the selection is built based on the classifiers’
chosen hypotheses [23].

Many comparative studies have been performed to find the best feature selec-
tion technique for high-dimensional data. For example, Hua et al. [24] compared a
wide range of feature selection techniques for a variety of high-dimensional
datasets. The authors followed a two-stage feature selection process to reduce
computational time. In the first stage, feature selection methods that are indepen-
dent from the classification process were applied. Following that, a further feature
selection was implemented through classifier-specific feature selection techniques.
The results show that wrapper methods have better performance in datasets with
large samples, and filters have generally equal error trend. One of the main conclu-
sions of their paper is that there is no feature selection technique performed best
across all datasets. Another review of feature selection methods for high-
dimensional datasets, which focused on filters, was conducted by Ferreira and
Figueiredo [25]. The authors compared, amongst others, the following feature
selection techniques for supervised learning: ReliefF, correlation-based filter selec-
tion, fast correlation-based filter, Fisher’s ratio and minimum redundancy maxi-
mum relevance. Other solutions to tackle high-dimensionality in feature selection
are the choice of an adequate evaluation criteria, such as predictive measures
designed for small sample datasets and ensemble feature selection methods, includ-
ing combining multiple feature selection methods and boosting [26].

Table 1 provides an overview of different feature selection methods applied to
forensic science applications. Shri and Sriraam [20] formulated a feature extraction
and feature selection problem to detect the difference between alcoholics and con-
trol groups through measuring the impact of the use of alcohol in multichannel EEG
signal regions. Feature subset selection was performed using separability and cor-
relation analysis, which was proposed in the paper. The results illustrate that the
introduced technique improved prediction accuracy, and further validation using

Forensic
application

Type of
feature
selection

Algorithm Type of data Reference

Alcohol testing Filter method Separability and
correlation analysis

EEG signals, eye blink
artefact and motion artefact

[20]

Feature ranking using
area under the curve

Continuous data [27]

Feature ranking using
area under the curve

Categorical and continuous
data

[28]

Linear Discriminant
Analysis (LDA)

Images [29]

Screening
substance use
disorder

A discriminant
function analysis

Categorical and continuous
data

[30]

Drug testing Linear Discriminant
Analysis (LDA)

Mass spectral data [31]

Wrapper
method

Exhaustive search
method

Continuous and time
domain features

[32]

Table 1.
Selected applications of feature selection techniques in forensic research.
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other classifiers and cross-validation is recommended. Another feature selection
technique to enhance screening of alcohol use disorder was introduced by Mumtaz
et al. [27]. The EEG features were recorded in 5-minutes eyes open and 5-minutes
eyes closed segments. The implemented feature selection takes two steps. First, the
relevance of each feature to the outcome is calculated using the ROC. Then, Markov
blanket filtering combined with the ROC is used to remove redundant features. The
second step has a high computational cost, which is one of the drawbacks of this
method. The paper found that the inter-hemispheric coherence between the brain
regions ranked the highest in classifying alcohol use disorder (AUD). Mumtaz et al.
[28] designed a rank-based feature selection technique in response to the high-
dimensionality in the dataset. Feature ranking was computed based on the area
under the curve of that feature and represented the relevance of the feature to the
outcome. The minimum number of features was chosen by adding the features to
the model sequentially, starting from the highest-ranked features.

Another alcohol use detection method based on thermal infrared facial images
was examined in [29]. The dimensionality reduction was carried out using PCA
combined with Linear Discriminant Analysis (LDA) [33]. It was shown that LDA
worked well if the data had no missing data [34]. In an application for feature
selection [30], applied discriminant function analysis for substance use disorder
detection. This disorder is usually related to P3 amplitude,1 addiction severity and
impulsivity in predicting treatment completion. The research found that the P3
amplitude accounts for more variance compared to other variables.

Mahmud et al. [32] designed a method for quick detection of opioid intake using
wrist-worn biosensor-generated data. The exhaustive search method was applied to
seek a set of variables that achieved the highest accuracy. It helped to minimise the
computational time and increased the prediction accuracy and sensitivity. Feature
selection methods have also been applied to identify illegal drugs [31]. PCA
followed by LDA was implemented for drug isomer differentiation. Three feature
selection models that were tested included the full spectrum, exclusion of selected
masses and the selected region, where ions are expected to contribute to the iso-
meric difference.

To summarise, feature selection methods have been implemented in forensic
research and particularly for the detection of substance use. Their application
covers various types of data, including images, EEG signals and time-series. Most of
the reviewed methods were based on a filters approach. However, since most of
these applications have selected the features for classification purposes, embedded
techniques are designed to integrate the selection in the classification process.
Therefore, it is important to investigate other embedded and wrapper feature
selection methods.

2.3 Missing data

Forensic data contains a large number of features. A proportion of information
in these features could be missing, which would reflect a different level of uncer-
tainty because they are measured independently in laboratories [35]. High-
dimensional forensic data presents challenges in establishing unbiased estimation
and inference of ML models. Missing and uncertain forensic data must be treated in
the data preprocessing stage, before the development of ML models. The deletion of
incomplete instances and imputation of missing data is the most frequently used

1 The P3 is a positive deflection of EEG that occurs when a low probability novel, target, or oddball

stimulus is presented within a sequence of high probability non-targets or standards [30].
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the prediction model, to find the most accurately predictive one [22]. Wrapper
techniques are more computationally expensive than filters; however, they gener-
ally produce more accurate results. Finally, embedded methods are classifier-
dependent selection methods, where the selection is built based on the classifiers’
chosen hypotheses [23].

Many comparative studies have been performed to find the best feature selec-
tion technique for high-dimensional data. For example, Hua et al. [24] compared a
wide range of feature selection techniques for a variety of high-dimensional
datasets. The authors followed a two-stage feature selection process to reduce
computational time. In the first stage, feature selection methods that are indepen-
dent from the classification process were applied. Following that, a further feature
selection was implemented through classifier-specific feature selection techniques.
The results show that wrapper methods have better performance in datasets with
large samples, and filters have generally equal error trend. One of the main conclu-
sions of their paper is that there is no feature selection technique performed best
across all datasets. Another review of feature selection methods for high-
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tion, fast correlation-based filter, Fisher’s ratio and minimum redundancy maxi-
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Table 1 provides an overview of different feature selection methods applied to
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and feature selection problem to detect the difference between alcoholics and con-
trol groups through measuring the impact of the use of alcohol in multichannel EEG
signal regions. Feature subset selection was performed using separability and cor-
relation analysis, which was proposed in the paper. The results illustrate that the
introduced technique improved prediction accuracy, and further validation using

Forensic
application

Type of
feature
selection

Algorithm Type of data Reference

Alcohol testing Filter method Separability and
correlation analysis

EEG signals, eye blink
artefact and motion artefact

[20]

Feature ranking using
area under the curve

Continuous data [27]

Feature ranking using
area under the curve

Categorical and continuous
data

[28]

Linear Discriminant
Analysis (LDA)

Images [29]

Screening
substance use
disorder

A discriminant
function analysis

Categorical and continuous
data

[30]

Drug testing Linear Discriminant
Analysis (LDA)

Mass spectral data [31]

Wrapper
method

Exhaustive search
method

Continuous and time
domain features

[32]

Table 1.
Selected applications of feature selection techniques in forensic research.
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other classifiers and cross-validation is recommended. Another feature selection
technique to enhance screening of alcohol use disorder was introduced by Mumtaz
et al. [27]. The EEG features were recorded in 5-minutes eyes open and 5-minutes
eyes closed segments. The implemented feature selection takes two steps. First, the
relevance of each feature to the outcome is calculated using the ROC. Then, Markov
blanket filtering combined with the ROC is used to remove redundant features. The
second step has a high computational cost, which is one of the drawbacks of this
method. The paper found that the inter-hemispheric coherence between the brain
regions ranked the highest in classifying alcohol use disorder (AUD). Mumtaz et al.
[28] designed a rank-based feature selection technique in response to the high-
dimensionality in the dataset. Feature ranking was computed based on the area
under the curve of that feature and represented the relevance of the feature to the
outcome. The minimum number of features was chosen by adding the features to
the model sequentially, starting from the highest-ranked features.

Another alcohol use detection method based on thermal infrared facial images
was examined in [29]. The dimensionality reduction was carried out using PCA
combined with Linear Discriminant Analysis (LDA) [33]. It was shown that LDA
worked well if the data had no missing data [34]. In an application for feature
selection [30], applied discriminant function analysis for substance use disorder
detection. This disorder is usually related to P3 amplitude,1 addiction severity and
impulsivity in predicting treatment completion. The research found that the P3
amplitude accounts for more variance compared to other variables.

Mahmud et al. [32] designed a method for quick detection of opioid intake using
wrist-worn biosensor-generated data. The exhaustive search method was applied to
seek a set of variables that achieved the highest accuracy. It helped to minimise the
computational time and increased the prediction accuracy and sensitivity. Feature
selection methods have also been applied to identify illegal drugs [31]. PCA
followed by LDA was implemented for drug isomer differentiation. Three feature
selection models that were tested included the full spectrum, exclusion of selected
masses and the selected region, where ions are expected to contribute to the iso-
meric difference.

To summarise, feature selection methods have been implemented in forensic
research and particularly for the detection of substance use. Their application
covers various types of data, including images, EEG signals and time-series. Most of
the reviewed methods were based on a filters approach. However, since most of
these applications have selected the features for classification purposes, embedded
techniques are designed to integrate the selection in the classification process.
Therefore, it is important to investigate other embedded and wrapper feature
selection methods.

2.3 Missing data

Forensic data contains a large number of features. A proportion of information
in these features could be missing, which would reflect a different level of uncer-
tainty because they are measured independently in laboratories [35]. High-
dimensional forensic data presents challenges in establishing unbiased estimation
and inference of ML models. Missing and uncertain forensic data must be treated in
the data preprocessing stage, before the development of ML models. The deletion of
incomplete instances and imputation of missing data is the most frequently used

1 The P3 is a positive deflection of EEG that occurs when a low probability novel, target, or oddball

stimulus is presented within a sequence of high probability non-targets or standards [30].
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method of handling missing data, however the removal of the incomplete instances
results in biased inference due to poor representation of complete samples [36, 37].

Statistical methods based on data imputation are largely utilised to handle miss-
ing data. The basic idea is to replace the missing values with the predicted values
obtained from the observed data. There are three types of missing data—missing
completely at random (MCAR), missing at random (MAR) and missing not at
random (MNAR) [38]. The missingness mechanism by MCAR is independent of
observed and unobserved data whereas, MAR is independent of unobserved data
and dependent on the observed data. The missingness mechanism by MNAR is only
dependent on unobserved data. The forensic datasets are usually MCAR type.

The missing forensics data can be imputed by methods such as Multivariate
imputation by Chained Equations (MICE), Maximum likelihood estimation (MLE),
Random Forest (RF), K-nearest neighbour (KNN) and MICE by Regularised
regression. MICE run a series of regression models whereby each variable with
missing data is modelled conditional upon the other variables in the data [39]. This
implies that each variable can be modelled according to its distribution. The missing
data can be imputed by MLE using the expectation-maximisation (EM) algorithm
[40]. It iteratively solves complete data problems and then intuitively fills the
missing data with the best guess under the current estimate of the unknown
parameters in E-STEP, then re-estimates the parameters from the observed and
filled-in missing data in M-STEP.

The method based on the RF called missForest was presented to impute missing
continuous and categorical attributes [41]. It averages the multiple imputed
unpruned classification or regression trees and estimates the imputation error by
built-in out-of-bag error estimates of RF. A study showed that RF imputation
method has less bias estimate and narrower confidence interval compared to
MICE [42].

KNN imputes the closest instance in a multi-dimensional space by K-nearest
neighbour imputation method. The similarity between two instances is measured
by distance function such as Euclidean distance function. KNN imputation can
handle instances with multiple missing variables without a need for the creation of a
separate predictive model for each variable [43].

However, it suffers from the curse of dimensionality and could be computation-
ally expensive as it searches for similar instances in the entire dataset.

A regularised regression model minimises the loss function by imposing some
penalties. The superiority of regularised regression in terms of biases in imputed
missing values in high-dimensional data is presented in [44]. In MICE by
regularised regression the initial missing data are imputed by a simple method such
as mean or frequency. The new parameters are estimated in the next iteration
through the regression model and then missing values are replaced by predicted
values. These steps are repeated for each variable with missing values. This proce-
dure is conducted iteratively until convergence. After convergence, the final
imputed data is utilised as input in a ML model.

2.4 XAI for multi-criteria problems

XAI techniques have shown promise in solving complex problems with multiple
criteria. For example, decision trees, with tree-like structure in which internal
nodes stand for tests on features and leaf nodes represent a class label [45], have
been used as interpretable supervised classifiers in handling multi-criteria problems
like medical diagnosis [46]. Vuong et al. [47] applied decision trees in forensic
investigation to automatically produce detection rules used by the robotic vehicle in
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cybersecurity based on both cyber criteria (network, CPU, disk data) and physical
features (speed, vibration, power consumption).

While decision trees can be adopted for visual reasons to highlight the most
influential features in a classification process [48], rules have a textual description
and are also readily seen in multi-criteria decision aiding [49]. The most common
rules are IF-THEN which discretise a high-dimensional, multivariate feature space
into a series of simple and explainable decision statements [50]. Karabiyik and
Aggarwal [51] proposed an automated disk forensic investigation tool that leverages
a dynamic knowledge base created using rules in the form of IF-THEN statements.
Belief-rule-base (BRB), an extension of the IF-THEN rule base, has also been used
to address multi-criteria problems [52, 53]. The inference of BRB system is
explained by using the evidential reasoning (ER) approach [54], which allows the
representation of both qualitative and quantitative data by using belief distributions
and the aggregation of belief-based information. In addition to interpretable
models, model-agnostic XAI techniques such as using an extended Shapley Value
[55] and augmentation-based surrogate model [56] have been adopted in the multi-
criteria decision aiding models to further assist in explaining the result of these
models to decision makers.

XAI techniques have also been used to solve decision problems with multiple
objectives. For example, Pessach et al. [57] proposed a comprehensive analytical
framework based on the Variable-Order Bayesian Network (VOBN) model to sup-
port HR recruiters in global recruitment scheme in balancing multiple
organisational objectives. Other XAI techniques/systems developed to solve multi-
objective problems include V2f-MORL (vector value function based multi-objective
deep reinforcement learning) [58] and fuzzy rule-based systems with multi-
objective evolutionary algorithms [59].

Indeed, the goal of XAI techniques is to have the simplest rules which are
understandable for humans without sacrificing the performance, although simplic-
ity and performance are often conflicting objectives [60]. To achieve both accuracy
and comprehensibility, the two important but conflicting classifier properties,
Piltaver et al. [61] proposed multi-objective learning of hybrid classifiers (MOLHC)
algorithm in which the sub-trees in the initial classification decision tree are
replaced with black-box classifiers so that the complete Pareto set of solutions (a set
of solutions that do not dominate each other but are superior to the remaining
solutions in the search space) is more likely to be found. Similarly, with objectives
of maximising the model ability while minimising the complexity, Evans et al. [60]
used multi-objective genetic programming, another tree-based construction
method in which trees are evolved from a population of candidates rather than
constructed greedily in a top-down manner, to construct model-agnostic represen-
tation of black-box estimators.

2.5 XAI in interactive learning

Interactive ML is an iterative process of learning that includes the interaction
between humans and ML methods [62]. It has been applied for multiple purposes,
such as visual analytics [63], interactive model analysis [64] and event sequence
analysis [65]. Jiang et al. [62] reviewed recent research in interactive ML and its
application to solve a variety of tasks, discussed research challenges and suggested
future work in the area. One of the recommendations for future work is to combine
XAI with interactive ML. For example, complex ML algorithms can be simplified by
using easy to understand algorithms, which helps the process of model building and
parameter tuning.
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ally expensive as it searches for similar instances in the entire dataset.
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regularised regression the initial missing data are imputed by a simple method such
as mean or frequency. The new parameters are estimated in the next iteration
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imputed data is utilised as input in a ML model.
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XAI techniques have shown promise in solving complex problems with multiple
criteria. For example, decision trees, with tree-like structure in which internal
nodes stand for tests on features and leaf nodes represent a class label [45], have
been used as interpretable supervised classifiers in handling multi-criteria problems
like medical diagnosis [46]. Vuong et al. [47] applied decision trees in forensic
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cybersecurity based on both cyber criteria (network, CPU, disk data) and physical
features (speed, vibration, power consumption).

While decision trees can be adopted for visual reasons to highlight the most
influential features in a classification process [48], rules have a textual description
and are also readily seen in multi-criteria decision aiding [49]. The most common
rules are IF-THEN which discretise a high-dimensional, multivariate feature space
into a series of simple and explainable decision statements [50]. Karabiyik and
Aggarwal [51] proposed an automated disk forensic investigation tool that leverages
a dynamic knowledge base created using rules in the form of IF-THEN statements.
Belief-rule-base (BRB), an extension of the IF-THEN rule base, has also been used
to address multi-criteria problems [52, 53]. The inference of BRB system is
explained by using the evidential reasoning (ER) approach [54], which allows the
representation of both qualitative and quantitative data by using belief distributions
and the aggregation of belief-based information. In addition to interpretable
models, model-agnostic XAI techniques such as using an extended Shapley Value
[55] and augmentation-based surrogate model [56] have been adopted in the multi-
criteria decision aiding models to further assist in explaining the result of these
models to decision makers.

XAI techniques have also been used to solve decision problems with multiple
objectives. For example, Pessach et al. [57] proposed a comprehensive analytical
framework based on the Variable-Order Bayesian Network (VOBN) model to sup-
port HR recruiters in global recruitment scheme in balancing multiple
organisational objectives. Other XAI techniques/systems developed to solve multi-
objective problems include V2f-MORL (vector value function based multi-objective
deep reinforcement learning) [58] and fuzzy rule-based systems with multi-
objective evolutionary algorithms [59].

Indeed, the goal of XAI techniques is to have the simplest rules which are
understandable for humans without sacrificing the performance, although simplic-
ity and performance are often conflicting objectives [60]. To achieve both accuracy
and comprehensibility, the two important but conflicting classifier properties,
Piltaver et al. [61] proposed multi-objective learning of hybrid classifiers (MOLHC)
algorithm in which the sub-trees in the initial classification decision tree are
replaced with black-box classifiers so that the complete Pareto set of solutions (a set
of solutions that do not dominate each other but are superior to the remaining
solutions in the search space) is more likely to be found. Similarly, with objectives
of maximising the model ability while minimising the complexity, Evans et al. [60]
used multi-objective genetic programming, another tree-based construction
method in which trees are evolved from a population of candidates rather than
constructed greedily in a top-down manner, to construct model-agnostic represen-
tation of black-box estimators.

2.5 XAI in interactive learning

Interactive ML is an iterative process of learning that includes the interaction
between humans and ML methods [62]. It has been applied for multiple purposes,
such as visual analytics [63], interactive model analysis [64] and event sequence
analysis [65]. Jiang et al. [62] reviewed recent research in interactive ML and its
application to solve a variety of tasks, discussed research challenges and suggested
future work in the area. One of the recommendations for future work is to combine
XAI with interactive ML. For example, complex ML algorithms can be simplified by
using easy to understand algorithms, which helps the process of model building and
parameter tuning.
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Previous research combining XAI with interactive learning was done, for exam-
ple, by Spinner et al. [63]. This research used XAI to explain the output of a ML
algorithm, searches for limitations within the models and optimises them. In addi-
tion, global monitoring and steering mechanisms were applied. A user study with
nine participants was included to test the system, and the results indicated positive
feedback from the users. Many other applications of XAI for interactive ML were
applied in the form of visual analytics. A modular visual analytics framework was
developed for topic modelling, which allows users to compare, evaluate and
optimise topic models using a visual analytics dashboard [66]. The design of the
framework is interpretable by users and adjusts to their optimisation goal, which
is based on time-budget, analysis goal, expertise and the noisiness of the document
collection.

A review of visual interaction, supporting dimensionality reduction systems and
covering interpretable models, was conducted by Sacha et al. [67]. The paper
constructed seven possible scenarios for the application of interactive ML in
dimensionality reduction. These scenarios included: interactive feature selection,
dimensionality reduction parameter tuning, defining constraints and dimensional-
ity reduction type selection. The paper found that some of the previous studies
investigated a combination of these scenarios and the maximum number of com-
bined scenarios in a paper was four. The paper also observed that some of these
scenarios were studied more in the literature, such as the feature selection, data
selection and parameter tuning scenarios. The application of XAI for interactive
learning in forensic science has not been explored yet but it is easy to see that this
approach can be beneficial in this domain; for example, where collection of evi-
dence can be controlled (e.g. if is obtained experimentally) but is expensive and/or
time-consuming, then a suitable approach may be to use XAI in an interactive
fashion with a user, who can decide to terminate evidence collection prematurely
upon retrieval of sufficient evidence.

3. Case study

This case study describes the process of forensic investigation by experts from
an existing forensic science company. It will explore the challenges faced by foren-
sic experts in making decisions based on factual and heuristic knowledge gained
through years of experience. It will discuss the opportunity to utilise the forensic
data to develop an interpretable and trustworthy system for automation of the
decision-making process [68–77].

3.1 Reporting challenges faced by forensic experts

Currently, a trained expert in this company makes a decision based on a combi-
nation of factors, including the analysis of the testing sample and other, external
factors such as chemical treatments and more. The expert then produces a report
explaining the reasoning behind their decision, outlining different standards and
classifying their decisions into one of a plurality of outcomes surrounding likelihood
of drug use and exposure to drugs.

The decision regarding likelihood of drug use or exposure is based on a multi-
tude of considerations, including the level of drug detected, the specific metabo-
lites, the client’s self-declarations and many more factors. When the decision
process and report writing is conducted by individual experts, there can be some
variability in the final decisions and reports that are produced. One of the main
reasons for this is the high volume of features to be taken into consideration, which
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may all have different levels of importance. Another is that with so many features, it
is not possible to cover every potential case that may arise and therefore it is
difficult to set specific guidelines for the experts to follow. There is also the poten-
tial for subjectivity of the expert when making the final decision—an issue which is
difficult to eradicate when relying on human judgement. This can result in dis-
agreement amongst individual experts, or uncertainty where experts may find it
difficult to draw conclusions based on the evidence provided. Such differences in
subjectivity could be due to personal experience, length of time in the role, previous
encounters in different cases and many other potential effects.

When a metabolite is detected the machine generates information on the
amount that was present in the sample or, in other words, the level. This is a
continuous value which can be used by the experts to make decisions on whether
the client was using a particular substance, whether they were exposed or if the
client has not been in contact with a drug at all. The levels at which the expert
defines use or exposure are up for debate. It can be difficult for them to pinpoint
exact values where the judgement tips from likely exposure to likely use, and
further problems arise when considering different levels within each category (e.g.
highly likely, likely, etc.). Without set levels experts are using their own judgement
to decide which category the client falls into, which again leaves room for disagree-
ment across the board.

The most significant problem from a business-efficiency point of view is the
length of time that it takes to write a report. A significant increase of new report
instructions has resulted in the need for automation, as the current personnel are
under high levels of pressure and demand for quick turnaround.

The need for automation is therefore not only to improve accuracy and reliabil-
ity, but also to speed up delivery times and free up the time of the experts to allow
them to undertake other key responsibilities such as research, training and dealing
with abnormal cases. The current problem requires a system for automatic decision-
making and report writing for the outcome of drug testing, to produce reports
suitable for presentation in legal cases.

3.2 Forensic data

The features in the forensic data are collected through a combination of ques-
tionnaire data—which is completed by the client being tested—and the outcome of
tests using forensic laboratory equipment. Each row represents an individual case
and each column represents a feature. The forensic investigator collects the essential
evidence such as hair and nails, as well as carrying out a structured questionnaire.
The questionnaire consists of a number of sections, with a combination of multiple-
choice options and Likert scale questions. The document collects information about
medical history, drug and alcohol use, hair and nail care.

Hair and nail samples are an easy, non-invasive way of collecting the evidence
required to detect the chemical and biological substances, which identify substance
use or exposure. Depending on hair growth and the length of strands this can show
up to 1 year of drug history, although typically only a maximum of 6 months is used
during testing. Body hair is taken if there is less than 1 cm of hair available on the
scalp. A nail sample is taken if scalp and body hair are both unavailable and can
show up to 3–6 month of drug history. The evidence from hair and nail samples may
fail the forensic test (false-negative results) if a suspect repeatedly cuts hair and
nails, or uses certain chemical treatments. The forensic data from the questionnaire
could gather missing features when some of the follow-up questions do not apply to
a client. For example, follow-up questions for pregnancy would only apply only to
females. The data could also be subject to inconsistencies due to inaccurate or false
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tude of considerations, including the level of drug detected, the specific metabo-
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process and report writing is conducted by individual experts, there can be some
variability in the final decisions and reports that are produced. One of the main
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may all have different levels of importance. Another is that with so many features, it
is not possible to cover every potential case that may arise and therefore it is
difficult to set specific guidelines for the experts to follow. There is also the poten-
tial for subjectivity of the expert when making the final decision—an issue which is
difficult to eradicate when relying on human judgement. This can result in dis-
agreement amongst individual experts, or uncertainty where experts may find it
difficult to draw conclusions based on the evidence provided. Such differences in
subjectivity could be due to personal experience, length of time in the role, previous
encounters in different cases and many other potential effects.
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amount that was present in the sample or, in other words, the level. This is a
continuous value which can be used by the experts to make decisions on whether
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client has not been in contact with a drug at all. The levels at which the expert
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further problems arise when considering different levels within each category (e.g.
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to decide which category the client falls into, which again leaves room for disagree-
ment across the board.

The most significant problem from a business-efficiency point of view is the
length of time that it takes to write a report. A significant increase of new report
instructions has resulted in the need for automation, as the current personnel are
under high levels of pressure and demand for quick turnaround.
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ity, but also to speed up delivery times and free up the time of the experts to allow
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required to detect the chemical and biological substances, which identify substance
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during testing. Body hair is taken if there is less than 1 cm of hair available on the
scalp. A nail sample is taken if scalp and body hair are both unavailable and can
show up to 3–6 month of drug history. The evidence from hair and nail samples may
fail the forensic test (false-negative results) if a suspect repeatedly cuts hair and
nails, or uses certain chemical treatments. The forensic data from the questionnaire
could gather missing features when some of the follow-up questions do not apply to
a client. For example, follow-up questions for pregnancy would only apply only to
females. The data could also be subject to inconsistencies due to inaccurate or false
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self-reporting. This could be due to inability to remember and answer the questions.
Drug and alcohol intoxication can inhibit memory alone, making it difficult to
obtain accurate information on both the quantity of the substance used/exposed to,
and the number of days use/exposure, as the client is asked to recall over a period of
up to 12 months. The analytical data collected through forensic laboratory tests
could also be missing if the metabolites are not present in the client’s body, as this
would mean further testing is not required. The reason for this is that the testing
equipment looks for every possible substance in the sample, rather than selecting
those that have been instructed for analysis. The false-positive and false-negative
test results affect the data quality. It could be due to external contamination in hair
and nail samples, or having little to no body hair.

This type of forensic data can be used to develop decision support tools to fully
automate the decision-making process and validation of the experts’ assessments
against empirical data. The XAI model supports complex decision-making and can
process large amount of data in minutes. The steps for the development of auto-
mated decision-making system in the forensic investigation are shown in Figure 3,
where the relevant techniques are described in detail in Section 2 of this chapter.

3.3 Decision-making process for testing Drug X

The decision-making process for testing Drug X2 follows a hierarchical structure
with binary outcomes, which has been simplified into a small decision tree shown in
Figure 4. The specific metabolites have been anonymised, instead these have been
renamed as ‘Metabolite 1’, ‘Metabolite 2’ and ‘Metabolite 3’. It is a snapshot of an
interactive-decision-tree that allows visualisation and assessment of the entire
decision-making process followed by an expert when drawing conclusions on
whether or not a client has used or been exposed to Drug X.

First, based on the questionnaire data the expert will check to see whether the
client has declared any use of Drug X in the last 12 months. If this is true then use is
confirmed and no further testing is needed. If use has not been declared, based on
the analytical data which has been extracted from the hair or nail sample, the expert
will consider whether the data shows detection of the Metabolite 1 compound. If
Metabolite 1 is detected, further testing is required to determine the levels of
Metabolite 1 present in different sections of the hair as this will inform the expert
whether the client has used or been exposed to the drug.

If Metabolite 1 is not detected, the expert checks for Metabolite 2. If Metabolite 2
is detected then it is concluded that the client has been exposed, but if it is not

2 Drug X has been used to anonymise the name of the specific drug compound being discussed.

Figure 3.
Automated decision-making process.

170

Digital Forensic Science

detected then the final check is for Metabolite 3. If Metabolite 3 is detected then it is
determined that there is no evidence of use or exposure, but if it is detected then the
decision is either use or exposure. This is dependent on the levels of each metabolite
detected.

4. Conclusion and future work

This chapter has discussed the application of XAI to digital forensics with a
particular focus on forensic drug testing. We provided an overview of data-related
challenges one may face when implementing an XAI solution including a large
number of features (e.g. pieces of evidence), missing data, multiple conflicting
decision criteria and the need for interactive learning. Different techniques for
dealing with these challenges were reviewed and applications in digital forensics
were highlighted. Finally, we outlined a case study on a forensic science company to
demonstrate real challenges of forensic reporting and the potential for XAI to design
a trustworthy automated system to present generated evidence in the court of law.

The chapter proposes important future directions for adopting XAI techniques
to address challenges in digital forensics. These include, first and foremost, the
validation of the manually derived decision trees. It would be interesting to derive
decision trees automatically using the available data. These trees could differ from
the manually derived trees and thus reveal alternative drivers and potential hidden
biases. Another direction is the development of more advanced XAI methods

Figure 4.
Decision process for testing Drug X.
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including belief or fuzzy rule based models. To make these data-driven models
more accurate, one can also investigate systematic ways of merging with knowledge
base and rules provided by experts. Thus, updating the rules can be done in an
interactive fashion, for example as and when new scientific insight from chemistry
becomes available. Certainly, these directions of future research are relevant for
forensics in drug testing but also for digital forensics in general.
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