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Preface

Distillation is one of the most used processes for industrial separation, and is respon-
sible for a great part of energy consumption. The correct design and operation of a
distillation column can lead to large savings of energy. Having sufficient knowledge to
make an efficient column project and establish the best operational conditions needs
experience and many tests. These types of tests can be very expensive, and is one of
the reasons why it is justified to use process simulation tools, because with simulation
tools various virtual tests and process changes can be evaluated at a reduced cost.

A mathematical model is necessary for making a simulation and consequently many
simulations are necessary for the optimization of a process. However, the math-
ematical model must correctly represent the quantities and reflect the state of the
studied system, so that simulation and optimization can succeed. During math-
ematical model construction an engineer must attempt to make the model simpler. 
This can be done without significant loss of capacity of system properties behavior.

The book is divided into four main sections. The first section contains the introduc-
tory chapter.  The second section has two chapters dealing with the modeling of the
distillation process using solar distillation and batch distillation. The third section
has two chapters that discuss topics related to phase equilibrium modeling and sim-
ulation, very important steps of distillation process modeling. The last section deals
with the modeling, simulation, and optimization of reactive distillation processes, a
technique combining both reaction and separation in a single unit operation.

The importance of distillation can be reflected by the number of variations of the
process, e.g., batch distillation, solar distillation, vacuum distillation, steam distil-
lation, and fractional distillation. In some cases the mixture being distillated creates
a problem in the separation process leading to modifications such as extractive
distillation, azeotropic distillation, etc.  Attempts to improve product quality can be
done by the addition of, e.g., pump-around, side-stripper, etc. Energy saving can
be attained by strategies such as vapor compression and vapor recompression. One
of the most successful variants of distillation is reactive distillation (also known
as reactive distillation with side reactors), a process intensification that has been
applied successfully to lots of applications and has been revealed as a promising 
strategy for recent challenges. This book presents just a small part of the large
scientific field involving modeling, simulation, and optimization of distillation.

Vilmar Steffen
Departamento Acadêmico de Engenharia Química,

Universidade Tecnológica Federal do Paraná,
Francisco Beltrão,

Paraná, Brazil
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Chapter 1

Introductory Chapter: Distillation
Vilmar Steffen

1. Modelling, simulation, and optimization of distillation processes

Obtaining a phenomenological model of a process consists on applying law 
conservations, like mass, energy, and momentum balances and constitutive rela-
tions, like vapor-liquid equilibrium, chemical reaction rate, chemical equilibrium 
relation, etc. A mathematical model, developed to represent (approximately) 
the real behavior of a process, is very important to analyze an existing plant or to 
evaluate the technical viability of a new chemical process plant. These analyses and 
evaluations normally are carried out by making changes in some process parameter 
and measuring the results of the respective change, in other words, carry out lots of 
“what if” relations. The analysis of a plant, by simulation, within the development 
of new processes may frequently show beforehand whether it is technically and 
economically viable [1].

The solution process of a mathematical model is known as simulation (nowa-
days, simulation is synonymous of computational simulation). Analyzing a process 
based only in the mathematical model, is a task almost impossible, but the numeri-
cal results of simulation can be easier analyzed. The mathematical model is very 
important, beyond for simulation and analyses, for the optimization of a process. 
The mathematical model must correctly represent the quantities and reflect the 
state of the studied system, only so the simulation and optimization will succeed. 
In the step of the mathematical model construction, the engineer must analyze if 
some simplifications, which can make the model simpler (or much simpler), can 
be adopted without a significant loss in the prediction capacity of system property 
behavior. However complex a model may be, it cannot represent exactly the real 
behavior, so some simplifications can be accepted, resulting in a much more simpler 
model, with little loss in the result quality [2].

The complexity of a distillation column is not due to the material and energy 
balances that normally are simple equations. This complexity comes from the 
constitutive relations of chemical reaction (for the case of reactive distillation), 
mass transfer relation (in a more simplified way, phase equilibrium), and relations 
to compute the enthalpy. The chemical reaction must be analyzed for chemical 
equilibrium limitation and chemical reaction rates to evaluate if, in the column 
dimensions and operation conditions, the desired conversion will be reached. 
The enthalpies must be precisely evaluated, because it has influence on the heat 
duties of the condenser and reboiler. And, the thermodynamic property that has 
the greatest influence on the simulation of separation processes are those related 
to phase equilibria, for this part is necessary the non-idealities prediction of vapor 
phase (usually performed with equations of state) and liquid phase (associated 
with the excess Gibbs energy models). A good phase equilibrium modelling 
can predict limitations on the separation like those ones caused by azeotrope 
formation.

The distillation process is the most commonly used in industry to separate 
chemical mixtures; its applications range from cosmetic and pharmaceutical to 
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petrochemical industries [3] and are responsible for a great part of energy con-
sumption. Evaporation systems are some of the most energy-intensive parts of 
chemical plants [4], and the needed energy in a distillation column is used in the 
heat change process occurring in the reboiler. Finding solutions for energy saving 
has become one of the most demanding issues faced by almost all the governments, 
decision-makers, and stakeholders all over the world [5]. Energy saving is practiced 
for improving the efficiency, to minimize fossil and renewable fuels consumption, 
and to reduce resulting pollution and environmental burdens [4, 6]. This last item 
is closely related to climate change and other negative environmental impacts. But, 
high-energy consumption remains a challenge [7]. Fortunately, there are different 
ways of saving energy. In production, starting with the selection of production 
process thereby reducing the environmental stress [8]. The energy-efficient policies 
with renewable energy integration are not an actual trend; this is a requirement for 
sustainability [9].

A good way to reduce the environmental impacts is using solar energy. Solar dis-
tillation (solar stills that user solar radiation in the distillation process) is a method 
of water purification that can be implemented at low cost and less energy consump-
tion (if compared with conventional processes) and is environmentally friendly.

Process intensification is an effective strategy to achieve increased energy 
efficiency. Process intensification aims at reducing the mass and heat transfer 
resistances while overcoming thermodynamic limitations through the integrated 
design and operation [10]. Recent developments in energy-related research increas-
ingly rely upon simultaneous resource saving and pollution reduction by applying 
process integration [4]. Process intensification is a feasible way to reduce heat 
requirement [7]. One of the most common examples of the process intensification 
field is the reactive distillation, where the integration of reaction and separation is 
performed. In the cases where reactive distillation has been used, the operating and 
investment costs are significantly reduced, when compared to the classic set-up of a 
reactor followed by distillation. Reactive distillation processes offer several impor-
tant advantages that include the increment of the reaction yield and selectivity, 
the overcoming of thermodynamic restrictions, and the considerable reduction in 
energy, water, and solvent consumptions [10]. So, this integration has been suc-
cessfully applied in several plants. Unfortunately, the modelling and simulation (an 
important in the process analysis) become a quite complex.

Concluding, it is very important to well design, operate, and control (for keep-
ing the optimal condition operation) a distillation column, which can lead to a large 
save on energy and raw material consumption. But, having enough knowledge for 
making an efficient column project and establishing the best operational conditions 
need much experience and lots of tests on the process in study, and this type of tests 
can be very expensive; this is one of the reasons that justify the usage of process 
simulation tools. Analysis based on numerical simulation results (various virtual 
tests Considering lots of changes in the process parameters) probably will lead to 
cost reduction or increase in profit.

5
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Chapter 2

Fuzzy Logic Modeling and
Observers Applied to Estimate
Compositions in Batch Distillation
Columns
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Abstract

In this chapter, the analysis and design of a fuzzy observer based on a Takagi-
Sugeno model of a batch distillation column are presented. The observer estimates
the molar compositions and temperatures of the light component in the distillation
column considering a binary mixture. This estimation aims to allow monitoring the
physical variables in the process to improve the quality of the distillated product as
well as to detect failures that could affect the system performance. The Takagi-
Sugeno fuzzy model is based on eight linear subsystems determined by three pre-
mise variables: the opening percentage of the reflux valve and the liquid molar
composition of the light element of the binary mixture in the boiler and in the
condenser. The stability analysis and the observer gains are obtained by linear
matrix inequalities (LMIs). The observer is validated by MATLAB® simulations
using real data obtained from a distillation column to verify the observer’s conver-
gence and analyze its response under system disturbances.

Keywords: Takagi-Sugeno modeling, fuzzy observers, composition estimation,
distillation column

1. Introduction

Distillation is the process to separate chemical substances most used in the
industry, with the petrochemical (petroleum products) [1] and food (alcoholic
beverages production) industries being the most important due to the current
people lifestyle in which the daily use of petroleum fuels is essential for both
transport and energy generation.

Fractional distillation is used to separate homogeneous liquid mixtures in which
the difference between the boiling points of the components is less than 25°C. Each
of the separate components is called fractions. In general, there are two operating
modes: continuous and batch. In the continuous mode, the feeding of the liquid
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mixture and the extraction of the distilled product are carried out continuously. In
the batch distillation, the mixture is initially deposited in the boiler; at the end of the
process, the distillate and bottom product are extracted.

The batch operation is mainly used to separate small amounts of mixture, to
obtain different qualities of the distilled product from the same mixture, or to
separate multicomponent mixtures.

A batch distillation column is not operated using constant parameters; the control
actions are continuously adjusted according to the state of the distillation; therefore,
monitoring and controlling all the variables of the process are essential to improve the
quality and quantity of the distilled product, as well as to guarantee the safety of the
process and the operators. To fulfill or facilitate this objective, it is necessary to
implement control techniques such as models, observers, and controllers.

In the literature, modeling and control techniques such as estimators, observers,
fault detection systems, and control systems are applied to distillation columns in order
toobtain a better analysis andunderstandingof the dynamicsof theprocess, improving
the quality of the distilled product and enhancing the user safety, among other tasks.

Distillation column simplified models present the basic principles of the process
and its operation taking into account several considerations to describe the dynam-
ics of the system in a simpler but understandable form. Authors in [2] present a
simplified model of a binary distillation column, based on the liquid-vapor equilib-
rium of the binary mixture and the mass balance considering all the elements of the
distillation column as plates.

Authors in [3] design a model based on the existence of the liquid and vapor molar
fluids that vary in each column plate; the compositions of the bottom product and the
distilled product are estimated using a dynamic model based on the mass and com-
ponent balances. In [4] a low-order model of an ideal multicomponent distillation
using the theory of nonlinear wave propagation is presented. Authors in [5] present a
low-order model for a reactive multicomponent distillation column, in addition to
designing a predictive control to obtain the best quality of the distilled product.

Rigorous models are more complete because they represent plate by plate the
element balance of phases in each element of the distillation column (boiler, con-
denser, and plates). In these models, the mathematic expressions are determined by a
series of differential equations given by mass, light component, or energy balances
depending on the application, the control strategy, or the operation type. An impor-
tant advantage of the rigorous modeling is the high resolution of the dynamics,
having the disadvantage of combining a greater number of variables and expressions
that make difficult the design, simulation, and implementation of controllers.

In [6], a model based on neural networks is presented in order to optimize the
energy efficiency in a binary distillation column. Authors in [7] present a model of a
binary distillation column based on neural networks. The neural network training
and validation are performed using real data from a nine-plate pilot plant for a
mixture of methanol and water. Authors in [8] present the simulation and optimi-
zation of a rigorous model for a batch reactive distillation column. Authors in [9]
present the design and simulation of a discrete Kalman filter to estimate the molar
compositions of the light component in a batch distillation column.

Generally, the light component composition measurement is performed offline
using expensive instruments, so the implementation of state observers to estimate
online this composition has become a frequent and important task. Authors in
[10–12] present high-gain observers to estimate the light component composition
in all the distillation column plates from the measurement of the temperature of
some plates and the column actual inputs.

Due to the different distillation types and their mathematical representation,
there are different types of observers for different applications. In [13] the authors

10

Distillation - Modelling, Simulation and Optimization

present a discrete-time D-LPV observer to estimate sensors and actuators states and
faults, using the H∞ approach applied to the estimation error.

In [14], the authors present a pair of extended Luenberger observers (complete
and reduced order) to estimate the compositions of a multicomponent mixture
from temperature measurements of the distillation column plates. The observers’
gains are calculated from the location of the closed-loop eigenvalues using a math-
ematical software.

In [15], a full-order nonlinear observer is presented to estimate the composition
and temperatures of a distillation column. A nonlinear model obtained by the mass
balance in each plate of the column is used, resulting in a set of high-order differ-
ential equations with nonlinear terms. The observer is validated in simulation to
demonstrate his behavior and his robustness. The parametric representation or
identification is another methodology used to estimate certain variables of the
distillation columns, as presented in [16, 17].

The difficulty of designing and implementing the observers lies mainly in the
nonlinear dynamics of the distillation column; thus, having a linear system would
facilitate the design of observers and controllers to implement control strategies
such as fault detection and diagnosis systems and automatic control and tolerant
control in order to improve the performance and safety of the process, as well as the
quality of the distilled product.

The Takagi-Sugeno fuzzy modeling is a tool to model and control complex
systems using a nonlinear system decomposition in a multi-model structure formed
by linear and not necessarily independent and fuzzy logic models [18, 19], where
the representation of the nonlinear system is achieved by a weighted summation of
the whole subsystems. The Takagi-Sugeno representation provides a solution to
solve the problems in the design and implementation of control strategies for
nonlinear systems.

In [20], the authors propose a methodology to design control techniques for
systems represented in the Takagi-Sugeno form. In [21] the identification of a
model of a binary distillation column, based on fuzzy models, taking into account 6
system inputs and 2 outputs for 64 rules is presented. The model is simulated using
real data to validate its performance.

Authors in [22] present a controller of the molar composition of the distilled and
bottom products for a binary distillation column using neural networks and fuzzy
logic (ANFIS) based on a 2 � 2 MIMO system. In [23] an adaptive PID controller
based on Takagi-Sugeno modeling to control the distilled and bottom products of a
binary distillation column is presented.

Due to the close relationship between the fuzzy representation of nonlinear
systems and the theory of linear matrix inequalities, different works based on both
techniques have been developed, allowing to find solutions to the calculations
corresponding to the observer and controller gains and the Lyapunov stability
analysis. In [24], a methodology to design observers and controllers for a fuzzy
system is proposed.

The main contribution of this work is the design of a fuzzy observer based on a
Takagi-Sugeno model to estimate the molar compositions and temperatures of the
light component in each plate of a binary distillation column. The observer perfor-
mance is validated for applications such as system monitoring and fault detection.

2. Takagi-Sugeno fuzzy model for a batch distillation column

The objective of a batch distillation process is to separate two or more elements
from a mixture, where the most volatile element is obtained as the distilled
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product. The equipment used to carry out the distillation process is the distillation
columns or the distillation pilot plants, as shown in Figure 1.

A distillation column is composed by a boiler that provides the heat necessary to
evaporate the mixture to be distilled; the body of the column is formed by n� 2
plates, where a partial separation of the mixture is performed due to the phase
equilibrium and a condenser that provides the necessary cooling to convert the
distilled product to liquid [11].

Due to the high cost of the distillation columns and the amount of energy
required in a distillation process, it is necessary to design adequate control strate-
gies to monitor the main process variables and detect sensor and actuator faults
to improve the quality of the distilled product and the safety of the process and
the user.

2.1 Binary distillation column nonlinear model

The mathematical model of a distillation column consists of a set of differ-
ential equations that represent the dynamics of each plate of the column. Usu-
ally, the model of a distillation column is based on the balance of the light
component in all the plates [10]. The model of a distillation column that con-
siders a binary mixture as well as constant vapor and liquid flows through all
columns is shown in Eq. (1):

Figure 1.
Distillation column.
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dxi
dt

¼ V yiþ1 � yi
� �þ L xi�1 � xið Þ

Mi
(1)

where V is the vapor molar flow, L is the liquid molar flow, M is the retained
mass, xi is the liquid composition in plate i, and yi is the vapor composition in
plate i.

The dynamic representation of a distillation column is based on submodels of
the light component balance in each element of the column.

For the condenser, numbered as plate 1, Eq. (2) shows:

dx1
dt

¼ Vyiþ1 � Lxi�1 �Dx
M1

(2)

For the intermediate plates of the body of the distillation column, Eq. (3) shows:

dxi
dt

¼ V yiþ1 � yi
� �þ L xi�1 � xið Þ

Mi
(3)

where i ¼ 2, 3…n� 1.
For the boiler, numbered as plate 1, Eq. (4) shows:

dxn
dt

¼ V xn � yn
� �þ L xn�1 � xnð Þ

Mn
(4)

where D is the distilled product and n is the total number of plates.

2.1.1 Distillation column state-space model

The state-space dynamics of the distillation column, considering as states the
light component composition in all the plates and as control inputs to the heating
power, Qf , and the reflux, Rf , is expressed in Eq. (5):

_x ¼ A

x1
x2
⋮

xn�1

xn

0
BBBBBB@

1
CCCCCCA

þ B
Rf
Qb

� �
(5)

where A and B matrixes are defined by

A ¼

� V þDð Þ
Mi

V ·G xiαið Þ
Mi

⋯ 0 0

L
Mi

�V ·G xiþ1αiþ1ð Þ � L
Mi

⋯ 0 0

⋮

0

0

⋮

0

0

⋯

⋯

⋯

⋮

�V ·G xn�1 αn�1ð Þ � L
Mn�1

L
Mn

⋮

V ·G xn αnð Þ
Mn�1

� L
Mn

0
BBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCA
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where themolar fluids of liquid,L, and vapor,V, are determined byEqs. (6) and (7):

V ¼ Qb

Hvap
i xn þHvap

j 1� xnð Þ (6)

L ¼ 1� Rf
� �

V (7)

where Hvap
i is the light component vapor enthalpy, Hvap

j is the heavy component
vapor enthalpy, and xn is the light component composition in the boiler.

The G xi; αið Þfunction is determined by the light component composition xið Þ,
the relative volatility αið Þ, the saturation pressure Psat

i

� �
, the pressure in the column

PT, the vapor molar Vð Þ, and the activity coefficient γið Þ, as expressed in Eq. (8):

G xi; αið Þ ¼ VPsat
i γi
PT

(8)

2.2 Distillation column Takagi-Sugeno model

The Takagi-Sugeno model is the fuzzy representation of a nonlinear model
obtained from the linear subsystems interpolation according to fuzzy rules having
the form (Eq. 9):

Model i rule
If zi tð Þ is Mi1 and… and zp tð Þ is Mp1

Then
_x tð Þ ¼ Aix tð Þ þ Biu tð Þ

i ¼ 1, 2,…, r

(9)

where zi tð Þ � zp tð Þ is the premise variables, Mi1 � Mp1 is the fuzzy sets, r is the
number of linear subsystems, x tð Þ is the state vector, u tð Þ is the input vector, Aiis
the linear submodel state matrices, and Bi is the input vector for each subsystem.

Each consecutive linear equation represented by Aix tð Þ þ Biu tð Þ is called a
subsystem and represents an operating point of the nonlinear system.

Given the pair x tð Þ; u tð Þð Þ, the complete fuzzy model is obtained by using a
singleton fuzifier, product-type inference mechanism, and center of gravity as a
defuser, as described in Eq. (10):

_
x tð Þ ¼ ∑r

i¼1wi z tð Þð Þ Ai x tð Þ þ Bi u tð Þð Þ
∑r

i¼1wi z tð Þð Þ
¼ ∑r

i¼1hi z tð Þð Þ Ai x tð Þ þ Bi u tð Þð Þ

y tð Þ ¼ ∑r
i¼1wi z tð Þð Þ Ci x tð Þð Þ
∑r

i¼1wi z tð Þð Þ ¼ ∑r
i¼1hi z tð Þð Þ Ci x tð Þð Þ

(10)
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where the vector for p premise variables z tð Þ is defined by Eq. (11):

z tð Þ ¼ z1 tð Þ; z2 tð Þ;⋯ ; zp tð Þ� �
(11)

In addition, the calculated weight wi z tð Þð Þ for each i rule from the membership
functions is defined by Eq. (12):

wi z tð Þð Þ ¼
Yp

j¼1

Mijzj tð Þ (12)

and the normalized weight hi for each rule is defined by Eq. (13):

hi z tð Þð Þ ¼ wi z tð Þð Þ
∑r

i¼1wi z tð Þð Þ (13)

2.3 Fuzzy observer

According to the structure of the fuzzy observer [24–26] expressed in Eq. (14),

_̂x tð Þ ¼ ∑
r

i¼1
hi z tð Þð Þ Aix tð Þ þ Biu tð Þ þ Ki e tð Þð Þð Þ

ŷ ¼ ∑
r

i¼1
hi z tð Þð Þ Ci x̂ tð Þð Þ

(14)

The estimation error is determined by Eq. (15):

e tð Þ ¼ y tð Þ � ŷ tð Þ (15)

The fuzzy observer stability is demonstrated if each Ai, Ci pair is observable and
P complies with the Lyapunov equation expressed in Eq. (16):

PiAi þ Ai
0
Pi ,0 (16)

where

Ai ¼ Ai � KiCi

In [25], the demonstration that the observer is stable is presented as long as a
positive definite matrix P that satisfies the system of linear matrix inequalities
(LMIs) is found, as shown in Eq. (17):

P.0

Ni.0

A0
iP� C0

iN
0
i þ PAi �NiCi ,0

A0
iP� C0

jN
0
i þ PAi �NiCj þ PA0

j � C0
iN
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j þ PAj �NjCi ,0

i, j

(17)

The observer gains are defined by the LMI systems solution defined in Eq. (18):

Ki ¼ P�1
i Ni (18)

3. Case of study: EDF-1000 distillation pilot plant

As a case of study, an EDF-1000 distillation pilot plant is used (Figure 2),
consisting of 11 perforated plates, having 7 RTD (PT100) temperature sensors
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where themolar fluids of liquid,L, and vapor,V, are determined byEqs. (6) and (7):

V ¼ Qb

Hvap
i xn þHvap

j 1� xnð Þ (6)

L ¼ 1� Rf
� �

V (7)

where Hvap
i is the light component vapor enthalpy, Hvap

j is the heavy component
vapor enthalpy, and xn is the light component composition in the boiler.
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i

� �
, the pressure in the column
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G xi; αið Þ ¼ VPsat
i γi
PT

(8)

2.2 Distillation column Takagi-Sugeno model
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the form (Eq. 9):

Model i rule
If zi tð Þ is Mi1 and… and zp tð Þ is Mp1

Then
_x tð Þ ¼ Aix tð Þ þ Biu tð Þ

i ¼ 1, 2,…, r

(9)
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singleton fuzifier, product-type inference mechanism, and center of gravity as a
defuser, as described in Eq. (10):

_
x tð Þ ¼ ∑r

i¼1wi z tð Þð Þ Ai x tð Þ þ Bi u tð Þð Þ
∑r

i¼1wi z tð Þð Þ
¼ ∑r

i¼1hi z tð Þð Þ Ai x tð Þ þ Bi u tð Þð Þ

y tð Þ ¼ ∑r
i¼1wi z tð Þð Þ Ci x tð Þð Þ
∑r

i¼1wi z tð Þð Þ ¼ ∑r
i¼1hi z tð Þð Þ Ci x tð Þð Þ

(10)
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The observer gains are defined by the LMI systems solution defined in Eq. (18):

Ki ¼ P�1
i Ni (18)

3. Case of study: EDF-1000 distillation pilot plant
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located in the condenser (plate 1); in plates 2, 4, 6, 8, and 10; and in the boiler
(plate 11).

The boiler is composed of a 2-L tank to contain the mixture and a side tank to
contain a 300-watt heating resistance.

3.1 Case of study: state-space nonlinear model

The following assumptions are considered in the EDF-1000 distillation pilot
plant to simplify the designing state without significantly affecting the dynamics
and precision of the model:

• Constant pressure in the column.

• Liquid output flows in the column.

• No vapor retention.

• Vapor and liquid balance in all the column plates.

• Adiabatic distillation column.

• Batch operation type.

Figure 2.
EDF-1000 distillation pilot plant.
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Eq. (19) shows the mathematical model of a batch-type 11-plate EDF-1000
distillation pilot plant for an ethanol-water mixture, considering the compositions
in each plate x1; x2;⋯ x10; x11ð Þ, where the condenser composition is x1 and the
boiler composition is x11; in addition, the control inputs are the heating power Qf

and the reflux Rf :

_x ¼ A

x1

x2

⋮

x10

x11

0
BBBBBBBBB@

1
CCCCCCCCCA

þ B
Rf

Qb

 !

y ¼ C

x1

x2

⋮

x10

x11

0
BBBBBBBBB@

1
CCCCCCCCCA

(19)

where A and B matrixes are defined by

A ¼

� V þDð Þ
M1

V ·G x2α2ð Þ
M1

⋯ 0 0

L
M2

�V ·G x3α3ð Þ � L
M2

⋯ 0 0

⋮

0

0

⋮

0

0

⋯

⋯

⋯

⋮

�V ·G x10α10ð Þ � L
M10

L
M11

⋮

V ·G x11α11ð Þ
M10

� L
M11

0
BBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCA

B ¼

Lx1
M1

0

0

⋮
0

0

0

⋮
0

x11 1�G x11α11ð Þð Þ
Hvap

Ethx11 þHvap
H20 1� x11ð ÞM11

� �

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

where the output matrix is defined by an 11 � 11 identity matrix as shown in
Eq. (20).

C ¼

1 0 ⋯ 0 0

0

⋮

1

⋮

⋯

⋱

⋮

⋮

0

⋮
0 0 ⋯ 0 1

0
BBBB@

1
CCCCA

(20)
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3.2 Case of study: Takagi-Sugeno fuzzy model

The state-space model of the case of study expressed in Eq. (10) contains non-
linearities in the A and B matrices since both are dependent on the states; in
addition, the reflux input (Rf ) disturbs all the states of the system (compositions)
when it is activated.

The premise variables considered in the fuzzy model are the reflux valve open-
ing percentage (z3 ¼ Rf ) due to its effect in all the states of the system; the light
component composition in the condenser (z2 ¼ x1Þ, where the distillate product is
obtained; and the light component composition in the boiler z1 ¼ x11ð Þ, where the
original mixture is located; besides, the boiler is directly related to the heating
power (one of the system input variables) that provides the energy required to
evaporate the mixture.

According to the steady-state dynamics of the distillation column, trapezoidal-
type membership functions are chosen with two rules for each one, as expressed
mathematically in Eqs. (21) and (22). This type of function is selected because it
allows a greater range in the universe of discourse, where the belonging degree of
belonging is 1, which prevents an oscillation when the states stabilize:

M1 ¼
1, z, a

b� z
b� a

, a≤ z≤ b

0, z. b

8>><
>>:

(21)

M2 ¼
0, z, a

z� a
b� a

, a≤ z≤ b

1, z. b

8><
>:

(22)

The number of subsystems of the Takagi-Sugeno fuzzy model is dependent on
the number of combinations that the membership functions have; for the case of
study considering three premise variables (z1 ¼ x11, z2 ¼ x1, and z3 ¼ Rf ), each one
with two rules (zimax and zimin), the number of subsystems is 23 ¼ 8.

Model 1 rule

If z1 tð Þ is M1, z2 tð Þ is M3 and z3 tð Þ is M5

Then

_x tð Þ ¼ A1x tð Þ þ B1u tð Þ
y ¼ C1x tð Þ

Model 2 rule

If z1 tð Þ is M1, z2 tð Þ is andM3 z2 tð Þ is M6

Then

_x tð Þ ¼ A2x tð Þ þ B2u tð Þ
y ¼ C2x tð Þ

Model 3 rule

If z1 tð Þ is M1, z2 tð Þ is M4 andz3 tð Þ is M5

Then

_x tð Þ ¼ A3x tð Þ þ B3u tð Þ
y ¼ C3x tð Þ
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Model 4 rule

If z1 tð Þ is M1, z2 tð Þ is and M4 z2 tð Þ is M6

Then

_x tð Þ ¼ A4x tð Þ þ B4u tð Þ
y ¼ C4x tð Þ

Model 5 rule

If z1 tð Þ is M2, z2 tð Þ is M3 and z3 tð Þ is M5

Then

_x tð Þ ¼ A5x tð Þ þ B5u tð Þ
y ¼ C5x tð Þ

Model 6 rule

If z1 tð Þ isM2, z2 tð Þ is and M3 z2 tð Þ is M6

Then

_x tð Þ ¼ A6x tð Þ þ B6u tð Þ
y ¼ C6x tð Þ

Model 7 rule

If z1 tð Þ is M2, z2 tð Þ is M4 and z3 tð Þ isM5

Then

_x tð Þ ¼ A7x tð Þ þ B7u tð Þ
y ¼ C7x tð Þ

Model 8 rule

If z1 tð Þ is M2, z2 tð Þ is and M4 z2 tð Þ is M6

Then

_x tð Þ ¼ A8x tð Þ þ B8u tð Þ
y ¼ C8x tð Þ

where M1 and M2 are fuzzy sets for z1 tð Þ, M3 and M4 are fuzzy sets for z2 tð Þ,
and M5 and M6 are fuzzy sets for z3 tð Þ.

According to the fuzzy rules, the Takagi-Sugeno fuzzy model of the EDF-100
distillation pilot plant is expressed in Eq. (23):

_x tð Þ ¼ ∑
8

i¼1
hi z tð Þð Þ Aix tð Þ þ Biu tð Þð Þ

y tð Þ ¼ ∑
8

i¼1
hi z tð Þð Þ Cix tð Þð Þ

(23)

3.3 Case of study: fuzzy observer

From the general structure of the fuzzy observer presented in Eq. (14) and
the fuzzy Takagi-Sugeno model expressed in Eq. (9), the fuzzy observer for the
11-plate distillation column is expressed in Eq. (24):
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Model 4 rule
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_̂x tð Þ ¼ ∑
8

i¼1
hi z tð Þð Þ Aix tð Þ þ Biu tð Þ þ Ki e tð Þð Þð Þ

ŷ ¼ ∑
8

i¼1
hi z tð Þð Þ Cix̂ tð Þð Þ

(24)

The fuzzy observer scheme proposed for the distillation column of the case study is
shown in Figure 3, taking as inputs the heating power and the reflux action; the
estimated states are themolar compositions in all the plates, and themeasured outputs
are the temperatures in the condenser; in plates 2, 4, 6, 8, and 10; and in the boiler.

Using the LMI system for eight rules, the LMI system for the fuzzy observer is
obtained. The LMI’s characteristics of each function are expressed in Eq. (25):

A0
1P� C0

1N
0
1 þ PA1 �N1C1 ,0

A0
2P� C0

2N
0
2 þ PA2 �N2C2 ,0

⋮

A0
7P� C0

7N
0
7 þ PA7 �N7C7 ,0

A0
8P� C0

8N
0
8 þ PA8 �N8C8 ,0

(25)

The LMIs that represent the membership functions overlaps are expressed in
Eq. (26):
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(26)

where P is positive definite diagonal matrix P.0 of 11 � 11 dimension, and N is
an auxiliary matrix dependent on the number of states (11) and the measured out-
puts (7), resulting in a 7 � 11 dimension.

The resulting system of 36 LMIs is solved using the MATLAB® lmiedit tool. Once
the LMI system is solved, with P.0 to guarantee the closed-loop stability of each
subsystem, the Ki gains are calculated in Eq. (27):
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K1 ¼ P�1N1

K2 ¼ P�1N2

⋮

K7 ¼ P�1N7

K8 ¼ P�1N8

(27)

4. Results and discussion

The fuzzy observer validation is performed using real data from a distillation
process; the main characteristics are shown in Tables 1 and 2.

The process operates during 50 min, taking the initial compositions
x 0ð Þ ¼ [0.8555, 0.8525, 0.8480, 0.8412, 0.8309, 0.8148, 0.7896, 0.7483, 0.6767,
0.5369, 0.2300] in steady state.

Figure 3.
Observer scheme.

Parameter Magnitude Units

EtOH volume in the boiler 1000 ml

H2O volume in the boiler 1000 ml

Process total pressure 662 mmHg

Table 1.
Process parameters.

Parameter Ethanol Water Units
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_̂x tð Þ ¼ ∑
8

i¼1
hi z tð Þð Þ Aix tð Þ þ Biu tð Þ þ Ki e tð Þð Þð Þ

ŷ ¼ ∑
8

i¼1
hi z tð Þð Þ Cix̂ tð Þð Þ

(24)

The fuzzy observer scheme proposed for the distillation column of the case study is
shown in Figure 3, taking as inputs the heating power and the reflux action; the
estimated states are themolar compositions in all the plates, and themeasured outputs
are the temperatures in the condenser; in plates 2, 4, 6, 8, and 10; and in the boiler.
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The LMIs that represent the membership functions overlaps are expressed in
Eq. (26):
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where P is positive definite diagonal matrix P.0 of 11 � 11 dimension, and N is
an auxiliary matrix dependent on the number of states (11) and the measured out-
puts (7), resulting in a 7 � 11 dimension.

The resulting system of 36 LMIs is solved using the MATLAB® lmiedit tool. Once
the LMI system is solved, with P.0 to guarantee the closed-loop stability of each
subsystem, the Ki gains are calculated in Eq. (27):
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K1 ¼ P�1N1

K2 ¼ P�1N2

⋮

K7 ¼ P�1N7

K8 ¼ P�1N8

(27)

4. Results and discussion
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0.5369, 0.2300] in steady state.
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The system input signals used in the validation stage are the reflux signal,
considering an opening percentage of 20%, starting at the 5 min and lasting 30 min,
and the heating power.

Figure 4 shows the light component compositions calculated by the nonlinear
model in the 11 plates of the distillation column; this simulation is carried out
considering no disturbances in the system.

Figure 5 shows the composition estimated by the observer with initial conditions
different from the nonlinear model. The composition initial conditions of the
observer are _̂x 0ð Þ ¼ [0.8555, 0.8525, 0.8480, 0.8412, 0.8309, 0.8148, 0.7896,
0.7483, 0.6767, 0.5369, 0.2300]. The convergence time of the observer is 48 sec.

Figure 6 shows the result of the fuzzy observer simulation considering a distur-
bance in the plate 6 composition.

Figure 7 shows the plate 6 composition estimated by the fuzzy observer and the
comparison with the nonlinear model to verify the observer’s convergence.

Figure 8 shows the simulation of the compositions estimated by the fuzzy
observer under seven perturbations in the composition of plates 4, 6, and 8.

In Figure 9, a comparison between the light component compositions in plates
4, 6, and 8 is shown to verify the convergence of the fuzzy observer with the
nonlinear model.

Figure 4.
Light component composition, nonlinear model.

Figure 5.
Light component estimated by the observer. Different initial conditions.
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It can be noted that the light component composition estimation has a minimum
error compared with the composition obtained from the nonlinear model using
real data; besides, the convergence time is suitable for an online failure detection
system or different control tasks.

Figure 6.
Plate 6 light component estimation under disturbance.

Figure 7.
Plate 6 light component estimation comparison.

Figure 8.
Plates 4, 6, and 8 light component estimations under disturbances.
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5. Conclusions

In this work a fuzzy observer to estimate the molar composition of the light
component in each plate of a binary distillation column is presented. The observer is
based on a Takagi-Sugeno fuzzy model of eight rules, taking as premise variables
the light component composition in the condenser and in the boiler, as well as the
reflux signal.

The gains are calculated by means of LMIs in order to guarantee the stability for
each of the closed loop linear subsystems.

The fuzzy observer is validated in simulation by using real data from an 11-plate
binary distillation column for an ethanol-water mixture, considering seven RTD
temperature sensors and a 300-watt heating resistor. In order to validate the fuzzy
observer convergence, different tests were carried out with ideal and different
initial conditions between the nonlinear system and the fuzzy observer, as well as
disturbances in the light component composition in the nonlinear system.

The observer under different initial conditions has a convergence time of 45 sec.
It is also shown that the observer’s convergence time under disturbances in the
composition of the plate 1 is 1 sec.

Applying from two to seven perturbations to the nonlinear system, it is demon-
strated that the observer is robust under multiple perturbations, enabling its imple-
mentation as a residual generator in a fault detection system.

Figure 9.
Plates 4, 6, and 8 light component estimation comparison.

24

Distillation - Modelling, Simulation and Optimization

Author details

Mario Heras-Cervantes1, Gerardo Marx Chávez-Campos2,
Héctor Javier Vergara Hernández2, Adriana del Carmen Téllez-Anguiano2*,
Juan Anzurez-Marin1 and Elisa Espinosa-Juárez1

1 UMSNH, DEPFIE, Morelia, Michoacán, México

2 TecNM/IT Morelia, Morelia, Michoacán, México

*Address all correspondence to: actelleza@gmail.com

©2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

25

Fuzzy Logic Modeling and Observers Applied to Estimate Compositions in Batch Distillation…
DOI: http://dx.doi.org/10.5772/intechopen.83479



5. Conclusions

In this work a fuzzy observer to estimate the molar composition of the light
component in each plate of a binary distillation column is presented. The observer is
based on a Takagi-Sugeno fuzzy model of eight rules, taking as premise variables
the light component composition in the condenser and in the boiler, as well as the
reflux signal.

The gains are calculated by means of LMIs in order to guarantee the stability for
each of the closed loop linear subsystems.

The fuzzy observer is validated in simulation by using real data from an 11-plate
binary distillation column for an ethanol-water mixture, considering seven RTD
temperature sensors and a 300-watt heating resistor. In order to validate the fuzzy
observer convergence, different tests were carried out with ideal and different
initial conditions between the nonlinear system and the fuzzy observer, as well as
disturbances in the light component composition in the nonlinear system.

The observer under different initial conditions has a convergence time of 45 sec.
It is also shown that the observer’s convergence time under disturbances in the
composition of the plate 1 is 1 sec.

Applying from two to seven perturbations to the nonlinear system, it is demon-
strated that the observer is robust under multiple perturbations, enabling its imple-
mentation as a residual generator in a fault detection system.

Figure 9.
Plates 4, 6, and 8 light component estimation comparison.

24

Distillation - Modelling, Simulation and Optimization

Author details

Mario Heras-Cervantes1, Gerardo Marx Chávez-Campos2,
Héctor Javier Vergara Hernández2, Adriana del Carmen Téllez-Anguiano2*,
Juan Anzurez-Marin1 and Elisa Espinosa-Juárez1

1 UMSNH, DEPFIE, Morelia, Michoacán, México

2 TecNM/IT Morelia, Morelia, Michoacán, México

*Address all correspondence to: actelleza@gmail.com

©2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

25

Fuzzy Logic Modeling and Observers Applied to Estimate Compositions in Batch Distillation…
DOI: http://dx.doi.org/10.5772/intechopen.83479



References

[1] Ibrahim D, Jobson M, Li J, Guilln
Goslbez G. Optimization based design
of crude oil distillation units using
surrogate column models and a support
vector machine. Chemical Engineering
Research and Design. 2018;134:212-225

[2] Skogestad S. Dynamics and control of
distillation columns: A tutorial.
Chemical Engineering Research and
Design. 1997;75(6):539-562

[3] Cingara A, Jovanovic M, Mitrovic M.
Analytical first-order dynamic model of
binary distillation column. Chemical
Engineering. 1990;45(12):3585-3592

[4] Kienle A. Low-order dynamic models
for ideal multicomponent distillation
processes using nonlinear wave
propagation theory. Chemical
Engineering Science. 2000;55(10):
1817-1828

[5] Balasubramhanya LS, Doyle FJ Iii.
Nonlinear model-based control of a
batch reactive distillation column.
Journal of Process Control. 2000;10(2):
209-218

[6] Osuolale FN, Zhang J. Energy
efficiency optimisation for distillation
column using artificial neural network
models. Energy. 2016;106:562-578

[7] Singh AK, Singh HP, Mishra S.
Validation of ann-based model for
binary distillation column. In:
Proceeding of International Conference
on Intelligent Communication, Control
and Devices. Singapore: Springer; 2017.
pp. 235-242

[8] Lopez-Saucedo ES, Grossmann IE,
Segovia-Hernández JG, Hernández S.
Rigorous modeling, simulation and
optimization of a conventional and
nonconventional batch reactive
distillation column: A comparative
study of dynamic optimization

approaches. Chemical Engineering
Research and Design. 2016;111:83-99

[9] Sree Latha Chopparapu VI, George
IT, Bhat VS. Design and simulation of
kalman filter for the estimation of tray
temperatures in a binary distillation
column. International Journal of Pure
and Applied Mathematics. 2017;114(9):
11-18

[10] Hammouri H, Targui B, Armanet F.
High gain observer based on a triangular
structure. International Journal of
Robust and Nonlinear Control. 2002;
12(6):497-518

[11] Cervantes MH, Anguiano ACT,
Ramrez MCG, Zaragoza CMA,
Archundia ER. Validación experimental
de un observador de alta ganancia
reconfigurable para una columna de
destilación. Revista Iberoamericana de
Automtica e Informtica Industrial RIAI.
2015;12(4):397-407

[12] Astorga CM, Quintero-Marmol E,
Vela LG, Torres L. Observador no lineal
para la estimación de concentraciones
en un proceso de destilación metanol/
etanol. Información tecnológica. 2006;
17(6):35-41

[13] López-Estrada FR, Ponsart JC,
Astorga-Zaragoza CM, Camas-Anzueto
JL, Theilliol D. Robust sensor fault
estimation for descriptor-LPV systems
with unmeasurable gain scheduling
functions: Application to an anaerobic
bioreactor. International Journal of
Applied Mathematics and Computer
Science. 2015;25(2):233-244

[14] Quintero-Marmol E, Luyben WL,
Georgakis C. Application of an extended
Luenberger observer to the control of
multicomponent batch distillation.
Industrial & Engineering Chemistry
Research. 1991;30(8):1870-1880

26

Distillation - Modelling, Simulation and Optimization

[15] Lang L, Gilles ED. Nonlinear
observers for distillation columns.
Computers & Chemical Engineering.
1990;14(11):1297-1301

[16] Zhu Y. Distillation column
identification for control using Wiener
model. IEEE. 1999;5:3462-3466

[17] Safdarnejad M, Gallacher JR,
Hedengren JD. Dynamic parameter
estimation and optimization for batch
distillation. Computers and Chemical
Engineering. 2016;86:18-32

[18] Angelov PP, Filev DP. An approach
to online identification of Takagi-
Sugeno fuzzy models. IEEE
Transactions on Systems, Man, and
Cybernetics, Part B (Cybernetics).
2004;34(1):484-498

[19] Takagi T, Sugeno M. Fuzzy
Identification of Systems and its
Applications to Modeling and Control.
IEEE transactions on systems, man, and
cybernetics. IEEE. 1985;1:116-132

[20] Wang HO, Tanaka K, Griffin M.
Parallel distributed compensation of
nonlinear systems by takagi-sugeno
fuzzy model. IEEE. 1992;2:531-538

[21] Sanandaji BM, Salahshoor K,
Fatehi A. Multivariable GA-based
identification of TS fuzzy models:
MIMO distillation column model case
study. In: de n Fuzzy Systems
Conference, 2007. FUZZ-IEEE 2007;
2007

[22] Sivakumar R, Balu K. ANFIS based
distillation column control. In
International Journal of Computer
Applications Special issue on
Evolutionary Computation. 2010;2:67-73

[23] Mishra P, Kumar V, Rana KPS. A
fractional order fuzzy PID controller for
binary distillation column control.
Expert Systems with Applications. 2015;
42(22):8533-8549

[24] Tanaka K, Sugeno M. Stability
analysis and design of fuzzy control
systems. Fuzzy Sets and Systems. 2004;
45(2):135-156

[25] Tanaka K, Ikeda T, Wang HO.
Fuzzy regulators and fuzzy observers:
Relaxed stability conditions and LMI-
based designs. IEEE Transactions on
Fuzzy Systems. 1998;6(2):250-265

[26] Cao Y-Y, Frank PM. Analysis and
synthesis of nonlinear time-delay
systems via fuzzy control approach.
IEEE Transactions on Fuzzy Systems.
2000;8(2):200-211

27

Fuzzy Logic Modeling and Observers Applied to Estimate Compositions in Batch Distillation…
DOI: http://dx.doi.org/10.5772/intechopen.83479



References

[1] Ibrahim D, Jobson M, Li J, Guilln
Goslbez G. Optimization based design
of crude oil distillation units using
surrogate column models and a support
vector machine. Chemical Engineering
Research and Design. 2018;134:212-225

[2] Skogestad S. Dynamics and control of
distillation columns: A tutorial.
Chemical Engineering Research and
Design. 1997;75(6):539-562

[3] Cingara A, Jovanovic M, Mitrovic M.
Analytical first-order dynamic model of
binary distillation column. Chemical
Engineering. 1990;45(12):3585-3592

[4] Kienle A. Low-order dynamic models
for ideal multicomponent distillation
processes using nonlinear wave
propagation theory. Chemical
Engineering Science. 2000;55(10):
1817-1828

[5] Balasubramhanya LS, Doyle FJ Iii.
Nonlinear model-based control of a
batch reactive distillation column.
Journal of Process Control. 2000;10(2):
209-218

[6] Osuolale FN, Zhang J. Energy
efficiency optimisation for distillation
column using artificial neural network
models. Energy. 2016;106:562-578

[7] Singh AK, Singh HP, Mishra S.
Validation of ann-based model for
binary distillation column. In:
Proceeding of International Conference
on Intelligent Communication, Control
and Devices. Singapore: Springer; 2017.
pp. 235-242

[8] Lopez-Saucedo ES, Grossmann IE,
Segovia-Hernández JG, Hernández S.
Rigorous modeling, simulation and
optimization of a conventional and
nonconventional batch reactive
distillation column: A comparative
study of dynamic optimization

approaches. Chemical Engineering
Research and Design. 2016;111:83-99

[9] Sree Latha Chopparapu VI, George
IT, Bhat VS. Design and simulation of
kalman filter for the estimation of tray
temperatures in a binary distillation
column. International Journal of Pure
and Applied Mathematics. 2017;114(9):
11-18

[10] Hammouri H, Targui B, Armanet F.
High gain observer based on a triangular
structure. International Journal of
Robust and Nonlinear Control. 2002;
12(6):497-518

[11] Cervantes MH, Anguiano ACT,
Ramrez MCG, Zaragoza CMA,
Archundia ER. Validación experimental
de un observador de alta ganancia
reconfigurable para una columna de
destilación. Revista Iberoamericana de
Automtica e Informtica Industrial RIAI.
2015;12(4):397-407

[12] Astorga CM, Quintero-Marmol E,
Vela LG, Torres L. Observador no lineal
para la estimación de concentraciones
en un proceso de destilación metanol/
etanol. Información tecnológica. 2006;
17(6):35-41

[13] López-Estrada FR, Ponsart JC,
Astorga-Zaragoza CM, Camas-Anzueto
JL, Theilliol D. Robust sensor fault
estimation for descriptor-LPV systems
with unmeasurable gain scheduling
functions: Application to an anaerobic
bioreactor. International Journal of
Applied Mathematics and Computer
Science. 2015;25(2):233-244

[14] Quintero-Marmol E, Luyben WL,
Georgakis C. Application of an extended
Luenberger observer to the control of
multicomponent batch distillation.
Industrial & Engineering Chemistry
Research. 1991;30(8):1870-1880

26

Distillation - Modelling, Simulation and Optimization

[15] Lang L, Gilles ED. Nonlinear
observers for distillation columns.
Computers & Chemical Engineering.
1990;14(11):1297-1301

[16] Zhu Y. Distillation column
identification for control using Wiener
model. IEEE. 1999;5:3462-3466

[17] Safdarnejad M, Gallacher JR,
Hedengren JD. Dynamic parameter
estimation and optimization for batch
distillation. Computers and Chemical
Engineering. 2016;86:18-32

[18] Angelov PP, Filev DP. An approach
to online identification of Takagi-
Sugeno fuzzy models. IEEE
Transactions on Systems, Man, and
Cybernetics, Part B (Cybernetics).
2004;34(1):484-498

[19] Takagi T, Sugeno M. Fuzzy
Identification of Systems and its
Applications to Modeling and Control.
IEEE transactions on systems, man, and
cybernetics. IEEE. 1985;1:116-132

[20] Wang HO, Tanaka K, Griffin M.
Parallel distributed compensation of
nonlinear systems by takagi-sugeno
fuzzy model. IEEE. 1992;2:531-538

[21] Sanandaji BM, Salahshoor K,
Fatehi A. Multivariable GA-based
identification of TS fuzzy models:
MIMO distillation column model case
study. In: de n Fuzzy Systems
Conference, 2007. FUZZ-IEEE 2007;
2007

[22] Sivakumar R, Balu K. ANFIS based
distillation column control. In
International Journal of Computer
Applications Special issue on
Evolutionary Computation. 2010;2:67-73

[23] Mishra P, Kumar V, Rana KPS. A
fractional order fuzzy PID controller for
binary distillation column control.
Expert Systems with Applications. 2015;
42(22):8533-8549

[24] Tanaka K, Sugeno M. Stability
analysis and design of fuzzy control
systems. Fuzzy Sets and Systems. 2004;
45(2):135-156

[25] Tanaka K, Ikeda T, Wang HO.
Fuzzy regulators and fuzzy observers:
Relaxed stability conditions and LMI-
based designs. IEEE Transactions on
Fuzzy Systems. 1998;6(2):250-265

[26] Cao Y-Y, Frank PM. Analysis and
synthesis of nonlinear time-delay
systems via fuzzy control approach.
IEEE Transactions on Fuzzy Systems.
2000;8(2):200-211

27

Fuzzy Logic Modeling and Observers Applied to Estimate Compositions in Batch Distillation…
DOI: http://dx.doi.org/10.5772/intechopen.83479



Chapter 3

The Mathematical Model of
Basin-Type Solar Distillation
Systems
Nguyen The Bao

Abstract

This chapter presents a numerical model for calculating basin-type solar water
distillation. The model is used to calculate solar distillation for both passive natural
convection and forced convection with external condensers. For passive systems,
the numerical model allows to simulate and calculate more complex parameters
than previous models. For active-forced convection systems, this model allows the
simulations of the heat transfer and mass process inside both the distillation unit
and the internal heat exchanger. Comparison of numerical simulation results and
experimental results shows that the numerical model achieves the acceptable accu-
racy in calculating the parameters of the fluid flow inside the distillation and the
condenser-type heat recovery as well as estimation of the distillate output
corresponding to both types of solar distillation.

Keywords: basin-type solar distillation system, passive solar still, active solar still,
forced circulation distillation system with external condenser,
enhanced heat recovery

1. Introduction

People in the world are increasingly facing the lack of clean water for living
nowadays. Every year, millions of people die from lack of clean water and from the
diseases relating to drinking and living water. There is a lot of technology in the
world to produce fresh water from sea water or brackish water. However, these
technologies are mostly expensive, not suitable for the poor and developing coun-
tries and communities where most of the water shortages are occurring. In addition,
most of industrial-scale distillation technologies and equipment consume a lot of
energy, contributing to the depletion of fossil fuel energy sources and increasing
environmental pollution. It is therefore necessary to promote cheap, less energy-
efficient, and environmentally friendly distillation methods. The methodology and
technology of solar distillation almost meet all three criteria: simple equipment with
low-cost, no use of fossil fuels, and no contribution to the environmental pollution.

Solar water distillation is a method of using solar energy, a source of clean and
endless energy, to produce clean water from impure water. In solar water distilla-
tion equipment, evaporation and purification of pure water occur, thereby remov-
ing salts and impurities that are harmful to human health from marine and brackish
water resources to give out drinking water. In many solar water distillation
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technologies and devices, the solar stills are widely used because they are designed
and operated in a manner that is consistent with the technological level and eco-
nomic conditions of the poor and developing countries and communities.

The most popular solar stills are passive type, in which distillation process occurs
within the still through evaporation and condensation [1]. They are simple in design
and manufacture, easy to operate, usually small, and reasonably cheap. Passive solar
stills only use solar energy to remove the salts or impurities in saline or brackish
water; thus, it is environmentally friendly and saving energy. Therefore, it is still of
value to study in this type of stills to continue improving its efficiencies and designs.
This is the main aim of this chapter.

The main drawback of this type of solar distillation system is low energy effi-
ciency and distillate productivities. Hence, many active distillation systems such as
solar still coupled with flat plate or evacuated tube collectors, solar still coupled with
parabolic concentrator, solar still coupled with heat pipe, solar still coupled with
hybrid PV/T system, multistage active solar distillation system, multi-effect active
solar distillation system, etc. have been developed theoretically and experimentally
[2]. However, a forced circulation solar still with enhanced water recovery has not
been researched and presented. Therefore, this type of solar still has been developed
and modeled, both theoretically and experimentally, and will be presented in this
chapter as well.

In terms of numerical analyses of passive and active solar distillation systems,
there are several models presented in literatures [2–8]. Sampathkumar et al. [2]
comprehensively reviewed mathematical models applied to predict the perfor-
mances of active solar distillation systems and concluded that Kumar and Tiwari’s
model [3] was most suitable for evaluating the internal heat transfer coefficients
and hourly yield accurately except in extreme cases. However, Dwivedi and Tiwari
[4] observed from their studies in passive solar still that Dunkle’s model [5] gave
better agreement between theoretical and experimental results. Madhlopa and
Johnstone [6] numerically modeled a passive solar still with separate condenser and
claimed that the distillation productivity of their still was 62% higher than that of
the conventional passive solar still. Ahsan et al. [7] reviewed a few numerical
models of a tubular solar still and compared them with Dunkle and Ueda models.
Recently, Edalatpour et al. [8] reviewed the latest developments in numerical sim-
ulations for solar stills including the use of computational fluid dynamics (CFD)
simulations, MATLAB.

Based on the above literature review, it is obvious that although Dunkle’s model
is one of the oldest thermal model for predicting the internal heat transfers of solar
stills, it still can be used to accurately present the performance of heat transfers
inside the solar stills. However, there is no research found in the literature review
that consistently uses Dunkle’s equations to develop the numerical models for both
passive and active solar stills. Therefore, this chapter will use this approach to
develop the mathematical models for a conventional solar still and a forced circula-
tion solar still with enhanced water recovery.

2. The mathematical model of a passive basin-type solar still

The relationships of heat and mass transfer in a solar still under steady-state
conditions were first studied in 1961 by Dunkle [5]. Based on this initial work, this
research has developed the transient mode of the solar still in which all heat and
mass coefficients and still parameters are calculated using the formulae within the
model. The weather data used for simulation will be either input from actual
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measured data or data generated from a sub-computer program developed by the
author and linked to the main program [9].

The processes of heat and mass transfer in a passive solar still are indicated in
Figure 1. In order to develop the formulae for the energy and mass balances in the
still, the following assumptions are made:

• The lost amount of water through evaporation is small compared to the amount
of water in the basin and can be ignored.

• The energy required to heat up the water from outside temperature before
adding to the still to the basin temperature is negligible as compared to the
latent energy required to evaporate the same amount of water. In other words,
Cpw Tw � Tað Þ≪hw.

• There is no leakage in a well-designed still.

• The areas of the cover, the water surface, and the still basin are equal.

• The temperature gradients along the cover thickness and the water depth are
ignored.

As can be seen in Figure 1, the heat and mass transfer inside the solar still occurs
as follows: the solar incidence QT from the sun reaches the glass, part of it will be
reflected Qr, part will be absorbed by the glass Qα, and the remaining Q’ will
transfer through the glass and reach the basin water. Then, Q’ absorbed into the
basin water will be partially reflected back to the glass under convection qcw,
evaporation qew, and radiation qrw, partially transfer to the basin qw-b, and the
remaining will increase the temperature of the basin water Mw

dTw
dt . The basin, in its

turn, gains the energy partially from the sun (αQ″
T), partially from the water (qw-b).

Figure 1.
The heat and mass transfer processes in a conventional solar still.
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Based on the above literature review, it is obvious that although Dunkle’s model
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inside the solar stills. However, there is no research found in the literature review
that consistently uses Dunkle’s equations to develop the numerical models for both
passive and active solar stills. Therefore, this chapter will use this approach to
develop the mathematical models for a conventional solar still and a forced circula-
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mass coefficients and still parameters are calculated using the formulae within the
model. The weather data used for simulation will be either input from actual
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measured data or data generated from a sub-computer program developed by the
author and linked to the main program [9].

The processes of heat and mass transfer in a passive solar still are indicated in
Figure 1. In order to develop the formulae for the energy and mass balances in the
still, the following assumptions are made:

• The lost amount of water through evaporation is small compared to the amount
of water in the basin and can be ignored.

• The energy required to heat up the water from outside temperature before
adding to the still to the basin temperature is negligible as compared to the
latent energy required to evaporate the same amount of water. In other words,
Cpw Tw � Tað Þ≪hw.

• There is no leakage in a well-designed still.

• The areas of the cover, the water surface, and the still basin are equal.

• The temperature gradients along the cover thickness and the water depth are
ignored.

As can be seen in Figure 1, the heat and mass transfer inside the solar still occurs
as follows: the solar incidence QT from the sun reaches the glass, part of it will be
reflected Qr, part will be absorbed by the glass Qα, and the remaining Q’ will
transfer through the glass and reach the basin water. Then, Q’ absorbed into the
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This gained energy will be partially lost from surroundings qb, and the remaining
will increase the temperature of the basin Mb

dTb
dt . Similarly, the energy going in the

glass includes the reflected energy from the basin water through convection qcw,
evaporation qew, radiation qrw, and the energy absorbed from the sun αgQT . This
gained energy of the glass will partially transfer to the ambient through convection

qca and radiation qra and partially increase the temperature of the glass Mg
dTg

dt .
Based on these assumptions and the heat and mass transfer explained above, the

energy balances for the glass, for the basin water and for the basin, are

qcw þ qew þ qrw þ αgQT ¼ qra þ qca
� �þMg

dTg

dt
(1)

αwQ 0
T ¼ qcw þ qew þ qrw þ qw�b þMw

dTw

dt
(2)

αbQ″
T þ qw�b ¼ qb þMb

dTb

dt
(3)

where
qcw: heat transfer by convection from the still water to the glass (W/m2), which
is calculated by using Dunkle’s equation:

qcw ¼ 0:884 Tw � Tg
� �þ ð pw � pgÞ Tw þ 273ð Þ

268:9� 103 � pw
� �

" #1=3
Tw � Tg
� �

(4)

with pw and pg being the partial pressure of water vapor at the temperatures of
the basin water and the glass, respectively (in Pa).

qew: heat transfer by evaporation from the still water to the glass (W/m2):

qew ¼ 16:276� 10�3qcw
pw � pg
� �

Tw � Tg
� � (5)

qrw: heat transfer by radiation from the basin water to the glass cover (W/m2),
given by

qrw ¼ εwσ Tw þ 273ð Þ4 � Tg þ 273
� �4h i

(6)

where εw is the emission of water

σ ¼ 5:67 � 10�8W=m2:K4

qca: heat transfer by convection from the glass to the ambient around the still
(W/m2), calculated as [10]

qca ¼ 5:7w þ 3:8ð Þ Tg � Ta
� �

(7)

with W being the velocity of wind (m/s) and Ta the temperature of the
atmosphere (°C).
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qra: heat transfer by radiation from the glass to the ambient around the still
(W/m2):

qra ¼ εgσ Tg þ 273
� �4 � Ta þ 273ð Þ4
h i

(8)

where εg is the emission of the glass.
qw�b: heat transfer by convection from the still water to the absorbing surface of
the basin (W/m2):

qw�b ¼ hw�b Tw � Tbð Þ (9)

where hw�b is the coefficient of convection from the water to the basin
(W/m2.°C).

qb: heat transfer by convection from the basin to the surroundings of the still
(W/m2):

qb ¼ hb Tb � Tað Þ (10)

where hb is the coefficient of convection from the basin to the ambient around
the still (W/m2.°C):

1
hb

¼ δinsul
kinsul

þ 1
hi

(11)

kinsul (W/m.°C) and δinsul (m) are the basin thermal conductivity and the
thickness of the basin insulation, respectively.

hi: the combination of heat transfer coefficients by convection and radiation
from the basin insulation to the ambient surroundings, which can be derived
from formulae (6) and (7).

QT : global solar irradiation to the cover, in W/m2.
Q 0

T : global solar irradiation dropping on the still water, after transmitting
through the glass, in W/m2.

Q″
T : global solar irradiation dropping on the basin, after transmitting

through the still water, in W/m2.
αb, αw, and αg : solar radiation absorption coefficients of the basin, water,

and glass, respectively.
Mb, Mw, and Mg : solar radiation heat capacities per unit area of the basin,

water, and glass, in J/m2.°C.
Tb, Tw, and Tg : transient temperatures of the basin, of the water, and of the

glass, respectively, in °C.

Formulae (1), (2), and (3) can be derived as follows:

Mg
dTg

dt
¼ ∝gQT þ qcw þ qew þ qrw � qra þ qca

� �
(12)

Mw
dTw

dt
¼ ∝wQ 0

T � qcw þ qew þ qrw þ qw�b

� �
(13)

Mb
dTb

dt
¼ ∝bQ″

T þ qw�b � qb (14)
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qra: heat transfer by radiation from the glass to the ambient around the still
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hi: the combination of heat transfer coefficients by convection and radiation
from the basin insulation to the ambient surroundings, which can be derived
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and glass, respectively.
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glass, respectively, in °C.

Formulae (1), (2), and (3) can be derived as follows:

Mg
dTg

dt
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� �
(12)
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dTw

dt
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� �
(13)

Mb
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It is often to present all solar components QT, Q 0
T, and Q″

T in the above formulae
by the global solar incidence of the sloped cover, QT, which is well-known com-
puted [9]. If τb, τw, and τg are, respectively, defined as the proportions of solar
radiation incident absorbed by the basin, water, and glass liner, formulae (12), (13),
and (14) can be written as

Mg
dTg

dt
¼ τbQT þ qcw þ qew þ qrw � qra þ qca

� �
(15)

Mw
dTw

dt
¼ τwQT � qcw þ qew þ qrw þ qw�b

� �
(16)

Mb
dTb

dt
¼ τbQT þ qw�b � qb (17)

3. The mathematical model of an active basin-type solar distillation
system with enhanced water recovery condenser

This section will focus in developing the relationships of heat and mass transfer
in an active solar distillation system with enhanced water recovery condenser.
Then, this mathematical model will be validated by comparing its results with those
from the experimental model.

An active solar distillation system with enhanced water recovery condenser has
been chosen in this study for several reasons. Compared with other types of active
solar stills such as solar stills coupled with flat plate or evacuated tube collectors,
solar stills coupled with parabolic concentrator, solar stills coupled with heat pipe,
solar stills coupled with hybrid PV/T system, multistage active solar distillation
systems, multi-effect active solar distillation systems, etc., solar stills represent
simple yet mature technology. This is suitable for poor and developing countries
and communities like Vietnam.

The main disadvantage of a conventional passive solar still as low productivity
and efficiency can be overcome by changing the principle of operation as follows:

• Using air as an intermediate fluid and using forced convection to increase the
heat transfer in the still, leading to increase the evaporation of water.

• Replacing saturated air in the passive solar still by “drier” air to increase the
potential for mass transfer in the still, resulting in increasing the distillate
outputs.

• Circulating the air-vapor mixture from the passive still to an external
condenser to increase efficiency from a lower condensing temperature. If the
water with low temperatures such as well water or wastewater from
refrigeration process is available, then this condensing process will be more
effective.

• Recovering heat extracted in the condensing process and using it to preheat the
air-vapor mixture entering the still.

• Replacing the limited condensing area of the hot glass covers in the standard
still by the external condenser with much larger heat exchange areas and much
lower temperature to increase condensing process.
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3.1 Developing of the relationships of heat and mass transfer in an active solar
distillation system

Figure 2 presents a schematic diagram of an active solar distillation system with
enhanced water recovery condenser. The airflow entering the solar still with a
temperature of Tfin and moisture content win is heated up. After absorbing the
vapor from the basin water, the airflow exits the solar still at a temperature of Tfout

and moisture content wout. Then the hot air-vapor mixture passes through the
dehumidifying coil, acting as a condenser. The dehumidifying coil with cooling
water running inside will cool the hot air-vapor mixture down and condense the
vapor from the mixture to produce the distillate. The air after passing the condenser
has Tc-out and wc-out. The airflow continues passing through the preheater before
going back to the still; hence, part of its heat will be extracted to recover in the
preheater.

The heat and mass transfer relationships in this still can be seen in Figure 3. The
heat and mass transfer is mainly similar to that of the conventional solar still, except
the energy reflecting from the basin water through convection qcw and evaporation
qew will go into the flowing air first (defined as qcwf and qew) instead of going
directly to glass as in the conventional case. Then, the flowing air (the flow) will
release part of its energy to the glass through convection qcfg. The gained energy of
the flow, mainly from the basin water, will increase both latent heat (hout – hin) and

sensible heat Mf
dTf

dt of the flow.
From Figure 3, the energy and mass balances for the glass, for the flow in the

still, for the basin water, and for the basin are

qcfg þ qrw þ αgQT ¼ qra þ qca
� �þMg

dTg

dt
(18)

Figure 2.
Schematic diagram of a forced circulation solar still with enhanced water recovery.
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3.1 Developing of the relationships of heat and mass transfer in an active solar
distillation system
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temperature of Tfin and moisture content win is heated up. After absorbing the
vapor from the basin water, the airflow exits the solar still at a temperature of Tfout

and moisture content wout. Then the hot air-vapor mixture passes through the
dehumidifying coil, acting as a condenser. The dehumidifying coil with cooling
water running inside will cool the hot air-vapor mixture down and condense the
vapor from the mixture to produce the distillate. The air after passing the condenser
has Tc-out and wc-out. The airflow continues passing through the preheater before
going back to the still; hence, part of its heat will be extracted to recover in the
preheater.

The heat and mass transfer relationships in this still can be seen in Figure 3. The
heat and mass transfer is mainly similar to that of the conventional solar still, except
the energy reflecting from the basin water through convection qcw and evaporation
qew will go into the flowing air first (defined as qcwf and qew) instead of going
directly to glass as in the conventional case. Then, the flowing air (the flow) will
release part of its energy to the glass through convection qcfg. The gained energy of
the flow, mainly from the basin water, will increase both latent heat (hout – hin) and
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still, for the basin water, and for the basin are
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dTg

dt
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Figure 2.
Schematic diagram of a forced circulation solar still with enhanced water recovery.
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qew þ qcwf ¼ qcfg þmf hout � hð Þ þMf
dTf

dt
(19)

mew ¼ qew
hfg

¼ mf wout �wð Þ þmew�g (20)

αwQ 0
T ¼ qcwf þ qew þ qrw þ qw�b þMw

dTw

dt
(21)

αbQ″
T þ qw�b ¼ qb þMb

dTb

dt
(22)

qcwf: heat transfer by convection from the still water to the air (W/m2). In
theory, the blower flowing the air must use energy as low as possible, or it should be
powered by solar PV system. Depending on the flow velocity, the process of heat
transfer in the still may be in natural or forced mode. Therefore, in this mathemat-
ical model, the coefficient of heat transfer in the still is computed by using both
Reynolds and Grashof numbers for the forced and natural convection relations
separately; then the larger one is chosen [10]:

Gr ¼ gβ0ΔTL3

ν2
(23)

Re ¼ VDh

ν
(24)

where L is the distance between the water surface and the glass, in m;
g = 9.81 m/s2 is the gravity constant; β’ is the volumetric expansion coefficient, in
K�1; for air β0 ¼ 1=T; ΔT is the difference between the water and the glass temper-
atures, in 0C; ν is the kinematic viscosity, in m/s2; V is the airflow velocity, in m/s;
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Nu ¼ hcwf L
k

¼ 0:075 Gr:Prð Þ1=3 (25)

with Pr ¼ ν
α being the Prandtl number.

In order to have the same format with Dunkle’s expression [11], Tf is replaced
for Tg:

qcwf ¼ 0:884 Tw � Tfð Þ þ Tw � Tfð Þ Tw þ 273:15ð Þ
268� 103 � pw

� �
" #1=3

Tw � Tfð Þ (26)

where pf and pw are, respectively, the partial water vapor pressures at the
temperatures of the flow and the basin water, in Pa.

If the forced convection dominates, the relation between Nu and Re is
given by [10]

Nu ¼ hcwfDh

k
¼ 0:664� Re1=2 � Pr1=3 (27)

Considering Tw = 50°C and Tf = 40°C and introducing the corresponding air
properties into Eq. (27), the convective heat transfer rate between the basin water
and the flow can be computed by

qcwf ¼ 3:91
V
Dh

� �1=2

TW � Tf
� �

(28)

qew: heat transfer by evaporation (W/m2) from the still water to the flow, which
is calculated using formula (5) with pf and Tf are replaced for pg and Tg.

qrw: heat transfer by radiation (W/m2) from the still water to the glass, which is
computed by using formula (6).

qcfg: heat transfer by convection (W/m2) from the air to the glass, which is
computed as

qcfg ¼ 2:8
V4=5

L1=5
s

 !
Tf � Tg
� �

(29)

with V the airflow velocity (m/s) and Ls are the still length (m).
qca and qra are, respectively, the heat transfer rates by convection and radiation

(W/m2) from the glass and the ambient around the still, calculated from formulae
(7) and (8) correspondently.

qw-b and qb are the heat transfer (W/m2) from the still water to the basin and
from the basin to the ambient around the still and computed from formulae (9) and
(10) correspondently.

QT: the global solar irradiation dropping on the still (W/m2).
Q’T: the global solar irradiation dropping on the water, after transmitting

through the glass, (W/m2).
Q”T: global solar irradiation dropping on the basin, after transmitting through

the still water, (W/m2).
mf: the airflow mass rate, in kg/s.
mew: the mass rate evaporating from the basin water to the airflow, in kg/s.
αb, αw,and αg : solar absorption ratios of the basin, of the water and of the glass

correspondently.
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qew þ qcwf ¼ qcfg þmf hout � hð Þ þMf
dTf

dt
(19)

mew ¼ qew
hfg

¼ mf wout �wð Þ þmew�g (20)

αwQ 0
T ¼ qcwf þ qew þ qrw þ qw�b þMw

dTw

dt
(21)

αbQ″
T þ qw�b ¼ qb þMb

dTb

dt
(22)
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Mb, Mf, Mw, and Mg: heat mass are unit area of the basin, the air, the water in the
still, and the glass (J/m2.°C).

Tb, Tf, Tw, and Tg: respectively, the basin, the airflow, the still water, and the
glass temperatures (°C).

hfg: latent heat of vaporization of water at Tf (J/kg).
wout and win: the air-vapor mixture’s moisture contents exit and enter the still

(kg/kg).
hout and hin: respectively, the enthalpies of air exiting and entering the still

(J/kg). The air enthalpy exiting the still hout can be computed as the temperature
Tf function as follows:

hout ¼ Tf þwout� 2500þ 1:81Tf
� �� �� 103 (30)

The yield of the distillate in the solar still depends on the air and the glass
temperatures. Water will condense on the glass surface only when the airflow dew
point temperature Tfd is higher than the glass temperature Tg. In this case, the
amount of the distillate produced from the glass mew-g can be computed from
(kg/s m2):

_mew�g ¼
qcon�g

hfg
(31)

hfg: latent heat of vaporization of water at Tf, (J/kg).
qcon-g = hcon-g(Tf – Tg): heat transfer by condensation from the airflow to the

glass. Using the Nusselt to calculate

Nu ¼ hcon�gLc

k
¼ 0:943

g2sinβhfgL3
c

μkΔT

 !1=4

(32)

where Lc is the length of the glass, in m; Lc = Ls; k is the thermal conductivity, in
W/m K; g = 9.81 m/s2 gravity constant; β is the slope of the glass, in degree; ρ is the
air density, in kg/m3; ΔT is the dew point temperature difference between the
airflow and the glass, in °K; μ is absolute viscosity, in Pa s.

Using the properties of the air at Tf = 40°C, one can achieve

qcon�g ¼ 70:93
sinβ
ΔTLc

� �0:25

(33)

Hence, with five formulae from (18) to (19), five parameters Tg, Tw, Tf, wout,
and Tb, can be found.

3.2 The dehumidifying coil and preheating coil calculation

The calculation of dehumidifying and preheating coils has been studied and is
shown in [11, 12]. However, a clear and detailed procedure for simulating the
performance of dehumidifying coils was not available in these references. Hence, a
numerical model of the performance of the dehumidifying and the preheater coils
in this research was developed from the handbook and the standard. The calculation
procedures for the psychometric properties of humid air were given in [11]. A
detailed procedure for simulating the coils of preheating and dehumidifying of an
active distillation system is presented in [9].
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The simulation of the preheater includes (i) computing the heat transfer coeffi-
cient for the coil, (ii) computing the coil effectiveness, and then (iii) calculating the
air and cooling water temperatures leaving the coil.

The simulation of the dehumidifying includes finding consistent values of tem-
perature and humidity by using an iterative process.

4. The comparison of results from numerical modeling and
experimental results

4.1 The passive solar still

Figures 4 and 5 show the computed distillate yields and still water temperatures
from the mathematical model compared to those from the experiments. As shown
in these figures, the simulation model developed in this study gave very accurate
calculated results. Hence, one can confidently use this program to simulate solar
passive stills.

Figure 4.
The water calculated and measured temperatures in a passive solar still.

Figure 5.
The measured and predicted distillate outputs of a conventional solar still.
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4.2 The active solar distillation system with external condenser and enhanced
water recovery

To simulate the performance of the active distillation system, the computer
program is first input with the measured weather parameters of the site and the
measured values of the air entering the still’s relative humidity and temperature.
The results of the simulation program include still water temperature, glass tem-
perature, basin temperature, air leaving the still temperature and relative humidity,
air leaving the condenser temperature, and air leaving heat recovery’s temperature
and relative humidity, as well as the distillate production from the glass and from
the condenser. Figure 6 shows the measured and predicted temperatures and rela-
tive humidity of the air leaving the still, while Figure 7 shows those of the air
leaving the preheater. Figure 8 shows the air leaving the still calculated and mea-
sured moisture content, and Figure 9 shows the basin water calculated and mea-
sured temperatures. Figures 10 and 11 correspondingly show the calculated and
measured distillate yields from the glass and the condenser.

Figure 6.
The predicted and measured temperature and relative humidity of the air leaving the forced convection still.

Figure 7.
The predicted and measured temperature and relative humidity of the air leaving the preheater.
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Figure 8.
The predicted and measured moisture content of the air leaving the still.

Figure 9.
The predicted and measured temperature of the water in the still.

Figure 10.
The predicted and measured distillate condensed on the glass of the still.

41

The Mathematical Model of Basin-Type Solar Distillation Systems
DOI: http://dx.doi.org/10.5772/intechopen.83228



4.2 The active solar distillation system with external condenser and enhanced
water recovery

To simulate the performance of the active distillation system, the computer
program is first input with the measured weather parameters of the site and the
measured values of the air entering the still’s relative humidity and temperature.
The results of the simulation program include still water temperature, glass tem-
perature, basin temperature, air leaving the still temperature and relative humidity,
air leaving the condenser temperature, and air leaving heat recovery’s temperature
and relative humidity, as well as the distillate production from the glass and from
the condenser. Figure 6 shows the measured and predicted temperatures and rela-
tive humidity of the air leaving the still, while Figure 7 shows those of the air
leaving the preheater. Figure 8 shows the air leaving the still calculated and mea-
sured moisture content, and Figure 9 shows the basin water calculated and mea-
sured temperatures. Figures 10 and 11 correspondingly show the calculated and
measured distillate yields from the glass and the condenser.

Figure 6.
The predicted and measured temperature and relative humidity of the air leaving the forced convection still.

Figure 7.
The predicted and measured temperature and relative humidity of the air leaving the preheater.

40

Distillation - Modelling, Simulation and Optimization

Figure 8.
The predicted and measured moisture content of the air leaving the still.

Figure 9.
The predicted and measured temperature of the water in the still.

Figure 10.
The predicted and measured distillate condensed on the glass of the still.

41

The Mathematical Model of Basin-Type Solar Distillation Systems
DOI: http://dx.doi.org/10.5772/intechopen.83228



As shown in Figure 6, the mathematical model can predict reasonably well both
the actual values and the trend of the temperature of the air leaving the still. The
maximum error of the calculated temperatures compared to measured values is 5°C
and occurs in the early afternoon. The average errors in the relative humidity
calculation are around 10% with maximum error values up to 20%. In most cases,
the computed values are lower than the measured ones. Figure 8 once again con-
firms that the mathematical model underestimates the moisture in the air leaving
the still in the middle of the day. At other times, the predicted and measured
computed moisture contents of the outlet air are similar, which shows the observed
variations in relative humidity at these times are due to difference between the
predicted and measured air temperatures.

5. Conclusion

In this chapter, a numerical model for calculating basin-type solar water distil-
lation was presented. The model can be used to calculate solar distillation for both
passive natural convection and forced convection with external condensers. For
passive systems, the numerical model allows to simulate and calculate more com-
plex parameters than previous models. For active-forced convection systems, this
model allows the simulations of the heat transfer and mass process inside both the
distillation unit and the internal heat exchanger. Comparison of numerical simula-
tion results and experimental results showed that the numerical model achieves the
acceptable accuracy in calculating the parameters of the fluid flow inside the distil-
lation and the condenser-type heat recovery as well as estimation of the distillate
output corresponding to both types of solar distillation.

Figure 11.
The predicted and measured distillate collected from the condenser of the still.

42

Distillation - Modelling, Simulation and Optimization

Author details

Nguyen The Bao
Department of Heat and Refrigeration Engineering, Faculty of Mechanical
Engineering, University of Technology, Vietnam National University of
Ho Chi Minh City, Ho Chi Minh City, Vietnam

*Address all correspondence to: drthebao@gmail.com

©2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

43

The Mathematical Model of Basin-Type Solar Distillation Systems
DOI: http://dx.doi.org/10.5772/intechopen.83228



As shown in Figure 6, the mathematical model can predict reasonably well both
the actual values and the trend of the temperature of the air leaving the still. The
maximum error of the calculated temperatures compared to measured values is 5°C
and occurs in the early afternoon. The average errors in the relative humidity
calculation are around 10% with maximum error values up to 20%. In most cases,
the computed values are lower than the measured ones. Figure 8 once again con-
firms that the mathematical model underestimates the moisture in the air leaving
the still in the middle of the day. At other times, the predicted and measured
computed moisture contents of the outlet air are similar, which shows the observed
variations in relative humidity at these times are due to difference between the
predicted and measured air temperatures.

5. Conclusion

In this chapter, a numerical model for calculating basin-type solar water distil-
lation was presented. The model can be used to calculate solar distillation for both
passive natural convection and forced convection with external condensers. For
passive systems, the numerical model allows to simulate and calculate more com-
plex parameters than previous models. For active-forced convection systems, this
model allows the simulations of the heat transfer and mass process inside both the
distillation unit and the internal heat exchanger. Comparison of numerical simula-
tion results and experimental results showed that the numerical model achieves the
acceptable accuracy in calculating the parameters of the fluid flow inside the distil-
lation and the condenser-type heat recovery as well as estimation of the distillate
output corresponding to both types of solar distillation.

Figure 11.
The predicted and measured distillate collected from the condenser of the still.

42

Distillation - Modelling, Simulation and Optimization

Author details

Nguyen The Bao
Department of Heat and Refrigeration Engineering, Faculty of Mechanical
Engineering, University of Technology, Vietnam National University of
Ho Chi Minh City, Ho Chi Minh City, Vietnam

*Address all correspondence to: drthebao@gmail.com

©2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

43

The Mathematical Model of Basin-Type Solar Distillation Systems
DOI: http://dx.doi.org/10.5772/intechopen.83228



References

[1] Manchanda H, Kumar M. A
comprehensive decade review and
analysis on designs and performance
parameters of passive solar still.
Renewables: Wind, Water and Solar,
Springer Open Journal. 2015;(2):1-24.
DOI: 10.1186/s40807-015-0019-8

[2] Sampathkumar K, Arjunan TV,
Pitchandi P, Senthilkumar P. Active
solar distillation—A detailed review.
Renewable and Sustainable Energy
Reviews. 2010;14:1503-1526

[3] Kumar S, Tiwari GN. Estimation of
convective mass transfer in solar
distillation systems. Solar Energy. 1996;
57(6):459-464

[4] Dwivedi VK, Tiwari GN.
Experimental validation of thermal
model of a double slope active solar still
under natural circulation mode.
Desalination. 2010;250:49-55

[5] Dunkle RV. Solar water distillation:
The roof type still and a multiple effect
diffusion still. International
Developments in Heat Transfer,
American Society of Mechanical
Engineers, Proceedings of International
Heat Transfer, Part V. University of
Colorado. 1961. pp. 895-902

[6] Madhlopa A, Johnstone C. Numerical
study of a passive solar still with
separate condenser. Renewable Energy.
2009;34(7):1668-1677

[7] Ahsan A, Imteaz M, Dev R, Arafat
HA. Numerical models of solar
distillation device: Present and previous.
Desalination. 2013;311:173-181

[8] Edalatpour M, Aryna K, Kianifar A,
Tiwari GN, Mahian O, Wongwises S.
Solar stills: A review of the latest
developments in numerical simulations.
Solar Energy. 2016;135:897-922

[9] Bao NT. SOLSTILL—A simulation
program for solar distillation systems.
In: Proceedings of EUROSUN 2004;
Freiburg, Germany. 2004. pp. 96-105

[10] Duffie JA, Beckman WA. Solar
Engineering of Thermal Processes.
4th ed. New York: John Wiley and Sons
Inc.; 2013

[11] ASHRAE Systems and Equipment
Handbook. New York: American Society
of Heating, Refrigerating and Air-
Conditioning Engineers; 2012

[12] AHRI. Forced-Circulation Air-
Cooling and Heating Coils. Standard
410. Arlington, VA: Air-Conditioning,
Heating and Refrigeration Institute;
2014

44

Distillation - Modelling, Simulation and Optimization

Section 3

Phase Equilibrium

45



References

[1] Manchanda H, Kumar M. A
comprehensive decade review and
analysis on designs and performance
parameters of passive solar still.
Renewables: Wind, Water and Solar,
Springer Open Journal. 2015;(2):1-24.
DOI: 10.1186/s40807-015-0019-8

[2] Sampathkumar K, Arjunan TV,
Pitchandi P, Senthilkumar P. Active
solar distillation—A detailed review.
Renewable and Sustainable Energy
Reviews. 2010;14:1503-1526

[3] Kumar S, Tiwari GN. Estimation of
convective mass transfer in solar
distillation systems. Solar Energy. 1996;
57(6):459-464

[4] Dwivedi VK, Tiwari GN.
Experimental validation of thermal
model of a double slope active solar still
under natural circulation mode.
Desalination. 2010;250:49-55

[5] Dunkle RV. Solar water distillation:
The roof type still and a multiple effect
diffusion still. International
Developments in Heat Transfer,
American Society of Mechanical
Engineers, Proceedings of International
Heat Transfer, Part V. University of
Colorado. 1961. pp. 895-902

[6] Madhlopa A, Johnstone C. Numerical
study of a passive solar still with
separate condenser. Renewable Energy.
2009;34(7):1668-1677

[7] Ahsan A, Imteaz M, Dev R, Arafat
HA. Numerical models of solar
distillation device: Present and previous.
Desalination. 2013;311:173-181

[8] Edalatpour M, Aryna K, Kianifar A,
Tiwari GN, Mahian O, Wongwises S.
Solar stills: A review of the latest
developments in numerical simulations.
Solar Energy. 2016;135:897-922

[9] Bao NT. SOLSTILL—A simulation
program for solar distillation systems.
In: Proceedings of EUROSUN 2004;
Freiburg, Germany. 2004. pp. 96-105

[10] Duffie JA, Beckman WA. Solar
Engineering of Thermal Processes.
4th ed. New York: John Wiley and Sons
Inc.; 2013

[11] ASHRAE Systems and Equipment
Handbook. New York: American Society
of Heating, Refrigerating and Air-
Conditioning Engineers; 2012

[12] AHRI. Forced-Circulation Air-
Cooling and Heating Coils. Standard
410. Arlington, VA: Air-Conditioning,
Heating and Refrigeration Institute;
2014

44

Distillation - Modelling, Simulation and Optimization

Section 3

Phase Equilibrium

45



Chapter 4

A Practical Fitting Method
Involving a Trade-Off Decision
in the Parametrization Procedure
of a Thermodynamic Model and
Its Repercussion on Distillation
Processes
Adriel Sosa, Luís Fernández, Elena Gómez,
Eugénia A. Macedo and Juan Ortega

Abstract

The design of processes containing information on phase equilibria must be
carried out through a series of steps, experimentation$ verification$modeling$
simulation. Each of these steps should be rigorously performed to guarantee a good
representation of the behavior of the system under study, whose adequate modeling
could be used to simulate the corresponding process. To carry out the different
previous tasks, two representative systems, extracted from known database, are
used. The quality checking of experimental data series is certified through several
thermodynamic consistency methods. The modeling is done by applying a multi-
objective optimization procedure, which allows to define a solution front (Pareto
front) for different sub-models that are established in this work. The fitness of
trade-off solutions, obtained from the efficient front, on the design of distillation
processes is analyzed through a simulation.

Keywords: multiproperty modeling, optimization procedure, trade-off decision,
distillation, simulation

1. Introduction

Nowadays, process simulation [1] plays an important role in the chemical engi-
neering field as an indispensable tool to gain precise knowledge about the process
units. The use of powerful mathematical-computational tools allows to accomplish
an optimal final design of chemical processes. An important matter is to ensure that
the mathematical model correctly represents the quantities that reflect the state of
the studied system. Then, what is a model? A model is a mathematical relationship
that links the state variables of a system, such as temperature, pressure, or
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representation of the behavior of the system under study, whose adequate modeling
could be used to simulate the corresponding process. To carry out the different
previous tasks, two representative systems, extracted from known database, are
used. The quality checking of experimental data series is certified through several
thermodynamic consistency methods. The modeling is done by applying a multi-
objective optimization procedure, which allows to define a solution front (Pareto
front) for different sub-models that are established in this work. The fitness of
trade-off solutions, obtained from the efficient front, on the design of distillation
processes is analyzed through a simulation.

Keywords: multiproperty modeling, optimization procedure, trade-off decision,
distillation, simulation

1. Introduction

Nowadays, process simulation [1] plays an important role in the chemical engi-
neering field as an indispensable tool to gain precise knowledge about the process
units. The use of powerful mathematical-computational tools allows to accomplish
an optimal final design of chemical processes. An important matter is to ensure that
the mathematical model correctly represents the quantities that reflect the state of
the studied system. Then, what is a model? A model is a mathematical relationship
that links the state variables of a system, such as temperature, pressure, or
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compositions, influencing the process performance. Therefore, the accuracy of the
selected model is essential and greatly affects the final results of the simulation and
design processes. Two milestones should be considered.

The first one is the selection of the model, built-in with the mathematical
relationships that best represent the variables of the system. There is no a priori a
procedure to make this choice, so heuristic or experience-based criteria are gener-
ally used [2]. The second question refers to get the best parameters that complete
the definition of the model for a given data series. For this latter case, there are
several numerical procedures [3, 4] that allow to address the problem to optimize
the parameter set considering the starting hypothesis.

The thermodynamic properties having the greatest influence on the simulation
of separation processes are those related to phase equilibria (vapor-liquid equilib-
rium, VLE, in the scope of this work), as well as other thermodynamic quantities
that arise in the mixing process. These properties are associated with the excess
Gibbs energy gE, which is written as gE = gE(xi,p,T). As such, the goal of the
modeling is to achieve a functional type of f = f(θ,xi,p,T) that minimizes the norm
| gE � f |. The vector θ represents a set of parameters in the model, which must be
optimized. However, due to the existing relation between phase and mixing prop-
erties, former approach may not be enough. In the first place, gE values can only be
obtained from VLE, which satisfies a dependency of the type, F(xi,p,T) = 0,
preventing us from obtaining individual relations of gE with each one of the vari-
ables. On the other hand, defects in the experimental data could give place to
incoherencies between experimental activity coefficients γi = γi(xi,yi,p,T) and the
excess Gibbs function gE. Thus, the VLE fitting process becomes a bi-objective
optimization problem; hence, two error functions are included in the correlation
problem. The complexity grows as other properties, such as hE = hE(x,p,T), are
included in the modeling, since new error functions should also be minimized.
However, one of the benefits of this approach is to use a unique thermodynamic
model that avoids the issues caused by possible discontinuities or inconsistencies
between partial models of some properties. Even more relevant is that this allows
the model to describe better the physics of the system under study. This supposes a
mean to verify the coherence of the mathematical formalism imposed by thermo-
dynamics, validating the different properties. A drawback of this practice is the
increase of the complexity of the procedure, but this is just a numerical issue of
relative complexity. Therefore, addressing the global modeling of the thermody-
namic behavior of solutions as a problem with multiple objectives is a notable
contribution in chemical engineering.

It is known that the resolution of multi-objective problems does not produce a
single result; on the contrary, a set of non-dominated results that constitute the so-
called Pareto front [5] is obtained. There is no precise mathematical criterion that
allows the selection of a unique result. However, the process simulation requires a
single result to define the intended design, having to resort to external criteria
different from those used to obtain the front.

This study evaluates the effect of choosing the different results from the Pareto
front in the simulation task. To achieve this, some partial goals are proposed such as
(a) to establish a rigorous methodology to carry out the optimization procedure
with the suggested modeling and (b) to check the real impact of the chosen model
on the simulation, with the purpose of proposing a selection criterion. Thus, the
designed methodology should include different stages, like the data selection used
in the procedure, obtaining the result front and the election of the final result. Two
systems, considered as standard in many studies on thermodynamic behavior of
solutions, are selected since the necessary experimental information (VLE and hE) is
available in literature. After checking the data sets [6, 7], making up the
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testing $ modeling steps, and having obtained the corresponding result fronts, each
candidate model is analyzed on its suitability for process simulation.

2. Modeling procedures

2.1 Thermodynamic model

The correlation of the iso-p {VLE + hE} data for each one of the two systems
selected is carried out using a parametric equation already used by us [8], which is
applied to the excess Gibbs function of a binary system:

gE p;T;xð Þ ¼ z1 1� z1ð Þ ∑
2

i¼0
gi p;Tð Þzi1z1 ¼

x1
x1 þ k2‐1g x2

(1)

and as described in [8]:

gi p;Tð Þ ¼ gi1 þ gi2 p
2 þ gi3 pT þ gi4=T þ gi5T

2 (2)

where kg
2–1 is a fitting parameter. In this study, several forms of Eq. (2) are

tested, by adapting it according to the availability of experimental data. Thus,
different “sub-models” are defined by neglecting terms in Eq. (2) which give rise to
the following four cases:

M1 ! gi2; gi3; gi4; gi5
� � ¼ 0;M2 ! gi2; gi3; gi5

� � ¼ 0;
M3 ! gi2; gi5

� � ¼ 0;M4 ! gi2 ¼ 0
(3)

From Eq. (1), the expression that characterizes the activity coefficients is

RTln γi ¼ z1 1� z1ð Þ g0 þ g1z1 þ g2z
2
1

� �þ 1� i� x1ð Þ
g0 þ 2 g1 � g0

� �
z1 þ 3 g2 � g1

� �
z21 � 4g2z

3
1

� �
k2‐1g z1=x1ð Þ2 (4)

Likewise, the excess enthalpies hE are calculated considering.

hE ¼ gE � T ∂gE=∂T
� �

x,p; h
E ¼ z1 1� z1ð Þ h0 þ h1z1 þ h2z21

� �
(5)

Eqs. (1) and (5) assume that the different sub-models established by Eq. (3)
impose certain behavior hypothesis in the mixture. Thus, sub-model M1 implies
that gE = hE. For the remaining assumptions, gE 6¼ hE, allowing different functions to
express the hEs.

2.2 Calculation of the efficient fronts

To obtain the optimal parameters of the different sub-models that represent the
data set iso-p VLE and hE, the multi-objective optimization (MOO) procedure is
used, which is characterized by the vector

OF ¼ s gE=RT
� �

s hE
� �� �

(6)

where s(yE) is the root of the mean square error (or RMSE) calculated by the
model when representing the generic property yE:

49

A Practical Fitting Method Involving a Trade-Off Decision in the Parametrization Procedure…
DOI: http://dx.doi.org/10.5772/intechopen.85743



compositions, influencing the process performance. Therefore, the accuracy of the
selected model is essential and greatly affects the final results of the simulation and
design processes. Two milestones should be considered.

The first one is the selection of the model, built-in with the mathematical
relationships that best represent the variables of the system. There is no a priori a
procedure to make this choice, so heuristic or experience-based criteria are gener-
ally used [2]. The second question refers to get the best parameters that complete
the definition of the model for a given data series. For this latter case, there are
several numerical procedures [3, 4] that allow to address the problem to optimize
the parameter set considering the starting hypothesis.

The thermodynamic properties having the greatest influence on the simulation
of separation processes are those related to phase equilibria (vapor-liquid equilib-
rium, VLE, in the scope of this work), as well as other thermodynamic quantities
that arise in the mixing process. These properties are associated with the excess
Gibbs energy gE, which is written as gE = gE(xi,p,T). As such, the goal of the
modeling is to achieve a functional type of f = f(θ,xi,p,T) that minimizes the norm
| gE � f |. The vector θ represents a set of parameters in the model, which must be
optimized. However, due to the existing relation between phase and mixing prop-
erties, former approach may not be enough. In the first place, gE values can only be
obtained from VLE, which satisfies a dependency of the type, F(xi,p,T) = 0,
preventing us from obtaining individual relations of gE with each one of the vari-
ables. On the other hand, defects in the experimental data could give place to
incoherencies between experimental activity coefficients γi = γi(xi,yi,p,T) and the
excess Gibbs function gE. Thus, the VLE fitting process becomes a bi-objective
optimization problem; hence, two error functions are included in the correlation
problem. The complexity grows as other properties, such as hE = hE(x,p,T), are
included in the modeling, since new error functions should also be minimized.
However, one of the benefits of this approach is to use a unique thermodynamic
model that avoids the issues caused by possible discontinuities or inconsistencies
between partial models of some properties. Even more relevant is that this allows
the model to describe better the physics of the system under study. This supposes a
mean to verify the coherence of the mathematical formalism imposed by thermo-
dynamics, validating the different properties. A drawback of this practice is the
increase of the complexity of the procedure, but this is just a numerical issue of
relative complexity. Therefore, addressing the global modeling of the thermody-
namic behavior of solutions as a problem with multiple objectives is a notable
contribution in chemical engineering.

It is known that the resolution of multi-objective problems does not produce a
single result; on the contrary, a set of non-dominated results that constitute the so-
called Pareto front [5] is obtained. There is no precise mathematical criterion that
allows the selection of a unique result. However, the process simulation requires a
single result to define the intended design, having to resort to external criteria
different from those used to obtain the front.

This study evaluates the effect of choosing the different results from the Pareto
front in the simulation task. To achieve this, some partial goals are proposed such as
(a) to establish a rigorous methodology to carry out the optimization procedure
with the suggested modeling and (b) to check the real impact of the chosen model
on the simulation, with the purpose of proposing a selection criterion. Thus, the
designed methodology should include different stages, like the data selection used
in the procedure, obtaining the result front and the election of the final result. Two
systems, considered as standard in many studies on thermodynamic behavior of
solutions, are selected since the necessary experimental information (VLE and hE) is
available in literature. After checking the data sets [6, 7], making up the

48

Distillation - Modelling, Simulation and Optimization

testing $ modeling steps, and having obtained the corresponding result fronts, each
candidate model is analyzed on its suitability for process simulation.

2. Modeling procedures

2.1 Thermodynamic model

The correlation of the iso-p {VLE + hE} data for each one of the two systems
selected is carried out using a parametric equation already used by us [8], which is
applied to the excess Gibbs function of a binary system:

gE p;T;xð Þ ¼ z1 1� z1ð Þ ∑
2

i¼0
gi p;Tð Þzi1z1 ¼

x1
x1 þ k2‐1g x2

(1)

and as described in [8]:

gi p;Tð Þ ¼ gi1 þ gi2 p
2 þ gi3 pT þ gi4=T þ gi5T

2 (2)

where kg
2–1 is a fitting parameter. In this study, several forms of Eq. (2) are

tested, by adapting it according to the availability of experimental data. Thus,
different “sub-models” are defined by neglecting terms in Eq. (2) which give rise to
the following four cases:

M1 ! gi2; gi3; gi4; gi5
� � ¼ 0;M2 ! gi2; gi3; gi5

� � ¼ 0;
M3 ! gi2; gi5

� � ¼ 0;M4 ! gi2 ¼ 0
(3)

From Eq. (1), the expression that characterizes the activity coefficients is

RTln γi ¼ z1 1� z1ð Þ g0 þ g1z1 þ g2z
2
1

� �þ 1� i� x1ð Þ
g0 þ 2 g1 � g0

� �
z1 þ 3 g2 � g1

� �
z21 � 4g2z

3
1

� �
k2‐1g z1=x1ð Þ2 (4)

Likewise, the excess enthalpies hE are calculated considering.

hE ¼ gE � T ∂gE=∂T
� �

x,p; h
E ¼ z1 1� z1ð Þ h0 þ h1z1 þ h2z21

� �
(5)

Eqs. (1) and (5) assume that the different sub-models established by Eq. (3)
impose certain behavior hypothesis in the mixture. Thus, sub-model M1 implies
that gE = hE. For the remaining assumptions, gE 6¼ hE, allowing different functions to
express the hEs.

2.2 Calculation of the efficient fronts

To obtain the optimal parameters of the different sub-models that represent the
data set iso-p VLE and hE, the multi-objective optimization (MOO) procedure is
used, which is characterized by the vector

OF ¼ s gE=RT
� �

s hE
� �� �

(6)

where s(yE) is the root of the mean square error (or RMSE) calculated by the
model when representing the generic property yE:

49

A Practical Fitting Method Involving a Trade-Off Decision in the Parametrization Procedure…
DOI: http://dx.doi.org/10.5772/intechopen.85743



s yE
� � ¼ ∑ yEexp � yEcal

� �2
=m

� �0:5
; m ¼ number of experimental points (7)

The result of such a problem is a discrete set of values, taken from the efficient
front, s(gE/RT) = f[s(hE)], where each one of these give rise to different estimates of
the thermodynamic behavior. Here the ε-constraint algorithm [3] is used to solve
the MOO optimization problem. This procedure converts the multi-objective
nonlinear problem (MNLP) into multiple single-objective problem (constrained
nonlinear problem (CNLP)), thence minimizing only the first objective in Eq. (6),
that is,

OFε ¼ s gE=RT
� �

(8)

using the other vector element to establish a constraint in the calculation, that is,

constraint ! s hE
� �

, ε (9)

The value of ε is limited, from 0 to 500 J mol�1, since greater errors in the hE are
not acceptable. The efficient front is then achieved by solving the CNLP (Eqs. (8)
and (9)) for different values of ε in the indicated range. To do so, we used a hybrid
evolutionary algorithm [3], coupled with Nelder-Mead algorithm [9], for local
refinement.

3. Verification and selection of data series

3.1 Acetone + ethanol

There are 10 useful references in literature containing VLE data for the
acetone(1) + ethanol(2) system [10–19] showing a total of 15 experimental series. In
Figure 1, seven sets are iso-p (Figure 1(a)), and eight sets are iso-T (Figure 1(b)).

For use we refer to data series with information for the two phases. This is a
requirement to check the thermodynamic consistency. Figure 1(b) shows an azeo-
trope at high pressures, which moves from the acetone-rich region toward pure
ethanol as pressure increases; the separation between the compositions in the two
phases is reduced. Figure 1(c) and (d) contains, respectively, the variation of γi and
gE/RT with the liquid composition for the system at 101 kPa. Ethanol’s activity
coefficient shows some errors that surely affect the global consistency of the data
series. High slopes are observed as x1 ! 0 along with negative values of the natural
logarithm of γ1 for data series other than those referenced [14–16]. This is a clear
sign of inconsistency.

Table 1 shows the results obtained in the application of different consistency
methods. The observation of the said table produces some comments which are
interesting in the work development. The Wisniak test and the direct van Ness test
accept most of the experimental series. The first of the methods rejects two (noted
as n° 10,12) while the second fails to validate only one, n° 8. The Kojima test rejects
five data series, with the error observed in the system n° 12 being critical. A new
methodology recently proposed by us [6, 7] was also applied, which rejects nine
systems: three by the integral form (n° 9, 11, 12) and six by the differential form
(n° 1, 3, 4, 8, 9, 12). These systems present obvious signs of inconsistency that are
also observed by at least one of the other methods. Therefore, the overall assess-
ment of these series (in other words, the quality of their experimental data) is not
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positive, ruling out the use of these series for other subsequent tasks, such as
modeling and, specially, simulation.

Regarding hE, six references were found [20–25]. All extracted values are shown
in Figure 2(a and b), where the different series show an acceptable coherence,
having (dhE/dT)p,x > 0.

3.2 Benzene + hexane

In studies related to the thermodynamics of solutions, the experimental infor-
mation generated by the binary benzene + hexane, for different properties, has
been, and still is, used by researchers in that area as a reference of their investiga-
tions; therefore, the choice of this system is justified. Twenty-three useful VLE data
series were found in the bibliography [26–42], 16 iso-p and 7 iso-T. Figure 3 shows
important errors in some of the series [29, 31, 37] at 101 kPa, with data missing the
trend observed in the other series. These are propagated to the T vs x,y representa-
tions (Figure 4(a)). The random error for these series is serious as evidenced in
Figure 4(b).

Figure 1.
Plot of VLE data of the binary: acetone(1) + ethanol(2), iso-p ≈ 101.32 kPa. (a) T,x,y; (c) γ,x; (d) gE/RT,x.
(�) Ref. [10]; (∇) Ref. [11]; (○) Ref. [12]; (◊) Ref. [13]; (+) Ref. [14]; (△) Ref. [15]; (□) Ref. [16];
(b) p,x,y. iso-T: (▷) Ref. [14]; (○) Ref. [17]; Ref. [18] (�) T = 372.67 K; (▽) T = 422.56 K, (△)
T = 397.67 K; Ref. [19], (□) T = 344.19 K, (+) T = 363.19 K, (◊) T = 358.18 K.
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Figure 4 depicts the iso-p data set at pressures other than the atmospheric.
Figure 5(b) indicates that three of the published series [28] (the ones that corre-
spond to p = 610.8 kPa, 810.8 kPa, and 1013.5 kPa) show systematic errors, giving
rise to gE/RT < 0; thus γi < 1 as x1 ! 1. However, the representation of T vs x,y does
not reflect this anomalous behavior, so that probably they will be caused by a
systematic deficiency in the monitored temperature.

Available iso-T data series are represented in Figure 5. Data are found for the
whole composition interval only at 333 and 345 K. Several series were measured at
333 K [40–42], allowing their comparison. From the representation of p,x,y
(Figure 5(a)) and related mixing quantities (Figure 5(b)), an acceptable coinci-
dence is observed. Two of the data sets (Ref. [41]) show negative values of gE/RT in
the extreme points, at infinite dilution, which is a clear sign of inconsistency.

Conclusions drawn from the visual inspection are confirmed by the consistency
analysis presented in Table 2. Data series n° 11 is discarded since consistency cannot
be evaluated due to the lack of data in the zone corresponding to x1 > 0.2. All
consistency tests, except the direct van Ness, did not accept the series measured at

Figure 2.
hE values for the binary acetone(1) + ethanol(2). (a) p = 101.32 kPa; (b) p = 400 kPa. (○) Ref. [20]; (�)
Ref. [21]; (□) Ref. [22]; (+) Ref. [23]; (△) Ref. [24]; (◊) Ref. [25].

Figure 3.
Plot of iso-p VLE data of the binary benzene + hexane at 101 kPa. (a) T,x,y; (b) γ,x; gE/RT,x. (○) Ref. [34]

Ref. [35] (+) Ref. [26] (◊) Ref. [37]; (�) Ref. [29]; (∇) Ref. [32]; (▷) Ref. [31]; (◁) Ref. [37].
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Figure 4 depicts the iso-p data set at pressures other than the atmospheric.
Figure 5(b) indicates that three of the published series [28] (the ones that corre-
spond to p = 610.8 kPa, 810.8 kPa, and 1013.5 kPa) show systematic errors, giving
rise to gE/RT < 0; thus γi < 1 as x1 ! 1. However, the representation of T vs x,y does
not reflect this anomalous behavior, so that probably they will be caused by a
systematic deficiency in the monitored temperature.

Available iso-T data series are represented in Figure 5. Data are found for the
whole composition interval only at 333 and 345 K. Several series were measured at
333 K [40–42], allowing their comparison. From the representation of p,x,y
(Figure 5(a)) and related mixing quantities (Figure 5(b)), an acceptable coinci-
dence is observed. Two of the data sets (Ref. [41]) show negative values of gE/RT in
the extreme points, at infinite dilution, which is a clear sign of inconsistency.

Conclusions drawn from the visual inspection are confirmed by the consistency
analysis presented in Table 2. Data series n° 11 is discarded since consistency cannot
be evaluated due to the lack of data in the zone corresponding to x1 > 0.2. All
consistency tests, except the direct van Ness, did not accept the series measured at

Figure 2.
hE values for the binary acetone(1) + ethanol(2). (a) p = 101.32 kPa; (b) p = 400 kPa. (○) Ref. [20]; (�)
Ref. [21]; (□) Ref. [22]; (+) Ref. [23]; (△) Ref. [24]; (◊) Ref. [25].

Figure 3.
Plot of iso-p VLE data of the binary benzene + hexane at 101 kPa. (a) T,x,y; (b) γ,x; gE/RT,x. (○) Ref. [34]

Ref. [35] (+) Ref. [26] (◊) Ref. [37]; (�) Ref. [29]; (∇) Ref. [32]; (▷) Ref. [31]; (◁) Ref. [37].
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the highest pressures (n° 13–16). This is due to the wrong relationship between the
pure component saturation temperature (Appendix Table A1) and equilibrium
temperature. However, it is interesting to recognize that when using other vapor
pressure parameters this defect can be solved. The data series (n° 3, 4, 6–9, 19,
21–23) accepted by the proposed test [7] offer the highest consensus among all the
battery of test about the quality of data, so these series could be used for subsequent
tasks.

A total of 17 references were found in literature [36, 43–58] of hE measured in
the range of [293–323] K and atmospheric pressure, except those data of Yi et al.
[58], at 80 kPa. Figure 6(a) presents the data series considered in this study. It
refers to a solution with endothermic effects (hE ≈ 900 J mol�1 at x = 0.5 and
T = 298 K), decreasing as temperature increases; however, the high observed dis-
persion of experimental values is not sufficient evidence to ensure this effect.
Inspection of the hE does not recommend excluding any of these data series; thus
they will be considered in the data treatment.

Figure 5.
Plot of iso-T VLE data of the binary benzene(1) + hexane(2). (a) p,x,y; (b) gE/RT,x. (○) Ref. [40]; (□)
Ref. [42] Ref. [41]: (+) T = 314 K; (◊) T = 323 K; (�) T = 333 K; (△) T = 303 K; (▽) Ref. [39].

Figure 4.
Plot of iso-p VLE of the binary benzene(1) + hexane(2). (a) T,x,y; (b) gE/RT,x. Ref. [33]: (○) p = 26 kPa;
(□) p = 40 kPa; (+) p = 53 kPa; (◊) Ref. [26]; Ref. [28]: (�) p = 405.4 kPa; (△) p = 610.8 kPa; (▽)
p = 810.8 kPa; (▷) p = 1013.5 kPa.
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the highest pressures (n° 13–16). This is due to the wrong relationship between the
pure component saturation temperature (Appendix Table A1) and equilibrium
temperature. However, it is interesting to recognize that when using other vapor
pressure parameters this defect can be solved. The data series (n° 3, 4, 6–9, 19,
21–23) accepted by the proposed test [7] offer the highest consensus among all the
battery of test about the quality of data, so these series could be used for subsequent
tasks.

A total of 17 references were found in literature [36, 43–58] of hE measured in
the range of [293–323] K and atmospheric pressure, except those data of Yi et al.
[58], at 80 kPa. Figure 6(a) presents the data series considered in this study. It
refers to a solution with endothermic effects (hE ≈ 900 J mol�1 at x = 0.5 and
T = 298 K), decreasing as temperature increases; however, the high observed dis-
persion of experimental values is not sufficient evidence to ensure this effect.
Inspection of the hE does not recommend excluding any of these data series; thus
they will be considered in the data treatment.

Figure 5.
Plot of iso-T VLE data of the binary benzene(1) + hexane(2). (a) p,x,y; (b) gE/RT,x. (○) Ref. [40]; (□)
Ref. [42] Ref. [41]: (+) T = 314 K; (◊) T = 323 K; (�) T = 333 K; (△) T = 303 K; (▽) Ref. [39].

Figure 4.
Plot of iso-p VLE of the binary benzene(1) + hexane(2). (a) T,x,y; (b) gE/RT,x. Ref. [33]: (○) p = 26 kPa;
(□) p = 40 kPa; (+) p = 53 kPa; (◊) Ref. [26]; Ref. [28]: (�) p = 405.4 kPa; (△) p = 610.8 kPa; (▽)
p = 810.8 kPa; (▷) p = 1013.5 kPa.
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4. Results and discussion

4.1 Modeling: efficient front and models

The VLE data series previously verified has been modeled according to the
procedure described in Section 2. The efficient fronts obtained for each system are
shown in Figure 7.

Figure 6.
Plot of hE values for the binary benzene + hexane. (a) hE vs x, (b) hE (at x = 0.5) vs T. (○) Ref. [43], (□)
Ref. [44], (+) Ref. [45], (◊) Ref. [46], (�) Ref. [47], (△) Ref. [48], (▽) Ref. [36], (▷) Ref. [49],
(◁) Ref. [50], (□) Ref. [51], Ref. [52], Ref. [53], Ref. [54], Ref. [55], Ref. [56],
Ref. [57], Ref. [58].

Figure 7.
Efficient fronts for s(gE/RT) = f(s(hE)), obtained for acetone + ethanol. Arrows and labels indicate the chosen
results on each of the fronts, using the models: (▴) M2; (�) M3; and (▾) M4.
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4. Results and discussion

4.1 Modeling: efficient front and models

The VLE data series previously verified has been modeled according to the
procedure described in Section 2. The efficient fronts obtained for each system are
shown in Figure 7.

Figure 6.
Plot of hE values for the binary benzene + hexane. (a) hE vs x, (b) hE (at x = 0.5) vs T. (○) Ref. [43], (□)
Ref. [44], (+) Ref. [45], (◊) Ref. [46], (�) Ref. [47], (△) Ref. [48], (▽) Ref. [36], (▷) Ref. [49],
(◁) Ref. [50], (□) Ref. [51], Ref. [52], Ref. [53], Ref. [54], Ref. [55], Ref. [56],
Ref. [57], Ref. [58].

Figure 7.
Efficient fronts for s(gE/RT) = f(s(hE)), obtained for acetone + ethanol. Arrows and labels indicate the chosen
results on each of the fronts, using the models: (▴) M2; (�) M3; and (▾) M4.
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Acetone(1) + ethanol(2): the efficient fronts of results for the binary
acetone + ethanol were obtained from sub-models M2, M3, and M4. Sub-model M1
did not produce an acceptable representation of the thermodynamic behavior, so it
was ignored. The obtained fronts shown in Figure 7 reveal that the three sub-
models produced similar results when acceptable error in hE is greater than
140 J mol�1. This implies that, from this limit on, the problem becomes mono-
objective, regardless of the sub-model used. For smaller errors of the hE, s(hE)
< 140 J mol�1, differences between sub-models M2, M3, and M4 to reproduce the
VLE data are significant, reducing the maximum error by approximately δs
(gE/RT) ≈ 0.15 between them. The efficient front achieved with model M4 shows an
almost constant s(gE/RT). The other two sub-models reveal an exponential behavior
as s(hE) decreases. From the set of results obtained, three of them are chosen (see
Figure 7) to carry out a more detailed analysis on their ability to describe simulta-
neously the VLE and hE. Some particular comments on those three results are:

• The result labeled as “1” (by M4) describes well the two properties under
study, as seen in Figure 8, but at the expense of using more parameters.
Specifically, this model links the state variables at equilibrium (Figure 8(a)),
describing the observed folding at the lowest temperatures. The estimate of

Figure 8.
Plot of VLE at 101 kPa and hE estimates for binary acetone(1) + ethanol(2) at 101.32 kPa. Models drawn
from Figure 7(a). Results (——) 1-(M4), 2-(M3), 3-(M3). (a) T vs x1,y1; (b)γi vs x1; (c)
gE/RT vs x1; (d) h

E vs x1.
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activity coefficients (Figure 8(b)) is acceptable. Estimations of gE/RT for this
system are close to the set that displays the highest values. The estimate for the
hE is acceptable, although the model does not reproduce the data series
extracted from Ref. [20].

• Result 2 (M3), which displays the highest error in the VLE estimate, wrongly
estimates an azeotrope and a whole range immiscible region (Figure 8(a)).
This poor description of the liquid phase is due to the high values of γi and the
gE/RT (Figure 8(b and c)). At first, the hE is correctly represented by this
parametrization, although the presence of the immiscibility truncates the
validity region of the model (Figure 8(d)).

• Result 3 (M3) produces an unsatisfactory representation in the hEs, which also
presents an inversion of the thermal gradient of this property.

Final model selection should ensure that selected parametrization describes, at
least qualitatively, the thermodynamic behavior closest to the real one. In this case,
result 2 reproduces almost exactly the hE, although it produces an incorrect gE

behavior, hence limiting its subsequent applicability. The choice between results 1
and 3 will depend on the influence of the hE on the calculations in which the model
is involved.

This analysis will serve as a basis to inspect the results of the remaining binary
(benzene + hexane) on the results emitted by each of the models.

Benzene(1) + hexane(2): sub-model M4 was not used for the binary
benzene + hexane because of the similarity with the efficient front produced by M3
model. Thus, sub-models M1, M2, and M3 were only applied, as shown in Figure 9.
Sub-models M2 and M3 produce very similar results, with almost constant error,
s(gE/RT), lower than 5.5 � 10�3 J mol�1 for all s(hE). Consequently, those result
fronts of sub-models M1 and M2 are evaluated. The efficient front of sub-model M1

Figure 9.
Efficient fronts for s(gE/RT) = f(s(hE)), obtained for benzene + hexane. Arrows and labels indicate the chosen
results on each of the fronts, using the models: (●) M1; (▴) M2; and (�) M3.
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activity coefficients (Figure 8(b)) is acceptable. Estimations of gE/RT for this
system are close to the set that displays the highest values. The estimate for the
hE is acceptable, although the model does not reproduce the data series
extracted from Ref. [20].

• Result 2 (M3), which displays the highest error in the VLE estimate, wrongly
estimates an azeotrope and a whole range immiscible region (Figure 8(a)).
This poor description of the liquid phase is due to the high values of γi and the
gE/RT (Figure 8(b and c)). At first, the hE is correctly represented by this
parametrization, although the presence of the immiscibility truncates the
validity region of the model (Figure 8(d)).

• Result 3 (M3) produces an unsatisfactory representation in the hEs, which also
presents an inversion of the thermal gradient of this property.

Final model selection should ensure that selected parametrization describes, at
least qualitatively, the thermodynamic behavior closest to the real one. In this case,
result 2 reproduces almost exactly the hE, although it produces an incorrect gE

behavior, hence limiting its subsequent applicability. The choice between results 1
and 3 will depend on the influence of the hE on the calculations in which the model
is involved.

This analysis will serve as a basis to inspect the results of the remaining binary
(benzene + hexane) on the results emitted by each of the models.

Benzene(1) + hexane(2): sub-model M4 was not used for the binary
benzene + hexane because of the similarity with the efficient front produced by M3
model. Thus, sub-models M1, M2, and M3 were only applied, as shown in Figure 9.
Sub-models M2 and M3 produce very similar results, with almost constant error,
s(gE/RT), lower than 5.5 � 10�3 J mol�1 for all s(hE). Consequently, those result
fronts of sub-models M1 and M2 are evaluated. The efficient front of sub-model M1

Figure 9.
Efficient fronts for s(gE/RT) = f(s(hE)), obtained for benzene + hexane. Arrows and labels indicate the chosen
results on each of the fronts, using the models: (●) M1; (▴) M2; and (�) M3.
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produces a quasi-linear behavior with the variation of s(hE). The difference between
this front and that of sub-model M2 is δs(gE/RT) ≈ 0.14, when ε = 0. The fronts for
models M1 and M2 do not intersect, unlike the earlier case, showing a maximum
value of s(hE) at 170 J mol�1 and 450 J mol�1, respectively. The VLE diagrams
produced by the four selected results are shown in Figure 10, along with one of the
validated data series for this result. The best description of this system is achieved
with result 4 (M1), which reproduces the behavior of T-x-y experimental data
(Figure 10(a)) and the other quantities calculated (Figure 10(b and c)). Never-
theless, the description of hE with this model is not good. Result 1 (M2) produces an
azeotrope at x1 < 0.2, which does not occur experimentally. This poor estimation
occurs even though the greater number of parameters, increasing the model’s
capacity to reproduce the hE, as proven in Figure 11. Results 2 and 3 overestimate γi,
hence gE/RT (see Figure 10(b and c)).

This discrepancy gives rise to the formation of minimum boiling point azeo-
tropes, which are not in accordance with experimental data. Of all the results cho-
sen, only result 1 (belonging to sub-model M2) shows a hE that varies significantly
with temperature, since sub-model M1 is independent of this variable. The use of
either result 2 or 3 is discouraged since their estimations of hE, especially at temper-
atures other than 298 K, are not correct, in addition to the described issues in

Figure 10.
Plot of VLE at 101 kPa estimates for binary benzene(1) + hexane(2). Models drawn from Figure 9. Results
(——) 1 (M2), 2 (M1), 3 (M1) and 4 (M1). (a) T vs x,y; (b)γ vs x; (c) gE/RT vs x.
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representing the phase equilibria. This being said, result 3 represents the average
behavior of this property in the working range.

From previous observations, result 4 (M1) is recommended for those cases
where the hE plays a secondary role in comparison to the reliable reproduction of
the VLE diagram. Otherwise, result 1 (M2) is preferred, despite the qualitative
misfit to experimental data. Table 3 presents an overview of the present section
with a summary of the models to be used in the simulation task.

4.2 Simulation results of a rectification process for each of the studied
dissolutions

The models obtained previously are used in the design of a simulation operation
comparing their capacity in terms of some operation variables such as composition
and temperature profiles, as well as energy consumption. General conditions for
the simulations are summarized in Table 4. In all cases, columns are fed with a
1 kmol/h at equimolar composition of the corresponding solution, at 298.15 K and
101.32 kPa. Simulations are performed using the RadFrac block of AspenPlus© V8.8
(AspenOne©, [59]).

Figure 11.
Estimation of hE values at 101.32 kPa using the different results indicated in the fronts of Figure 9 for benzene
(1) + hexane(2). (a) hE vs x1 (T = 298.15 K), (b) hE vs T (x1 = 0.5). Results (——) 1 (M2); 2
(M1); 3 (M1); 4 (M1).

System M1 M2 M3 M4

Acetone + ethanol û ü üü üü

Benzene + hexane üü üü ü û

üü ! used for modeling and simulation;ü ! used for modeling; û ! not used.

Table 3.
List of sub-models applied to each system.

Binary system Reflux ratio Distillate rate (kmol/h) n° stages Feed stage

Acetone + ethanol 6 0.5 22 16

Benzene + hexane 10 0.6 30 20

Table 4.
Operation data for the rectification columns to separate the binaries.

61

A Practical Fitting Method Involving a Trade-Off Decision in the Parametrization Procedure…
DOI: http://dx.doi.org/10.5772/intechopen.85743



produces a quasi-linear behavior with the variation of s(hE). The difference between
this front and that of sub-model M2 is δs(gE/RT) ≈ 0.14, when ε = 0. The fronts for
models M1 and M2 do not intersect, unlike the earlier case, showing a maximum
value of s(hE) at 170 J mol�1 and 450 J mol�1, respectively. The VLE diagrams
produced by the four selected results are shown in Figure 10, along with one of the
validated data series for this result. The best description of this system is achieved
with result 4 (M1), which reproduces the behavior of T-x-y experimental data
(Figure 10(a)) and the other quantities calculated (Figure 10(b and c)). Never-
theless, the description of hE with this model is not good. Result 1 (M2) produces an
azeotrope at x1 < 0.2, which does not occur experimentally. This poor estimation
occurs even though the greater number of parameters, increasing the model’s
capacity to reproduce the hE, as proven in Figure 11. Results 2 and 3 overestimate γi,
hence gE/RT (see Figure 10(b and c)).

This discrepancy gives rise to the formation of minimum boiling point azeo-
tropes, which are not in accordance with experimental data. Of all the results cho-
sen, only result 1 (belonging to sub-model M2) shows a hE that varies significantly
with temperature, since sub-model M1 is independent of this variable. The use of
either result 2 or 3 is discouraged since their estimations of hE, especially at temper-
atures other than 298 K, are not correct, in addition to the described issues in

Figure 10.
Plot of VLE at 101 kPa estimates for binary benzene(1) + hexane(2). Models drawn from Figure 9. Results
(——) 1 (M2), 2 (M1), 3 (M1) and 4 (M1). (a) T vs x,y; (b)γ vs x; (c) gE/RT vs x.

60

Distillation - Modelling, Simulation and Optimization

representing the phase equilibria. This being said, result 3 represents the average
behavior of this property in the working range.

From previous observations, result 4 (M1) is recommended for those cases
where the hE plays a secondary role in comparison to the reliable reproduction of
the VLE diagram. Otherwise, result 1 (M2) is preferred, despite the qualitative
misfit to experimental data. Table 3 presents an overview of the present section
with a summary of the models to be used in the simulation task.

4.2 Simulation results of a rectification process for each of the studied
dissolutions

The models obtained previously are used in the design of a simulation operation
comparing their capacity in terms of some operation variables such as composition
and temperature profiles, as well as energy consumption. General conditions for
the simulations are summarized in Table 4. In all cases, columns are fed with a
1 kmol/h at equimolar composition of the corresponding solution, at 298.15 K and
101.32 kPa. Simulations are performed using the RadFrac block of AspenPlus© V8.8
(AspenOne©, [59]).
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Estimation of hE values at 101.32 kPa using the different results indicated in the fronts of Figure 9 for benzene
(1) + hexane(2). (a) hE vs x1 (T = 298.15 K), (b) hE vs T (x1 = 0.5). Results (——) 1 (M2); 2
(M1); 3 (M1); 4 (M1).
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Acetone + ethanol 6 0.5 22 16
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Acetone(1) + ethanol(2): the simulation of a rectification column to purify the
acetone+ethanol binary system, using the result labeled as “2” in Figure 7, does not
provide a coherent resolution because it estimates the presence of two immiscible
liquid phases. The final values obtained with results 1 and 3 are detailed in Table 5,
while the composition profiles are shown in Figure 12. In both cases the composi-
tion of the distillate is higher than 99% in acetone and at the same temperature in
the stage.

The exact purity is slightly higher with result 1 than with result 3, the difference
being 0.2%. The calculation in the bottoms of the tower reveals differences between
the two parametrizations, giving place to an effluent somewhat purer in the case of
result 1. The difference between both models is 0.001 in molar fraction. These
observations directly affect the calculation of the energy balance and, therefore, to
the consumed energy. Thus, the consumption in the condenser is estimated simi-
larly with both parametrizations, while that of the reboiler is significantly higher
with result 3, due to the greater quantity of ethanol and the incorrect estimate of
other quantities, such as the mixing enthalpies.

Stage Result 1 (M4) Result 3 (M3)

x1 y1 T/K x1 y1 T/K

1 0.990 0.993 329.0 0.989 0.991 329.0

5 0.974 0.981 329.1 0.970 0.978 329.1

9 0.941 0.957 329.3 0.935 0.953 329.4

13 0.853 0.900 330.1 0.846 0.894 330.2

17 0.518 0.709 334.4 0.526 0.710 334.2

22 0.010 0.031 350.6 0.011 0.035 350.5

Qc/kJ h
�1 1.035E5 1.034E5

Qr/kJ h
�1 1.038E5 1.044E5

Table 5.
Quantities obtained in the simulation of a separation process for the binary acetone(1) + ethanol(2), using
different values from the efficient front shown in Figure 7.

Figure 12.
Plot of composition and temperature profiles obtained in the simulation of a separation operation for acetone
(1) + ethanol(2) system, using the different parametrizations proposed: (—) 1 (M4). L, liquid stream profile;
V, vapor stream profile.
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The composition profiles and temperature gradient of the two tested solutions
present similar qualitative behaviors. Most of the column is used as an enriching
region which requires a high number of stages in both cases.

Benzene(1) + hexane(2): values obtained in the simulation of the distillation
operation of this binary dissolution are in Table 6, while composition and temper-
ature profiles are plotted in Figure 13. For the first three results (1, 2, and 3), the
presence of an azeotrope limits the distillate composition. Thus, result 1 produces an
effluent with a benzene composition of 16.7% (v/v), while for results 2 and 3, the
compositions are, respectively, 37.2 and 30.9%. The simulation carried out with the
parametrization of result 4 produces a purer distillate of 15.6%, due to the absence of
the azeotrope. However, the folding effect observed between the equilibrium
curves in experimental data as well as the diagram estimated by result 4 complicates
the separation beyond this point. This justifies that the composition profiles are
similar to results 1 and 4 (see Figure 13).

The residual streams obtained by results 1 and 4 contain benzene with a purity
higher than 99.9%, while the other two results do not produce the separation of the

Stage Result 1 (M2) Result 2 (M1) Result 3 (M1) Result 4 (M1)

x1 y1 T/K x1 y1 T/K x1 y1 T/K x1 y1 T/K

1 0.167 0.161 341.3 0.372 0.372 337.3 0.310 0.309 340.1 0.167 0.156 341.7

5 0.201 0.189 341.3 0.372 0.372 337.3 0.312 0.311 340.1 0.220 0.202 341.9

10 0.280 0.250 341.6 0.372 0.372 337.3 0.319 0.316 340.1 0.310 0.278 342.2

15 0.505 0.414 343.1 0.374 0.373 337.3 0.337 0.330 340.1 0.473 0.407 343.2

20 0.842 0.740 348.5 0.405 0.388 337.4 0.392 0.369 340.2 0.772 0.663 346.8

25 0.991 0.982 352.6 0.409 0.390 337.4 0.422 0.389 340.3 0.988 0.975 352.4

30 1.000 0.999 352.8 0.692 0.510 338.8 0.785 0.631 344.0 1.000 0.999 352.8

Qc/kJ h
�1 1.829E5 1.988E5 1.686E5 1.804E5

Qr/kJ h
�1 1.886E5 2.050E5 1.802E5 1.898E5

Table 6.
Quantities obtained in the simulation of a distillation process for the binary benzene(1) + hexane(2), using
different values from the efficient front shown in Figure 9.

Figure 13.
Plot of composition and temperature profiles obtained in the simulation of a separation operation for the binary
benzene(1) + hexane(2), using the different parametrizations proposed: (——) 1 (M2); (- - - -) 2 (M1);
(������) 4 (M1). L, liquid stream profile; V, vapor stream profile.
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Acetone(1) + ethanol(2): the simulation of a rectification column to purify the
acetone+ethanol binary system, using the result labeled as “2” in Figure 7, does not
provide a coherent resolution because it estimates the presence of two immiscible
liquid phases. The final values obtained with results 1 and 3 are detailed in Table 5,
while the composition profiles are shown in Figure 12. In both cases the composi-
tion of the distillate is higher than 99% in acetone and at the same temperature in
the stage.

The exact purity is slightly higher with result 1 than with result 3, the difference
being 0.2%. The calculation in the bottoms of the tower reveals differences between
the two parametrizations, giving place to an effluent somewhat purer in the case of
result 1. The difference between both models is 0.001 in molar fraction. These
observations directly affect the calculation of the energy balance and, therefore, to
the consumed energy. Thus, the consumption in the condenser is estimated simi-
larly with both parametrizations, while that of the reboiler is significantly higher
with result 3, due to the greater quantity of ethanol and the incorrect estimate of
other quantities, such as the mixing enthalpies.

Stage Result 1 (M4) Result 3 (M3)

x1 y1 T/K x1 y1 T/K
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5 0.974 0.981 329.1 0.970 0.978 329.1

9 0.941 0.957 329.3 0.935 0.953 329.4

13 0.853 0.900 330.1 0.846 0.894 330.2

17 0.518 0.709 334.4 0.526 0.710 334.2

22 0.010 0.031 350.6 0.011 0.035 350.5

Qc/kJ h
�1 1.035E5 1.034E5

Qr/kJ h
�1 1.038E5 1.044E5

Table 5.
Quantities obtained in the simulation of a separation process for the binary acetone(1) + ethanol(2), using
different values from the efficient front shown in Figure 7.

Figure 12.
Plot of composition and temperature profiles obtained in the simulation of a separation operation for acetone
(1) + ethanol(2) system, using the different parametrizations proposed: (—) 1 (M4). L, liquid stream profile;
V, vapor stream profile.
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The composition profiles and temperature gradient of the two tested solutions
present similar qualitative behaviors. Most of the column is used as an enriching
region which requires a high number of stages in both cases.
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effluent with a benzene composition of 16.7% (v/v), while for results 2 and 3, the
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similar to results 1 and 4 (see Figure 13).
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Figure 13.
Plot of composition and temperature profiles obtained in the simulation of a separation operation for the binary
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binary dissolution with high purities (no more than 79%), due to the presence of the
azeotrope at intermediate composition. The differences noted in compositions in
the head and bottom of the column cause that the corresponding temperatures are
also different. Between results 1 and 4, there is a difference in temperature of almost
0.5 K, while results 2 and 3 estimate lower temperatures by more than 1 K with
respect to the others. In this case, the modeling errors in another of properties, such
as excess enthalpies, as well as the differences in the output composition, also
affects to produce noteworthy differences in the energetic consumptions of both
condenser and boiler. In this sense, similar results are obtained for results 1 and 4,
although, a priori, it is not possible to indicate which of these is closer to the true
behavior of the column.

5. Conclusions

The aim of this work is to present the practice carried out on a set of operations
constituting a procedure involving the following sequences: experimentation $
verification $ modeling $ simulation. A description of the last three operations is
proposed since the necessary experimental information (iso-p and iso-T VLE data
and hE) was extracted from the available publications. The proposed methodology is
applied to two significant binary systems in the dissolution thermodynamic field,
such as acetone-ethanol and benzene-hexane. The data checking is carried out with
different classical methods, which is recommended in the recent literature [6]. In
addition, a rigorous method recently designed by the authors [7] was also used in
order to guarantee the quality of the experimental data used. This method has the
advantage of offering some information about the origin of deficiencies in the
experimental data.

A polynomial expression was used in the modeling step (see Eqs. (1) and (3)),
used in the correlation of thermodynamic properties, from which four sub-models
(M1–M4) are established in Section 2.1, depending on the availability of data for
each system to avoid overfitting. Modeling in all cases was performed on the Gibbs
dimensionless function, gE/RT (VLE), and on hE data, two-objective optimization
approach addressed as a sequence of mono-objective subproblems according to the
ε-constraint algorithm. A set of models are selected from the attained efficient fronts to
provide a rationale on the trade-off decision task that is supposed to yield the final
model for later uses, such as design/simulation. For the two studied cases, these fronts
reveal a quasi-linear trend (with a negative slope) when the number of parameters
used in the model is small. Efficient fronts’slope decreases as the number of parameters
increases, until the error of VLE delinks to that of the hE for highly flexible models.

The rectification of the selected systems was simulated using the RadFrac block
of AspenPlus© with the selected thermodynamic parametrizations. For the binary
acetone + ethanol, some models showed an immiscible region, not reflected by the
experimental information, giving rise to incoherent simulations. Two models gave
rise to inexistent azeotropes in the benzene + hexane dissolution, with incorrect
results in the simulation. On the other hand, errors in the excess enthalpy estimates
did not influence on the procedure simulation, but it should be noted that it has an
important role in the modeling of binary systems. In summary, the influence of a
certain set of parameters on the simulation varies depending on each particular
system. Besides, it is observed that, as the number of parameters grows in a model,
the optimization problem mutes toward a mono-objective one since the considered
criteria are invariant in one another. In these cases, taking the set of parameters that
present the lowest error on hE is the best option. However, increasing the number of
parameters might lead to overfitting if not enough attention is paid to the model
extrapolation capabilities.
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A. Vapor pressure modeling

Vapor pressures of pure compounds are calculated using Antoine equation:

log poi =kPa ¼ A� B= T=K � C½ � (10)

Parameters A, B, and C, from literature [60–62], are shown in Table A1.

Author details

Adriel Sosa1, Luís Fernández1, Elena Gómez2, Eugénia A. Macedo2 and Juan Ortega2*

1 Grupo de Ingeniería Térmica e Instrumentación (IDeTIC), Parque Científico-
Tecnológico, Universidad de Las Palmas de Gran Canaria, Canary Islands, Spain

2 Associate Laboratory of Separation and Reaction Engineering and Laboratory of
Catalysis and Materials (LSRE-LCM), Department of Chemical Engineering,
Faculty of Engineering, University of Porto, Porto, Portugal

*Address all correspondence to: juan.ortega@ulpgc.es

© 2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

A B C Ref.

Acetone 6.42448 1312.25 32.45 [60]

Ethanol 7.24677 1598.67 46.42 [61]

Benzene 6.03053 1211.03 52.36 [62]

Hexane 5.87891 1089.49 60.55 [62]

Table A1.
Parameters of Antoine equation for pure compounds in this work.

65

A Practical Fitting Method Involving a Trade-Off Decision in the Parametrization Procedure…
DOI: http://dx.doi.org/10.5772/intechopen.85743



binary dissolution with high purities (no more than 79%), due to the presence of the
azeotrope at intermediate composition. The differences noted in compositions in
the head and bottom of the column cause that the corresponding temperatures are
also different. Between results 1 and 4, there is a difference in temperature of almost
0.5 K, while results 2 and 3 estimate lower temperatures by more than 1 K with
respect to the others. In this case, the modeling errors in another of properties, such
as excess enthalpies, as well as the differences in the output composition, also
affects to produce noteworthy differences in the energetic consumptions of both
condenser and boiler. In this sense, similar results are obtained for results 1 and 4,
although, a priori, it is not possible to indicate which of these is closer to the true
behavior of the column.

5. Conclusions

The aim of this work is to present the practice carried out on a set of operations
constituting a procedure involving the following sequences: experimentation $
verification $ modeling $ simulation. A description of the last three operations is
proposed since the necessary experimental information (iso-p and iso-T VLE data
and hE) was extracted from the available publications. The proposed methodology is
applied to two significant binary systems in the dissolution thermodynamic field,
such as acetone-ethanol and benzene-hexane. The data checking is carried out with
different classical methods, which is recommended in the recent literature [6]. In
addition, a rigorous method recently designed by the authors [7] was also used in
order to guarantee the quality of the experimental data used. This method has the
advantage of offering some information about the origin of deficiencies in the
experimental data.

A polynomial expression was used in the modeling step (see Eqs. (1) and (3)),
used in the correlation of thermodynamic properties, from which four sub-models
(M1–M4) are established in Section 2.1, depending on the availability of data for
each system to avoid overfitting. Modeling in all cases was performed on the Gibbs
dimensionless function, gE/RT (VLE), and on hE data, two-objective optimization
approach addressed as a sequence of mono-objective subproblems according to the
ε-constraint algorithm. A set of models are selected from the attained efficient fronts to
provide a rationale on the trade-off decision task that is supposed to yield the final
model for later uses, such as design/simulation. For the two studied cases, these fronts
reveal a quasi-linear trend (with a negative slope) when the number of parameters
used in the model is small. Efficient fronts’slope decreases as the number of parameters
increases, until the error of VLE delinks to that of the hE for highly flexible models.

The rectification of the selected systems was simulated using the RadFrac block
of AspenPlus© with the selected thermodynamic parametrizations. For the binary
acetone + ethanol, some models showed an immiscible region, not reflected by the
experimental information, giving rise to incoherent simulations. Two models gave
rise to inexistent azeotropes in the benzene + hexane dissolution, with incorrect
results in the simulation. On the other hand, errors in the excess enthalpy estimates
did not influence on the procedure simulation, but it should be noted that it has an
important role in the modeling of binary systems. In summary, the influence of a
certain set of parameters on the simulation varies depending on each particular
system. Besides, it is observed that, as the number of parameters grows in a model,
the optimization problem mutes toward a mono-objective one since the considered
criteria are invariant in one another. In these cases, taking the set of parameters that
present the lowest error on hE is the best option. However, increasing the number of
parameters might lead to overfitting if not enough attention is paid to the model
extrapolation capabilities.

64

Distillation - Modelling, Simulation and Optimization

Acknowledgements

This work was supported by the Ministerio de Economía y Competitividad
(MINECO) of the Spanish Government, Grant CTQ2015-68428-P. One of us (AS) is
also grateful to the ACIISI (from Canaries Government, No. 2015010110) for the
support received. This work is a result of the Project “AIProcMat@N2020—
Advanced Industrial Processes and Materials for a Sustainable Northern Region of
Portugal 2020,”with the reference NORTE-01-0145-FEDER-000006, supported by
Norte Portugal Regional Operational Programme (NORTE 2020), under the Portu-
gal 2020 Partnership Agreement, through the European Regional Development
Fund (ERDF); Associate Laboratory LSRE-LCM—UID/EQU/50020/2019—funded
by national funds through FCT/MCTES (PIDDAC).

A. Vapor pressure modeling

Vapor pressures of pure compounds are calculated using Antoine equation:

log poi =kPa ¼ A� B= T=K � C½ � (10)

Parameters A, B, and C, from literature [60–62], are shown in Table A1.

Author details

Adriel Sosa1, Luís Fernández1, Elena Gómez2, Eugénia A. Macedo2 and Juan Ortega2*

1 Grupo de Ingeniería Térmica e Instrumentación (IDeTIC), Parque Científico-
Tecnológico, Universidad de Las Palmas de Gran Canaria, Canary Islands, Spain

2 Associate Laboratory of Separation and Reaction Engineering and Laboratory of
Catalysis and Materials (LSRE-LCM), Department of Chemical Engineering,
Faculty of Engineering, University of Porto, Porto, Portugal

*Address all correspondence to: juan.ortega@ulpgc.es

© 2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

A B C Ref.

Acetone 6.42448 1312.25 32.45 [60]

Ethanol 7.24677 1598.67 46.42 [61]

Benzene 6.03053 1211.03 52.36 [62]

Hexane 5.87891 1089.49 60.55 [62]

Table A1.
Parameters of Antoine equation for pure compounds in this work.

65

A Practical Fitting Method Involving a Trade-Off Decision in the Parametrization Procedure…
DOI: http://dx.doi.org/10.5772/intechopen.85743



References

[1] Luyben WL. Process Modeling,
Simulation and Control for Chemical
Engineers. 2nd ed. NewYork: McGraw-
Hill; 1989

[2] Turton R, Baille RC, Whiting WB,
Shaelwitz JA. Analysis, Synthesis, and
Design of Chemical Processes. 3th ed.
Boston: Prentice Hall; 1998

[3] Coello C, Lamont G, Van Veldhuisen
D. Evolutionary Algorithms for Solving
Multi-objective Problems. 2nd ed.
Berlin: Springer; 2007

[4] Nocedal J, Wright SJ. Numerical
Optimization. 2nd ed. Berlin: Springer;
2006

[5] Deb K. Multi-Objective Optimization
Using Evolutionary Algorithms. New
Jersey: Wiley; 2001

[6] Wisniak J, Ortega J, Fernández L. A
fresh look at the thermodynamic
consistency of vapor-liquid equilibria
data. The Journal of Chemical
Thermodynamics. 2016;105:355-365

[7] Fernández L, Ortega J, Wisniak J. A
rigorous method to evaluate the
consistency of experimental data in
phase equilibria. Application to VLE and
VLLE. AICHE Journal. 2017;63:
5125-5148

[8] Ortega J, Espiau F, Wisniak J. New
parametric model to correlate the excess
Gibbs function and thermodynamic
properties of multicomponent systems.
Application to binary systems.
Industrial and Engineering Chemistry
Research. 2010;49:406-421

[9] Lagarias JC, Reeds JA, Wright MH,
Wright PE. Convergence properties of
the Nelder-Mead simplex method in low
dimensions. SIAM Journal on
Optimization. 1998;9:112-147

[10] Chu JC, Getty RJ, Brennecke JF,
Paul R. Distillation Equilibrium Data.
New York: Reinhold; 1950

[11] Hellwig LR, VanWinkle M. Vapour-
liquid equilibria for ethyl alcohol binary
systems. Industrial and Engineering
Chemistry. 1953;45:624-629

[12] Amer HH, Paxton RR, Van Winkle
M. Methanol-ethanol-acetone vapor-
liquid equilibria. Industrial and
Engineering Chemistry. 1956;48:
142-146

[13] Morachevskii AG, Leontév NP.
Liquid vapor equilibrium in the ternary
system acetone chloroform ethyl
alcohol. Zhurnal Fizicheskoi Khimii.
1960;34:2347-2349

[14] Vinichenko IG, Susarev MP. Study
and calculation of the liquid-vapor
equilibrium in the acetone-ethanol-
hexane system. Zhurnal Pikladnoi
Khimii. 1966;39:1583-1587

[15] Ku H-C, Tu C-H. Isobaric vapor
liquid equilibria for mixtures of acetone,
ethanol, and 2,2,4-trimethylpentane at
101.3 kPa. Fluid Phase Equilibria. 2005;
231:99-108

[16] Chen S, Bao Z, Lu Z, Yang Y, XuW,
Chen Z, et al. Vapor liquid equilibrium
for the 1,1,1-trifluorotrichloroethane +
sulfuryl chloride system at 101.3 kPa.
Journal of Chemical & Engineering
Data. 2014;59:16-21

[17] Kato M. Analysis of the excess Gibbs
energies of binary mixtures using non-
randomness factors determined from
excess volume data. Bulletin of the
Chemical Society of Japan. 1982;55:23-27

[18] Campbell SW, Wilsak RA, Thodos
G. Vapor-liquid equilibrium
measurements for the ethanol-acetone

66

Distillation - Modelling, Simulation and Optimization

system at 327.7, 397.7, and 422.6 K.
Journal of Chemical & Engineering
Data. 1987;32:357-362

[19] Lee MJ, Hu C-H. Isothermal vapor-
liquid equilibria for mixtures of ethanol,
acetone, and diisopropyl ether. Fluid
Phase Equilibria. 1995;109:83-98

[20] Paz-Andrade MI, Jimenez E, Lopez-
Garcia D. Excess enthalpies for the
systems acetone + ethanol, acetone + 1-
pentanol and acetone + 1-hexanol at 25
c. Anales de Quimica. 1973;69:289-294

[21] Coomber BA, Wormald CJ. A stirred
flow calorimeter: The excess enthalpies
of acetone+water and of acetone+some
normal alcohols. The Journal of
Chemical Thermodynamics. 1976;8:
793-799

[22] Nicolaides GL, Eckert CA.
Experimental heats of mixing of some
miscible and partially miscible
nonelectrolyte systems. Journal of
Chemical & Engineering Data. 1978;23:
152-156

[23] Lietzmann A, Loewen B, Schulz S.
Excess molar enthalpies of propanone +
heptane, propanone + ethanol, ethanol +
heptane, and 2-propanol + water at
283.15, 298.15, 323.15, 343.15, and 363.15
K. Journal of Chemical & Engineering
Data. 1994;39:785-788

[24] Nagata I, Ksiazczak A. Excess
enthalpies for (ethanol + propanone)
and (ethanol + propanone + benzene) at
the temperature 298.15 K. The Journal of
Chemical Thermodynamics. 1994;26:
165-169

[25] Lien P-J, Lin HM, Lee MJ. Excess
molar enthalpies for binary mixtures of
ethanol + acetone, +octane,
+cyclohexane and 1-propanol + acetone,
+octane, +heptane at 323.15 K. Journal of
Chemical & Engineering Data. 2003;48:
359-361

[26] Tongberg CO, Johnston F. Vapor-
liquid equilibria for n-hexane-benzene
mixtures. Industrial and Engineering
Chemistry. 1933;25:733-735

[27] Myers HS. Vapor-liquid equilibrium
data for binary mixtures of paraffins
and aromatics. Industrial and
Engineering Chemistry. 1955;47:
2215-2219

[28] Kumarkrishna Rao VN, Swami DR,
Narasinga Rao N. Vapor-liquid
equilibriums of benzene-hexane and
benzene-cyclohexane systems systems.
AICHE Journal. 1957;3:191-197

[29] Gothard F, Minea I. Revista De
Chimie. 1960;11:642

[30] Gothard F, Minea I, Grigoras C.
Revista De Chimie. 1960;11:705

[31] Brzostowski W. Vapour-liquid
equilibria in the benzene + hexane
system containing carbon 1 4-labelled
benzene. Bull. Acad. Pol. Sci.-Chim.
1961;9:471-475

[32] Gotthard F, Minea I. Rectification of
n-hexane + benzene mixtures and the
liquid-vapor equilibrium of these
mixtures. Revista De Chimie. 1961;12:
489-493

[33] Gothard F, Minea I. Vapor-liquid
equilibrium of hexane+benzene
mixtures at low pressures. Revista De
Chimie. 1963;14:520-525

[34] Butler PA, Ridgway K. Ternary
vapour-liquid equilibrium: The use of a
multi-stage still. Journal of Applied
Chemistry. 1967;17:191-197

[35] Hanson DO, Van Winkle M.
Alteration of the relative volatility of n-
hexane-1-hexene by oxygenated and
chlorinated solvents. Journal of
Chemical & Engineering Data. 1967;12:
319

67

A Practical Fitting Method Involving a Trade-Off Decision in the Parametrization Procedure…
DOI: http://dx.doi.org/10.5772/intechopen.85743



References

[1] Luyben WL. Process Modeling,
Simulation and Control for Chemical
Engineers. 2nd ed. NewYork: McGraw-
Hill; 1989

[2] Turton R, Baille RC, Whiting WB,
Shaelwitz JA. Analysis, Synthesis, and
Design of Chemical Processes. 3th ed.
Boston: Prentice Hall; 1998

[3] Coello C, Lamont G, Van Veldhuisen
D. Evolutionary Algorithms for Solving
Multi-objective Problems. 2nd ed.
Berlin: Springer; 2007

[4] Nocedal J, Wright SJ. Numerical
Optimization. 2nd ed. Berlin: Springer;
2006

[5] Deb K. Multi-Objective Optimization
Using Evolutionary Algorithms. New
Jersey: Wiley; 2001

[6] Wisniak J, Ortega J, Fernández L. A
fresh look at the thermodynamic
consistency of vapor-liquid equilibria
data. The Journal of Chemical
Thermodynamics. 2016;105:355-365

[7] Fernández L, Ortega J, Wisniak J. A
rigorous method to evaluate the
consistency of experimental data in
phase equilibria. Application to VLE and
VLLE. AICHE Journal. 2017;63:
5125-5148

[8] Ortega J, Espiau F, Wisniak J. New
parametric model to correlate the excess
Gibbs function and thermodynamic
properties of multicomponent systems.
Application to binary systems.
Industrial and Engineering Chemistry
Research. 2010;49:406-421

[9] Lagarias JC, Reeds JA, Wright MH,
Wright PE. Convergence properties of
the Nelder-Mead simplex method in low
dimensions. SIAM Journal on
Optimization. 1998;9:112-147

[10] Chu JC, Getty RJ, Brennecke JF,
Paul R. Distillation Equilibrium Data.
New York: Reinhold; 1950

[11] Hellwig LR, VanWinkle M. Vapour-
liquid equilibria for ethyl alcohol binary
systems. Industrial and Engineering
Chemistry. 1953;45:624-629

[12] Amer HH, Paxton RR, Van Winkle
M. Methanol-ethanol-acetone vapor-
liquid equilibria. Industrial and
Engineering Chemistry. 1956;48:
142-146

[13] Morachevskii AG, Leontév NP.
Liquid vapor equilibrium in the ternary
system acetone chloroform ethyl
alcohol. Zhurnal Fizicheskoi Khimii.
1960;34:2347-2349

[14] Vinichenko IG, Susarev MP. Study
and calculation of the liquid-vapor
equilibrium in the acetone-ethanol-
hexane system. Zhurnal Pikladnoi
Khimii. 1966;39:1583-1587

[15] Ku H-C, Tu C-H. Isobaric vapor
liquid equilibria for mixtures of acetone,
ethanol, and 2,2,4-trimethylpentane at
101.3 kPa. Fluid Phase Equilibria. 2005;
231:99-108

[16] Chen S, Bao Z, Lu Z, Yang Y, XuW,
Chen Z, et al. Vapor liquid equilibrium
for the 1,1,1-trifluorotrichloroethane +
sulfuryl chloride system at 101.3 kPa.
Journal of Chemical & Engineering
Data. 2014;59:16-21

[17] Kato M. Analysis of the excess Gibbs
energies of binary mixtures using non-
randomness factors determined from
excess volume data. Bulletin of the
Chemical Society of Japan. 1982;55:23-27

[18] Campbell SW, Wilsak RA, Thodos
G. Vapor-liquid equilibrium
measurements for the ethanol-acetone

66

Distillation - Modelling, Simulation and Optimization

system at 327.7, 397.7, and 422.6 K.
Journal of Chemical & Engineering
Data. 1987;32:357-362

[19] Lee MJ, Hu C-H. Isothermal vapor-
liquid equilibria for mixtures of ethanol,
acetone, and diisopropyl ether. Fluid
Phase Equilibria. 1995;109:83-98

[20] Paz-Andrade MI, Jimenez E, Lopez-
Garcia D. Excess enthalpies for the
systems acetone + ethanol, acetone + 1-
pentanol and acetone + 1-hexanol at 25
c. Anales de Quimica. 1973;69:289-294

[21] Coomber BA, Wormald CJ. A stirred
flow calorimeter: The excess enthalpies
of acetone+water and of acetone+some
normal alcohols. The Journal of
Chemical Thermodynamics. 1976;8:
793-799

[22] Nicolaides GL, Eckert CA.
Experimental heats of mixing of some
miscible and partially miscible
nonelectrolyte systems. Journal of
Chemical & Engineering Data. 1978;23:
152-156

[23] Lietzmann A, Loewen B, Schulz S.
Excess molar enthalpies of propanone +
heptane, propanone + ethanol, ethanol +
heptane, and 2-propanol + water at
283.15, 298.15, 323.15, 343.15, and 363.15
K. Journal of Chemical & Engineering
Data. 1994;39:785-788

[24] Nagata I, Ksiazczak A. Excess
enthalpies for (ethanol + propanone)
and (ethanol + propanone + benzene) at
the temperature 298.15 K. The Journal of
Chemical Thermodynamics. 1994;26:
165-169

[25] Lien P-J, Lin HM, Lee MJ. Excess
molar enthalpies for binary mixtures of
ethanol + acetone, +octane,
+cyclohexane and 1-propanol + acetone,
+octane, +heptane at 323.15 K. Journal of
Chemical & Engineering Data. 2003;48:
359-361

[26] Tongberg CO, Johnston F. Vapor-
liquid equilibria for n-hexane-benzene
mixtures. Industrial and Engineering
Chemistry. 1933;25:733-735

[27] Myers HS. Vapor-liquid equilibrium
data for binary mixtures of paraffins
and aromatics. Industrial and
Engineering Chemistry. 1955;47:
2215-2219

[28] Kumarkrishna Rao VN, Swami DR,
Narasinga Rao N. Vapor-liquid
equilibriums of benzene-hexane and
benzene-cyclohexane systems systems.
AICHE Journal. 1957;3:191-197

[29] Gothard F, Minea I. Revista De
Chimie. 1960;11:642

[30] Gothard F, Minea I, Grigoras C.
Revista De Chimie. 1960;11:705

[31] Brzostowski W. Vapour-liquid
equilibria in the benzene + hexane
system containing carbon 1 4-labelled
benzene. Bull. Acad. Pol. Sci.-Chim.
1961;9:471-475

[32] Gotthard F, Minea I. Rectification of
n-hexane + benzene mixtures and the
liquid-vapor equilibrium of these
mixtures. Revista De Chimie. 1961;12:
489-493

[33] Gothard F, Minea I. Vapor-liquid
equilibrium of hexane+benzene
mixtures at low pressures. Revista De
Chimie. 1963;14:520-525

[34] Butler PA, Ridgway K. Ternary
vapour-liquid equilibrium: The use of a
multi-stage still. Journal of Applied
Chemistry. 1967;17:191-197

[35] Hanson DO, Van Winkle M.
Alteration of the relative volatility of n-
hexane-1-hexene by oxygenated and
chlorinated solvents. Journal of
Chemical & Engineering Data. 1967;12:
319

67

A Practical Fitting Method Involving a Trade-Off Decision in the Parametrization Procedure…
DOI: http://dx.doi.org/10.5772/intechopen.85743



[36] Ridgway K, Butler PA. Some
physical properties of the ternary
system benzene-cyclohexane-n-hexane.
Journal of Chemical & Engineering
Data. 1967;12:509-515

[37] Michishita T, Arai Y, Saito S. Vapor-
liquid equilibria of hydrocarbons at
atmospheric pressure. Kagaku Kogaku.
1971;35:111-116

[38] Barhala A, Gothard FA, Marchidan
DI. Liquid-vapor equilibria in binary
mixtures of 2-chlorotoluene + 4-
chlorotoluene and toluene + 2-
chlorotoluene. Revue Roumaine de
Chimie. 1992;37:27-40

[39] Susarev MP, Chen S-T. Calculation
of liquid-vapor equilibrium for ternary
systems from data on binary systems-
the system benzene-n-hexane-
cyclohexane. Zhurnal Fizicheskoi
Khimii. 1963;37:1739-1744

[40] Beyer W, Schuberth H, Leibnitz E.
Journal für Praktische Chemie. 1965;27:
276

[41] Li IPC, Wong YW, Chang S-D, Lu
BC-Y. Vapor-liquid equilibriums in
systems n-hexane-benzene and n-
pentane-toluene. Journal of Chemical &
Engineering Data. 1972;17:492-498

[42] Saez C, Compostizo A, Rubio RG,
Crespo-Colin A, Diaz Pena M. p,T, x, y,
data of benzene + n-hexane and
cyclohexane + n-heptane systems. Fluid
Phase Equilibria. 1985;24:241-258

[43] Baud E. Thermodynamic analysis of
binary mixtures. Bulletin de la Société
Chimique de France. 1915;17:329-345

[44] Kireev VA. Heats of mixing of
liquids. 3. Integral and partial heats of
mixing of normal liquids. Acta
Physicochimica URSS. 1937;7:363-373

[45] Kuhn W, Massini P. Heat of mixing
and azeotrope formation in non-polar
liquids. Helvetica Chimica Acta. 1950;
33:737-765

[46] Mathieson AR, Thynne JCJ.
Thermodynamics of hydrocarbon
mixtures. II. The heats of mixing of the
binary mixtures formed by benzene,
cyclohexane, heptane, toluene, and
hexane. Journal of the Chemical Society.
1956:3708-3713

[47] Schnaible HW, Van Ness HC, Smith
JM. Heats of mixing of liquids. AICHE
Journal. 1957;3:147-152

[48] Jones HKD, Lu BC-Y. Heats of
mixing of liquids for the system ethanol-
benzene-n-hexane. Journal of Chemical
& Engineering Data. 1966;11:488-492

[49] Paz Andrade MI, Regueiro M, Baluja
MC, Jimenez Cuesta E, Hernandez C.
Heats of mixing at mean temperatures
hexane+benzene system. Acta Científica
Compostelana. 1970;7:147-154

[50] Paz Andrade MI. International
DATA Series, Selected Data on
Mixtures, Series A. 1973;2:97-104

[51] Diaz Pena M, Menduina C. Excess
enthalpies at 323.15 K of binary mixtures
of benzene with n-alkanes. The Journal
of Chemical Thermodynamics. 1974;6:
1097-1102

[52] Romani L, Paz Andrade MI.
Thermodynamic excess functions at 25
C. III. benzene+hexane isomers. Anales
de Quimica. 1974;70:422-425

[53] Christensen C, Gmehling J,
Rasmussen P, Weidlich U. Heats of
mixture data collection. In: DECHEMA
Chemistry Data Series. Vol. III.
Frankfurt/Main; 1984

[54] Bao J, Xie Y, Zhang K, Hu Y. A
study on the excess enthalpies for the
ternary system benzene-cyclohexane-n-
hexane. Huadong Huagong Xueyuan
Xuebao. 1985;11:467-478

[55] Hwang C-A, Elkabule AS, Whitman
DL, Miller RC. Excess molar enthalpies
of (benzene + cyclohexane + n-hexane).

68

Distillation - Modelling, Simulation and Optimization

The Journal of Chemical
Thermodynamics. 1987;19:1031-1036

[56] Casado H, Segade L, Franjo C,
Jimenez E, Paz Andrade MI. Excess
molar enthalpies of propyl propanoate +
hexane + benzene at 298.15 and 308.15
K. Journal of Chemical & Engineering
Data. 2000;45:445-449

[57] Mato MM, Balseiro J, Jimenez E,
Legido JL, Galinanes AV, Paz-Andrade
MI. Excess molar enthalpies and excess
molar volumes of the ternary system
1,2-dichlorobenzene+benzene+hexane
at 298.15 K. Journal of Chemical &
Engineering Data. 2002;47:1436-1441

[58] Yi CK, Park Y, You S-S.
Measurement of excess enthalpies using
a high-pressure flow microcalorimeter
and determination of binary interaction
parameters for thermodynamic models.
Korean Journal of Chemical
Engineering. 2009;26:220-224

[59] Aspen Technologies Inc. Aspen
Physical Properties System. UK:
Cambridge; 2004

[60] Ambrose D, Sprake CHS, Townsend
R. Thermodynamic properties of
organic oxygen compounds XXXIII. The
vapour pressure of acetone. The Journal
of Chemical Thermodynamics. 1974;6:
693-700

[61] Ambrose D, Sprake CHS.
Thermodynamic properties of organic
oxygen compounds XXV. Vapour
pressures and normal boiling
temperatures of aliphatic alcohols. The
Journal of Chemical Thermodynamics.
1970;2:631-645

[62] Riddick JA, Bunger WB, Sakano TK.
Organic solvents: Physical properties
and methods of purification. In:
Techniques of Chemistry. 4th ed. Vol. II.
New York: Wiley-Interscience; 1986

69

A Practical Fitting Method Involving a Trade-Off Decision in the Parametrization Procedure…
DOI: http://dx.doi.org/10.5772/intechopen.85743



[36] Ridgway K, Butler PA. Some
physical properties of the ternary
system benzene-cyclohexane-n-hexane.
Journal of Chemical & Engineering
Data. 1967;12:509-515

[37] Michishita T, Arai Y, Saito S. Vapor-
liquid equilibria of hydrocarbons at
atmospheric pressure. Kagaku Kogaku.
1971;35:111-116

[38] Barhala A, Gothard FA, Marchidan
DI. Liquid-vapor equilibria in binary
mixtures of 2-chlorotoluene + 4-
chlorotoluene and toluene + 2-
chlorotoluene. Revue Roumaine de
Chimie. 1992;37:27-40

[39] Susarev MP, Chen S-T. Calculation
of liquid-vapor equilibrium for ternary
systems from data on binary systems-
the system benzene-n-hexane-
cyclohexane. Zhurnal Fizicheskoi
Khimii. 1963;37:1739-1744

[40] Beyer W, Schuberth H, Leibnitz E.
Journal für Praktische Chemie. 1965;27:
276

[41] Li IPC, Wong YW, Chang S-D, Lu
BC-Y. Vapor-liquid equilibriums in
systems n-hexane-benzene and n-
pentane-toluene. Journal of Chemical &
Engineering Data. 1972;17:492-498

[42] Saez C, Compostizo A, Rubio RG,
Crespo-Colin A, Diaz Pena M. p,T, x, y,
data of benzene + n-hexane and
cyclohexane + n-heptane systems. Fluid
Phase Equilibria. 1985;24:241-258

[43] Baud E. Thermodynamic analysis of
binary mixtures. Bulletin de la Société
Chimique de France. 1915;17:329-345

[44] Kireev VA. Heats of mixing of
liquids. 3. Integral and partial heats of
mixing of normal liquids. Acta
Physicochimica URSS. 1937;7:363-373

[45] Kuhn W, Massini P. Heat of mixing
and azeotrope formation in non-polar
liquids. Helvetica Chimica Acta. 1950;
33:737-765

[46] Mathieson AR, Thynne JCJ.
Thermodynamics of hydrocarbon
mixtures. II. The heats of mixing of the
binary mixtures formed by benzene,
cyclohexane, heptane, toluene, and
hexane. Journal of the Chemical Society.
1956:3708-3713

[47] Schnaible HW, Van Ness HC, Smith
JM. Heats of mixing of liquids. AICHE
Journal. 1957;3:147-152

[48] Jones HKD, Lu BC-Y. Heats of
mixing of liquids for the system ethanol-
benzene-n-hexane. Journal of Chemical
& Engineering Data. 1966;11:488-492

[49] Paz Andrade MI, Regueiro M, Baluja
MC, Jimenez Cuesta E, Hernandez C.
Heats of mixing at mean temperatures
hexane+benzene system. Acta Científica
Compostelana. 1970;7:147-154

[50] Paz Andrade MI. International
DATA Series, Selected Data on
Mixtures, Series A. 1973;2:97-104

[51] Diaz Pena M, Menduina C. Excess
enthalpies at 323.15 K of binary mixtures
of benzene with n-alkanes. The Journal
of Chemical Thermodynamics. 1974;6:
1097-1102

[52] Romani L, Paz Andrade MI.
Thermodynamic excess functions at 25
C. III. benzene+hexane isomers. Anales
de Quimica. 1974;70:422-425

[53] Christensen C, Gmehling J,
Rasmussen P, Weidlich U. Heats of
mixture data collection. In: DECHEMA
Chemistry Data Series. Vol. III.
Frankfurt/Main; 1984

[54] Bao J, Xie Y, Zhang K, Hu Y. A
study on the excess enthalpies for the
ternary system benzene-cyclohexane-n-
hexane. Huadong Huagong Xueyuan
Xuebao. 1985;11:467-478

[55] Hwang C-A, Elkabule AS, Whitman
DL, Miller RC. Excess molar enthalpies
of (benzene + cyclohexane + n-hexane).

68

Distillation - Modelling, Simulation and Optimization

The Journal of Chemical
Thermodynamics. 1987;19:1031-1036

[56] Casado H, Segade L, Franjo C,
Jimenez E, Paz Andrade MI. Excess
molar enthalpies of propyl propanoate +
hexane + benzene at 298.15 and 308.15
K. Journal of Chemical & Engineering
Data. 2000;45:445-449

[57] Mato MM, Balseiro J, Jimenez E,
Legido JL, Galinanes AV, Paz-Andrade
MI. Excess molar enthalpies and excess
molar volumes of the ternary system
1,2-dichlorobenzene+benzene+hexane
at 298.15 K. Journal of Chemical &
Engineering Data. 2002;47:1436-1441

[58] Yi CK, Park Y, You S-S.
Measurement of excess enthalpies using
a high-pressure flow microcalorimeter
and determination of binary interaction
parameters for thermodynamic models.
Korean Journal of Chemical
Engineering. 2009;26:220-224

[59] Aspen Technologies Inc. Aspen
Physical Properties System. UK:
Cambridge; 2004

[60] Ambrose D, Sprake CHS, Townsend
R. Thermodynamic properties of
organic oxygen compounds XXXIII. The
vapour pressure of acetone. The Journal
of Chemical Thermodynamics. 1974;6:
693-700

[61] Ambrose D, Sprake CHS.
Thermodynamic properties of organic
oxygen compounds XXV. Vapour
pressures and normal boiling
temperatures of aliphatic alcohols. The
Journal of Chemical Thermodynamics.
1970;2:631-645

[62] Riddick JA, Bunger WB, Sakano TK.
Organic solvents: Physical properties
and methods of purification. In:
Techniques of Chemistry. 4th ed. Vol. II.
New York: Wiley-Interscience; 1986

69

A Practical Fitting Method Involving a Trade-Off Decision in the Parametrization Procedure…
DOI: http://dx.doi.org/10.5772/intechopen.85743



Chapter 5

Azeotrope-Breaking Potential of
Binary Mixtures in Phase
Equilibria Modeling
Sergey Artemenko and Victor Mazur

Abstract

Global phase diagrams (GPD) of binary mixtures in phase equilibria modeling
are analyzed. The mapping of the global equilibrium surface in the parameter space
of the equation of state (EoS) model provides the most comprehensive system of
criteria for predicting binary mixture phase behavior. One may obtain the relation-
ships for azeotropic boundaries from the global phase diagram [A (azeotrope) and
H (hetero-azeotrope)] regions. Analytical expressions to predict azeotrope and
double azeotrope phenomena in terms of critical parameters of pure components
were derived using global phase diagram. The problem estimations of phase beha-
vior modeling under the uncertainty are formulated applying the Pareto-optimum
parameter and different (crisp and fuzzy) convolution schemes. The Pareto-
optimum parameters in the Redlich-Kwong equation of state used different
conflicting data sets (simultaneous description of the phase equilibria and critical
line data in binary mixtures, thermodynamically consistent description of the inho-
mogeneous data). Ionic liquids (ILs) are one of prospective new working media for
different environmentally friendly technologies. Practically undetectable vapor
pressure is considered the ILs as ideal solvents replacing conventional solvents in
the frame of a “green chemistry.” Combination of ionic liquids with conventional
natural and synthetic refrigerants promotes the increasing efficiency of absorption
processes due to nonvolatile ionic liquids (absorbents).

Keywords: azeotrope, phase equilibria, global phase diagram, equation of state,
the Pareto-optimum parameters, azeotrope-breaking, ionic liquids,
refrigerant blends

1. Introduction

The pioneering work of Van Konynenburg and Scott [1] demonstrated that the
van der Waals one-fluid model has wide possibilities of qualitative reproducing the
main types of phase diagrams of binary mixtures. The thermodynamic equilibrium
mapping onto the space of parameters of an equation of state gives the possibility to
obtain the criteria for the phase behavior of binary mixtures. The functions of
temperature T, pressure p, chemical potential μ, and component concentration x are
determined as the “field” variables that are the same for all phases coexisting in
equilibrium of a substance i. The molar fraction is the “density” that is in principle
of liquid (l) and gas (g) phases. Global phase diagrams (GPD) of binary mixtures
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represent boundaries between types of phase behavior in a dimensionless space of
EOS parameters.

GPD also provides good visualization of the impact of model parameters of
mixture components to the topology of phase behavior. The proposed types of
phase behavior classification [1] are generally used to characterize the different
types of phase behavior in binary mixtures.

Varchenko [2] has provided a more rigorous classification for conventional
features of equilibrium surface and phase diagrams for binary mixtures with strict
determination of the eight topologically different rearrangements.

Current topological analysis of equilibrium surfaces of binary fluid systems pro-
vides 26 singularities and 56 scenarios of phase behavior evolution depicted in p–T
diagrams [3].

The various phase diagram classes and p–T projections of the main types of
phase diagrams have been described in literature [1–3]. Global phase diagrams are a
technique which can be used for the prediction of different phase behavior in the
mixtures without vapor–liquid equilibrium calculations [4–11].

Patel and Sunol [12] developed a robust automated routine for global phase
diagram generation in binary systems. The approach uses any equation of state
models, takes into account solid-phase existence, and provides type VI phase
diagram generation. The generated data set includes calculations of the critical
endpoints, quadruple points, critical azeotrope points, azeotrope endpoints, pure
azeotrope points, critical line, liquid–liquid–vapor line, and azeotrope line.

Azeotrope-breaking is important for the successful distilling of industrially
important mixtures. To simulate the mixture phase behavior, models based on the
equation of state (EoS) presentation for thermodynamic properties are more pref-
erable. The conventional methods of parameter identification use the statistical
paradigm, which is based on maximum likelihood or a posteriori probability criteria
and does not take into account uncertainties of vague nature. Decision-making
process under various uncertainties requires mathematical methods, which include
uncertainty evaluation a priori. Statistical methods interpret all variety of uncer-
tainty types in the framework of the randomness concept. Nevertheless, there are
ill-structured situations, which have not any strictly defined boundaries and cannot
be accurately formulated.

The main challenge is to deal with such kind of expressions like “neighborhood”
or “best fit,” which do not have strict boundaries, separating one class of objects
from others. Generally, there are ambiguous verbal models, which can be treated
as fuzzy formulated targets, depending on biased assessment of boundaries for
approximations used. As a case study, we provide estimation of the optimal
parameters of the Redlich-Kwong equation of state [13], retrieved from the
different conflicting data sets resulting from the inconsistency problems arising in
the modeling of phase equilibria. Such process reflects different types of uncer-
tainties, including uncertainties of nonstatistical origin. The parameters of phase
equilibria models are considered as alternatives, i.e., they allow meeting the targets
and prescribed constraints. The parameter estimation problem of phase equilibrium
modeling multicriteria approach is applied. To describe the uncertainties of such
type, the “fuzzy set” approach introduced by L.A. Zadeh [14] is used.

The problem of optimum parameter estimation of thermodynamic and phase
behavior under the uncertainty is a search of the Pareto set. The diverse computa-
tional methods of the Pareto-optimum parameter convolution crisp and fuzzy
schemes to reduce a vector criterion into the scalar are provided.

Ionic liquids can be treated as “adjustable” working fluids given the fact
that variations of different “R – ” groups and cation/anion ratio selection ensure
meeting preferred trade-off solution between density, viscosity, melting point,
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and other physicochemical properties. A great role in the IL applications plays
the azeotropic phenomena.

Considering a huge number of the “off the shelf” mixtures scheduled for
destroying or recycling, it becomes key importance to develop the theoretically
sound methods for reliable assessment of thermodynamic and phase behavior.
Experimental retrieval of the azeotrope properties is time-consuming and a costly
process. Availability of theoretical predictions for azeotropic phenomena would not
only reduce this cost but also make efficient required experimental investigations.

The objective of this study is to present novel approach which encompasses
global phase diagram technique and Pareto-optimal EoS parameter estimation for
azeotropic and double azeotropic criteria evaluation in terms of critical parameters
of pure components for the binary mixtures of refrigerants and ionic liquids.

This paper is organized as follows. In Section 2, the phase diagram classification
and the one-fluid model of the equation of state for global phase diagrams are
presented. Section 3 provides approach to sustainable property calculation based on
a fuzzy set methodology providing a trade-off solution among different sources of
data required for regression of model parameters. Section 4 discusses the results of
azeotrope-breaking criteria for IL-refrigerant mixtures based at the approaches
provided in previous sections.

2. Phase diagram classes and global phase diagram

Mapping of the global equilibrium surface into the parameter space of the
equation of state model provides the most comprehensive set of criteria for predic-
tion phase behavior of the binary mixture.

The impact of critical parameters of components on phase topology is provided
via global phase diagrams. The diagrams are depicted in the space of the equation of
state parameters, e.g., van der Waals a and b parameters. The specific points and
lines of global phase diagrams, including tricritical points, double critical endpoints,
azeotropic lines, etc., create the boundaries at the diagram and divide the model
parameter space into the regions corresponding to the various types of the phase
behavior. Generally, global phase diagram is expressed in dimensionless parameters
which depend on the equation of state model. The global phase diagrams of such
different models as the one-fluid EoS of binary Lennard-Jones fluid [6, 7] and the
Redlich-Kwong model [5, 8, 9] are almost identical, in particular for the case of
equal-sized molecules.

We consider here the cubic-type models:

p ¼ RT
v� b

� a Tð Þ
v vþ bð Þ (1)

where R is the universal gas constant and the EoS parameters a and b of
mixture depend on the mole fractions xi and xj of the components i and j and
on the corresponding parameters aij and bij for different pairs of interacting
molecules:

a ¼ ∑
2

i¼1
∑
2

j¼1
xixjaij 1� kij

� �
, b ¼ ∑

2

i¼1
∑
2

j¼1
xixjbij (2)

The convenient set of dimensionless parameters for the Redlich-Kwong model is
as follows [13]:

73

Azeotrope-Breaking Potential of Binary Mixtures in Phase Equilibria Modeling
DOI: http://dx.doi.org/10.5772/intechopen.83769



represent boundaries between types of phase behavior in a dimensionless space of
EOS parameters.

GPD also provides good visualization of the impact of model parameters of
mixture components to the topology of phase behavior. The proposed types of
phase behavior classification [1] are generally used to characterize the different
types of phase behavior in binary mixtures.

Varchenko [2] has provided a more rigorous classification for conventional
features of equilibrium surface and phase diagrams for binary mixtures with strict
determination of the eight topologically different rearrangements.

Current topological analysis of equilibrium surfaces of binary fluid systems pro-
vides 26 singularities and 56 scenarios of phase behavior evolution depicted in p–T
diagrams [3].

The various phase diagram classes and p–T projections of the main types of
phase diagrams have been described in literature [1–3]. Global phase diagrams are a
technique which can be used for the prediction of different phase behavior in the
mixtures without vapor–liquid equilibrium calculations [4–11].

Patel and Sunol [12] developed a robust automated routine for global phase
diagram generation in binary systems. The approach uses any equation of state
models, takes into account solid-phase existence, and provides type VI phase
diagram generation. The generated data set includes calculations of the critical
endpoints, quadruple points, critical azeotrope points, azeotrope endpoints, pure
azeotrope points, critical line, liquid–liquid–vapor line, and azeotrope line.

Azeotrope-breaking is important for the successful distilling of industrially
important mixtures. To simulate the mixture phase behavior, models based on the
equation of state (EoS) presentation for thermodynamic properties are more pref-
erable. The conventional methods of parameter identification use the statistical
paradigm, which is based on maximum likelihood or a posteriori probability criteria
and does not take into account uncertainties of vague nature. Decision-making
process under various uncertainties requires mathematical methods, which include
uncertainty evaluation a priori. Statistical methods interpret all variety of uncer-
tainty types in the framework of the randomness concept. Nevertheless, there are
ill-structured situations, which have not any strictly defined boundaries and cannot
be accurately formulated.

The main challenge is to deal with such kind of expressions like “neighborhood”
or “best fit,” which do not have strict boundaries, separating one class of objects
from others. Generally, there are ambiguous verbal models, which can be treated
as fuzzy formulated targets, depending on biased assessment of boundaries for
approximations used. As a case study, we provide estimation of the optimal
parameters of the Redlich-Kwong equation of state [13], retrieved from the
different conflicting data sets resulting from the inconsistency problems arising in
the modeling of phase equilibria. Such process reflects different types of uncer-
tainties, including uncertainties of nonstatistical origin. The parameters of phase
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type, the “fuzzy set” approach introduced by L.A. Zadeh [14] is used.
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Ionic liquids can be treated as “adjustable” working fluids given the fact
that variations of different “R – ” groups and cation/anion ratio selection ensure
meeting preferred trade-off solution between density, viscosity, melting point,
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and other physicochemical properties. A great role in the IL applications plays
the azeotropic phenomena.

Considering a huge number of the “off the shelf” mixtures scheduled for
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Experimental retrieval of the azeotrope properties is time-consuming and a costly
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only reduce this cost but also make efficient required experimental investigations.

The objective of this study is to present novel approach which encompasses
global phase diagram technique and Pareto-optimal EoS parameter estimation for
azeotropic and double azeotropic criteria evaluation in terms of critical parameters
of pure components for the binary mixtures of refrigerants and ionic liquids.

This paper is organized as follows. In Section 2, the phase diagram classification
and the one-fluid model of the equation of state for global phase diagrams are
presented. Section 3 provides approach to sustainable property calculation based on
a fuzzy set methodology providing a trade-off solution among different sources of
data required for regression of model parameters. Section 4 discusses the results of
azeotrope-breaking criteria for IL-refrigerant mixtures based at the approaches
provided in previous sections.
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equation of state model provides the most comprehensive set of criteria for predic-
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parameter space into the regions corresponding to the various types of the phase
behavior. Generally, global phase diagram is expressed in dimensionless parameters
which depend on the equation of state model. The global phase diagrams of such
different models as the one-fluid EoS of binary Lennard-Jones fluid [6, 7] and the
Redlich-Kwong model [5, 8, 9] are almost identical, in particular for the case of
equal-sized molecules.

We consider here the cubic-type models:

p ¼ RT
v� b

� a Tð Þ
v vþ bð Þ (1)

where R is the universal gas constant and the EoS parameters a and b of
mixture depend on the mole fractions xi and xj of the components i and j and
on the corresponding parameters aij and bij for different pairs of interacting
molecules:

a ¼ ∑
2

i¼1
∑
2

j¼1
xixjaij 1� kij

� �
, b ¼ ∑

2

i¼1
∑
2

j¼1
xixjbij (2)

The convenient set of dimensionless parameters for the Redlich-Kwong model is
as follows [13]:
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Z1 ¼ d22 � d11
d22 þ d11

,

Z2 ¼ d22 � 2d12 þ d11
d22 þ d11

,

Z3 ¼ b22 � b11
b22 þ b11

,

Z4 ¼ b22 � 2b12 þ b11
b22 þ b11

(3)

where.

dij ¼
Tijbij
biibjj

, Tij ¼
Ωbaij
RΩabij

� �23

, Ωa ¼ 9 213 � 1
� �� ��1

, Ωb ¼ 213 � 1
3

:

In the case of the Redlich-Kwong (RK) model [13], the value Λ is given by

Λ ¼ Θb

Θab Θb � 1ð Þ2 þ
1

Θb þ 1
¼ 0:67312, (4)

where Θab ¼ Ωa
Ωb
, Θb ¼ zc

Ωb
. According to Eq. (4), the boundary between azeotropic

and non-azeotropic states in Z1–Z2 plane at fixed values of Z3 and Z4 is a straight
line. The values are equal to Ωa = 0.42747, Ωb = 0.08664, and Zc = 0.333.

The combining rules for the binary interaction parameters are

aij ¼ 1� kij
� � ffiffiffiffiffiffiffiffiffiffi

aiiajj
p

, bij ¼ 1� lij
� � bii þ bjj

2
:

(5)

where kij and lij are fitting coefficients in the Lorentz-Berthelot combining rule
(kij = lij = 0).

The simplest boundary is a normal critical point when two fluid phases are
becoming identical. Critical conditions are expressed in terms of the molar Gibbs
energy derivatives in the following way:

∂
2G
∂x2

� �

p,T
¼ ∂

3G
∂x3

� �

p,T
¼ 0: (6)

Corresponding critical conditions for the composition-temperature-volume
variables are

Axx �WAxV ¼ 0;

Axxx � 3WAxxV þ 3W2AxVV � 3W3AVVV ¼ 0;
(7)

where A is the molar Helmholtz energy and.
W ¼ Axx

AVV
and AmVnx ¼ ∂

nþmA
∂xn∂Vm

� �
T are the contracted notations for differentiation

operation which can be solved for VC and TC at a given concentration x.
Global phase diagrams generated for Redlich-Kwong model is presented in

Figures 1 and 2.
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Here C1 and C2 are critical points of components 1 and 2; Cm is hypothetic
critical point beyond solidification line. The types of phase behavior indicated as
Roman numbers are described in [1–3].

3. Uncertainties and conflicts in the parameter estimation

Accounting the effects of uncertainty in the fluid-phase equilibria, modeling
became important in the recent decade. Generally, the uncertainty tried to be
resolved via probability and random process theories. However, the probabilistic
methods can lead to the unreliable estimation of parameters. There are three main
complimentary models of uncertainty described in literature:

Figure 1.
Global phase diagram of the RK model [13], Z3 = Z4 = 0.

Figure 2.
Global phase diagram of the RK model [13], Z3 = Z4 = 0.25.
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• Convex models of uncertainty, developed by Ben-Haim and Elishakoff [15] as
an extension of interval analysis

• Game-theoretic models of uncertainty deriving from conflict among the
different goals (in our case, it is a conflict between thermodynamically
inconsistent data)

• Verbal models of uncertainty deriving from vagueness and initiated to be
resolved by Zadeh [14]

Three models of uncertainty cannot exist one by one in parameter estimation,
and mathematical tools should reveal this fact. The conventional single-criterion
methods of parameter estimation are examples of lopsided vision of multicriteria
decision-making problem where only one set of variables, strongly dependent on
decision-maker experience, is recommended. A lack of single meaning of optimality
concept, following from the basics of modern game theory, points to impossibility
to construct a completely formal algorithm for parameter estimation and futility of
eliminating the uncertainty in the search process. It is more correct to consider
the trade-off or rational parameters, which adequately describe thermodynamic
properties and phase behavior, generated by EoS.

The following sequence of decision-making steps in model parameter estimation
is proposed:

• Determination of the Pareto-optimal (or compromise or trade-off) set XP as
the formal solution of the multicriteria problem to minimize a conflict source
of uncertainty

• Informal selection of convolution scheme to switch over a vector criterion K
into a scalar combination of the Ki (Х)

• Evaluation of the final decision vector Xopt ∈ XP to minimize a vagueness
source of uncertainty

3.1 Pareto set

The most important stage toward the multicriteria problem solving is an estab-
lishment of the Pareto domain ХР, i.e., such domain in model parameter space
where it is not possible to reach a dominance of selected criteria over others. A
geometrical visualization of the Pareto set (AB line) for the bi-criteria case in 2D
parameter space is given in Figures 3 and 4. For instance, the best least squares fit
of the p–T-x phase equilibria data Kmin

1 usually does not correspond to the best data
fit for critical line Kmax

2 and vice versa. Here Kmin
1 and Kmin

2 are the best or “ideal”
solutions for each criterion found as a result of single-criterion optimization; for
obviousness, parameters X1 and X2 could be interpreted as geometric and energetic
parameters in the van der Waals EoS model.

To locate the Pareto set, we assume to compare two solutions, X* and X0, which
hold the inequality:

K X0ð Þ≤K X ∗ð Þ: (8)

It is obvious that X0 is preferable than X*. Thus, all X* vectors satisfying
Eq. (8) may be excluded. It is worth to analyze that only those X* vectors for which
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there is no such X0 when for all criteria the inequality (8) is satisfied. The set
of all values XP = X* is the Pareto set, and the vector XP is the unimprovable
vector of the results, in case if from Ki (X0) ≤ Ki (XP) for any i it follows that
K (X0) = K (XP).

3.2 Crisp convolution schemes

Isolationistic and cooperative trends are usually considered for aggregation of
local criteria vector into global scalar criterion. The isolationistic convolution
schemes are additive, i.e., global criterion is represented as a weighted sum of local
criteria and entropy as a sum of local criterion logarithms. If behavior of each
criterion is complied with common decision to minimize some cooperative
criterion, then a convolution scheme can be presented in the form

KC Xð Þ ¼ min wi Ki Xð Þ � K0
i

� �� �
, 1≤ i≤ n, X∈XP, (9)

Figure 3.
The Pareto curve in criteria space.

Figure 4.
The Pareto curve in parameter space.
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where wi are the weight coefficients, K0
i is an infimum of the desired result that

is acceptable for decision-maker remaining in the coalition, and KC is a global trade-
off criterion. If it will be possible to come to an agreement about preference
(weight) for each criterion, then the final decision can be found as a solution of
scalar nonlinear programming problem:

KC Xð Þ ¼ min∑
n

i¼1
wi Ki Xð Þ � K0

i

� ��� ��, X∈XP: (10)

In terms of game-theoretical approach, such coalition is defined as the von
Neumann coalition scheme [16].

If no concordance among decision-makers is concerning the weight choice, then
arbitration network is preferable. Classical arbitration scheme was derived mathe-
matically rigorously by Nash but very often criticized from common sense [16]:

KC Xð Þ ¼ min
Yn
i¼1

Ki Xð Þ � K0
i

�� ��, X∈XP: (11)

All crisp convolution schemes under discussion try to reduce an uncertainty
deriving from conflict among different criteria in the Pareto domain. The next step
is extenuation of uncertainty driving from vagueness.

3.3 Fuzzy convolution scheme

Zadeh [14] put the theory of fuzzy sets forward with explicit reference to the
vagueness of natural language, when describing quantitative or qualitative goals of
the system. Here we assume that local criteria as well as different constraints in the
ill-structured situation can be represented by fuzzy sets. A final decision is defined
by the Bellman and Zadeh model [17] as the intersection of all fuzzy criteria and
constraints and is represented by its membership function μ(Х) as follows:

μ Хð Þ¼μК Хð Þ∩μС Хð Þ, X∈XP: (12)

This problem is reduced to the standard nonlinear programming problems: to
find the values Х and λ that maximize λ that is subject to

λ≤ μKi Xð Þ, i ¼ 1, 2,…, n;

λ≤ μCj Xð Þ, j ¼ 1, 2,…, m
(13)

Here, by way of illustration, the new approach was introduced to estimate the
Redlich-Kwong EoS parameters for simultaneous description of the phase equilibria
and critical line data in binary mixtures, thermodynamically consistent description
of the inhomogeneous data, and other inconsistency problems arising in the model-
ing of phase equilibria.

3.4 Conflict between phase equilibria and critical line description in binary
mixtures

Reliable models for thermodynamic and phase behavior description of binary
mixtures are facing problems of adequate estimation of the binary interaction
parameters from the restricted set of VLE data. In spite of availability of strict
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relationships to obtain from EoS model, the different derivatives of thermodynamic
values, for instance, the prediction of critical lines from the EoS with parameters
restored from VLE data, is questionable due to diverse sources of uncertainty in
both the used models and experimental data.

For illustration, we consider thermodynamic and phase behavior of water-carbon
dioxide system near the critical point of water. Experimental data on p-ρ-T-x prop-
erties have been taken from [18]; data on phase equilibria and critical curve have
been extracted from [19, 20]. The critical lines have been calculated using algorithm
developed in [21]. Phase equilibria calculations have been carried out with Michelsen
and Mollerup method [22] for cubic EoS. We performed phase equilibria and critical
line calculations for the RK EoS with binary interaction parameters k12 and l12 used in
standard mixing rules

b ¼ b11x2 þ l12x 1� xð Þ b11 þ b22
2

� �
þ b22 1� xð Þ2

a ¼ a11x2 þ k12x 1� xð Þ ffiffiffiffiffiffiffiffiffiffiffiffi
a11a22

p þ a22 1� xð Þ2
(14)

and restored from different crisp convolution schemes. For simplicity, the results
of calculation for phase equilibria and critical line are presented in Figures 5 and 6
only for most selected compromise schemes. The challenge of conflict between
parameters retrieved from different sections of thermodynamic surface remains
important for practically all EoS including sophisticated multiparameter equation of

Figure 5.
Critical line of Н2О▬СО2 system [21]. ● Experimental data ▬ Best fit of VLE data °°°° von Neumann’s
coalition scheme [16] ─ ─ Best fit of critical curve.
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state. In general, the conflict can be described as follows: if interaction parameters are
retrieved from the one class of properties, the prediction of other properties is
doubtful in spite of validity of thermodynamic relationships. The final solution will
depend on the problem setting and decision-maker subjective experience.

4. Results and discussion

This study provides a novel approach for defining the quantifiable estimation of
boundary states and specific points which define changes of phase behavior. The
global phase diagram technique is applied for deriving the analytical expressions
and Pareto-based approach with fuzzy convolution scheme used for adequate eval-
uation of model parameters.

There are no rigorous mathematical methods to construct adequate model with-
out subjectively based solution due to a number of uncertainties and conflicts. To
reduce the source of unavoidable uncertainty, the different compromise schemes of
criteria convolution are considered. It is important to note that the selection of the
convolution scheme is a subjective choice of the decision-maker.

Below we provide results and discussion of application of the abovementioned
approach for identification of the azeotrope- and double azeotrope-breaking criteria

Figure 6.
Phase equilibria in Н2О▬СО2 system [20]. ● Experiment T = 275C. ▬ Best description of VLE data. °°°° von
Neumann’s coalition scheme [16]. ─ ─ Best description of critical curve.
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for imidazolium (IL)-based ionic liquids and industrial refrigerant mixtures. IL
doping leads to the breaking of azeotrope in binary refrigerant mixtures that open
the way for the azeotrope refrigerant mixture separation technologies in order to
remove the environmentally harmful substances.

4.1 Azeotrope-breaking criteria

Applying the cubic model of the equation of state, only the critical properties
and acentric factor of the individual components in mixtures are sufficient to define
the phase behavior in the interested sector of the parameters.

The degenerated critical azeotrope point is a boundary state separating azeo-
trope and non-azeotrope and produces the limit of the critical azeotrope at xi ! 0 or
at xi ! 1. The solution of the thermodynamic equation system for a degenerated
critical azeotrope [5–7, 9]

ð15Þ

gives the following relationship for dimensionless parameters Zi:

Z2 ¼ ∓Z1 � 1� Z1ð Þ 1� Z4

1� Z3
� 1

� �
Λ, (16)

where the upper signs + or � correspond to x2 = 0 and the lower signs - to x2 = 1,
respectively.

To define the azeotropic states, the parameters Zi can be expressed via critical
(pseudocritical) temperatures Tci and pressures Pci of pure components and empirical
binary interaction parameters k12 and l12 (17). The unlike pair interaction parameters
Z2 and Z4 (i.e., a12 and b12) can be estimated solving simultaneously the system of
Eqs. (17) for the given Z1 and Z3 (or the set of pure component constants a11, b11, a22,
b22) that are determined from the critical parameters of the components:

Z1 ¼ T2
c2=Pc2 � T2

c1=Pc1

T2
c2=Pc2 þ T2
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states for refrigerants is depicted in Figure 7.

4.2 Double azeotrope-breaking criterion

Double azeotropic phenomena can be observed in the global phase diagram only
in the vicinity of the crossing point of two straight azeotropic borders in (Z1, Z2)
plane (Figures 8 and 9):
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4. Results and discussion

This study provides a novel approach for defining the quantifiable estimation of
boundary states and specific points which define changes of phase behavior. The
global phase diagram technique is applied for deriving the analytical expressions
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Neumann’s coalition scheme [16]. ─ ─ Best description of critical curve.
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for imidazolium (IL)-based ionic liquids and industrial refrigerant mixtures. IL
doping leads to the breaking of azeotrope in binary refrigerant mixtures that open
the way for the azeotrope refrigerant mixture separation technologies in order to
remove the environmentally harmful substances.

4.1 Azeotrope-breaking criteria
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and acentric factor of the individual components in mixtures are sufficient to define
the phase behavior in the interested sector of the parameters.
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trope and non-azeotrope and produces the limit of the critical azeotrope at xi ! 0 or
at xi ! 1. The solution of the thermodynamic equation system for a degenerated
critical azeotrope [5–7, 9]

ð15Þ
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The best results were demonstrated by application of the Schwarzentruber-
Renon and Wang-Sandler mixing rule [10] with three adjustable parameters
(Figure 8). The use of local mapping shows good results of double azeotropic
description at 323.05 К using the standard mixing rule (Figure 8).

Figure 7.
Azeotropic boundaries and their position in the global phase diagram. ● R507 (R125/R143a)—position in
azeotropic sector (Z1 = �0.54∙10�4; Z2 = 0.07; Z3 = �0.01; Z4 = 0). ── Azeotropic boundaries for R125/
R143a mixture (Z3 = �0.01; Z4 = 0). ʘ R11/R142b—position in zeotropic sector (Z1 = �0.11;
Z2 = 0.97∙10�3; Z3 = �0.035; Z4 = 0). ………. Azeotropic boundaries for R11/142b mixture (Z3 = �0.035;
Z4 = 0).

Figure 8.
Phase diagrams for R717-R125 mixture at 323.05 K. Schwarzentruber-Renon mixing rule [23].
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4.3 Applications of ionic liquids in azeotrope mixture distillation

The set of parameters for a given equation of state model univocally defines a
global phase diagram and, consequently, evolution of phase behavior for binary
mixture in a wide range of temperatures and pressures. Global phase diagram for
model systems of components explores that binary mixture of industrial refriger-
ants with imidazolium (IL)-based ionic liquids does not experience azeotropic
behavior in the practicable range of parameters.

Distribution of critical points for major components of refrigerants [25–29] and
hypothetical critical parameters of a number of imidazole-based ionic liquids is
depicted in Figure 10.

It shall be noted that at subcritical temperatures, IL may undergo thermal
decomposition that causes uncertainty in assessment of critical parameters. Usually,
the available values of critical points of ionic liquids are derived from low-
temperature regions having extremely small saturation pressures. Computational
procedures for finding model parameters are unstable. This can lead to errors in the
predictions of phase equilibria at high temperatures.

Thanks to undetectable vapor pressure, ILs are considered as potential environ-
mentally friendly candidates for replacing conventional solvents. The selective sol-
ubility properties of the ILs appeared for particular components of the mixtures and
can be treated as extraction media for separation processes. Moreover, the increase
of efficiency for absorption processes is promoted thanks to nonvolatile feature of
ionic liquids acting as absorbents.

Figure 9.
Phase diagrams for R717-R125 mixture at 323.05 K. Standard mixing rule [24]. A double azeotrope near the
crossing point of the two straight azeotropic borders in (Z1, Z2) plane. • Experimental data [23, 24]. Local
mapping approach [10]. equation of state approach. model [27].
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The information on breaking of azeotrope is crucial for the separation of differ-
ent industrial mixtures and is intensively discussed in the literature. The proposed
existing expressions for identification of azeotrope behavior generally are empirical.

To describe and predict the phase behavior of the mixture, the equation of state
models is more suitable for calculation of the thermodynamic properties.

The calculations of phase equilibria for system imidazolium-based ionic liquid
and refrigerants R134a and R1234yf are performed. The Redlich-Kwong one-fluid
model equation of state was selected due to simplicity, few parameters to be esti-
mated, existing robust computational algorithms for obtaining the derivations of
different thermodynamic features, as well as a large amount of existing data on
binary interacting parameters in the existing literature.

The phase behavior of imidazolium-based ionic liquids С8H11N3F6S2O4 ([EMIm]
[Tf2N]) and C10H19N2BF4 ([HMIm][BF4]) with refrigerants R134а and R1234yf
was evaluated using the parameters regressed at the low-pressure experimental
data. It is noted that the variation of anionic group leads to the shift of critical point
of ILs and obviously impact intermolecular interactions between ionic liquids and
molecules of refrigerants. To this end the phase behavior pattern is also impacted.
Variation in the k12 interaction coefficient shifts the position of a specific point
on the global phase diagram. For R1234yf-[HMIm][BF4] system, the position
of the specific point at different values k12 = � 0.1, 0, + 0.1 demonstrates a
tendency to transition from azeotrope to zeotrope state or vice versa. The binary
interaction parameters k12 and l12 for R134a-Il blends were restored from
experimental data provided by Ren et al. [28, 29] with Pareto-based method
described in Section 3.

In case a specific point is located in the northern or southern quadrants of the
diagrams depicted in Figure 11, the azeotropic phenomenon is expected to appear
in the binary mixture. The pattern of specific point location for ionic liquid [HMIm]
[BF4] + refrigerants R134a (R1234yf) systems is also provided in Figure 11.

It is considered that the azeotrope definitely appears in the R134a-R1234yf
system. The literature search provides lack of experimental data for this system.
The boundaries presented in Figure 11 for the R1234yf-[HMIm][BF4] mixture
practically coincide. The addition of the ionic liquid to azeotropic mixture leads to
azeotrope-breaking that is demonstrated by a change of phase envelope for the
R134a-R1234yf-[HMIm][BF4] mixture in Figure 12.

Figure 10.
Critical point temperatures and molar volumes of representative components from [25–29].
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Positive value of binary interaction coefficient k12 can report on III-type of phase
behavior for the system studied. The calculations were performed in MATLAB
software on the base of the algorithms proposed by Michelsen-Mollerup [23].

5. Conclusions

The responses to the environmental challenges require development and appli-
cation of new environmentally friendly working media. As one of the promising
media for chemical and refrigeration industry, the mixtures of conventional refrig-
erants with ionic liquids are considered. This requires reliable data on
thermophysical properties and phase behavior of the mixture.

Tremendously growing amount of data and development of the data science
provides new basis for estimation of the model parameters which influence the
description and further prediction of the different physical processes.

Figure 11.
Allocation of characteristics points on the global phase diagram for R134a-R1234yf mixture with ionic liquids.

Figure 12.
Azeotrope-breaking in the R134a-R1234yf mixture at ionic liquid addition.
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behavior for the system studied. The calculations were performed in MATLAB
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In this study we present new approach which does not require vapor–liquid
equilibrium calculations for binary mixtures. This approach is based on synergetic
combination of global phase diagram technique and Pareto-based regression to
reduce the uncertainty level caused by different sources of the data.

The global phase diagram is used to determine the type of phase behavior and
derive analytical expressions to predict azeotrope and double azeotrope phenomena
in terms of critical parameters of pure components.

To restore the EoS model parameters under uncertainty, the Pareto-optimality
concept with fuzzy convolution scheme is applied. This approach is quite general
and can be applied to other mathematical models, which describe a wide spectrum
of phenomena of thermodynamic and phase behavior.

The azeotrope and double azeotrope criteria were elaborated and assessed for
the imidazolium (IL)-based ionic liquids and industrial refrigerant mixtures. It was
shown that IL doping leads to the breaking of azeotrope in binary refrigerant
mixtures that open the way for the azeotrope refrigerant mixture separation tech-
nologies in order to remove the environmentally harmful substances.

The azeotrope phenomena in the refrigerant-IL mixtures are discussed, and
conclusion about the highly improbable azeotrope blend formation for these sys-
tems is given. Azeotrope-breaking in the R134a-R1234yf mixture at IL doping is
considered as an illustration of zeotrope behavior in the refrigerant-IL mixtures.
Global phase behavior of ionic liquid-industrial refrigerant mixture is analyzed, and
possible types of phase behavior according to the classification scheme of Scott and
Van Konynenburg are established.
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Chapter 6

Reactive Distillation: Modeling,
Simulation, and Optimization
Vandana Sakhre

Abstract

Chemical process industries deal with production which further utilizes reaction
followed by separation of the reaction mixtures. Reactive distillation is a new
technique of combination of both reaction and separation in a single unit beneficial
for equilibrium-limited reactions and also cost-effective. This makes it a highly
complex process because many parameters involved in both reaction and separation
are interactive in nature. In this chapter, modeling, simulation, and optimization of
reactive distillation are presented. Methyl acetate production via reactive distilla-
tion is chosen as a case study. The results are compared for both experimental and
simulation studies. The synthesis of methyl acetate was carried out in a packed RDC
by catalytic esterification using acetic acid and methanol as reactants in a pilot-scale
experimental setup. A strong acidic ion exchange catalyst, Amberlyst-15, was used
to enhance the rate of heterogeneous esterification reaction. The result obtained was
observed with change in various variables including the reflux ratio (RR), distillate-
to-feed (D/F) ratio, and bottom-to-feed (B/F) ratio with respect to product com-
position. The optimization and sensitivity analysis was carried out using Aspen Plus
process simulation software.

Keywords: modeling, reactive distillation, optimization, simulation

1. Introduction

1.1 Reactive distillation (RD)

Chemical engineering deals with the conversion of raw material into products
via a chemical unit process or unit operations. Manufacturing of various chemicals
like esters, ethers, cumene, petroleum processing unit, etc. required a reactor
followed by separator such as a distillation unit to separate the required product
from other constituents on the basis of relative volatility [1]. There are various
constraints on this type of processing like more space required for the installation of
the unit, higher cost, more energy input requirement, and reduced selectivity.
Specifically the conversion limits for reversible reactions are difficult to overcome
toward highest purity of product because once the equilibrium is achieved in the
system, no more reactant will be converted into products. In view of all these
constraints, reactive distillation emerged as a novel technique of process intensifi-
cation in which reaction and separation of product take place simultaneously in a
single column [2].
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In the case of reactive distillation, total capital cost is reduced due to two
combined process steps held in the single unit. This kind of integration is also
beneficial in reducing pump cost and other instrumentation cost. The saving in total
energy cost is due to exothermic nature of many chemical reactions which in turn
are beneficial in providing heat for separation of components simultaneously
[3–10]. The schematic diagram of reactive distillation column is shown in Figure 1.

2. Industrial application of reactive distillation

Reactive distillation, which uses heterogeneous catalysts known as catalytic
distillation, was firstly considered for RD [11], but it then remained uninvestigated
and lacked research interests until the 1980s. However in 1980, with the advent of
reactive distillation technology, Eastman Company tentatively carried out synthesis
of high-purity methyl acetate. Later on RD was categorized as hybrid and non-
hybrid columns [12, 13]. Hybrid RD is used to describe columns, which have
separate reactive and separation sections, while the reaction takes place in the whole
non-hybrid RD column.

After the success story of Eastman Company, several European countries and
universities joined forces to work on a development strategy for reactive distillation
process under the umbrella of Brite Euram project. Sulzer Chemtech has developed
special structured catalytic packing for reactive distillation columns [14]. RD is an
important method for many chemical syntheses which require recovery of
chemicals such as recovery of acetic acid. RD uses cation-exchange resin for
many liquid-phase homogeneous catalyst reactions such as butyl acetate synthesis
and helps in separating catalyst during downstream processing. The investigation
of many such reactions is reported [15–17]. Transesterification for synthesis and
characterization of biodiesel from different raw material such as palm oil,
mustard oil, etc. has been proposed but still not commercialized using various

Figure 1.
Schematic diagram of reactive distillation column (RDC).
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homogeneous and heterogeneous catalysts. However, hydrodesulfurization of light
oil fractions has been carried out commercially for diesel deep hydrodesul-
furization.

CDTECH, the major commercial process technology provider, licensed up to
now over 200 commercial-scale processes. Sulzer reports the commercial applica-
tion of reactive distillation as synthesis of ethyl, methyl, and butyl acetate, hydro-
lysis of methyl acetate, synthesis of methylal, removal of methanol from
formaldehyde, and formation of fatty acid esters. Commercial reactive distillation
application with Katapak licensed from Sulzer is tabulated in Table 1.

3. Industrial perspective of reactive distillation

Reactive distillation (RD) is a hybrid combination of reaction and separation in a
single vessel. The first patent for this process route was out in the 1920s, but little
was carried out till 1980 by the Eastman Company who synthesized methyl acetate
for the first time using this technique. The following reactions have shown potential
for reactive distillation:

3.1 Esterification

In esterification reaction, alcohol and acid react to form an ester. Esters are
chemical compounds having pleasant fruity odor.

ROOR’ þNaOH➔ROONaþHOR’

The main application of esters is in the synthesis of artificial flavor and essence
and solvent for oil, gum, fat, and resins. They are also used as plasticizers. Esterifi-
cation is the oldest reaction carried out in a reactive distillation column. For exam-
ple, in conventional methyl acetate production, the yield of methyl acetate is low
because of low boiling azeotrope formation. This constraint is removed in RD and
almost pure methyl acetate can be collected. Fatty acid esters are natural chemicals
used, among other things in cosmetics; plastics and surfactants were also reported
to be synthesized in reactive distillation.

3.2 Transesterification

Transesterification reaction in general can be represented as the reaction
between triglyceride and alcohol to produce alkyl esters and glycerol. The best
example is a synthesis of biodiesel using transesterification. Commercially, no
industrial unit has been reported on synthesis of biodiesel in RD, but the literature
shows that pilot-scale synthesis is possible. This process occurs by reacting the
vegetable oil with alcohol in the presence of an alkaline or acidic catalyst.

Process Industrial location

Synthesis of acetates Europe

Hydrolysis of methyl acetate Europe and Asia

Synthesis of methylal Europe and Asia

Removal of methanol from formaldehyde Europe

Fatty acid ester Asia

Table 1.
Commercial application of reactive distillation.
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Heterogeneous catalysts are more effective from an economical point of view for
biodiesel production. Sometimes transesterification can be a beneficial alternative
to hydrolysis as it does not involve formation of water, and moreover, it brings out
the value added through formation of another ester.

3.3 Etherification

Etherification refers to the synthesis of ethers from alcohol and acid. Ethers are
an indispensable part of the fuel industry as, like the properties of alcohol, ether also
enhances the octane value of fuel when added in appropriate proportion. Several
model reactions via RD such as MTBE, ETBE, and TAME have been studied since
last two decades. These fuel oxygenates are formed by reaction of isobutylene with
alcohol to give ether and water. However, another alternative is to react tert-amyl
alcohol (TAA) with corresponding lower alcohol such as methanol or ethanol.

Alcoholþ Isobutylene➔Ether

Ex : for MTBE : CH3OHþ CH3ð Þ2CCH2➔CH3OC CH3ð Þ3
For ETBE : CH3CH2CH3 þ C2H5OH➔ CH3ð Þ3OC2H5

3.4 Alkylation

Transfer of alkyl group from one molecule to another is known as alkylation.
Cumene and ethyl benzene are some examples which are synthesized using alkyla-
tion process. In this process alkanes, which are a part of paraffin compounds, are
reacted with an aromatic compound which results in production of a high-quality
fuel substitutes like cumene. These compounds are added to gasoline as a blend to
improve its octane number, reduce the engine problems like gum deposits on
oxidation, etc. High aviation fuel blends are produced using an alkylation process
whose octane number is denoted by a performance number having a value of
greater than 100. The catalytic alkylation method uses aluminum chloride and
hydrochloric acid as catalyst to initiate the reaction between benzene and
propylene.

3.5 Aldol condensation

In an aldol condensation, an enolate ion reacts with a carbonyl compound to
form a β-hydroxyaldehyde or β-hydroxyketone, followed by a dehydration to give a
conjugated enone. By using reactive distillation (RD), one can improve the selec-
tivity toward the intermediate or final product depending on the type of catalyst
used and by continuously removing the desired product from the reaction zone.
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3.6 Dehydration

Dehydration reaction simply means removal of water. This process is employed
generally for glycerol to obtain acetol. This reaction is usually carried into the
presence of various metallic catalysts like alumina, magnesium, ruthenium, nickel,
platinum, palladium, copper, Raney nickel, etc. Single-stage and two-stage reactive
distillation techniques are being employed, and special care is being taken to regen-
erate these catalysts as they are classified as precious and non-precious catalysts.

3.7 Acetylation

Various processes thereby produce a by-product which is of other important
industrial use. Like in the case of biodiesel manufacturing using methanol, we get a
secondary by-product called glycerol. It is a very good raw material for the process
called acetylating as in this process, especially when carried out in reactive distilla-
tion column, it is reported that about 99% conversion of glycerol into triacetin is
observed. This triacetin acts as an additive in compression engine fuels and reduced
the knocking in the engine.

3.8 Isomerization

Isomerization is a process in which one molecule is transformed into another
molecule which has exactly the same atom, but they have different arrangements.
A-isophorone and b-isophorone in spite of being isomers can be very well separated
by reactive distillation as there is a large difference in their volatilities.

3.9 Oligomerization

Oligomerization is a chemical process that converts monomers to macromolec-
ular complexes through a finite degree of polymerization. Oligomer esters and acid
were hydrolyzed using RD technology, and the results were consistent with indus-
trial literature.

3.10 Product purity

Product purity is an ultimate customer requirement. If these are not fulfilled or
low-quality product is supplied to the customer, the expectation of the customer
will not be fulfilled. For this reason, quality parameters need to be defined. These
parameters are differing in different cases. For example, few quality indexes like
physical and chemical characteristics of the product, medicinal effects, toxicity, and
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shelf life are required to be given in the case of pharmaceutical products. Quality
indexes such as taste, nutritional properties, texture, etc. are important in the case
of food products. Similarly for products from chemical processes, final composition
or product purity as quality index is required.

4. Importance of product purity in chemical engineering

Synthesis of various chemicals usually is carried out in a reactor which may or
may not be followed by separator. Either the case may be choice of design variable
is very important. The market value of overhead product or the bottom product
relies on its purity. Also the need of any further treatment for enhancing the purity
relies on the initial product composition. In view of this, the degree of freedom for
the column should be zero; that means the number of variables should be the same
or equal to the number of equations involved in modeling. For example for a
distillation column, if a designer specifies reflux ratio or boil up ratio and a distillate
rate, then there will be corresponding unique set of distillate and bottom composi-
tion with respect to a fixed feed flow rate.

5. Product purity in reactive distillation

Variability in the product purity is due to various factors including variable flow
rate, reboiler heat duty, reflux rate, and temperature inside the column. These
parameters can be controlled using various control techniques to meet final product
specification requirement as per the market demand both for large market and
small market.

Various control techniques are available which can be suitably applied to get
continuous controlled final product composition. Detailed process knowledge helps
in control of such a nonlinear process. The control performance also affects plant
processing rates and utility usage. Process control engineering helps in designing
control loop system which helps in the control of multivariable system and the
systems involved multiple inputs and multiple outputs.

5.1 Steps to achieve quality specifications

5.1.1 Fixing product specifications

A specification is the minimum requirement according to which a producer or
service provider makes and delivers the product and service to the customer.

5.1.2 Deciding on the method of manufacture

Design and implementation of method of manufacture in actual plant condition
permit to make product in the quickest and easiest way of manufacturing. These
also require preparing manufacturing instructions, sequence of operations, and
other procedures.

5.1.3 Providing the necessary machines, plant, tooling, and other equipment

Everything that is required for manufacture must be selected, taking care that all
the elements are capable of achieving the standard of quality demanded.
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6. Benefits

Benefits of reactive distillation include:

• Increased speed of operation

• Lower costs—reduced equipment use, reduced energy use, and handling being
easy

• Less waste and fewer by-products

• Improved product quality—reducing opportunity for degradation because of
less heat requirement

7. Modeling of heterogeneous catalyzed packed RDC

Modeling of RD column involves basic concept of distillation column carrying
out reaction in a reactive zone in between the rectifying zone and stripping zone
[18–21]. Thus modeling can be represented by various balances for different zones
of reactive distillation column. Non-equilibrium modeling was carried out for het-
erogeneous catalyzed packed RDC using first principle approach. The schematic
view of heterogeneous packed RDC is shown in Figure 2.

The basic assumptions for this model are as follows:

1. Constant relative volatility of the components

2. Constant liquid hold up in reactive zone, reboiler, and condenser

3.Assuming reactive zone to be a single stage

4.Negligible vapor holdup

5. Thorough mixing of vapor and liquid

Figure 2.
Schematic diagram of packed RDC.
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7.1 Component material balance

Figure 3 gives flow of vapor and liquid over a plate/tray. As per the reaction of
two reactants producing two products, component material balance for various
sections of the column can be written as follows:

1. Rectifying and stripping trays

d xn, jMn
� �

dt
¼ Lnþ1xnþ1, j þ Vn�1 yn�1, j � Lnxn, j � Vn yn, j (1)

2. Reactive trays

d xn, jMn
� �

dt
¼ Lnþ1xnþ1, j þ Vn�1 yn�1, j � Lnxn, j � Vn yn, j þ Rn, j (2)

3. Feed trays

d xn, jMn
� �

dt
¼ Lnþ1xnþ1, j þ Vn�1 yn�1, j � Lnxn, j � Vn yn, j þ Rn, j þ Fnzn, j (3)

4. The net reaction rate for component j on tray n in the reactive zone is given by

Rn, j ¼ vjMn kFnxn,Axn,B � kBnxn,Cxn,Dð Þ (4)

5. Reflux drum

d xD,jMD
� �

dt
¼ VNTyNT, j �D 1þ RRð ÞxD, j (5)

6. Column base

d xB, jMB
� �

dt
¼ L1x1, j � BxB, j � VSyB, j (6)

7. Due to exothermic reaction, the heat of reaction vaporizes some liquid in
reactive section. Therefore, the vapor rate increases in the reactive trays, and the
liquid rate decreases down through the reactive trays.

Figure 3.
Schematic of a tray/plate.

98

Distillation - Modelling, Simulation and Optimization

Vn ¼ Vn�1 � λ

ΔHv
Rn,C (7)

Ln ¼ Lnþ1 þ λ

ΔHv
Rn,C (8)

8. Vapor phase

dmiv

dt
¼ Vpi�1 ∗ ypi�1

� �
� Pv � Vp þ nipv (9)

where Vpi�1 is vapor entering the plate p, ypi�1 is the mole fraction of component
i, and Pv is vapor added to the column, but these are leaving the column through
condenser; therefore negative sign is considered, Vp is the vapor leaving the plate p,
and nipv is gain of species i due to transport, i.e., mass transfer rates. It is given as.

nipv ¼
ð
Nipv dp (10)

where Nip is molar flux of species i at particular point in the two-phase
dispersion.

9. Liquid phase

dmil

dt
¼ Lpiþ1 ∗ xpiþ1
� �� PLp � Lp � nipl � ri ∗V (11)

where Lpi+1 is liquid entering the plate p, xpi+1 is the mole fraction of component
i, PLp is liquid added to the column, Lp is the liquid leaving the plate p, and nipl is
loss of species i due to transport, i.e., mass transfer rates. It is given as.

nipl ¼
ð
Nipl dp (12)

where Nipl is molar flux of species i at particular point in the two-phase
dispersion. Since there is no accumulation at phase interphase, it follows.

Mt ¼ nivp � nilp ¼ 0 (13)

Mt is the accumulation due to mass transfer.

8. Case study of methyl acetate synthesis in RDC

8.1 Pilot-scale experimental results

The experimental synthesis of methyl acetate esterification was performed in
pilot-scale heterogeneous catalytic packed RDC shown in Figure 4. The character-
istics of packed RDC are given in Table 2 and temperature data is given in Table 3.
From the observations we conclude that the temperature of the reactive zone, from
stage 3 to stage 6, lies between 50 and 70°C, which is an ideal condition for
production of methyl acetate catalytic esterification reaction. The temperature of
stripping zone lies between 50 and 59°C. Temperature of rectifying section lies
between 30 and 45°C.
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We have set the reboiler temperature at 70°C which is close to boiling point of
methanol. However it varies as the reaction proceeds. The composition of methyl
acetate obtained experimentally is 96%. The pressure of the top stage varies between
108 and 163 mmHg and that of reboiler varies between 249 and 300 mmHg.

Figure 4.
Pilot-scale reactive distillation column.

Contents Characteristics and conditions

No. of stages 10 including reboiler and condenser

Rectifying section 7–8

Reactive section 3–6

Stripping section 1–2

Packing used HYFLUX

Catalyst Amberlyst-15 (Acidic ion-exchange)

Catalyst granularity 10–100 μm

Average particle diameter (m) 7.4 � 10�4

Apparent density (g/cm3) 0.99

Macro porosity of catalyst 0.32

Condenser type Total condenser

Feed Methanol Acetic acid

• Feed stage
• Feed temperature
• Feed pressure
• Feed flow rate (L/min)

3
50°C

Atmospheric
0.03

6
50°C

Atmospheric
0.03

Reflux ratio 5

Table 2.
Characteristics of packed reactive distillation column.
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It is obvious that the product composition continuously increases with respect to
time and as soon as concentration of reactants decreases, the composition also
decreases. For continuous process, continuous supply of reactants is required to
maintain the product composition. The variation of composition with time is shown
in Figure 5.

9. Simulation and optimization

Simulation and optimization are the act of obtaining the best result under given
circumstances. Optimization can be defined as the process of finding the conditions
that give the maximum or minimum value of a function. Process optimization is the
discipline of adjusting a process so as to optimize some specified set of parameters
without violating some constraints. The chemical industry has undergone signifi-
cant changes during the past 25 years due to the increased cost of energy,

Time
(min)

Temperature profile (°C) Pressure (mmHg) Reboiler temp (°C)

T1 T2 T3 T4 T5 T6 T7 T8 P1 P8

10 53 52 42 43 41 36 33 22 108 280 66

20 52 56 49 53 51 50 42 27 138 293 66

30 55 57 52 55 55 51 41 30 115 270 70

40 56 56 54 55 61 52 42 40 115 270 70

50 57 55 52 56 61 52 44 41 117 272 69

60 56 59 55 57 68 54 43 40 138 270 72

70 57 58 55 56 65 52 44 40 114 273 70

80 58 59 56 60 64 56 45 40 115 249 66.4

90 58 59 57 60 56 57 40 41 115 249 68

100 56 59 55 57 60 51 44 40 169 300 70

110 56 55 51 55 60 48 42 40 163 295 72

120 56 55 51 55 60 49 43 40 163 294 72

Table 3.
Experimental results of methyl acetate synthesis.

Figure 5.
Variation in product composition WRT time.
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increasingly stringent environmental regulations, and global competition in product
pricing and quality. One of the most important engineering tools for addressing
these issues is optimization. Modifications in plant design and operating procedures
have been implemented to reduce costs and meet constraints, with an emphasis on
improving efficiency and increasing profitability. Optimal operating conditions can
be implemented via increased automation at the process, plant, and company levels,
often called computer-integrated manufacturing. Computers and associated soft-
ware make the necessary computations feasible and cost-effective [22–25].

9.1 Steady-state simulation and optimization

Steady-state simulation of methyl acetate esterification was carried out using
Aspen Plus simulator. Radfrac module, NRTL property method, and other operating
conditions such as feed condition, feed location, operating pressure, column configu-
ration including number of stages and reaction stage, type of condenser, type of
reboiler, and feed flow rate of the components used are specified in Aspen Plus
environment. The specification and other results are included inTable 4. The simu-
lation flow sheet is shown in Figure 6. The product purity is attaining a highest value
at the top stage. The composition profile of the column is shown in Figure 7. As shown
in figure, themaximum composition of product methyl acetate obtained is 95.4%. The
amount of methanol and acetic acid is much lower at the top of the column; this
indicates the complete consumption of reactants and formation of product.

The temperature profile of the column is shown in Figure 8. As shown in figure,
we can clearly observe that the temperature of the reactive section is higher than the
other section; this is because of the exothermic nature of the esterification reaction.
Also, temperature of reboiler is higher than the temperature at condenser. As it can
be observed from the figure, the condenser temperature which is 57.4°C is lower
than reboiler temperature which is 62.7°C. The temperature of the reactive zone is
varied between 61.3 and 77.8°C, making it compatible to the exothermic nature of

Parameters Values

No. of stages
Reactive stage
Rectifying stage
Stripping stage

10, including reboiler and condenser
3–6 (reactive zone)

2–3
7–9

Input condition Methanol Acetic acid

Temperature
Flow rate

50°C
0.03 L/min

70°C
0.05 L/min

Reboiler heat duty 0.2 kW

Reflux ratio 5

Condenser temperature 57.40°C

Distillate rate 10.56 mole/hr

Reflux rate 52.81 mole/hr

Reboiler temperature 62.66°C

Bottom rate 86.12 mole/hr

Boil up rate 23.62 mole/hr

Boil up Ratio 0.274

Table 4.
Input condition and result of RDC.
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the esterification reaction. The maximum temperature of the condenser during
experiment was 58°C, and the temperature of the condenser obtained from Aspen
Plus was 57.4°C, which shows good agreement between experimental and simula-
tion results.

9.2 Sensitivity analysis of methyl acetate RDC

Reactive distillation exhibits multiple steady-state conditions throughout the
operation. This is known as multiplicity of the process. There are two types of
multiplicity; one is known as input multiplicity, and the other is known as output
multiplicity. This is the condition in which column gives same output for the
different sets of process condition. In this paper, we have studied input multiplicity,
in which we obtained same output for different input conditions. To analyze the
situation, we have performed sensitivity analysis in Aspen Plus simulator.

For sensitivity analysis, we have first chosen molar flow of methyl acetate on the
basis of heat duties whose lower and upper bounds are fixed as 1 and 3 kW, respec-
tively. For the second case, we have calculated mass fraction of methyl acetate by

Figure 6.
Flow sheet of methyl acetate RDC.

Figure 7.
Composition profile of methyl acetate RDC.
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setting the molar flow of acetic acid in feed in the range of 0.01–0.08 L/min. In the
third case, we have calculated distillate flow rate by varying feed flow rate in the
range of 0.01–0.08 L/min to calculate the distillate-to-feed ratio (D/F). Similarly we
have also calculated bottom-to-feed ratio (B/F). The result curves are shown in
Figures 9 and 10, respectively. A shown in Figure 9, we can observe that the flow
rate of methyl acetate is increasing as heat duty is increasing and found the maximum
flow rate to be 0.927 lbmol/hr. at heat duty of 6820 Btu/hr. Similarly, we can observe
that in Figure 10, the variation in flow rate of acetic acid is observed WRT mole
fraction of product methyl acetate. The maximum product fraction is observed as
95.2% at flow rate of 0.0872 cuft/hr. The effect of change in distillate-to-feed Ratio
(D/F) and change in bottom-to-feed (B/F) ratio on composition was also observed. It
was found that optimized distillate-to-feed (D/F) ratio obtained 0.6275 and opti-
mized bottom-to-feed (B/F) ratio obtained 0.4238 to get maximum product purity.

Figure 8.
Temperature profile of methyl acetate RDC.

Figure 9.
Sensitivity analysis based on reboiler heat duty.
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9.3 Optimization of methyl acetate RDC

Model analysis tool under Aspen Plus simulation facilitates optimization of the
reactive distillation column. In this analysis we defined mass fraction of methyl
acetate as objective on the basis of standard volumetric flow rate of acetic acid to
obtain the minimum product composition that can be achieved at the top of the
column. Heat duty was defined as constraint with fixed values between 1 and 3 kW

Figure 10.
Sensitivity analysis based on acid flow rate.

Row Case I
Variation in reboiler

heat duty
Btu/hr

Optimized flow
rate of methyl

acetate
lbmol/hr

Case II
Variation in volumetric

flow rate of acetic acid, ft3/
hr

Optimized
product

composition

1 3412.14 0.0549 0.0211 0.4808

2 4170.39 0.0637 0.0376 0.6776

3 4928.64 0.0723 0.05414 0.8070

4 5686.90 0.0807 0.07062 0.9011

5 6445.15 0.0888 0.08710 0.9522

6 6824.28 0.0926 0.10358 0.9596

7 7203.41 0.0920 0.10594 0.9604

8 7961.66 0.0904 0.12006 0.9643

9 8719.91 0.0902 0.13655 0.9676

10 9478.17 0.0900 0.15303 0.9700

11 10236.42 0.0893 0.16951 0.9719

Table 5.
Summary of the sensitivity and optimization results.
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third case, we have calculated distillate flow rate by varying feed flow rate in the
range of 0.01–0.08 L/min to calculate the distillate-to-feed ratio (D/F). Similarly we
have also calculated bottom-to-feed ratio (B/F). The result curves are shown in
Figures 9 and 10, respectively. A shown in Figure 9, we can observe that the flow
rate of methyl acetate is increasing as heat duty is increasing and found the maximum
flow rate to be 0.927 lbmol/hr. at heat duty of 6820 Btu/hr. Similarly, we can observe
that in Figure 10, the variation in flow rate of acetic acid is observed WRT mole
fraction of product methyl acetate. The maximum product fraction is observed as
95.2% at flow rate of 0.0872 cuft/hr. The effect of change in distillate-to-feed Ratio
(D/F) and change in bottom-to-feed (B/F) ratio on composition was also observed. It
was found that optimized distillate-to-feed (D/F) ratio obtained 0.6275 and opti-
mized bottom-to-feed (B/F) ratio obtained 0.4238 to get maximum product purity.

Figure 8.
Temperature profile of methyl acetate RDC.

Figure 9.
Sensitivity analysis based on reboiler heat duty.
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9.3 Optimization of methyl acetate RDC

Model analysis tool under Aspen Plus simulation facilitates optimization of the
reactive distillation column. In this analysis we defined mass fraction of methyl
acetate as objective on the basis of standard volumetric flow rate of acetic acid to
obtain the minimum product composition that can be achieved at the top of the
column. Heat duty was defined as constraint with fixed values between 1 and 3 kW

Figure 10.
Sensitivity analysis based on acid flow rate.

Row Case I
Variation in reboiler

heat duty
Btu/hr

Optimized flow
rate of methyl

acetate
lbmol/hr

Case II
Variation in volumetric

flow rate of acetic acid, ft3/
hr

Optimized
product

composition

1 3412.14 0.0549 0.0211 0.4808
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as lower and upper limits, respectively. After the optimization, we obtained 26.99%
as the minimum composition of methyl acetate and 2 kW as the required optimized
heat duty.

The summary of optimization and sensitivity results obtained from Aspen Plus
simulation is included in Table 5. The optimized value of reboiler heat duty
obtained was 2 kW, and optimized reflux ratio obtained was 4.69. These values are
close to the experimental values which again show good agreement between exper-
imental and simulation studies. The optimized flow rate of methyl acetate obtained
using reboiler heat duty as manipulated variable is 0.093 lbmol/hr., and optimized
product fraction obtained using standard volumetric flow rate of acetic acid is 0.96.
The sensitivity result curve for optimized flow rate and composition of methyl
acetate is shown in Figure 11, and sensitivity result curve for variation in column
temperature based on reflux flow is shown in Figure 12.

Figure 11.
Sensitivity curve for optimized flow rate and composition.

Figure 12.
Sensitivity curve for column temperature based on reflux ratio.
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10. Conclusion

This chapter gives details of reactive distillation as effective unit for various
synthesis and manufacturing. The detailed case study envisaged to produce methyl
acetate using methanol and acetic acid in a pilot plant reactive distillation column.
The operating conditions were maintained as feed temperature of 50°C, column
pressure of 1 atmosphere, feed rate of 0.03 L/min, and initial reboiler temperature
of 70°C. The experiment yielded high purity of methyl acetate. We have succeeded
in obtaining 95% purity of methyl acetate. The experimentation was then followed
by simulations so as to contrast the results. The Aspen Plus simulation gives methyl
acetate purity of 91.1%. This was followed by validation of results using sensitivity
and optimization analysis. The optimized value of reflux was obtained as 4.69 and
required reboiler duty 2 kW. The sensitivity analysis registered distillation-to-feed
(D/F) ratio as 0.6275 and bottom-to-feed (B/F) ratio 0.4235 to obtain maximum
product purity. These encouraging results establish a good agreement between
experimental and simulation studies.

Nomenclature

vj stoichiometric coefficient
Rn, j reaction rate on nth stage
Mn liquid holdup on nth stage
kFn forward reaction rate on nth stage
kBn backward reaction rate on nth stage
xn, j liquid composition on nth stage
Vn flow rate of vapor on nth stage
Ln flow rate of liquid on nth stage
λ heat of reaction
ΔHv net heat of vaporization
NT total number of stages
D distillate flow rate
B bottoms flow rate
yn, j vapor composition on nth stage
RR reflux ratio
Fn feed flow rate on nth stage
zn, j feed composition on nth stage
PS
j pure component vapor pressure

Tn temperature at nth stage
P total pressure
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Sensitivity curve for column temperature based on reflux ratio.
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