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Preface

Estuaries and their surrounding wetland regions are among the most productive 
ecosystems in the world, and among the most populated, with more than half of 
humanity inhabiting their shores. Anthropogenic factors make estuaries highly 
susceptible to ecosystem degradation due to the influences of industrialization, 
overfishing, and pollution. Coastal waters are closely connected with human 
activity, and their dynamic processes may greatly affect coastal environments. 
It is believed that sea level rise can threaten coastal living conditions with higher 
probabilities of flooding and inundation, possibly amplified by local tidal changes 
in response to water level modifications. Estuaries are a transition zone between 
riverine and maritime environments, and their ecology is sensitive to physical, 
chemical, or biological changes. Many estuaries also discharge freshwater river 
plumes that may further influence coastal zone dynamics on all levels. This book 
provides a compendium of studies of estuarine dynamics, river plumes, and 
coastal water dynamics, as well as studies that have investigated the changes in 
estuarine and coastal zones in response to sea-level rise and other environmental 
factors. This book also provides a section on issues related to coastal environmental 
management. Topics covered in this section include consensus-based policies 
for the fishery industry, and efficient balancing of coastal erosion concerns with 
public utilization of recreation zones along the coast.

There are three sections in this book. The first section is “Coastal Tide and Sea Level 
Change”, focusing on tide and sea level change in coastal waters. In Chapter 1 of 
the first section, tide, currents, and other physical properties in Elkhorn Slough 
waters of Monterey Bay, California, USA are analyzed to reveal the variations in 
a recent ~30-year period from 1970 to the early 2000s. Due to frictional effects 
and extensive mud flats and Salicornia marsh, tidal distortion increases, produces 
overtides, and compound tides; maximum tidal currents in Elkhorn Slough have 
increased from 0.75 to 1.50 m s−1 since 1970 mainly because of the increase in tidal 
prism between 1956 and 2003. The man-made changes and continued tidal erosion 
are the major reason of the tidal prism change. The second chapter reveals cor-
related changes in sea levels and ocean tides in the Pacific and Atlantic Oceans, and 
a detailed result of tide and sea level correlations in the Hong Kong coastal waters, 
suggesting tidal changes are likely to have the greatest effect on coastal locations, 
especially estuarine regions, which are often highly-developed, densely-populated, 
and environmentally sensitive. In Chapter 3, using numerical simulations, the influ-
ence of sea level rise (SLR) on storm responses is identified for Saco Bay, which is 
characterized by gentle coastal slopes, and Casco Bay, which is sheltered by barrier 
islands and peninsulas with steep shorelines. By comparing changes in inundation, 
storm currents, and salinity distribution between the two bays, the step-like bottom 
relief at the shoreline of Casco Bay sets up nonlinear responses to SLR. In contrast, 
storm responses in Saco Bay varied significantly with SLR due to alterations in river 
dynamics attributed to SLR-induced flooding. The conventional objections by satel-
lite altimeters are normally inaccurate in the coastal waters due to the land effects 
on the return waveform; in Chapter 4, a promising technology, coastal altimetry, 
is described. It employs a new methodology to process the waveform from coastal 
waters. In a case study of the Hong Kong offshore water, it is found that the coastal 
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sea level trend is about twice as much as the one observed further offshore, sug-
gesting that in the Hong Kong region, the short-term sea level trend significantly 
increases when approaching the coast.

The second section focuses on studies of the coastal and estuarine water with 
a title of “Observation and Analysis of Coastal Waters and Estuaries”. The first 
chapter clarifies the dynamics of small river plumes, which are significantly 
different from that of plumes generated by large rivers. Small plumes exhibit 
more energetic temporal variability in response to external forcing, such as wind 
forcing and river discharge, the interaction between neighboring small plumes, 
and the generation of high-frequency internal waves in coastal ocean by small 
rivers. In the second chapter, a cruise survey of the Pearl River Estuary (PRE) and 
adjacent coastal water from May 3–11, 2014 was reported. Using the cruise data, 
a “sandwich” structure of the lateral salinity distribution and a two-layer struc-
ture of longitudinal circulation were identified. The Finite-Volume Community 
Ocean Model (FVCOM) is configured and run with high spatial resolution of 100 
m in the PRE, which reveals that there is a strong neap-spring cycle for the PRE 
de-tided circulation. Chapter 3 analyzes the sampling data from six bimonthly 
surveys between November 2011 and September 2012 in the Jansen Lagoon, which 
is located to the northwest of São Luís Island (northern Brazil), with a significant 
urban influence. High levels of dissolved oxygen (DO), pH, total phosphorus, 
and chlorophyll-a were observed in the lagoon waters. The water quality indexes 
showed that the Jansen Lagoon has a poor water quality due to elevated DO and 
pH as well as high concentration of surfactants and phenols. Chapter 4 stud-
ies in-situ measurements of chromophoric dissolved organic matter (CDOM) 
absorption during a spring cruise survey in the Pearl River Estuary (PRE). The 
surface CDOM has higher absorption and lower spectral slope than the bottom. 
Horizontal transport is suggested to be the dominant hydrodynamic mechanism 
affecting CDOM distribution pattern in the PRE. Using an algorithm developed 
for the PRE environment, a time series of CDOM absorption and spectral slope in 
the PRE and the Hong Kong waters in spring from 2012 to 2018 is produced based 
on satellite images obtained by four sensors with different spatial and spectral 
resolutions. In Chapter 5, wind-driven coastal upwelling east of Hainan Island 
(UEH) in the northwestern South China Sea (SCS) is found to be sensitive to 
multiple scales of atmospheric forcing that are either very short-term or sudden 
impact, i.e., typhoon passages, or long-term variability associated with El Niño 
events. The study suggests that UEH has significant responses to the atmospheric 
forcing, and the ocean circulation also plays an important role in the modulation 
of the coastal upwelling.

Section 3 is “Coastal Environment Management”. Chapter 1 emphasizes the impor-
tance of the coastal areas on potential of fisheries that can contribute greatly to the 
national economic growth. Good management requires a well-structured plan that 
takes into account geographical conditions and the sustainability of the plan in the 
future for the role of marine spatial planning. The dialogue between elite sectors 
of society and the public are important for the coherence and synergy of spatial 
planning, and consensus can be achieved based on potential spatial data integration 
between official spatial data and crowdsourced geographic information, which 
predominantly look from nontechnical perspectives. In Chapter 2, coastal environ-
ment issues such as coastal erosion, sea cliff collapses, etc. are discussed for the 
coasts along Northeast Brazil and northern Colombia, and how they can damage 
local economies. It is necessary to better plan for the occupation and uses of these 
coastal areas, in order to promote a sustainable development.
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The chapters of this book provide detailed information on studies of coastal and 
estuarine environments and may help to inspire in-depth investigations in future. 
We are grateful to the authors and the publishing staff of IntechOpen for their 
excellent contributions to this book.

Professor Jiayi Pan and Professor Adam T. Devlin
Jiangxi Normal University,

Nanchang, Jiangxi, China 
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Chapter 1

A 30-Year History of the Tides and
Currents in Elkhorn Slough,
California
William W. Broenkow and Laurence C. Breaker

Abstract

Elkhorn Slough was first exposed to the waters of Monterey Bay with the con-
struction of Moss Landing Harbor in 1946. It follows a 10-km path inland from
Moss Landing Harbor. Today, it is a habitat and sanctuary for a wide variety of
marine mammals, fish, and seabirds. The currents, tides and physical properties of
Elkhorn Slough have been observed since 1970. It is an ebb-dominated estuary due
to the asymmetric rise and fall of the tides which produces ebb currents that
dominate. Tidal distortion increases inland due to frictional effects and extensive
mud flats and Salicornia marsh. Tidal distortion also produces overtides and com-
pound tides. Tidal elevations and currents often reveal the characteristics of a
standing wave system. The temperature and salinity of lower Elkhorn Slough reflect
the influence of Monterey Bay waters, whereas the upper Slough is more sensitive
to local processes. Maximum tidal currents in Elkhorn Slough have increased from
�75 to �150 cm/s since 1970. This increase is primarily due to the change in tidal
prism which has increased from �2.5 to �7.6 � 106 m3 between 1956 and 2003.
Finally, this increase is due to both man-made changes and continued tidal erosion.

Keywords: Elkhorn Slough, increasing tidal prism, ebb tide domination, erosion,
standing wave system, man-made changes

1. Introduction

Since the late 1800s, human intervention has significantly altered the structure
of Elkhorn Slough, and the circulation within it. Before 1946, Elkhorn Slough (ES)
was a sluggish backwater with little influence from Monterey Bay. In 1946, the
Army Corps of Engineers created Moss Landing Harbor located at the head of
Monterey Submarine Canyon by cutting through the dune barrier that separated the
Slough from Monterey Bay. ES is now a shallow, tidally-forced embayment that is
directly coupled to Monterey Bay. Increased tidal action has led to a dramatic
increase in tidal scouring, particularly in the lower part of the Slough [1]. The
Slough was transformed from a fresh water, brackish environment to one that is
primarily saltwater, and from an estuary that was primarily depositional to one that
is now dominated by erosion. Since 1971, maximum tidal currents in the main
channel at the mouth have increased from approximately 75 to 150 cm/s. The flood
tide introduces relatively clear water from Monterey Bay while waters discharged
during the ebb are laden with sediment eroded from the banks and bottom of the
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Slough. This discharge creates a plume that extends 3 km or more offshore and is
clearly visible in satellite imagery [2]. As erosion continues, the tidal prism and
currents in ES increase, leading to further erosion. This behavior suggests a system
with positive feedback, a situation that can become unstable.

Recent estimates of the erosional sediment losses from the Slough have ranged
from 3.5 � 104 m3/year [3] to 8 � 104 m3/year [4]. Observations of bank erosion
indicate average losses of 40 cm/year [5]. Bank erosion has widened the main
channel, and the resulting increased tidal prism has led to an expanding network of
tidal creeks that feed into the Slough (John Oliver, personal communication).
According to Malzone and Kvitek [6], the tidal prism increased by 43% during the
last decade and the surface area covered by salt water increased by 48%. Based on
aerial surveys, losses to the surrounding wetlands (composed primarily of Salicornia
marsh) have increased significantly over the past 50 years [7]. Erosion has led to an
overall loss in vegetated marsh around the Slough that was most apparent during
the first decade following the opening of Moss Landing Harbor.

Many environmental factors such as loss of Salicornia marsh, ichthyoplankton
abundance, nutrient distributions, phytoplankton distributions, pesticide accumula-
tion, and changes in biodiversity are related directly, or indirectly, to the circulation
and physical properties of ES. According to Dyer [8], the physical, chemical, biolog-
ical, and geological systems within a given estuary are, to a large extent, inseparable.
Less is known about the physical environment of ES than perhaps some of its other
defining properties. This is due in part to the spatial and temporal complexities of the
circulation, and the rate at which physical changes to the system are occurring.

It is our purpose to summarize what is known about the tides, the circulation,
and the physical properties of ES, based on a period of data collection that began in
1970 and continued into the early 2000s. In this regard, the manuscript is a period
piece that spans a recent �30-year period. The work contained herein is based on
the work of the first author’s students, M.S. theses by some of these students, and,
importantly, new observations. The text covers (1) the physical setting of the
Slough, (2) the tides, (3), the physical properties, and finally, (4) the conclusions.
This manuscript is based primarily on information that was contained in an
unpublished report by Broenkow and Breaker [9]. However, a number of signifi-
cant refinements have been made to that report which are included here for the
first time.

2. The setting

ES is located in central California at the eastern side of Monterey Bay mid-way
between Monterey and Santa Cruz. Several tributaries (i.e., lesser sloughs) including
Bennett, Moro Cojo, and Tembladero Sloughs feed directly into ES or Moss Landing
Harbor. Originally, ES was somewhat removed from direct tidal flow and the Salinas
River discharged directly into Monterey Bay just north of the entrance to Moss
Landing Harbor (Figure 1). In the late 1800s, the lands surrounding ES were altered
through the construction of ditches and dikes to make the low-lying marshes suitable
for agriculture. Around 1900, a 150-ha area near the mouth of the Slough was diked
to form evaporative salt ponds. In 1908, the mouth of the Salinas River was diverted
about 7 km to the south, removing any residual tidal influence from ES. When the
U.S. Army Corps of Engineers created the channel between Monterey Bay and ES in
1946, the old Salinas River channel was dredged to form what is now Moss Landing
Harbor (Figure 2) and the Slough was opened to full tidal circulation.

ES is about 10 km long, with depths ranging from 8 m at the harbor entrance,
to 0.5 m near the head of the Slough (Figure 1). The average depth is approximately
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3 m. The main channel has a width of about 200 m landward of the Highway
1 Bridge (H1B), to 90 m near the entrance of Parsons Slough. The ES drainage area
is small: 585 km3 [1], and significant fresh water enters the Slough only during
winter months. The sinuous path of ES, with four major bends, has a major impact
on its circulation. Because it is a complex, shallow waterway comprised of a main
channel, extensive mud flats, Salicornia marsh, and small tidal channels, it is diffi-
cult to obtain reliable estimates of its volume, tidal prism, surface and cross-
sectional areas, and bathymetry. Figure 1 is a map of ES based on an aerial photo-
graph taken in 1971 (Hansen, personal communication) with recent updates from
1993 aerial photographs. At low tide, the Slough consists essentially of a narrow
channel whereas at high tide, waters entering the Slough inundate the surrounding
mud flats, greatly increasing the surface area covered by water.

A number of prominent features in the aerial photograph of ES are shown in
Figure 3: the lower Slough with the entrance cutting across the beach near the

Figure 1.
Elkhorn Slough. This map was originally drawn by John Hansen from aerial photographs in 1971 and has been
updated subsequently. Circles show Smith’s [10] sampling stations. Crosses show tide stations.
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center; the Duke Energy Power plant with several reserve fuel storage tanks
paralleling the lower slough; the now abandoned National Refractories and Minerals
plant with a large tailing waste pond composed of mainly calcium carbonate pre-
cipitate, and Moss Landing Harbor with a small fishing fleet and pleasure boat
moorings. The Highway 1 Bridge near the Duke power plant has been the site of a
number of current meter studies. Near the main northward bend in the channel
(Figures 1 and 3), a linear strip of land supports the Southern Pacific railroad and
separates the main Slough from Parsons Slough and the South Marsh. This relatively
large body of water is connected to the Slough through a 50-m wide channel under
the railroad trestle. Because Parsons Slough and the South Marsh serve as one body
with respect to ES, we will usually refer to them as Parsons Slough from this point
on unless there is a reason to refer to them separately.

Figure 2.
Moss Landing Harbor, adapted from Duke Energy Moss Landing [10].

Figure 3.
A more recent aerial photograph of Elkhorn Slough taken in September 2002, looking eastward from an
altitude of 1500 m (courtesy of Scott Benson).
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During the past 25 years, major changes have occurred in the Slough's morphol-
ogy, and these have further altered its tidal response. During the winter months
when the Salinas River flows into the bay, a channel is bulldozed across the beach 7
km south of Moss Landing to prevent local flooding in the surrounding towns of
Castroville and Moss Landing. The sources of freshwater entering the Slough during
this period include rainfall and agricultural runoff from its small drainage basin.
Moss Landing Harbor receives a continual supply of low salinity water from agri-
cultural runoff, and before 1982, when the Monterey Regional Outfall began oper-
ation, treated sewage discharge from Castroville entered the system via Tembladero
Slough south of Moss Landing Harbor. These waters now enter the south harbor at
low tide through a tide gate. Recently, another tide gate limiting the flow of
waters into Moro Cojo Slough has been removed, and that area is again open to tidal
action. Recent changes in bottom depth at one location are readily apparent in the
four profiles shown in Figure 4. These profiles, taken at the Highway 1 Bridge,
show that bottom depth and channel width have both increased significantly
since 1972.

The Duke Energy of North America Power Company operates the largest power
generation plant (2.5 gW) in California at Moss Landing (Figures 2 and 3). Before
Duke Energy acquired the plant in 1998, it was operated by the Pacific Gas and
Electric Company (PG&E power plant or simply PG&E). At that time, seawater
coolant was pumped from the east side of Moss Landing Harbor at a maximum rate
of 2.7 � 106 m3/day, with a temperature of 7–10°C above ambient [11]. The original
five power generating units (1–5) discharged coolant waters into Elkhorn Slough,
while coolant waters from units 6 and 7 were discharged into the head of Monterey
Submarine Canyon within 200 m of the harbor entrance. In 1998, discharges into
Elkhorn Slough were eliminated. In July 2002, two new 1.1 gW gas turbine genera-
tion units became operational and their coolant waters were discharged through the
offshore outfall (Figure 2). Until recently, the National Refractories and Minerals
(NRM) operated a magnesium extraction plant, just south of the Duke Energy

Figure 4.
Bottom profiles at Highway 1 Bridge (H1B). Depths are referenced to MLLW.
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plant. The National Refractories plant ceased operation in the year 2000, but the
tailing pond of CaCO3 remains.

The last large-scale change to the hydrography of Elkhorn Slough was
implemented by the California State Department of Fish and Game in 1983. Dairy
pastures of 160 ha (1.6 � 106 m2) were returned to tidal flooding by digging a
channel across former dikes and excavating about 10% of the marsh to a depth of 2
m below MLLW. This area, called the South Marsh, is now part of the Elkhorn
Slough National Estuarine Research Reserve (ESNERR). More recently, ES may
have been affected by the 1989 Loma Prieta earthquake. Cracks in the surrounding
marshlands have been identified that appear to be related to this event (R. Kvitek,
personal communication) and there is evidence that the Salicorniamarsh has settled
(G. Greene, personal communication).

3. The tides

3.1 Introduction

The tides in ES are mixed, and thus are similar to those found elsewhere along
the California coast. The form ratio for the tides in Monterey Bay is 0.96, indicating
that the tides are mainly semidiurnal. A characteristic of the tides in ES is that the
greatest tidal range during the tidal day corresponds to the transition from MHHW
to MLLW. This is an important factor that determines in part the relative speeds of
the ebb and flood currents. The mean range of the semidiurnal tide for the four
principal tidal constituents (K1 + O1 + M2 + N2) at the Highway 1 Bridge (H1B) is
about 1.2 m, with a mean diurnal range of 1.7 m. The spring range is about 2.5 m,
while the neap range is about 0.9 m [12].

3.2 Tidal constituents

The observed tide is represented as a sum of harmonic constituents, each with its
own amplitude and phase. The number of constituents, and their corresponding
amplitudes and phases, are specific to a given location. The primary tidal constitu-
ents fall into three categories: semidiurnal, with periods of approximately half a
day; diurnal, with periods of approximately a day; and long-period, with periods of
two weeks, to years. The tidal analyses for Monterey Bay and ES are based on record
lengths of a year or less. Consequently, it is not yet possible to resolve the longer
period constituents. The M2, K1, O1, S2, P1, and N2 constituents (amplitudes in
descending order), are the six most important constituents for Monterey Bay. In
addition to these, at least 15 other constituents have been identified in tidal records
collected in Monterey Bay by the National Ocean Service and recorded in the Tide
Tables they have produced.

To obtain data suitable for predicting tidal height and phase, water levels in
ES were measured from June 2002 to August 2003. Our 120-day records for three
stations in ES were of sufficient length to separate most of the constituents listed
in Table A1, which is included in the Appendix A, following the references. How-
ever, the tidal amplitudes obtained from these analyses were not directly compara-
ble to those obtained earlier by the National Ocean Service from year-long
observations in 1976, because the variability was distributed among slightly differ-
ent constituents and because the record lengths were different. The data acquired
by NOS is included in Table A2 of the Appendix A. Our record lengths varied from
1 to 14 months (Table A1). Although the constituent amplitudes around the diurnal
(1 cycle per day [cpd]) and semidiurnal (2 cpd) frequencies for the MB and ES
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stations are similar, the appearance of the higher frequency constituents between
2.8 and 3.9 cpd inside ES clearly distinguishes its tidal response from that of Mon-
terey Bay. In addition, overtides were found with periods of 8.3, 6.2, and 4.1 h that
correspond to the M3, M4, and M6 constituents, respectively. The 8.3-h M3 constit-
uent represents one of the lunar terdiurnal components. Because its period is close
to the period of the terdiurnal SO3 compound tide (8.19 vs. 8.28 h), the SO3

constituent could not be clearly separated from the M3 tide.
A comparison of the tidal constituents determined from our water level mea-

surements at six locations is shown in Figure 5 and illustrates the differing character
of the tide from MB to the head of ES: Monterey Harbor (a), representative of
Monterey Bay, Moss Landing Harbor (b), the H1B (c), the entrance to Parsons
Slough (d), Kirby Park (e), and Hudson’s Landing (f). Log10 of the amplitude in
mm is plotted vs. each constituent frequency in cpd. A similar constituent analysis
for Monterey Bay was performed 25 years earlier by the National Ocean Service

Figure 5.
Log10 tidal constituent amplitude vs. frequency for five locations in Elkhorn Slough (Figure 1): (a) Monterey
Bay (NOS, 1 year); (b) Moss Landing Harbor at MLML Small Boat Dock; (c) Lower Elkhorn Slough 200 m
east of Highway 1 Bridge; (d) Railroad Trestle at the entrance to Parsons Slough; (e) Kirby Park; (f) and
Hudson Landing.
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(NOS) from a 1-year record acquired in 1976 in Monterey Harbor and comparisons
with our analysis are constructive.

Our least squares regression results which are summarized in Table A1 of the
Appendix A show large amplitudes for the dominant tidal constituents (M2, K1, O1,
S2, P1, and N2) at the ES stations indicated above similar to those obtained earlier by
NOS (Table A2). Our results in Moss Landing Harbor show insignificant values for
the overtides (M3, M4, and M6) and the compound tides (MK3, 2MK3, MN4, and
MS4). The amplitudes of these constituents increase significantly as we move land-
ward, consistent with similar increases in these constituents obtained by NOS, and
consistent with the increasing influence of frictional effects as the bottom depth
decreases moving inland. Of particular note, we find a �25% increase in the 2002
data compared to the 1976 data, suggesting that morphological changes in ES have
modified its tidal response noticeably over a period as short as 25 years! In addition,
we now include the set of tidal constituents inside the ESNERR South Marsh resto-
ration area in Table A1. They demonstrate that South Marsh is not tidally choked
(i.e., providing insufficient time for the unrestricted inflow and outflow of the tidal
transport over a complete tidal cycle) despite being limited by the 50-m-wide,
4–6-m-deep entrance under the Southern Pacific Railroad Trestle.

Tidal phase differences in ES were estimated by Wong [13] by comparing the
times of high and low water at several locations consistent with tidal propagation up
the Slough. Between a point 200 m east of the H1B, and 5 km up the Slough near the
Parsons Slough entrance, Wong found, on average, that high water occurred 48 min
later at Parsons Slough but low water occurred only 18 min later. The large differ-
ence between the HHW and LLW phases at these two locations, emphasizes the
tidal asymmetry in ES. Wong also compared these values with the NOS tide pre-
dictions from 1976 and found that the time for the tide to propagate over this
portion of the Slough had increased significantly.

Based on shallow water wave theory, the expected phase speed, c(x,t), for the
incoming tide where tidal elevation and water depth are of the same order, is

c x, tð Þ ¼ g h xð Þ þ η x, tð Þð Þ½ �½, (1)

where h is the water depth, η is the tidal elevation, and g is the acceleration of
gravity. The tide propagates at 6.3 m/s for a water depth of 4 m with a free surface
elevation η(x,t) of zero. Integrating c(x,t), the travel times along the Slough from
the H1B to Hudson’s Landing using channel depths for the diurnal mean tide (high =
1.7 m, low = 0.0 m) are 24 and 31 min. These times change to 23 and 37 min for the
greatest observed tidal range (2.0 to �0.6 m).

3.3 Tidal currents

The first measurements of the tidal currents were made in 1970 by Clark [14] in
the main channel on the harbor side of the Highway 1 Bridge. We note that since
this record was not referenced to a standard tidal datum, the exact depth of these
observations is not known but they were acquired at “mid-depth,” clearly well
above the bottom boundary layer. Clark made a total of five time series measure-
ments with durations of one to two tidal days using a mechanical current meter. A
2-day sample is shown in the first (i.e., top) panel of Figure 6, where maximum
currents of almost 40 cm/s were observed during the 0.75 m flood tide and 60 cm/s
on the following 1.75 m ebb tide. Ebb domination is apparent as the flood tide lasted
almost twice as long as the ebb. Clark observed that the tidal currents in ES were
approximately standing wave in character because the tidal heights and currents
were approximately 90° out of phase.
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Wong [13] used an ENDECO 714 current meter set at a height of 1.6 m above the
bottom to measure the flow near the H1B for a 2-week period in September 1986
(Figure 6—second panel). He found maximum speeds of 80 cm/s during the ebb
tide. Because these measurements were made within the bottom boundary layer, he
estimated the values to be approximately 20% lower than the corresponding free-
stream velocities, assuming a logarithmic velocity distribution in the bottom
boundary layer [15]. From measurements made at the H1B during a spring tide,
Wong estimated speeds as high as 113 cm/s on ebb and 75 cm/s on the flood. More
recent observations at the entrance to Parsons Slough (Figure 1) approximately 4
km from the entrance to Moss Landing Harbor indicate maximum flooding and
ebbing velocities of 150 and 170 cm/s, respectively. These current speeds are sig-
nificantly higher than those measured by Wong at the H1B, a result of the narrow
entrance to Parsons Slough, and thus are not representative of the flows encoun-
tered in the main channel of ES. Wong found that cross-channel velocities were less
than 3 cm/s at all locations, consistent with highly channelized flow. Wong’s data
indicated that velocities near the mouth were approximately 50% greater than
Clark’s measurements, apparently due to the increase in tidal prism resulting from
the addition of the South Marsh to tidal flooding and to the continued effects of
erosion over the 16 years between the two sets of measurements [5]. Finally, Wong
[13] found that overall, over 90% of the variance in current speed in ES is caused by
the tides.

We made current measurements in 1992 with an InterOcean S4 current meter
suspended from the H1B, 3 m above the bottom. Again these measurements indi-
cate increasing tidal flows at the H1B where maximum speeds on the ebb tide
approaching 120 cm/s were observed (Figure 6—third panel). The higher-
frequency ripples superimposed on the tidal current record are primarily due to
seiche period oscillations in Monterey Bay [16]. Our most recent record (Figure 6—
bottom panel) shows a 1-month sample from a 14-month time series made with an
InterOcean S4 current meter located 1.1 m above the bottom (almost certainly
within the bottom boundary layer) in the main channel approximately 250 m east of
the H1B. Modulation of the primary diurnal and semidiurnal tidal currents by the
spring and neap tides produces maximum ebb currents during the spring tide (105
cm/s) that are three times greater than the maximum ebb currents observed during
the neap tide (35 cm/s). Adjusting for boundary layer attenuation, the near surface
ebb and flood speeds could reach 125 and 42 cm/s, respectively.

During December 1993, Malzone and Kvitek [6] used an S4 current meter to
measure currents near the time of maximum ebb at four locations along the main
channel of ES (Figure 7). These results show a steady decrease from slightly over
100 cm/s at the mouth, to approximately 50 cm/s at 8.5 km inland. This decrease in
current speed is consistent with the reduced tidal prism landward of each measure-
ment location. The large decrease in current speed between 2.2 km and 6.5 km is
caused by the addition of waters that drain from Parsons Slough at about 3.5 km
from the H1B.

Vertical current profiles in ES have been examined on several occasions. Wong
[13] constructed vertical current profiles from observations acquired during May
1987 and April 1988, approximately 200 m from the H1B during peak flow on the
ebb tide (Figure 8). He found a significant reduction in speed in the deepest 3–4 m
with vertical shears as high as �10 cm/s/m. His data showed no well-defined core of
maximum speed. He made these measurements by lowering and raising a single S4
current meter. Wong used his data to estimate a roughness length for the bottom
and a thickness for the bottom boundary layer using standard boundary layer
parameterizations. From a logarithmic decay law for the boundary layer, he esti-
mated a bottom roughness length of 6.5 cm. Using this figure, he calculated a
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friction velocity for the bottom, and used the friction velocity to estimate a thick-
ness for the bottom boundary layer of 3.3 m, following Komar [17].

Vertical profiles constructed from current meter data collected closer to the H1B
in February 1994 at different stages of the tide [4], indicate less vertical shear in the
upper 5 m, but increased shear in the bottom boundary layer where the thickness of
the layer itself appeared to be less than 2 m (not shown). These results taken near

Figure 6.
Current measurements acquired in Elkhorn Slough at or near the Highway 1 Bridge (H1B). The top panel
shows Clark’s [14] first measurements in ES using a paper recording TSK current meter. In the second panel,
Wong’s [13] measurements are shown where an S4 meter suspended from the bridge was employed. In the third
panel, our 1992 measurements duplicating Wong’s method are shown, and finally, in the fourth or bottom
panel, our S4 current measurements from January (2002) are shown using a bottom mounted current meter at
1.1 m above the bottom and 200 m east of the H1B.
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the H1B where the primary channel is about 100 m wide, suggest that velocity shear
near the bottom may be large enough to mix the entire water column above. Wong’s
and Malzone’s results also demonstrate that tidal current speeds had increased
during the 6-year interval between their observations.

Figure 7.
The red crosses show main channel current speed measurements made near maximum ebb tide (taken from
[6]). The solid black line shows results of the continuity model (redrawn from Figure 17). Greatest changes are
found inland of the Parsons Slough entrance.

Figure 8.
Vertical current profiles in ES show deceasing current speed in the bottom boundary layer which extends up to 3
m above the bottom [13]. All times are PST + 8 h. (a) 20 May 1987, 22:30; (b) 30 May 1987, 23:00; (c) 9
April 1988, 07:30; and (d) 22 April 1988, 08:30.
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Until 2002, no measurements of the tidal currents in and around Parsons Slough
and the adjoining South Marsh had been made. This overlooked area contributes at
least 30% to the tidal prism of ES, as we discuss in Section 6. As a result, ADP
observations of the currents at the entrance of Parsons Slough were acquired on 20
November 2002 over a half-tidal cycle. The results are shown in Figure 9. We
gauged the ebbing flow from the ESNERR area with nine transects made up of ten
stations each spaced about 10 m apart across the 90 m wide channel. Tidal currents
during the ebb cycle were acquired with speeds often in excess of 100 cm/s with a
maximum speed of 112 cm/s observed during a 2-h period when the ebbing flow
was most intense. Ebbing flow in this channel is deflected clockwise (looking in the
direction of flow), and maximum speeds were always observed in the 5 m-deep
channel close to the southern (right) bank consistent with centripetal acceleration.
Horizontal shear near the south bank approached 10 cm/s/m.

Wong [13] observed a large time lag and reduced amplitude between the tide in
the ES main channel and the tide in the ESNERR suggesting that the tide was
restricted, indicative of tidal choking as encountered by Kjerfve and Knoppers [18]
in a coastal lagoon along the U.S. East Coast. Our observations show that the
principle tidal range in the ESNERR (Table A1) is virtually identical to that
observed at the SP railroad trestle, and that HHW in the South Marsh lags that at the
SP railroad trestle by only 20 min, not necessarily consistent with tidal choking.
These results also indicate that relatively large volumes of water are exchanged
between Parsons Slough and ES itself. Clearly, additional measurements of the
tidal currents through the entrance of the Parsons Slough/South Marsh area are
required to better understand this relatively new and overlooked portion of the
Slough.

Figure 9.
ADP vertical sections of along-channel currents landward of the SP railroad trestle at the entrance to Parsons
Slough. The south shore is on the right. These data were obtained through an ebb tidal cycle 20 November 2002.
The integrated transport was 2.4 � 106 m3.
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Figure 10 shows a time series obtained from an S4 current meter deployed close
to the location where the ADP measurements were acquired and during the same
period. Vigorous tidal flows are observed that approach 100 cm/s during the ebb
tide and values that approach 60 cm/s during the flood. Higher frequency oscilla-
tions superimposed on the tidal records are due to the natural seiche oscillations of
Monterey Bay [16].

All of the current measurements made in Elkhorn Slough until 2003 were
acquired at a single location in the cross-slough direction, usually in the main channel.
Hence, cross-channel shear had not been measured, although its importance in mak-
ing volume transport calculations was well recognized. Without some knowledge of
cross-channel current variability, it is impossible to obtain even crude estimates of the
water volume exchange between the Slough and the Bay over a complete tidal day.

To address this shortcoming and, at the same time, obtain a more reliable
estimate of the tidal prism, we made a series of acoustic Doppler profiler (ADP)
measurements (Pinkel [19]) at 10 locations across the channel, 250 m east of the
H1B on 2 January 2003 (Figures 1 and 11). We held a small boat stationary using a
mooring line stretched across the 190-m-wide channel of the Slough. The data were
binned in 0.25 m increments and averaged for two minutes to reduce Doppler noise
to less than 1 cm/s. The lack of vessel motion ensured that high quality data were
acquired. We completed six cross-channel profiles during a 6.9-h flood tidal cycle
with a tidal range of �0.43 to 1.19 m referenced to MLLW.

At the beginning of the flood cycle, the typically 10–20 cm/s flowwas centered over
the northern (right) and southern (left) channels (Figure 11). As the flow increased,
core speeds of 50 cm/s were observed near themid-channel shoal. At maximum flood,
the�60 cm/s core remained near the center of the channel, and not in the 4.5 m deep
channel located near the north bank. As the flow subsided, the current core moved
toward the southern channel. The vertical sections in Figure 11 show a core maximum

Figure 10.
S4 Current meter time series acquired on 2 January 2003 during the ADP cross sections shown in Figure 9.
Shown are the along-channel and cross-channel velocities as well as the total speeds. Note the large variability
caused by seiche motions in Monterey Bay. The shaded bars show the periods of the six ADP cross sections.
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with near surface speeds of 62 cm/s about midway through the tidal cycle. Greatest
horizontal shear occurs between the core and the north shore (right side of Figure 11)
but does not exceed 2 cm/s/m. Flow at all depths was in the flooding direction. Because
of the time required to acquire the data, these profiles were, of course, not synoptic.

4. Estimating the tidal prism

In this section, we address the tidal prism, a crucial factor that essentially
determines the tidal currents. The tidal prism is the volume of water exchanged
between a bay and its parent body of water over a tidal cycle. Also, the current
regime of an estuary is strongly influenced by three factors: morphology, river flow,
and tidal forcing. The ratio of river flow to tidal volume characterizes the physical
transport of water and other materials through the system. Hence, one of the most
important problems is to evaluate the total tidal transport through the Slough.

From the conservation of volume, the average current speed is directly related to
the tidal prism and inversely related to the cross-sectional area. This may be
expressed as

Figure 11.
ADP vertical sections of along-channel currents 250 m east of H1B show vertical and horizontal shear. The
north shore is on the right. These data were obtained through a flood tide cycle on 2 January 2003. The
integrated transport was 4.9 � 106 m3.
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umax ¼ 4=3 rc=2ð Þ A=Sð Þ H=Tð Þ, (2)

giving the mid-channel maximum tidal current, umax, in an enclosed basin [20].
A is the surface area of the basin inland from the main tidal channel, S is the cross-
sectional area through which the current flows,H is the half-tidal range, and T is the
half-tidal period. The factor 4/3 represents horizontal shear: the mid-channel cur-
rent is about 1/3 greater than the cross-sectional mean current, and rc/2 relates the
mean velocity for the half-tidal period to the maximum half-tidal velocity. Finally,
the tidal prism corresponds to the volume AH.

Where the tides are mainly mixed diurnal and semidiurnal, the tidal prism is
often taken to represent that volume of water associated with the change in eleva-
tion between MHHW and MLLW, but other tidal transitions could be used. To the
extent that other sources and sinks of salt and fresh water contribute to the total
volume of water in ES, the tidal prism will depart from the total water flux that is
exchanged over a tidal cycle. The tidal prism can be estimated in several ways: by
metering water fluxes through a vertical section on successive ebb and flood tides,
by mapping sea level in the embayment at various tide levels, or by measuring the
surface area and thickness of the discharge plume at an appropriate stage of the tide.
The tidal prism for ES has been estimated using the first two methods with varying
degrees of success, and the differences obtained from these methods provide at least
one measure of the uncertainty in estimating this quantity.

During a 1956 survey of tidal inlets on the Pacific coast, Johnson [21] reported a
tidal prism of 2.65 � 106 m3 for ES, but the details of its estimation were not given.
Smith [10] constructed a cross-sectional model for ES from which he estimated the
tidal prism and the volume of slough waters at different tidal stages. He divided the
Slough into three provinces: main channel, mud flats, and marsh. An idealized
cross-section for ES, based on this classification scheme, identifies these provinces
(Figure 12). He observed a predicted tide height of 0.88 m at the mud flat level and
1.45 m at the Salicorniamarsh level. These heights are referenced to the tidal datum:
0.0 m at MLLW. Using Hansen’s map (the basis for Figure 1), which was based on
aerial photographs, he estimated the areas for each of these surfaces. The volumes
obtained using this approach (i.e., the first method above) were then compared
with volume transport estimates obtained using the second method, based on
Clark’s current meter measurements at the H1B. By adjusting the elevations of the
mud flats and marsh, Smith showed reasonable agreement between the two
methods. Smith’s estimate of the tidal prism for HHW to LLW was 4.7 � 106 m3.
Smith used his results to estimate that the tidal prism extended 4.8 km into the
Slough, assuming insignificant mixing between the ambient slough water and new

Figure 12.
Idealized cross section of ES. Mean sea level occurs near the edge of the mud flats, and the Salicornia marsh is
about 1.45 m above MLLW. Adapted from Smith [10]. Labeled quantities are used in Smith’s volume
continuity model of the currents.
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tidal volumes. Of historical note, a foam line produced by waters discharged from
the PG&E power plant was often observed 4–5 km inland. Because coolant waters
are now discharged directly into Monterey Bay, this foam line is no longer present.
Continuing, in 1992, we applied Smith’s model to a new aerial photograph that
included the ESNERR South Marsh reclamation area, a province of the Slough
that did not exist in 1974. The tidal prism from this work was estimated to be
6.2 � 106 m3 (Figure 13).

Clark [14] used observations of umax at the H1B and H/T to form a regression
relationship whose intercept provides an estimate of the non-tidal flow, and whose
slope provides a measure of A/S, the ratio of the flooded surface area to the cross-
sectional area (Figure 14). This regression can also be used to estimate maximum
tidal flows. Using comparisons of data from different periods, we can illustrate
changes in the tidal flow and thus changes in the tidal prism. Using this approach,
Wong found an intercept of about 10 cm/s indicating a net non-tidal flow directed
out of the Slough. Because the values were relatively small, however, its significance
is uncertain. Several factors most likely accounted for the net seaward flow
according to Wong, including recent rainfall, agricultural runoff, and the discharge
of cooling water into the lower slough from the PG&E power plant which operated
the Slough outfall at that time.

Umax vs. H/T has been plotted for measurements that were acquired between
1971 and 1992 (Figure 14). The increase in regression slopes, based on a linear least
squares fit to the data, indicates that maximum currents and thus the tidal prism
(by an increase in the surface area, A) have increased by nearly a factor of two since
1971. At least two factors have contributed to increased tidal fluxes. The first was
the restoration of formerly diked pasture which led to tidal flooding (Table 1). This
sudden increase in surface area clearly contributed to Wong’s [13] observed
increase in tidal currents. However, erosion continues to enlarge the Slough at rates
which have been documented on several occasions, e.g., [3–5], and this process
continues to enhance the tidal flow, unabated.

Figure 13.
Cumulative volume of water in ES at MLLW and MHHW from Smith [10] and as re-evaluated in 1993 from
more recent aerial photographs. The volume between MLLW and MHHW is defined as the tidal prism, and
estimated to be 4.7 � 106 m3 in 1973 and 6.2 � 106 m3 in 1993.
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Our newer estimates of the tidal prism and total volume of water in ES also
indicate major increases. The tidal prism from these more recent estimates is
approximately 6.2 � 106 m3 (Figure 13), a 32% increase in approximately 20 years.
Interpreting recent changes to the water budget in ES is further complicated by the
1989 Loma Prieta earthquake which may have caused subsidence in the upper
Slough. In addition to the restoration area discussed earlier, other additions have
been made to ES which have increased its volume since the mid-1980s. Man-made
alterations to the Slough and the approximate increases in surface area and volume
caused by these changes are listed in Table 1 [6]. The Parsons Slough area
(Figure 1) is the major contributor to these increases. Also, the bottom depth at the
entrance channel to Parsons Slough has increased from about 3 m in 1993 [6] to
almost 5 m in August 2002 based on recent measurements.

In addition to water volume, current measurements in ES have been used to
estimate several related parameters of interest including non-tidal contributions to

Figure 14.
Summary of current meter observations at the H1B. Y-axis values give smoothed along channel maximum
speeds during a single half-tidal cycle. X-axis values are the ratios of the predicted or observed tidal range and
half-tidal period (Eq. (2)). The symbols “o” represent Clark’s [14] observations, “+” represent Wong’s [13]
measurements, and “*” represent our 1992 data. The least squares regression lines show a systematic increase in
time which reflects the increase in tidal prism.

Location Date Surface area Tidal volume

km2 % 1 � 10 m3 %

Parsons Slough and South Marsh 1984 1.8 20 1600 30

North Marsh 1985 0.6 7 53 1

Dolan Marsh 1986 0.3 3 130 2

Salt Ponds 1984–88 0.6 7 510 9

Bloom/Porter Marsh 1989 1 11 22 1

Table 1.
Recent additions to the Elkhorn Slough system that contribute to tidal volume increase and salt water
incursion [6].
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the circulation, and the geometry of the Slough. Using Eq. (2), Clark estimated the
ratio A/S for Elkhorn Slough. Then, using measurements of the cross-sectional area
at the Highway 1 Bridge (Figure 4), he estimated the effective surface area of the
Slough to be 1.5 and 1.1 � 106 m2 at high and low tides, respectively. Using a similar
approach, Wong [13] obtained estimates of the effective surface area, which were
almost twice those obtained by Clark. According to Wong, the increase in surface
area was caused primarily by restoration of Parsons Slough, and this lead to accel-
erated erosion through increased tidal action.

Wong also calculated the tidal volume using the product of the tidal height and
the effective surface area. He compared his volume estimates with previous values
from Smith [10] who estimated the volume as the product of water height and the
areas that covered the channel, the mud flats, and the marsh. Wong found that the
mean tidal prism had increased from slightly over 4 � 106 to almost 7� 106 m3, and
that the total water volume at high tide had increased from approximately 9 � 106

to 10 � 106 m3. Although the uncertainty associated with these estimates is high,
they show a trend toward higher values which we believe is significant. Wong
found that the mean diurnal tide flushes roughly 75% of the total volume of water
from the Slough. Based on these results and the assumption that the remaining
waters in the Slough do not mix with the incoming waters from Monterey Bay, he
estimated that the tidal prism would extend almost 5 km inland from the mouth,
only slightly larger than the value of 4.8 km obtained by Smith [10].

5. Physical properties and processes

5.1 Distribution of physical properties

Three distinct water types result from the physical processes in ES [10, 22]. The
primary water type consists of offshore waters which enter the Slough with the
flood tide and is characterized by cool temperatures ranging from 9 to 16°C, and
salinities that range from slightly over 33 to almost 34 parts per thousand (ppt). The
second water type consists of relatively fresh water mainly derived from agricul-
tural runoff from the Old Salinas River channel through South Moss Landing Har-
bor. Because this water is of low salinity (<10 ppt), it is less dense than the waters
from Monterey Bay and forms a thin surface layer. According to Smith [10], this
water did not usually extend its influence beyond the South Harbor basin because
pumping by the PG&E power plant was sufficient to maintain a net flow of offshore
water into the harbor. As the pumping rates at the power plant have increased, the
influence of fresh water entering the Slough from the South Harbor has corre-
spondingly been reduced.

The third water type is formed in the upper Slough. During summer, this water
is of higher salinity due to excess evaporation, and during winter, it is usually of
lower salinity due to precipitation and runoff. Because this water type is formed in
the upper Slough (5–10 km from the mouth), it may lie beyond the inland reach of
the tidal prism and was found to have longer residence times than lower slough
waters. Although the characteristics of this water type were well-documented from
data collected in the 1970s, the properties and extent of this water type may have
changed due to the increased tidal prism. For example, the reach of the tidal prism
may extend further up the Slough today than it did 30 years ago. Because the
volumes of water associated with the second and third water types are small in
comparison to the offshore waters, their influence is primarily restricted to where
they enter the Slough (South Moss Landing Harbor), or are formed (in the upper
Slough). From measurements made over 25-h periods at the H1B and in the upper
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Slough during 1971 and 1975, variations in temperature and salinity were highly
correlated with tidal forcing at periods of 12 and 24 h [10, 22]. The ratio of the 12
and 24-h salinity amplitudes were similar to the corresponding tidal height ampli-
tudes. The amplitudes for temperature and dissolved oxygen, however, showed a
higher correlation at 24 h than at 12 h, suggesting that diurnal variations in heating/
cooling and biological photosynthesis/respiration contributed significantly to these
variations. In the lower slough (0 to �5 km from the mouth), the influence of
offshore waters decreased the effect of diurnal heating. As indicated earlier, tidal
forcing causes the waters of ES to be well-mixed particularly along the main chan-
nel. Vertical profiles of temperature and salinity show little vertical stratification,
except during periods of heavy rainfall in the winter [10].

The physical properties of ES vary on a seasonal basis. Seasonal changes in
temperature and salinity in the upper slough are due to local influences, whereas
seasonal changes in the lower Slough primarily reflect changes that occur in Mon-
terey Bay. In Figure 15, temperature (upper panel) and salinity (lower panel) as a
function of time and distance from the mouth are shown for the period July 1974 to
May 1976. All sampling was done at high tide to remove the large tidal influences.
The upper Slough is warmer than the lower Slough during the summer, and tem-
peratures of 22°C have been observed. During winter, temperatures are cooler or
about the same as offshore waters. In the upper Slough, temperatures during the
winter as low as 12°C have been observed. A 14-month temperature time series (not
shown) demonstrates that during the summer spring tide, pulses of relatively warm
(>18°C) upper slough waters reach the lower Slough, and during winter, pulses of
cool (<12°C) upper slough waters reach the lower Slough. ES, because of its direct
connection to the bay, is also affected by El Nino conditions, and higher tempera-
tures (�2 to 4°C) may be observed during these episodes.

In the upper Slough, salinity (Figure 15, lower panel) is affected by precipitation,
runoff, and evaporation. During late winter, when precipitation is greatest, salinities
as low as 17 ppt have been observed. During late summer, when evaporation is
maximum, salinities in the upper slough have reached 37 ppt. Thus, the characteris-
tics of the Slough can vary from typically estuarine during periods of heavy precipi-
tation in the winter, to an evaporative basin during the summer. We note that due to
the occurrence of recent dry years along the central California coast, characterizing
ES as typically estuarine during the winter may be less appropriate than characteriz-
ing the upper Slough as an evaporative basin during the summer.

Finally, Smith [10] concluded that the area above the tidal prism, i.e., the upper
Slough, was essentially isolated from offshore influence in the lower Slough, and
tended to develop a separate physical identity. Although increased tidal action
might reduce the contrast between upper and lower slough water masses, recent
work on phytoplankton community structure in ES shows that these waters have
retained their separate identities (N. Welschmeyer, personal communication).

5.2 Diffusion and mixing

The tides contribute to horizontal as well as vertical mixing in ES. The effects of
horizontal mixing can be quantified by estimating the coefficient of eddy diffusiv-
ity, KX. The magnitude of the along-channel diffusivity has been variously esti-
mated using both physical and chemical parameters. When salinity is used to
estimate KX, both fresh water discharge and evaporative fluxes will affect estimates
of KX, if they are significant. Smith [10] estimated eddy diffusivities for ES using
salinity data acquired during June and October of 1971, periods with no precipita-
tion. Smith used the one-dimensional advection-diffusion equation balancing the
seaward eddy diffusive salt flux with the landward advective salt flux to produce

21

A 30-Year History of the Tides and Currents in Elkhorn Slough, California
DOI: http://dx.doi.org/10.5772/intechopen.88671



the local time rate of change in salinity. He calculated the non-tidal landward
velocity from observed evaporation rates from a nearby reservoir. From his results,
the mean diffusivities for the summer can represented by a second-order
polynomial as

ln KX � 10�3� � ¼ 0:095� 1:65X þ 9:00X2, (3)

where KX is the eddy diffusivity (m2/s) and X is distance from the mouth (km).
Smith’s table correctly sets the eddy diffusivity at 1 km from the mouth as infinite
which is the case when lower slough waters exit the Slough and do not return.
Monthly mean KX values, obtained over the length of the Slough, decreased by
almost two orders of magnitude from the lower Slough (�500 � 103 cm2/s) to the
head of the Slough (�6 � 103 cm2/s). These values from Smith are also in good

Figure 15.
Seasonal variation in temperature (upper panel) and salinity (lower panel) in ES between 1974 and 1976
(redrawn from Broenkow [22]).
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agreement with similar estimates of KX obtained in other well-mixed estuaries [23].
The relatively high values of eddy diffusivity in the lower Slough demonstrate the
importance of the tides as the dominant forcing mechanism. Because similar results
were obtained in successive months, Smith concluded that a balance between
evaporation and tidal diffusion provided a satisfactory explanation for the increase
in salinity that was observed.

Reilly [24] calculated Reynolds fluxes to estimate eddy diffusivity in the lower
Slough. In September 1975, he measured currents and salinity in the main channel at
two depths, 1 m above the bottom and 1 m below the surface, based on a 50-hour
time series acquired 3 km inland from the H1B. Reilly decomposed observations of
salinity and the along-channel component of velocity into mean, periodic, and
turbulent components, following Hansen [25]. He then obtained estimates of the
salt transport by taking the product of the various components of salinity and
velocity, with the cross-sectional area of the channel at the location where the
measurements were acquired. Cumulative fluxes of salinity for the periodic (i.e.,
tidal) and fluctuating (i.e., turbulent) components are shown in Figure 16.

The periodic Reynolds fluxes (upper panel) promote a seaward salt flux,
whereas the turbulent Reynolds fluxes (lower panel) promote a landward flux. We
note that Reilly’s estimates of eddy diffusivity compare favorably with those
obtained by Smith. However, because Smith’s analysis was based on an integral
taken over the summer season, his method is to be preferred.

5.3 Residence time

The flushing or residence time of slough waters is of considerable importance
regarding the fate of pollutants and other dissolved materials. As indicated earlier,
most of the water that leaves the Slough on the outgoing tide does not re-enter on
the incoming tide. Thus, the residence time for waters in the lower Slough is short,
on the order of a tidal cycle or a few cycles at most. However, the degree to which
waters from the upper slough mix with waters from the lower slough is not

Figure 16.
Cumulative salinity fluxes in ES from Reilly’s Reynolds flux calculations are shown [24]. Observations were
made over a 50-hour period that were acquired near the “Dairies”. Upper panel shows the harmonic salt flux
UpSpA, where Up and Sp amplitudes are computed from harmonic analysis of the M2 and K1 tidal periods.
Lower panel shows turbulent salt flux U0S0A, where U0 and S0 are turbulent residuals following harmonic
analysis. The trend lines indicate a seaward tidal flux and a landward turbulent flux. Note the different scales
used to represent the fluxes.

23

A 30-Year History of the Tides and Currents in Elkhorn Slough, California
DOI: http://dx.doi.org/10.5772/intechopen.88671



well-established and is almost certainly seasonally dependent. During summer, the
waters in the upper Slough become somewhat isolated from the waters in the lower
Slough. In winter, during periods of precipitation, inflows from connecting tribu-
taries and runoff enter the Slough and circulate into the lower Slough where they
become part of the tidal prism. Smith [10] estimated that this sequence of events
probably took upwards of a month in 1970, following a period of major precipita-
tion. He also used his previously-derived eddy diffusivities (Section 5) to obtain
estimates of residence times of about 30 days in the upper Slough during summer.

Because the tidal prism has increased since Smith’s work, residence times in the
upper slough are likely to have decreased. Near-surface temperature measurements
taken across the channel between Parsons Slough and Kirby Park in July 2002
indicate that in areas outside the main channel, temperatures are slightly higher
along the banks. This suggests that circulation in wider portions of the Slough may
be weaker than flow along the main channel.

6. Discussion

6.1 Tidal asymmetry

The fact that higher high water always precedes lower low water in Elkhorn
Slough is one reason that ebb current speeds exceed flood current speeds. The
advance of the flood tide and the retreat of the ebb tide are retarded by frictional
effects. The mud flats and Salicornia marsh areas are large compared to the channel
area and they contribute to these frictional effects and thus to the retardation. The
retardation, however, is apparently greater on the incoming tide than it is on the
outgoing tide and we will say more about this in what follows. According to Wong
[13], this retardation contributes to the tidal asymmetry where the duration of the
ebb tide is reduced relative to that of the flood tide.

Because the asymmetry between flood and ebb currents is cumulative, the effect
on tidal height becomes more pronounced towards the head of the Slough. Distortion
of the incoming tidal wave also occurs as a result of the frictional effects associated
with the bottom and lateral boundaries and is compounded by the effects of decreas-
ing bottom depth, narrowness of the entrance, and decrease in channel cross section
toward the head of the Slough. This distortion produces a number of new shallow
water tidal constituents including overtides and compound tides. Overtides arise as
the incoming tidal wave runs into shallow water where the trough is retarded more
than the crest due to bottom friction and thus the wave loses its simple harmonic
form [26]. These frictional effects lead to the production of compound tides which
also occur in ES. The existence of overtides and compound tides is clearly evident
from the tidal records at Kirby Park, approximately 7 km from the harbor entrance.
Finally, because tidal heights and currents have often been found to be roughly 90°
out of phase, the tides in ES may approximate a standing wave system.

6.2 Generation of overtides and compound tides

Observations presented in Section 3 revealed the presence of higher frequency
tidal constituents in ES. Because of tidal transformations, the tidal regime in ES
differs from that of Monterey Bay. Tidal periods of 8.4, 8.3, 8.2, 6.2, and 4.1 h were
found that correspond to the 2MK3, M3, MK3, M4, and M6 tidal constituents,
respectively. The 8.3-h M3 lunar terdiurnal tide is not classified as a shallow water
constituent [26] and may originate outside the Slough. The 6.2-h M4 and the 4.1-h
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M6 constituents are overtides that represent the first harmonic of the primary M2

tide, and the sixth-diurnal tides, respectively. The 2MK3 (8.4 h) and the MK3 (8.2 h)
constituents, or terdiurnal components, are compound tides that correspond to the
sums (MK3 = M2 + K1), or differences (2MK3 = 2M2 � K1) of the primary M2 and K1

constituents. We find the amplitudes of these constituents to increase monotoni-
cally with distance inland. However, the amplitudes of the primary constituents
do not decrease significantly with distance up the Slough. M2 increases by 40 mm
and K1 is nearly constant. That the M2 amplitude inside ESNERR is only slightly
smaller than at the entrance to Parsons Slough clearly suggests that the return
flow during ebb at this location is not at the present time choked or partially
choked [18].

According to Wong [13] and Clark [14], the time of maximum ebb flow
occurred slightly later than or midway through the ebb tide, while the time of
maximum flood tide occurs slightly later than midway through the flood tide,
towards the time of high water. They attributed this delay during the flood tide to
the volume of water that must be transported across the tidal flats which may also
contribute to the observed overtides in ES [30]. We have examined this process
using a month-long current record from January 2002 (Figure 6, bottom panel).
From a cross-correlation analysis between the mean corrected pressure (i.e., tidal
elevation) and the along-channel current speed, we found that the maximum lag
was 3.24 h, which is very close to quadrature for the dominant M2 tide (12.42 h).
Harmonic analysis of these data showed that the phase angle between the dominant
semidiurnal and diurnal harmonic constituents for tidal elevation and current speed
(M2 and K1) were 84° and 88°, respectively, consistent with Clark and Wong’s
standing wave description of the tidal regime in ES.

Considerable research has been conducted on tidal transformations in well-
mixed estuaries, primarily along the U.S. East Coast [27–30]. In many respects, their
results should be generally applicable to any well-mixed estuary. However, there is
one important difference between the tides along the East Coast and West Coast of
the U.S. Along the East Coast, they are semidiurnal, whereas along the West Coast,
they are mixed, mainly semidiurnal, and the greatest tidal range occurs from higher
high water to lower low water. This characteristic produces initial conditions for
tides entering shallow embayments along the West Coast that clearly favor ebb
domination prior to any tidal transformation. Once the tide has entered the estuary,
shallow water effects produce overtides and compound tides which experience
down-channel evolution in amplitude and remain phase-locked to the parent tides
throughout the estuary [29]. According to Parker [31], the increase in amplitude of
the overtides and compound tides with distance up the Slough occurs at the expense
of the fundamental constituents to which they are harmonically related through the
nonlinear transfer of momentum and energy. However, we note that our results are
not necessarily consistent with Parker’s explanation since we found that although
the amplitudes of the overtides and compound tides did increase with distance
inland, the amplitudes of the primary constituents did not decrease significantly
over the same distance.

According to Boon and Byrne [32], distortion of the incoming tide leads to
temporal asymmetries in the rise and fall of the surface tide. These, in turn, result in
temporal and amplitude asymmetries in the velocity field. Further, these
asymmetries cause estuaries to be either flood- or ebb-dominant. According to
Friedrichs and Aubrey [30], non-linear tidal distortion has two principal causes,
frictional interaction between the tide and the channel bottom which leads to
shorter flood tides, and intertidal storage which causes the ebb tides to be shorter.
Based on the work of Friedrichs and Aubrey, intertidal storage due to the presence
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of the extensive Salicornia marsh and mud flats in ES may be a principal factor that
contributes to the dominance of the ebb tide in ES.

Basic mathematics can be used to illustrate how certain estuarine tidal trans-
formations arise. First, we show one simple approach that illustrates how both
overtides and compound tides can be generated. We assume that shallow-water
effects are proportional to the square (or higher power) of tidal sea level, following
Pugh [33]. Take two primary constituents such as M2 and K1, whose frequencies are
ω2 and ω1, form their sum, and square the result,

ηM2cos2ω2tþ ηK1cos2ω1t½ �2 ¼ 1=2 ηM2
2 þ ηK1

2� �þ 1=2 ηM2
2� �
cos4ω2t

þ 1=2 ηK1
2� �
cos4ω1tþ ηM2ηK1cos2 ω1 þ ω2ð Þt

þ ηM2ηK1cos2 ω1 � ω2ð Þt, (4)

where η is the free surface elevation, t is time, ω = 2π/T, and T is the constituent
period. This expansion contains additional harmonics with frequencies 4ω2 and 4ω1

which represent the overtides.
The last two terms contain the sum and difference frequencies for ω2 and ω1

which represent the compound tides. Also, the first term contains the sum,
1/2(ηM2

2 + ηK1
2), which corresponds to an increase in mean sea level. Observations

in many estuaries have shown an increase in mean sea level for the incoming tide as
the head of the estuary is approached [33]. Closer at hand, the NOS tide survey in
1976 [12] shows that mean sea level may increase by as much as 30 mm (0.1 ft)
between the H1B and Hudson’s Landing.

To illustrate an alternate approach for the generation of overtides, we employ
the one-dimensional equations of motion and continuity to illustrate how the rele-
vant hydrodynamics apply to tidal transformations. For the along-channel (“x”)
momentum equation, we have the following,

∂u
∂t

þ u
∂u
∂x

¼ �g
∂η

∂x
(5)

where x, t, η, and g are distance along the x-axis, time, surface elevation, and the
acceleration of gravity, respectively, and u is the along-channel current velocity.
The governing equation for continuity which employs the same variables with the
addition of H, the bottom depth, can be expressed as,

H þ ηð Þ ∂u
∂x

þ u
∂η

∂x
¼ �∂η=∂t: (6)

This equation has been modified slightly to take into account the geometry that
we often apply to estuaries where the rates of mass transport into and out of a
vertical column are equated [34]. These two simultaneous nonlinear differential
equations can be solved, as shown in Officer [34], to obtain a solution for η(x,t), of
the following form,

η x, tð Þ ¼ ηo cos kxþ ωtð Þ � 3gkηo
2ω=4c3

� �
 x  sin 2 kxþ ωtð Þf g (7)

where only terms of order ηo
2 or lower have been retained. ηo is the tidal ampli-

tude at an arbitrary point of origin for x and t, and k is the wave number, 2π/L, where
L is the shallow water wavelength, g is the acceleration of gravity, and c = √gH, the
shallow water wave velocity. The second term in (7) captures the essence of overtide
generation where η(x,t) is seen to be directly proportional to x, the distance in the up-
estuary direction. As x increases, H generally decreases which also contributes to
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increasing amplitude as the tidal wave propagates inland. The increase in η(x,t)
clearly reflects the increasing distortion experienced by the incoming tidal wave as it
propagates in the up-slough direction. Finally, our tidal observations presented in
Table A1 show a monotonic increase in the M4 and M6 overtides and in the MK3,
2MK3, and SO3 compound tides between the H1B and the head of ES.

With respect to the tides in estuaries, the magnitude and phase of each constit-
uent reflect the hydrodynamic processes that are important. For estuaries where the
M2 tide is dominant, its first harmonic, the M4 tide, is usually the dominant
overtide, as in ES. The phase relationship between the M2 and M4 components
determines the direction and magnitude of the tidal asymmetry [29]. Ebb-
dominance is further enhanced by inefficient water exchange around high water in
estuaries with relatively deep channels and extensive intertidal water storage. Low
water velocities in intertidal marshes and mud flats cause the high tide to propagate
slower than the low tide [30]. At low tide, the marshes and flats are empty while the
channels serve to accelerate the flow in the down-channel direction. The extensive
mud flats and marshes in ES contribute to weak or sluggish water exchange around
the time of high tide, as indicated by the results of Wong [13].

To expand on this topic slightly, we refer back to the idealized cross-section for
ES (Figure 12). One aspect of this model cross-section is that the mud flats slope
downward toward the main channel. We expect these slopes to retard rising water
levels on the incoming tide, and accelerate flow back into the main channel on the
return tide. This mechanism should contribute to the asymmetry of the tides in ES
depending on the magnitude of the slopes and their extent, and, most importantly,
helps to explain why the incoming tide experiences greater retardation than the
outgoing tide. Thus, intertidal water storage due to sloping muds flats may also be a
significant factor that contributes to ebb-dominance in ES.

6.3 Industrial effects

The original PG&E power plant at Moss Landing began operations in 1952 [1].
Intake cooling for seven generators was supplied by water from Moss Landing
Harbor (Figure 2). Of the original generators two discharged their 40% effluent
through a pipe into Monterey Bay just south of the harbor entrance about 200 m
offshore. Five of the original generators discharged about 60% of the heated efflu-
ent approximately 0.5 km inland from the H1B; however, this was stopped in 1995
when these units were retired. In 1998, Duke Energy assumed operation of the
power plant and has upgraded two of the original units and has added two new
turbine generators. The mean temperature of the effluent is approximately 11°C
higher than the intake temperature. Intake rates increased from the original design
rate of 1.4 � 103 m3/min, to almost 3.0 � 103 m3/min circa 1980 [11]. Presently,
the average and maximum expected intake flow rates for the original units are
approximately 1.8 and 2.3 � 103 m3/min. The two new generators add almost 1.0 �
103 m3/min to the flow. The effluent is discharged directly at the head of Monterey
Submarine Canyon through the existing underground piping.

The power plant intake provides a continuous landward flow independent of the
tide. It has no effect on the exchange of waters in ES itself unlike the previous
situation through the now abandoned slough outfall. However, it is still interesting
to compare the power plant coolant water flow with the tidal prism of ES. For an
intake rate of 3.0 � 103 m3/min, the total volume over a half tidal day (12.4 h) is
2.2 � 106 m3. If we use our estimate of the tidal prism of 6.2 � 106 m3 (1993), then
the coolant water flow represents 35% of the ES tidal prism. Although the plant
intake and discharge has no effect on the Slough, it dominates the water budget of
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Moss Landing Harbor. The present intake rate through the harbor entrance with a
cross-sectional area of 300 m2, decreases the ebb current speed by roughly 15 cm/s
or about 10% of the observed maximum ebb current speeds under the H1B.

6.4 Tidal prism revisited

To put the various tidal transport results in perspective and because of the
continuing physical changes in the channel, mud flats and marsh, including the
addition of the restoration area, we have updated Smith’s model based on more
recent data acquired during 2002 and 2003. ADP current measurements were also
acquired as part of this data collection effort. We have used the following approach
to obtain updated estimates of the tidal prism for Parsons Slough, for the location
near the H1B, and finally, for the entire Slough. Additional details concerning the
methods and results can be found in Broenkow and Breaker [9].

Smith’s parameterized cross-section model was employed together with a recent
bathymetric map from Malzone [4] in conjunction with the volume continuity
equation given earlier (Eq. (2)) to estimate the mid-channel tidal currents and the
tidal prism. Using the model with a U-shaped channel, sloping mud flats, and level
Salicorniamarsh, we first calculated the updated cross-sectional area. By integrating
the cross-sectional area along the length of the Slough, we then obtained a new
water volume. Finally, by integrating the channel, mud flat and marsh widths, we
obtained updated surface areas. These values were then used in Eq. (2) to estimate
the volume transports during a half tidal cycle through the seaward-most sections of
Elkhorn Slough and Parsons Slough. The values entering the model were subse-
quently adjusted within reasonable limits given the uncertainties involved to pro-
duce volume transports that were generally consistent with the recently-acquired
ADP current measurements.

The computed mid-channel current speeds are shown in Figure 17a and indicate
values consistently in excess of 150 cm/s over the first 2 km from the entrance of ES.
The tidal prism for Parsons Slough was estimated to be 2.4� 106 m3 and that for the
H1B to be 4.9 � 106 m3. The results for the entire Slough produce a somewhat larger
tidal prism than those predicted by the earlier results (Figure 17b). The maximum
tidal prism, i.e., the difference between the cumulative high and low tidal volumes,
is approximately 7.6 � 106 m3 and can be inferred directly from Figure 17b. The
contribution to the cumulative volume from Parsons Slough corresponds to the step
increase observed in Figure 17b between 2 and 4 km from the entrance to ES. The
model estimate for Parsons Slough itself represents over 30% of the tidal prism for
the entire Slough.

6.5 Classification

It is difficult to compare ES with some of the more well-known estuaries along
the West Coast, such as Puget Sound, the Columbia River, and San Francisco Bay,
because its characteristics differ significantly, particularly its spatial scales and
recent evolutionary development. One estuary that is similar in some respects,
however, is Morro Bay, located approximately 150 km south of ES just north of Pt.
Conception. Morro Bay is a bar-built estuary or barrier-lagoon [35]. Like ES, it has a
well-defined entrance channel that feeds into the bay itself with a bay interior that
is essentially marine-dominated. In summer, salinities increase by several parts per
thousand (ppt) inside the bay due to excess evaporation. Although the tidal prism
for ES and Morro Bay are similar, the surface area of Morro Bay is almost twice that
of ES [21]. Perhaps the largest difference between these estuaries is that while ES is
growing rapidly, Morro Bay appears to be filling gradually [36].
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Formally, a slough is a swamp-like region, inlet, or backwater. According to
most accounts, e.g., [1], ES certainly qualified for the name prior to 1946 before
the entrance to Moss Landing Harbor was created. However, now the name is
inappropriate since its character has changed dramatically through direct tidal
exchange between ES and Monterey Bay. However, some of the tributaries that
feed into ES are still sloughs in the formal sense. ES appears to be unique in this
region because it continues to expand, whereas many other inlets/estuaries appear
to be filling in over time. Various terms have been used to describe Elkhorn Slough
such as a "seasonal estuary" or as a "tidal embayment." Both terms are appropriate.
Because of vigorous tidal forcing, and because density stratification from fresh
water discharge occurs only in winter, vertical mixing is intense especially at
constrictions such as the H1B and the Parsons Slough railroad trestle. ES is nearly
vertically homogeneous in the main channels where most observations have been
made. Although ES is vertically well-mixed, it is not necessarily laterally homoge-
neous. Although the data are few, the observations of temperature and salinity in
the Slough, particularly in the wider portions, indicate cross-slough gradients that
are consistent with increased warming and higher salinities in these shallower
regions. During the summer, ES is a negative estuary because excess evaporation
produces higher salinities in the upper slough leading to decreasing salinities
toward the mouth. Values greater than 37 ppt have been observed leading to what
some authors call “hypersaline” conditions where salinities in this case were
higher than salinities in offshore waters. During winter when increased precipita-
tion often occurs, fresh water fluxes increase with additional input from the
adjoining sloughs, causing ES to resemble a true estuary with salinities increasing
toward the Bay.

Figure 17.
The upper panel (a) shows the computed mid-channel current speed using the continuity model. The lower
panel (b) shows the cumulative tidal volume at given stages of the tide. The tidal prism is the difference between
the high and low tide cumulative volumes. The dotted line represents the results from Smith’s [10] model.
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7. Conclusions

Elkhorn Slough is unique: unlike estuaries which have evolved over
hundreds or thousands of years, this estuary was transformed from a sluggish
backwater in 1946 when Moss Landing Harbor was formed, to a vigorous,
rapidly growing estuary that has become a habitat for many fish, marine, mammals
and sea birds. This transformation has taken place in less than 50 years and
continues today.

ES is an ebb-dominated embayment which produces asymmetric tides. The ebb
tidal currents are stronger than the flood currents and the duration of the transition
from high to low tides is shorter than the reverse. The presence of extensive
mudflats and Salicornia marsh distorts the incoming tide through water storage on
the mudflats and through increased friction. Thus, the mud flats slope downward
may be an important factor in contributing to the tidal asymmetry in ES. The
distortion experienced by the incoming tidal wave produces a number of shallow
water constituents including the M3, M4, and M6 overtides, and the 2MK3 and MK3

compound tides. The degree to which ebb domination is due to the form of the
incoming tide, i.e., mixed, mainly semidiurnal, or to the overtides and compound
tides that are generated is an open question. Tidal currents are maximum along the
main channel and their vertical structure indicates that slough waters are well
mixed between the bottom boundary layer and the surface. Tidal currents near the
H1B at maximum ebb have increased from approximately 75 to 150 cm/s over the
past 30 years. This increase in current speed can be attributed primarily to the
increase in tidal prism which has increased from approximately 2.5 to 7.6 � 106 m3

between 1956 and 2003. The increase in tidal prism is the result of both man-made
changes to the Slough, and the continuing process of tidal erosion. We note that
these changes are not independent as far as the circulation of ES is concerned.
When the man-made effects of increasing the surface area of the Slough occurred
in 1983, the corresponding increase in the tidal prism required that the tidal
currents increase in accordance with the tidal prism. Thus, that the mud
flats slope downward may be an important factor in contributing to the tidal
asymmetry in ES.

As in most estuaries, the tidal response in ES shows both standing and progres-
sive wave character. Since the incoming tide is subject to frictional dissipation as it
progresses up the Slough, the combined response of both waves consists of a mix-
ture of a standing wave (without amplification) and a progressive wave. From
harmonic analysis of the currents in the lower slough, we find that currents lag tidal
elevation by 84° and 88° for the M2 and K1 constituents, respectively. Thus standing
wave behavior appears to dominate, in agreement with Dyer [8] who indicates
that most estuaries display characteristics that are consistent with standing
wave behavior.

The physical properties of ES vary seasonally and with location. Temperature
and salinity in the lower slough reflect primarily the influence of Monterey Bay
waters, whereas the temperature and salinity of the waters in the upper slough
(>�5 km from the mouth) tend to reflect the influence of heating and precipitation
(or their converses) from the atmosphere. During the summer, both temperature
and salinity are higher in the upper slough due to local heating and excess evapora-
tion, respectively. During the winter, salinities can reach values of less than 20 ppt
during periods of heavy precipitation.

Our knowledge of the circulation and distribution of physical properties in ES
are, to a large extent, based on data collected during the 1970s and 1980s. However,
the results presented here show that the Slough is changing rapidly. In the past,
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waters in upper ES were distinct from lower ES with the high tide interface located
near the entrance to the Parsons Slough and South Marsh additions. As the tidal
prism increases, this boundary between upper ES and Monterey Bay waters will
move inland, and waters in the lower slough will be more ocean-like. With future
observations, we will be able to confirm or reject these ideas.

Few measurements have been made in Parsons Slough and the adjoining South
Marsh. This overlooked area contributes over 30% to the tidal prism for ES. From
recent observations, we have observed vigorous tidal flows entering (�60 cm/s)
and leaving (>100 cm/s) Parsons Slough through its entrance located under the
narrow railroad trestle (Figures 9 and 10). Recent current measurements near the
entrance indicate that relatively large volumes of water are exchanged between
Parsons Slough and ES itself. It is recommended that new observations of water
elevation, temperature, and salinity in the South Marsh/Parsons Slough area, and
current measurements through the entrance to Parsons Slough be acquired to better
understand this relatively new portion of ES and its contribution to the overall
water budget of the Slough per se.

The volume of water taken in by the Duke Energy Power Plant on a daily basis is
relatively large compared to the tidal prism of ES. For an intake rate of 2.0 � 103

m3/min, the total volume of water taken in by the power plant is almost 50% of the
tidal prism over a tidal day. However, the intake has essentially no effect on the
Slough itself, but profoundly affects the circulation of Moss Landing Harbor and
increases the current speeds for the incoming tide through the harbor entrance by
up to 10 cm/s.

Residence time for waters in the lower slough is relatively short, on the order of
a tidal cycle or perhaps several cycles at most. Summertime diffusive residence
times for the upper Slough based on data collected in 1973–1974 were of the order of
30 days. Because of the increase in tidal prism in ES since that time, residence times
in the upper Slough have almost certainly decreased. New observations in the upper
Slough will be required to address this important question.

As of the early 2000s, few if any observations have been made of the ES
discharge plume in Monterey Bay. Cursory observations show that the plume is
discharged to the southwest and becomes entrained in the circulation of Monterey
Bay. At its maximum extent, the plume may extend as far as 3 km offshore. These
sediment laden plumes provide further evidence of the erosional processes at work
inside the Slough. On daily time scales, the plume provides a clear indication of the
sediment erosion that takes place within the Slough. On longer time scales, this
erosion eventually contributes to sediment transport through Monterey Submarine
Canyon. For sediment, nutrient and water budgets, we must know more about the
fate of the plume as it becomes entrained in Monterey Bay waters, and learn more
about the pathway taken by waters which enter the Slough and Harbor on the
incoming tide.

It is interesting to note that the four estimates of the tidal prism for ES that have
been made over the past 47 years show a somewhat linear increase over time
(Figure 18). However, changes in the tidal prism have often occurred rather
abruptly due to human intervention, such as the restoration of Parsons Slough and
South Marsh in 1983; as a result, the slope of the trend in Figure 18 is not constant,
as might otherwise be inferred. We believe the accuracy of the tidal prism estimates
is about � 20%, although more conservative estimates have been reported for other
estuaries, e.g., O’Brien, �15% [37]. In lieu of a better predictor, the slope of the
linear trend in Figure 18 is approximately 0.1 � 106 m3/year over the 47 years
between 1956 and 2003. We also note that although the uncertainty of the individ-
ual estimates of the tidal prism may be relatively large, the uncertainty of the slope
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itself should be less uncertain because it is based on four independent estimates. To
the extent that the continuing process of tidal erosion is an important mechanism
for increasing the tidal prism in ES (vs. abrupt man-made changes), this predictor
may be useful.
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Figure 18.
Elkhorn Slough tidal prism estimates including the estimated uncertainties.
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Name N Tidal constituents 2002-2003

°/h Amplitudes (mm)

MB SB H1B PS KP HL SM

J1 15.5854 22 18 18 16 16 14

K1 15.0411 366 359 361 360 361 343 457

K2 30.0821 37 37 40 37 37 37

L2 29.5285 7 8 6 16 21 28

M1 14.4967 12 11 12 12 13 12

M2 28.9841 493 507 484 516 527 531 512

M3 43.4762 3 5 8 10 11 15

M4 57.9682 5 7 23 30 32 23

M6 86.9523 1 2 9 12 14 15

N2 28.4397 112 111 108 111 114 114

2N2 27.8954 13 15 15 14 13 15

O1 13.9430 230 232 233 223 222 219 206

OO1 16.1391 11 11 14 15 16 14

P1 14.9589 114 107 108 116 115 110

Q1 13.3987 41 38 40 40 39 40

2Q1 12.8543 5 3 3 3 4 3

S1 15.0000 10 16 10 19 16 37

S2 30.0000 130 141 138 147 149 147 111

T2 29.9589 7 7 5 11 11 13

lmbda2 29.4556 3 4 4 7 8 13

mu2 27.9682 12 11 10 5 6 9

nu2 28.5126 22 19 22 21 22 21

rho1 13.4715 8 5 9 9 10 10

MK3 44.0252 2 10 21 26 33 36

2MK3 42.9271 3 6 15 20 24 19

MN4 57.4238 2 3 10 12 13 18

MS4 58.9841 1 3 14 17 18 13

Name N Tidal constituents 2002–2003

°/h Phase (h)

MB SB H1B PS KP HL SM

J1 15.5854 15.0 6.7 7.2 8.0 8.5 9.0

K1 15.0411 14.6 6.8 6.5 7.3 7.4 7.6 6.6

K2 30.0821 5.7 9.6 9.5 9.8 9.8 9.8

L2 29.5285 7.5 9.2 9.7 9.2 9.3 9.3

M1 14.4967 15.6 8.3 9.0 9.0 9.3 9.6

M2 28.9841 6.2 10.3 10.3 10.7 10.8 10.9 10.9

M3 43.4762 0.5 0.6 1.7 1.9 2.4 2.0

M4 57.9682 5.2 6.0 0.2 0.2 0.5 0.9
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Name N Tidal constituents 2002–2003

°/h Phase (h)

MB SB H1B PS KP HL SM

M6 86.9523 2.0 2.2 1.7 1.7 1.7 1.9

N2 28.4397 5.4 9.6 9.6 10.1 10.2 10.4

2N2 27.8954 4.4 8.9 8.9 9.1 9.2 9.4

O1 13.9430 14.6 6.0 6.0 6.5 6.7 6.9 6.5

OO1 16.1391 15.5 7.8 8.2 8.4 8.4 7.7

P1 14.9589 14.4 6.7 6.4 7.1 7.3 8.0

Q1 13.3987 14.6 5.7 5.7 6.5 6.8 7.0

2Q1 12.8543 15.5 11.7 4.5 13.1 15.0 17.7

S1 15.0000 21.3 1.0 18.4 22.2 22.6 2.8

S2 30.0000 6.0 10.0 10.0 10.4 10.6 10.6 10.0

T2 29.9589 5.6 9.5 9.3 9.5 9.5 9.5

lmbda2 29.4556 6.1 9.5 9.5 8.6 8.6 8.5

mu2 27.9682 4.1 8.7 8.0 11.5 12.1 12.5

nu2 28.5126 5.7 9.7 9.8 10.2 10.1 10.5

rho1 13.4715 14.6 4.6 5.5 6.3 6.0 6.3

MK3 44.0252 5.2 4.3 4.6 4.6 4.9 4.2

2MK3 42.9271 3.8 4.3 4.6 4.8 5.1 5.8

MN4 57.4238 5.1 5.8 6.3 0.1 0.4 0.5

MS4 58.9841 5.5 0.0 0.6 0.6 1.0 1.7

Locations and duration of tide height observations

MH 9413450 Monterey Harbor 12 months 36.36.30 N 121. 53.30 W

SB MLML small boat dock Moss Landing Harbor 3 months 36°48.2470 N 121°47.1660 W

H1B 250 m east of Highway 1 Bridge 14 months 36°48.6670 N 121°46.9970 W

PS Near SP Trestle Parson Slough entrance 4 months 36°48.9510 N 121°44.7040 W

KP Kirby Park 4 months 36°50.9510 N 121°44.8170 W

HL Hudson’s Landing head of Elkhorn Slough 3 months 36°51.4530 N 121°45.4340 W

SM South Marsh landward of SP trestle 1 month 36°49.2090 N 121°44.2590 W

Table A1.
Tidal height amplitude in Moss Landing Harbor and Elkhorn Slough determined from 1-month to 14-month
observations, beginning in June 2002. N is the constituent speed number in degrees per hour (°/h). The record
lengths are: H1B 14-months; SB, PS, KP, HL 3-months; SM 1-month.

Name N NOS historical tidal constituents 1976

°/h Amplitudes (mm)

OP GF PM ELK KP RR

J1 15.5854 16 18 17 17 16 21

K1 15.0411 356 366 361 356 366 348

K2 30.0821 39 35 34 38 35 37

L2 29.5285 6 14 14 9 15 12
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Name N NOS historical tidal constituents 1976

°/h Amplitudes (mm)

OP GF PM ELK KP RR

M1 14.4967 6 16 16 15 15 19

M2 28.9841 484 502 508 495 523 522

M3 43.4762 2 9 11

M4 57.9682 3 2 6 15 20 25

M6 86.9523 1 1 1 2 2 4

M8 115.9364 1 1 0 2 2 3

N2 28.4397 105 120 121 109 124 116

2N2 27.8954 14 16 16 15 16 14

O1 13.9430 228 223 218 221 211 217

OO1 16.1391 12 9 9 9 9 17

P1 14.9589 113 121 120 113 121 110

Q1 13.3987 43 43 42 38 41 38

2Q1 12.8543 10 6 6 5 5 4

R2 30.0411 1 1 1 2 1 5

S1 15.0000 5 4 13

S2 30.0000 130 128 126 132 127 134

S4 60.0000 3 2 0 1 2 2

S6 90.0000 1 1 1 1 0 1

T2 29.9589 10 8 7 7 8 10

lmbda2 29.4556 1 3 4 4 4 8

mu2 27.9682 16 12 12 5 12 5

nu2 28.5126 19 23 23 19 24 19

rho1 13.4715 10 9 8 7 8 5

MK3 44.0252 1 18 26

2MK3 42.9271 2 14 25

MN4 57.4238 2 7 12

MS4 58.9841 1 10 16

2SM2 31.0159 4 3 4

Mf 1.0980 25 12 12

MSf 1.0159 10 9 13

Mm 0.5444 3 7 13

Sa 0.0411 96 109 166

Ssa 0.0821 38 43 50

Name N NOS historical tidal constituents 1976

°/h Phase(h)

OP GF PM ELK KP RR

J1 15.5854 15.3 14.8 14.8 16.1 15.0 16.8

K1 15.0411 14.7 14.9 14.9 15.0 15.1 15.3
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Name N NOS historical tidal constituents 1976

°/h Phase(h)

OP GF PM ELK KP RR

K2 30.0821 5.4 6.1 6.1 5.6 6.4 5.9

L2 29.5285 6.6 7.2 7.2 5.6 7.3 5.9

M1 14.4967 16.1 14.9 14.9 17.1 15.1 18.3

M2 28.9841 6.2 6.3 6.4 6.5 6.5 6.6

M3 43.4762 8.2 0.8 0.8

M4 57.9682 5.3 6.1 1.8 2.1 1.9 2.2

M6 86.9523 3.9 1.3 1.5 1.5 0.8 1.4

M8 115.9364 1.1 2.1 2.9 0.4 0.2 0.5

N2 28.4397 5.4 5.5 5.5 5.8 5.7 6.0

2N2 27.8954 4.0 4.6 4.7 5.1 4.9 5.7

O1 13.9430 14.5 14.9 14.9 15.0 15.2 15.4

OO1 16.1391 14.0 14.8 14.8 16.2 14.9 17.1

P1 14.9589 14.6 14.9 14.9 14.6 15.1 15.2

Q1 13.3987 13.8 14.9 15.0 15.3 15.3 15.9

2Q1 12.8543 10.9 15.0 15.0 16.5 15.3 16.1

R2 30.0411 7.2 6.1 6.2 7.1 6.4 8.2

S1 15.0000 22.5 1.0 17.6

S2 30.0000 6.0 6.1 6.2 6.3 6.4 6.6

S4 60.0000 5.6 5.2 4.6 2.0 2.1 3.1

S6 90.0000 0.9 3.5 3.6 1.4 0.5 1.5

T2 29.9589 5.0 6.1 6.2 5.4 6.4 5.3

lmbda2 29.4556 11.0 6.2 6.3 5.0 6.5 4.6

mu2 27.9682 4.5 5.9 5.9 5.4 5.9 7.9

nu2 28.5126 5.4 5.6 5.7 5.9 5.9 6.1

rho1 13.4715 17.9 14.9 15.0 14.9 15.3 16.8

MK3 44.0252 6.8 4.3 4.6

2MK3 42.9271 3.3 4.8 4.9

MN4 57.4238 5.7 1.9 2.0

MS4 58.9841 2.6 2.2 2.3

2SM2 31.0159 10.4 9.9 10.1

Mf 1.0980 116.9 155.9 228.3

MSf 1.0159 173.5 343.4 34.1

Mm 0.5444 59.9 420.1 122.7

Sa 0.0411 5196.2 5033.0 5303.3

Ssa 0.0821 2778.3 2695.5 1883.4

NOS station number and location www.co-ops.nos.noaa.gov

OP 9413616 Ocean Pier, Moss Landing 36.48.10 N 121.47.40 W

GF 9413617 General Fish Co. Pier ML Harbor 36.48.10 N 121.47.20 W
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NOS station number and location www.co-ops.nos.noaa.gov

PM 9413624 Pacific Mariculture Dock ES 36.48.80 N 121.45.50 W

ELK 9413631 Elkhorn Slough at Elkhorn 36.49.10 N 121.44.80 W

KP 9413651 Kirby Park, Elkhorn Slough 36.50.50 N 121.44.80 W

RR 9413663 Elkhorn Slough Railroad Bridge 36.51.40 N 121.45.30 W

Table A2.
Tidal height amplitude in Moss Landing Harbor and Elkhorn Slough determined from 12-month observations
in 1976 by the National Ocean Survey.
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Chapter 2

Tidal Evolution Related to
Changing Sea Level; Worldwide
and Regional Surveys, and the
Impact to Estuaries and Other
Coastal Zones
Adam Thomas Devlin and Jiayi Pan

Abstract

Global sea level rise understanding is critical for coastal zones, and estuaries are
particularly vulnerable to water level changes. Sea level is increasing worldwide due
to several climactic factors, and tidal range may also change in estuaries due to sea
level rise and anthropogenic harbor improvements that may modify friction and
resonance, increasing risks to population centers. Tidal range changes may further
complicate the risks of sea level rise, increasing the frequency of nuisance flooding,
and may affect tide-sensitive ecosystems. Higher total water levels threaten to
increase flood zone areas in estuarine regions, which can impact the infrastructure,
industry, and public health of coastal populations, as well as disrupting sensitive
biological habitats. Therefore, it is of critical interest to analyze how tidal range
changes under sea level changes. This chapter describes the tidal anomaly correla-
tion (TAC) methodology which can quantify the tidal evolution related to sea level
changes. A basin-wide survey of Pacific and Atlantic Ocean tide gauges is detailed,
showing that tidal changes due to sea level rise is present at most locations surveyed.
A focused regional study of Hong Kong is also described as an example of how tidal
evolution can impact high population density coastal zones.

Keywords: ocean tides, tidal variability, sea level rise, coastal flooding,
nuisance flooding

1. Introduction

Ocean tides are a manifestation of the response to the gravitational forcing
induced by astronomical bodies; namely, the Sun and Moon. The lunar forcing is
approximately twice the magnitude of the solar forcing, since the closer distance of
the Moon is more important than the larger mass of the Sun, as the universal law of
gravitation is directly proportional to mass but inversely proportional to the square
of the distance between heavenly bodies. However, there are also interactions
between the Sun and Moon that modulate the distance of both bodies, which in turn
influences the forcing felt at any point on Earth as a linear combination of tidal
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frequencies with forcing frequencies that range from twice-daily to decadal. Thus,
though gravitation between two bodies is straightforward and definite, the true
expression of tidal forcing experienced on Earth is an example of complex relation
known as the “three-body problem” [1], which is only numerically calculable.
However, this forcing is well-known, and essentially constant over short timescales.

Logic would dictate that due to this predictable “celestial clockwork”, the ocean
tides on Earth should be equally predictable at all locations. However, this would
only be true if Earth’s oceans had a constant depth and simple coastlines, as origi-
nally assumed by LaPlace in his tidal equations in the eighteenth century. This, of
course, is not the case. Earth has a complex and highly variable ocean depth, with
undersea ridges, trenches, plateaus, and valleys. Coastlines are also highly complex.
Both factors can modulate the response of tidal forcing, with shallow coastal areas
being the most sensitive. Thus, coastal tides are much larger and more variable than
those seen in the deep ocean. The tides in coastal regions are also highly sensitive to
changes in the shape and depth of shallow water regions. Some semi-enclosed
coastal regions can amplify the resonant response of tidal forcing, such as in the Bay
of Fundy in Canada, where tides can exceed tens of meters. Changes in local water
depth can also influence the response of tides. Since recent decades have experi-
enced the most rapid rise in mean sea levels (MSL) in millennia [2, 3], due to the
steric rise of the ocean from ice melt and the thermal expansion of ocean water [4],
both due to climate-change induced factors, future tidal range evolution is likely.

The changes in MSL are most pronounced in shallow coastal regions, especially
in developed population centers, such as estuaries. Changes in MSL may lead to a
change in local water depth in coastal regions, which have a first-order impact to
coastal zones as rising background water levels. In turn, changes in water depth can
modulate the response of tides as the resonant behavior changes. Small changes in
water depth can lead to large changes in tidal range, which leads to a second-order
impact to coastal zones. Estuaries are among the most vulnerable areas to these
changes, since these regions are where large population centers are located, as well
as sensitive ecosystems. Both natural and anthropogenic systems are highly depen-
dent on tides. Biological habitats such as mangrove forests rely on constant tidal
range, as do the complex food webs seen in estuarine regions. Consequently,
changes in biology and ecology can have serious detrimental effects on human
society, as much of the economy and industry of estuarine population may be
dependent on stable ecosystems, e.g., fisheries, farming, and tourism. Changes in
tidal range, tidal currents and tidal energy distribution can amplify these factors.

There are significant physical risks to estuarine cities and population centers that
can be brought about by changing tides related to MSL rise. A large percentage of
human settlements are in estuarine regions, as the abundance of fresh water and
easy access to the open ocean allows civilization to easily thrive in these regions.
Throughout history, estuarine cities have existed at the mercy of both the river and
the sea. Extreme floods or extreme droughts can lead to extreme responses of the
riverine aspects of estuaries, with implications for local farming and public health
factors. On the oceanic side, storm events such as hurricanes and typhoons or
tsunamis can be disastrous to estuarine cities, with extensive infrastructure damage
and disruption to the local economy. However, both types of extreme events tend to
be short-lived, and population centers in estuaries have developed knowing that
even though such events can happen anytime, the average properties of the coastal
zones, such as mean sea level and local tidal range, remain relatively constant. These
assumptions have determined the planning and design of estuarine developments,
such as harbors, roads, residence centers, and other infrastructure. Flooding due to
inland storms and river surge might be occasionally extreme, but it could be
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predicted to only reach certain maximum flood levels. However, under scenarios of
sea level rise, and the resultant changes in ocean tides, modern times are now
producing changes in this “stable background”, and previous assumptions of the
worst-case scenarios may no longer be valid, rendering past coastal defense efforts
inadequate to resist future extreme events. Changing tides on top of sea-level rise
also allow the possibility of nuisance flooding, also known as “sunny-day flooding”,
in which flood levels can be exceeded at exceptional high tides without the influ-
ence of a storm of river surge event [5, 6]. Other impacts possible under rising sea-
levels and tidal evolution besides local flooding include disruptions in shipping and
other coastal-based logistic factors. Most importantly, the coupled changes in MSL
and ocean tides may be occurring rapidly, and across multiple spatial and temporal
scales, making it a complex problem to predict with certainty, as each coastal
location may experience a much different response.

This chapter will explore the dynamics and details of changing ocean tides. A
background will first be given about past research that has identified secular (long-
term) non-astronomical changes in ocean tides as well as a summary of past studies
of MSL rise. Next will be a description of the methodology of newer efforts that
have analyzed the correlated changes in sea levels and ocean tides in the Pacific and
Atlantic Oceans, based primarily on the work of Devlin et al. [7–11]. Following this
will be a summary of significant results in the Pacific and Atlantic basins, as well as
results from a focused study of the Hong Kong region, where some of the strongest
magnitude changes have been observed. Next, there will be a discussion section
about the implications of coupled MSL and tidal variability for estuaries and coastal
zones including effects like nuisance flooding, and finally, conclusions.

2. Background

2.1 Sea level changes

Mean sea level (MSL) is increasing nearly everywhere on Earth, with a globally-
averaged rise of +1.7� 0.2 mm year�1 as estimated from coastal and island tide gauge
measurements from 1900 to 2009 [2, 12, 13], and at a rate +3.4 � 0.4 mm year�1 for
1993–2016 as estimated from satellite altimetry (http://sealevel.colorado.edu/; [14]).
In the twentieth century, the most rapid increase in MSL over the last three millennia
has been observed, based on a semi-empirical estimate of sea-level rise [3], finding
that without global warming, the observed increases in global sea levels would have
been much less. Furthermore, since �1970, global mean sea level rise has been
dominated by anthropogenic forcing [15]. Some climate models predict that MSL
rates will accelerate in future decades via global climate change mechanisms [13] such
as ice sheet melt and thermosteric MSL rise; both of these are induced by upper-ocean
warming [4, 12, 16–19].

However, there is a wide spatial variability to these rates [3, 20], attributed to
the combined effects of spatially variable wind and warming, and different vertical
rates of land subsidence. In the Western Pacific, MSL rise often is larger than
+10 mm year�1 in some locations, whereas Eastern Pacific rates are near zero or
sometimes slightly negative because of tectonic and weather factors [21]. The
anomalously rapid sea level rise observed in the western Pacific tends to be
underestimated in many models. This may be because of low variability in tropical
zonal wind stress [22]. However, the extreme rate in the Western tropical Pacific is
unlikely to persist unabated [23], and a reversal of this Pacific asymmetry may be
imminent soon.
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2.2 Tidal changes

Ocean tides have classically been considered stationary because of their close
relationship to celestial motion of the Moon and Sun [24]. However, many studies
have clearly demonstrated that tides are evolving at different rates in different
regions of the world, and these changes are not related to astronomical forcing
[25–28]. Early studies discovered that long-term tidal changes are present at some
stations such as at Brest, France, which has been steadily recording tidal levels for
hundreds of years [29, 30]. It has also been shown that tidal changes can be a result
of harbor modifications [31–36] through mechanisms such as channel deepening
and land reclamation. Alternatively, long-term tidal changes can be due to modula-
tions in the internal tide [37, 38]. Regionally focused studies have discovered
changes in the major diurnal and semidiurnal tides in the Eastern Pacific [39], in the
Gulf of Maine, [40], in the North Atlantic [26, 41], in China [42, 43], in Japan [44],
and at certain Pacific islands [45].

2.3 Coupled changes in tides and MSL

Mean sea levels may influence tidal evolution directly, or it may be correlated
with tidal variability through secondary mechanisms in a multitude of ways; some
may be acting locally, and others may be active on basin-wide (amphidromic)
scales. One way is through changes in water depth (e.g., due to climate-change
induced sea level rise), which may influence tides on a large geographic scale via a
“coupled oscillator” mechanism between the shelf and the deep ocean [46, 47].
Water depth changes can also modify the propagation and dissipation of tides
[48, 49] by directly altering wave speed in shallow areas, or by changing the effect
of bottom friction. The warming of the upper ocean [4] may lead to internal
changes to stratification properties and a modulation of thermocline depth. Both
mechanisms can yield a steric sea level signal which may modify the surface mani-
festation of internal tides, thus producing a detectable change at tide gauges. Such
changes have been observed at the Hawaiian Islands [37]. On a shorter timescale,
seasonal tidal variations can be due to rapid changes in water column stratification
[50, 51], or by seasonal river flow characteristics [52, 53]. The shifting of the
amphidromic points, e.g., as seen around Britain and Ireland [54], is possibly asso-
ciated with changes in regional tidal properties [55]. In harbors and estuaries,
increased water depths can alter the tidal prism, local resonance, and frictional
properties [34, 56].

2.4 Dynamical relations of MSL and tides

A tidal constituent amplitude can be expressed as a function of multiple
variables:

Amptidal ¼ f H, r,Ψω, …ð Þ (1)

Here, H is the water depth (which includes MSL, waves, storm surge, ocean
stratification, river discharge, winds, etc.), r represents friction, and Ψω is the
frequency-dependent tidal response to astronomical tidal forcing. The “… ”

indicates other variabilities not considered here, e.g., wind. For a constituent
amplitude to experience change (i.e., ΔAmptidal) it is necessary that one or more
of these variables change, expressed by:
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ΔAmptidal ¼ f ΔH,Δr,ΔΨω, …ð Þ (2)

Subsequently, each of the variables that can change the tidal amplitudes depend
on multiple factors:

Ψω ¼ f H, r, …ð Þ ! ΔΨω ¼ f ΔH,Δr, …ð Þ (3)

H ¼ f ρ,Qr, …ð Þ ! ΔH ¼ f Δρ,ΔQr, …ð Þ (4)

r ¼ f H, ρ, …ð Þ ! Δr ¼ f ΔH,Δρ, …ð Þ (5)

The depth-averaged tidal response function is therefore a function of astronom-
ical forcing, water depth and the local frictional properties. Additionally, water
depth may depend on vertical land movement [57], global sea-level rise [2], and
other location-dependent environmental factors such as the local water density (ρ),
local river discharge, Qr [52], and local and far field wind forcing [21] effects. The
effective frictional damping will be dependent on water depth, stratification, and
mixing induced at the boundaries (bottom and surface). Finally, density ρ, as well
as changes in buoyancy and stratification, are a function of water temperature,Tw,
water salinity,Ts, river discharge, Qr, and mixing, mx:

ρ ¼ f Tw, Sw,Qr,mx, …ð Þ ! Δρ ¼ f ΔTw,ΔSw,ΔQr,Δmx, …ð Þ (6)

The chain rule can be applied to Eq. (2), and considering the possible changes of
all factors yields a general expression for the variability in tidal amplitudes:

ΔAmptidal ¼ f ΔH,ΔQr,Δρ,Δmx,Δr,ΔΨω, …ð Þ (7)

It can be seen from this derivation that many of the variabilities can be corre-
lated to each other. Figure 1 shows a simple cartoon displaying the possible mech-
anisms that can affect MSL and tides, based on the derivations and references given
above. Hence, the existence of multiple mechanisms, many of which may be

Figure 1.
Schematic cartoon showing some of the mechanisms that can affect MSL and tides. See the text above for
complete description of cartoon components.
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correlated with each other, can make it difficult to discern the causes of observed
variability. Yet, understanding these correlations is still vital, with the best strategy
being to consider each location’s dominating factors individually instead of relying
on globally averaged solutions.

3. Methodology of tidal variability analysis

3.1 Tidal analysis

Recent studies have developed a reliable methodology to analyze tidal variability
related to MSL variability [7–11]. These methods have been applied to many tide
gauge locations worldwide, with a twofold approach. The first technique involves
analyzing individual tidal constituents, while the second involves the consideration
of the combination of multiple tides. For any individual tide gauge, water levels are
typically recorded hourly as a continuous time series. Harmonic analysis of this data
yields individual time series of multiple tidal constituents, each corresponding to an
individual component of astronomical motion of the Sun and Moon, and their co-
interactions. The largest parts of the tidal energy concentrate in the once-a-day
(diurnal) and twice-a day (semidiurnal) frequency bands, with several closely
spaced tidal constituents being important in each band. In practice, however, only a
small number of these contain most of the tidal energy. For the purposes of our
discussions of past studies we will only need to mention a few. The major twice-
daily (semidiurnal) tide due to the Moon is denoted M2, and the twice-daily tide due
to the Sun is denoted S2. Two important lunisolar interaction tides that define the
once-a-day (diurnal) tides are denoted K1 and O1. Most of the past analyses only
consider these four components, however, some of the locations considered (in the
Atlantic Ocean) also consider two more semidiurnal components, denoted N2 and
K2, and two more diurnal components, P1 and Q1 (Table 1).

3.2 Tidal admittance calculations

Investigations of tidal trends are carried out using a tidal admittance method. An
admittance is the unit-less ratio of an observed tidal constituent to the
corresponding tidal constituent in the astronomical tide generating force (ATGF)
expressed as a potential, V, divided by the acceleration due to gravity, g, to yield a
quantity, Zpot(t) = V/g, with units of length that can be compared to tidal elevations
Zobs(t) on a constituent by constituent basis. Because nodal and other low-frequency
astronomical variability is present with similar strength in both the observed tidal
record and in V, its effects are eliminated in the yearly analyzed admittance time
series. Yearly tidal harmonic analyses are performed at monthly time steps on both
the observed tidal records and the hourly Zpot(t) at the same location, using the
r_t_tide MATLAB package [58], a robust analysis suite based on t_tide [59]. The
tidal potential is determined based on the methods of Cartwright and Tayler [24],
and Cartwright and Edden [60]. The result from a single harmonic analysis of
Zobs(t) or Zpot(t) determines an amplitude, A, and phase, θ, at the central time of the
analysis window for each tidal constituent, with error estimates. Analyzing the
entire tide gauge record produces time-series of amplitude and phase. From
amplitude A(t) and phase θ(t) time series, one can construct complex
amplitudes Z(t):

Z tð Þ ¼ A tð Þeiθ tð Þ (8)
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Time-series of tidal admittance amplitude (A) and phase lag (P) for a constitu-
ent are formed using Eqs. (9) and (10):

A tð Þ ¼ abs∣
Zobs tð Þ
Zpot tð Þ ∣ (9)

P tð Þ ¼ θobs tð Þ � θpot tð Þ (10)

The harmonic analysis that generates the As and Ps also provides an MSL time-
series. For each resultant dataset (MSL, A and P), the mean and trend are removed
from the time series, to allow direct comparison of their co-variability around the
trend. Applying trend removal also reduces the effects of land motions (e.g., glacial
isostatic adjustment (GIA), subsidence, and tectonic effects. All of these are
assumed linear on the time scale of tidal records) that occur on longer time scales,
whereas we are concerned with short-term variability.

3.3 Tidal anomaly correlations (TAC)

Tidal range changes are quantified using tidal anomaly correlations (TACs), the
relationships of detrended short-term tidal variability to detrended short-term MSL
fluctuations. These are used to determine the sensitivity of individual constituents
to a sea-level perturbation, and the result is expressed as a millimeter change in
constituent amplitude per meter change in sea-level. The M2, S2, K1, and O1 tidal
constituents are first considered separately, and later in combination as a proxy for
the change in the highest astronomical tide (δ-HAT). We assume that the
interannual variability captured by TACs can be extrapolated to the longer time
scales, subject to the qualification that the changes remain “small-amplitude”,
meaning a 0.5–1 m change in MSL and a change in tidal amplitude of a few tens of
cm. Thus, we report TACs in units of mm m�1. The detrended time series of A and
P can each be compared to detrended MSL, but herein, only the absolute magni-
tudes of the A for major constituents will be considered, because of their direct role
in changing high water levels. The slope of the regression between A and MSL is the
definition of the TA, deemed significant if the signal to noise ratio (found from
comparing the magnitude of the TAC to the 95% confidence interval (CI) of the
robust fitting error) is greater than 2.0.

3.4 Example of a TAC

The M2 TAC results at Honiara in the Solomon Islands exhibits one of the
clearest signals in our data inventory. Figure 2 shows the M2 TAC at Honiara on the
island of Guadalcanal (Solomon Islands, 9.4167°S and 159.950°E). The M2 tide
amplitude is relatively small at this location (�50 mm), but the anomaly correlation
is large, +58.9 � 3.7 mm m�1 (118% of the local M2 amplitude), and very coherent.
Since the trend is reasonably linear over such a large range (>100% in terms of tidal
amplitude and �0.45 m MSL), our analysis approach is demonstrated to be valid,
even in cases where the small amplitude assumption is stretched.

3.5 Change in the highest astronomical tide (δ-HAT)

We also consider a combined tidal variability besides the individual TACs. The
M2, S2, K1, and O1 variabilities are summed to produce a combined tidal variability
that is compared to MSL (δ-HAT). The δ-HAT is a proxy for the change in the
highest astronomical tide, which is estimated by combining the complex time series
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of the yearly analyzed M2, S2, K1, and O1 tides, approximately 75% of the full tidal
height. “Complex” means, in this context, that each constituent is considered as a
complex number (accounting for both amplitude and phase), the complex vectors
are added, and the total amplitude is resolved from the complex sum. The
detrended time series of δ-HAT is then compared to the detrended MSL variability.
The magnitude of the slope of the regression is the definition of the δ-HAT, and,
like the TACs, we report δ-HATs in units of mm m�1. Theoretically, the four
constituents will not be exactly in phase more than once during every 18.6-year
nodal cycle, though the constituents may be approximately aligned more often;
therefore, this summation provides a suitable proxy for the envelope of possible
tidal amplitudes. A detailed description of the step-by-step method, with additional
figures showing the intermediate steps in the process, are provided in the supple-
mentary materials of Devlin et al. [8]. The δ-HAT analyses performed for the
Atlantic tide gauge stations [10] employed an eight-tide combination, which adds
the N2, K2, P1 and Q1 tidal constituents to the δ-HAT sum (Table 2).

3.6 Error analysis and autocorrelation handling

Our approach uses one-year harmonic analyses at a one-month step to yield
smooth time-series. However, this approach must be taken with caution, as there
may be autocorrelation in the regression due to data overlap. Thus, calculations of
regressions and associated statistics (i.e., the p-values) are based on a sub-sampled
dataset of one determination per year. The definition of the “year window” used for
harmonic analysis may influence the value of the TAC or δ-HAT, i.e. calendar year
(Jan–Dec) vs. water year (Oct–Sep). Thus, we use an ensemble of TACs and δ-
HATs using 12 distinct year definitions (i.e., Jan–Dec, Feb–Jan, … ). We take the
average of this set as the magnitude of the TAC or δ-HAT. For an estimate of the
confidence interval of the trend, the interquartile range (middle 50% of the set
range) is used. We consider correlations to be significant if they have a p-level of
<0.05, the trend is greater than the interquartile range by at least a factor of 1.5, and
the magnitude is greater than �10 mm m�1 for individual TACs, and greater than
�50 mm m�1 for the δ-HATs. Some determinations had unexpected errors or
grossly insignificant statistics (especially for the shorter records) that made them

Figure 2.
M2 TAC relation of detrended absolute tidal amplitude to detrended MSL at Honiara in the Solomon Islands
[9]. The green line is a robust linear regression trend, in mmm�1.
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Station Country Lat (N) Long(E) M2

TAC
IQR K1

TAC
IQR δ-HAT IQR

Charlotte Amalie USA 18.34 �64.92 25.7 2.9 9.2 5.5 15.0 7.8

Magueyes Island USA 17.97 �67.05 �10.3 8.6 14.5 8.0 �56.0 7.9

San Juan USA 18.47 �66.12 35.7 2.7 39.6 13.8 177.7 23.8

Cristobal Panama 9.36 �79.92 �27.1 6.2 6.7 5.8 �1.9 13.7

Cartagena Columbia 10.38 �75.53 �1.8 8.9 27.7 18.8 �19.5 41.3

Port Isabel, Texas USA 26.06 �97.22 �8.6 1.9 1.6 10.0 �31.1 27.6

Corpus Christi, Texas USA 27.58 �97.22 3.1 3.4 4.9 8.8 14.5 24.0

Rockport, Texas USA 28.02 �97.05 �3.8 1.9 0.5 6.5 �0.2 11.1

Freeport, Texas USA 28.95 �95.31 �12.6 7.2 10.4 22.5 �17.8 35.9

Galveston Pl. Pier,
Texas

USA 29.29 �94.79 �0.1 6.6 7.9 16.9 �5.7 48.3

Galveston Pier 21,
Texas

USA 29.31 �94.79 �57.6 8.6 9.0 13.7 �116.4 49.5

Sabine Pass N, Texas USA 29.73 �93.87 �25.1 8.9 �1.0 12.9 �49.9 37.2

Grand Isle, Louisiana USA 29.26 �89.96 0.1 3.8 25.8 6.4 39.4 9.3

Dauphin Island,
Alabama

USA 30.25 �88.08 �1.6 18.1 33.3 21.8 47.8 50.8

Pensacola, Florida USA 30.40 �87.21 9.0 4.7 32.0 12.2 112.5 24.3

Panama City Beach,
Florida

USA 30.21 �85.88 12.2 2.8 0.8 22.7 109.5 59.7

Apalachicola, Florida USA 29.73 �84.98 12.7 6.0 �53.9 19.7 �74.5 33.1

Saint Petersburg,
Florida

USA 27.76 �82.63 102.4 23.3 36.3 21.5 296.5 70.6

Naples, Florida USA 26.13 �81.81 49.3 29.3 �14.2 16.2 139.0 53.2

Key West, Florida USA 24.55 �81.81 �4.9 9.9 �1.1 14.3 �6.9 39.1

Settlement Point Bahamas 26.72 �78.98 189.6 30.8 �5.4 5.4 323.1 33.7

Virginia Key, Florida USA 25.73 �80.16 21.4 5.8 �42.1 17.4 �48.3 29.4

Port Canaveral,
Florida

USA 28.42 �80.59 �15.0 23.0 �10.7 9.9 �56.8 41.8

Fernandina Beach,
Florida

USA 30.67 �81.47 �54.7 5.9 4.6 10.6 �91.6 9.2

Fort Pulaski, Georgia USA 32.03 �80.90 �87.9 14.0 �10.4 8.0 �132.5 61.0

Charleston, S.
Carolina

USA 32.78 �79.93 �107.6 5.6 �11.7 6.0 �157.7 30.3

Springmaid, S.
Carolina

USA 33.66 �78.92 �42.0 20.3 27.5 3.5 4.5 10.7

Wilmington, N.
Carolina

USA 34.23 �77.59 �211.4 60.5 �38.0 12.1 �413.3 141.2

Duck Pier, N. Carolina USA 35.18 �75.75 �12.6 3.5 �18.9 6.3 �13.4 39.5

Sewells Point, Virginia USA 36.95 �76.33 �21.7 1.6 �30.2 6.2 �50.6 29.2

Chesapeake BBT,
Virginia

USA 36.97 �76.11 �10.1 5.7 �33.5 8.2 �39.0 18.0

Kiptopeke, Virginia USA 37.17 �75.99 55.8 7.5 �32.2 11.9 86.0 25.7

Cambridge II,
Maryland

USA 38.57 �76.07 31.1 9.7 �2.9 26.7 70.6 55.7
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Station Country Lat (N) Long(E) M2

TAC
IQR K1

TAC
IQR δ-HAT IQR

Washington, DC USA 38.87 �77.02 �78.4 25.0 �16.4 8.6 �91.8 42.8

Annapolis, Maryland USA 38.98 �76.48 2.3 17.4 �27.0 9.9 6.0 45.8

Baltimore, Maryland USA 39.27 �76.58 35.2 5.6 �25.5 16.1 68.7 36.5

Lewes, Delaware USA 38.78 �75.12 3.4 10.9 �2.6 7.0 79.7 29.6

Cape May, New Jersey USA 38.97 �74.96 19.9 29.1 1.6 13.9 104.3 15.1

Reedy Point,
Maryland

USA 39.56 �75.57 97.6 48.4 �3.9 17.1 142.8 62.2

Philadelphia,
Pennsylvania

USA 39.93 �75.14 17.5 24.5 �6.5 10.1 72.6 41.5

Atlantic City, New
Jersey

USA 39.36 �74.42 �20.5 6.0 �6.0 18.5 �59.7 21.3

Sandy Hook, New
Jersey

USA 40.47 �74.01 23.4 13.7 �36.0 7.5 54.1 35.1

New York City, New
York

USA 40.70 �74.01 50.3 26.0 �0.8 18.7 57.3 36.2

Montauk, New York USA 41.05 �71.96 4.9 6.1 �14.6 15.4 13.8 16.4

Bridegport,
Connecticut

USA 41.17 �73.18 �39.7 20.1 �43.7 9.6 �10.2 53.0

New London,
Connecticut

USA 41.36 �72.09 15.0 3.2 �23.3 12.1 14.5 22.5

Newport, Rhode
Island

USA 41.51 �71.33 �0.1 9.5 �13.0 22.9 33.2 31.7

Providence, Rhode
Island

USA 41.81 �71.40 �4.7 8.1 �4.6 13.4 2.5 21.4

Nantucket,
Massachusetts

USA 41.29 �70.10 8.0 13.1 �2.3 4.6 130.7 17.0

Woods Hole,
Massachusetts

USA 41.52 �70.67 38.6 7.6 �7.3 8.8 69.2 34.4

Boston, Massachusetts USA 42.36 �71.05 �48.8 14.9 �18.2 5.8 86.6 28.6

Portland, Maine USA 43.66 �70.25 �79.6 43.6 �30.0 11.0 �3.9 50.9

Bar Harbor, Maine USA 44.39 �68.21 62.4 16.0 0.9 12.4 243.0 63.2

Eastport, Maine USA 44.90 �66.98 �145.8 16.7 �23.1 8.2 27.2 46.9

Saint John Canada 45.25 �66.06 �258.7 35.2 �2.0 5.5 �378.0 39.0

Yarmouth Canada 43.83 �66.12 �7.0 56.5 �11.0 11.8 55.2 96.6

Halifax Canada 44.67 �63.58 25.1 27.7 �11.3 8.3 71.6 12.0

Charlottetown Canada 46.23 �63.12 53.3 12.6 �71.0 16.1 �47.4 20.3

North Sydney Canada 46.22 �60.25 �3.6 7.3 �30.1 17.4 26.3 48.6

Lower Escuminac Canada 47.08 �64.88 �18.7 10.9 �77.8 27.2 �94.1 18.6

Port-aux-Basques Canada 47.57 �59.13 �23.9 6.7 �19.8 7.2 �92.8 29.9

Argentua Canada 47.30 �53.98 �15.9 13.2 �54.2 3.6 �19.5 8.6

St. Johns Canada 47.57 �52.72 �3.5 3.3 �5.2 3.8 �26.5 19.6

Churchill Canada 58.78 �94.20 16.3 100.7 7.5 8.1 51.3 272.4

Reykjavik Iceland 64.15 �21.94 �14.9 17.8 0.8 8.2 �118.2 43.6

Ny-Aelsund Norway 78.93 11.95 �10.4 3.0 �5.5 3.7 64.5 29.6
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Station Country Lat (N) Long(E) M2

TAC
IQR K1

TAC
IQR δ-HAT IQR

Vardo Norway 70.33 31.10 �0.7 13.7 5.0 8.1 �3.2 25.7

Honningsvaag Norway 70.98 25.97 �20.2 13.2 �10.9 13.1 �108.3 44.9

Andenes Norway 69.32 16.15 �8.4 5.5 �1.4 12.7 �14.1 13.5

Rorvik Norway 64.87 11.25 �23.2 5.7 �16.2 7.9 �60.5 23.2

Heimsjoe Norway 63.43 9.10 �20.2 5.8 �12.4 7.5 �82.2 27.0

Maaloey Norway 61.93 5.11 1.3 17.1 4.7 9.8 �21.1 48.0

Wick UK 58.44 �3.09 8.7 11.8 15.0 8.5 47.0 86.8

Kinlochbervie UK 58.46 �5.05 �14.3 6.3 �6.2 7.3 �105.8 64.4

Stornoway UK 58.21 �6.39 �43.4 19.5 5.7 12.1 �110.8 51.6

Aberdeen UK 57.14 �2.07 �8.6 4.1 �5.3 3.2 �43.3 41.8

Leith (Edinburgh) UK 55.99 �3.18 �46.2 35.0 28.5 33.5 �48.2 147.7

North Shields UK 55.01 �1.44 2.9 10.5 �2.3 7.4 166.7 43.6

Whitby UK 54.49 �0.61 10.3 17.0 �59.2 27.8 32.9 128.3

Immingham UK 53.63 �0.19 48.0 26.5 2.9 7.8 84.4 69.7

Cromer UK 52.94 1.30 29.2 9.3 �7.8 7.0 148.0 18.8

Lowestoft UK 52.47 1.75 46.4 27.8 12.9 28.0 293.6 69.1

Felixstowe UK 51.96 1.35 �80.0 54.9 �28.1 12.0 �203.4 55.1

Sheerness UK 51.44 0.74 �46.3 83.9 �11.7 2.6 �109.9 20.5

Dover UK 51.12 1.32 �135.7 80.4 18.0 7.5 �276.5 87.2

Newhaven UK 50.78 0.06 �100.5 28.9 �21.5 12.1 �212.6 69.0

Portsmouth UK 50.80 �1.11 �23.2 5.5 �4.4 6.7 �157.5 65.7

Bournemouth UK 50.71 �1.87 �2.0 40.9 33.1 12.5 �8.4 132.0

Weymouth UK 50.61 �2.45 �57.5 17.4 �1.8 11.1 �42.7 59.7

Devonport UK 50.37 �4.19 �38.4 20.6 30.5 16.2 �48.7 170.3

Newlyn UK 50.10 �5.52 �52.7 23.7 17.1 22.6 80.8 146.7

St. Mary’s UK 49.92 �6.32 �11.5 18.2 5.4 13.6 �108.4 33.6

Ilfacombe UK 51.21 �4.11 �23.2 9.7 �12.6 5.0 112.7 38.9

Hinkley Point UK 51.22 �3.13 �5.6 91.1 11.0 22.8 �12.8 105.3

Avonmouth UK 51.51 �2.71 92.7 22.6 �26.1 11.5 255.5 88.9

Newport UK 51.55 �2.99 187.6 93.8 �3.6 11.5 48.4 175.9

Mumbles UK 51.57 �3.98 �76.1 42.3 �12.2 14.7 �434.1 98.7

Milford Haven UK 51.70 �5.01 �41.0 17.3 �3.7 8.5 �142.2 99.8

Fishguard UK 52.01 �4.98 �77.2 10.6 14.0 4.5 81.6 31.6

Barmouth UK 52.72 �4.05 �7.3 29.4 3.3 10.9 �22.3 69.6

Holyhead UK 53.31 �4.63 �27.9 10.4 �11.6 8.8 �120.3 40.9

Llandudno UK 53.33 �3.83 �17.2 56.8 �12.1 24.1 �427.7 235.4

Liverpool UK 53.45 �3.02 59.5 16.9 �23.6 4.2 �94.3 22.2

Heysham UK 54.03 �2.92 56.4 15.8 17.2 8.1 385.1 56.7

Port Erin UK 54.09 �4.77 �5.0 15.0 �38.6 12.1 �229.8 42.8

Workington UK 54.65 �3.57 �69.8 35.1 �29.5 7.8 �435.4 239.3

Portpatrick UK 54.84 �5.12 �34.1 34.9 3.9 19.3 �24.6 135.3
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Station Country Lat (N) Long(E) M2

TAC
IQR K1

TAC
IQR δ-HAT IQR

Millport UK 55.75 �4.91 21.9 23.9 19.1 25.4 341.7 108.3

Port Ellen (Islay) UK 55.63 �6.19 �9.5 14.3 �14.8 7.7 �100.4 13.2

Portrush Ireland 55.21 �6.66 2.4 18.5 47.7 19.2 �37.3 196.2

Malin Head Ireland 55.37 �7.33 �38.7 24.8 8.4 4.1 �44.0 40.7

Tregde Norway 58.00 7.57 �17.3 4.9 * * �14.1 23.2

Oslo Norway 59.91 10.73 �41.6 11.2 * * �107.2 36.6

Kungsvik Sweden 59.00 11.13 �30.1 11.5 * * �44.7 25.9

Smogen Sweden 58.35 11.22 �34.6 18.6 * * �47.6 65.2

Stenungsund Sweden 58.09 11.83 �3.5 16.0 * * �10.8 22.3

Goteburg-
Torshamnen

Sweden 57.68 11.79 �20.6 6.0 * * �3.3 35.3

Ringhals Sweden 57.25 12.11 �17.6 18.4 * * �13.1 46.6

Viken Sweden 56.14 12.58 �18.2 6.7 * * �17.5 62.2

Hornbaek Denmark 56.10 12.47 �16.9 7.4 * * 20.7 23.6

Esbjerg Denmark 55.47 8.43 12.1 16.8 �9.9 16.3 56.0 60.6

Cuxhaven Germany 53.87 8.72 134.9 25.8 �1.3 10.0 218.1 36.6

Delfzijl Netherlands 53.33 6.93 11.7 35.9 27.6 23.2 140.9 51.7

Den Helder Netherlands 52.97 4.75 63.3 27.9 �49.0 26.7 139.3 38.6

Hoek van Holland Netherlands 51.98 4.12 27.3 22.7 �62.1 21.1 �4.7 51.5

Dunkurque France 51.05 2.37 �142.9 39.5 �28.9 14.7 �340.1 87.5

Le Havre France 49.48 0.11 �39.6 22.7 0.3 6.2 29.2 45.6

Cherbourg France 49.65 1.64 �10.2 9.6 �4.8 6.0 40.7 14.5

St. Helier (Jersey) UK 49.18 �2.12 �145.7 70.8 8.6 18.9 �475.2 163.6

Saint Malo France 48.64 �2.03 �141.9 20.8 �2.3 12.4 �408.3 49.1

Roscoff France 48.72 �3.97 �56.6 21.3 �0.1 8.1 39.0 46.0

Le Conquet France 48.36 �4.78 �2.3 41.8 10.9 11.6 138.6 62.7

Brest France 48.38 �4.50 �74.0 17.1 3.7 12.1 �166.8 42.6

Port Tudy France 47.64 �3.45 �24.1 13.5 �15.8 4.9 �19.1 24.2

Donges France 47.31 �2.09 �26.2 8.4 �7.1 6.7 �4.3 31.1

Cordemais France 47.28 �1.89 �409.2 113.3 �19.6 4.6 �589.5 146.3

Le Pellerin France 47.21 �1.77 �625.0 27.6 �12.8 3.1 �983.0 55.6

Nantes-Usine-Brulee France 47.19 �1.63 �663.0 9.4 �11.8 2.2 �1009.9 32.8

Saint-Gildas France 47.14 �2.25 57.6 33.5 2.1 18.9 40.2 89.2

Les Sables d’Olonne France 46.50 �1.79 �17.2 9.7 �0.5 7.3 �44.1 66.3

Bayonne Boucau France 43.53 �1.51 �21.6 11.8 3.4 3.8 �13.9 15.3

Saint Jean de Luz France 43.40 �1.68 �9.5 17.3 �1.2 8.0 �52.1 25.0

Bilbao Spain 43.36 �3.05 �3.3 18.8 11.5 10.9 120.6 37.0

Gijon Spain 43.56 �5.70 2.3 10.0 10.4 5.4 82.1 29.5

La Coruna Spain 43.37 �8.40 28.2 17.3 2.9 7.5 200.6 62.5

Vigo Spain 42.24 �8.73 �6.4 9.2 2.5 9.6 44.2 16.2

Huelva Spain 37.13 �6.83 10.7 14.4 �33.5 21.9 �14.3 113.0
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unreliable. These were not included in averaging process, though at all locations,
a minimum of eight of 12 determinations was required to deem a result significant.
For more detailed descriptions of the TAC and δ-HAT determinations, please refer
to Devlin et al. [10], and the supplementary material of Devlin et al. [8, 9].

4. Selected results

4.1 Data inventory and sources

We now present some of the best results from past studies. Pacific Ocean
locations were analyzed in Devlin et al. [9] for individual TACs, whereas Devlin
et al. [8] analyzed the combined tidal variability of the δ-HATs, 152 total locations
were analyzed in both Pacific studies. Locations are shown in Figures 3 and 4
(Eastern Pacific and Western Pacific, respectively) with major water basins labeled.
The Atlantic Ocean was analyzed in Devlin et al. [10], which calculated both TACs

Station Country Lat (N) Long(E) M2

TAC
IQR K1

TAC
IQR δ-HAT IQR

Bonanza Spain 36.80 �6.34 �7.9 14.1 �11.4 14.1 �43.6 27.8

Cadiz Spain 36.53 �6.28 75.8 12.8 4.6 2.6 247.3 84.1

Tarifa Spain 36.00 �5.60 8.4 13.6 14.2 3.7 �3.6 9.0

Funchai Portugal 32.64 �16.91 124.1 9.5 6.4 2.8 166.0 18.1

Gran Canary Spain 28.14 �15.41 26.3 12.0 7.4 13.2 106.3 21.2

Tenerife Spain 28.48 �16.24 �11.4 15.4 5.3 24.5 �73.9 28.1

Barseback Sweden 55.76 12.90 �22.9 29.7 * * �80.6 48.0

Klagshamn Sweden 55.52 12.89 �25.0 12.4 4.3 17.6 �2.1 26.1

Skanor Sweden 55.42 12.83 �14.4 5.9 6.1 10.2 21.1 56.7

Gedser Denmark 54.57 11.93 �0.6 8.5 16.8 16.6 41.3 29.5

Simrishamn Sweden 55.56 14.36 �1.1 7.8 �0.8 7.0 30.6 28.5

Stockholm Sweden 59.33 18.08 0.3 3.9 �4.6 5.8 0.2 21.0

Hanko Finland 59.82 22.98 �1.8 8.0 3.1 5.7 �8.0 16.5

Helsinki Finland 60.15 24.96 2.1 3.7 17.3 6.9 30.4 29.2

Hamina Finland 60.56 27.18 �2.7 7.3 20.1 9.2 30.8 17.1

Ceuta Spain 35.90 �5.32 7.0 13.1 �5.6 10.8 45.1 42.4

Algeciras Spain 36.12 �5.43 21.0 12.8 11.4 13.0 93.0 40.8

Gibraltar UK 36.13 �5.35 3.3 6.3 0.9 2.6 3.1 8.1

Malaga Spain 36.72 �4.42 9.8 6.1 4.6 3.6 27.3 15.9

Venezia Italy 45.42 12.43 �39.8 21.4 �28.3 21.3 �108.7 65.2

Trieste Italy 45.65 13.75 29.0 7.8 �2.8 19.6 82.8 38.4

Bakar Croatia 45.30 14.53 �11.2 5.7 �32.1 20.2 �64.1 67.9

The TAC magnitude is determined by the ensemble average of 12 monthly determinations, and the confidence interval on the
determined trend is given by the interquartile range (IQR) of the ensemble. Significant determinations are given in bold text.
Entries marked with an ‘*’ indicate locations where analyses failed due to small tidal amplitudes. Units of the TACs and
IQRs are in mm m�1.

Table 2.
TAC results for M2 and K1 and δ-HAT results at all Atlantic locations.
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and δ-HATs, considering a total of 170 locations. Atlantic locations are displayed in
Figure 5 and major basins are labeled. Most of the hourly tide gauge records in the
Pacific and Atlantic are obtained from the University of Hawaii’s Sea Level Center

Figure 3.
Red dots indicate gauge locations in the Eastern Pacific [9]. Color bar indicates water depth, in meters. Areas
with a depth less than 100 m are shaded gray, and land is black.

Figure 4.
Red dots indicate gauge locations in the Western Pacific [9]. Color bar indicates water depth, in meters. Areas
with a depth less than 100 m are shaded gray, and land is in black.
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(UHSLC), with additional data from the following agencies: The Japanese Oceano-
graphic Data Center (JODC); Canada’s Fisheries and Ocean office (FOC);
Australia’s National Tidal Center (AuNTC), and the remainder from the Global
Extreme Sea Level Analysis dataset, 2nd edition (GESLA [61]; www.gesla.org), an
archiving project that has gathered high-frequency water level data into a single
standardized data format from multiple worldwide monitoring agencies. Finally, a
close regional study of the tidal variability (individual and combined) of the Hong
Kong tide gauge network (12 gauges) was performed in Devlin et al. [11]; this data
was obtained from the Hong Kong Observatory (HKO) and the Hong Kong Marine
Department (HKMD); locations are shown in Figure 6. For the Pacific and Hong
Kong studies, the four largest tidal constituents (M2, S2, K1, and O1) and their
combinations (δ-HAT) were considered. The Atlantic study also considered four
more tides (N2, K2, P1, and Q1), and the combined δ-HAT considered here involved
all eight components. However, for the sake of brevity in this chapter, only the
largest semidiurnal (M2) and diurnal (K1) tide results will be discussed, along with
δ-HAT determinations.

In all Pacific plots, the magnitude of the TACs or δ-HATs are indicated by the
color intensity of the dots according to the scale shown in the legend; positive TACs
are in shades of red, negative TACs are in shades of blue. For a gauge with an
insignificant TAC (signal-to-noise ratio less than 2.0), the dots are white. In the
Atlantic and Hong Kong results, red markers indicate positive TACs and blue
markers indicate negative TACs, with magnitudes proportional to marker size, as
shown in the legend, and insignificant results are shown as black dots. These values
provide a measure of the tidal response, normalized to a 1 m MSL rise. In the TAC
plots, the green and yellow background fields show the mean value of tidal

Figure 5.
Gauge locations analyzed in the Atlantic Ocean. The colored background shows water depth, in units of
meters [10].
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amplitudes over the satellite altimetry record (1993–2014), using a tidal solution
from the TPXO7.2 tide model [62, 63].

4.2 Pacific results

4.2.1 Pacific M2 TACs

The M2 TACs do not reveal any coherent basin-wide patterns of variability,
however, there are localized features of interest. In the Eastern Pacific (Figure 7),
river-influenced gauges, such as San Francisco, California, Astoria, Oregon (labeled
as “SF” and “AST” on the map) exhibit strong negative TACs. Strongly positive M2

TACs are observed at many Hawaiian and Alaskan gauges. Other locations show
only weak or isolated correlations. At one gauge of note, Puerto Montt in far
southern Chile (labeled as “PM” in Figure 7), there is an exceptionally large nega-
tive M2 TAC, greater than �500 mm m�1. There are a higher number M2 TACs in
the Western Pacific than in the Eastern Pacific, but again the relevant variability is
local (Figure 8). M2 TACs are negative for the majority of Japan and Taiwan, some
exceeding �100 mm m�1. However, some large positive M2 TACs are at isolated
locations, such as at Okada (labeled as “OKA” in Figure 8) and in Tokyo harbor
(“TOK”). At Hong Kong (“HK”), one of the largest positive M2 TACs is found
(discussed in further detail below). Most significant positive TACs are south of the
equator, and most negative TACs are north of the equator. The correlations at
nearly all gauges in Malaysia (�40 to�150 mmm�1) and in the Philippines (�80 to
�145 mm m�1) are strongly negative. Finally, Honiara (“HON”) in the Solomon
Islands and Rabaul, Papua New Guinea (“RAB”) have small mean M2 amplitudes
(�50 mm) but display large relative correlations.

Figure 6.
Tide gauge locations in Hong Kong used in this study [11]. Green markers indicate active gauges provided by the
Hong Kong Observatory (HKO), light blue markers indicate gauges provided by the Hong Kong marine
department (HKMD), and red markers indicate historical gauges (once maintained by HKO) that are no
longer operational.
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4.2.2 Pacific K1 TACs

K1 tidal anomaly correlations also reveal some regions of regionally coherent behav-
ior but no basin-scale patterns. In the Eastern Pacific (Figure 9), the river-influenced
gauges of San Francisco, California (labeled “SF” in Figure 9), and Astoria, Oregon
(“AST”) show TACs that are strongly negative, as was true for M2. However, slightly
negative or insignificant K1 TACs are observed along the rest of the US west coast
(Figure 9). Fewer significant K1 TACs are observed in Alaska and Hawaii than was seen
for M2. In South America, Puerto Montt, Chile (“PM”) shows a very strong negative K1

TAC, like M2. A larger number of significant K1 TACs are found in the Western Pacific
(Figure 10). As with M2, most coastal Japan gauges exhibit negative TACs, and there
is a very large positive TAC in Hong Kong (labeled “HK” in Figure 10). In the
Southwest Pacific, large positive TACs occur at both island and shelf stations, while
significant negative TACs are mainly observed at island gauges, and in Malaysia and
Thailand. Almost all significant negative TACs are north of�10 degrees South.

4.2.3 Pacific δ-HATs

In the Eastern Pacific (Figure 11), significant δ-HATs are isolated. San
Francisco, California (labeled “SF” in Figure 11) and Astoria, Oregon (“AST”)

Figure 7.
M2 TAC map in the Eastern Pacific [9], showing changes in amplitude (per m MSL rise). Map background
shows mean tidal amplitudes (meters, green color scale) from the ocean tidal model of TPXO7.2 [62, 63]. Red
and blue colored markers show positive and negative TACs, respectively. The magnitudes are indicated by color
intensity, as shown by legend at the bottom, in units of mm of tidal change per meter of sea level rise (mm m�1).
TACs are only plotted if the ratio of the 95% confidence limit of the trends has a signal-to-noise ratio of >2.0.
Statistically insignificant values are indicated by white circles. Maps were generated using MATLAB version
R2011a (www.mathworks.com).
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Figure 9.
K1 TAC map in Eastern Pacific [9] showing changes in amplitude anomaly trends (for a 1-m MSL rise);
symbols and backgrounds are as in Figure 7; units of red and blue markers are mmm�1, and units of the
backgrounds are meters. Maps were generated using MATLAB version R2011a (www.mathworks.com).

Figure 8.
M2 TAC map in Western Pacific [9] showing changes in amplitude anomaly trends (for a 1-meter MSL rise);
symbols and backgrounds are as in Figure 7; units of red and blue markers are mmm�1, and units of the
backgrounds are meters. Maps were generated using MATLAB version R2011a (www.mathworks.com).
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Figure 10.
K1 TAC map in Western Pacific [9] showing changes in amplitude anomaly trends (for a 1-m MSL rise);
symbols and backgrounds are as in Figure 7; units of red and blue markers are mm m�1, and units of the
backgrounds are meters. Maps were generated using MATLAB version R2011a (www.mathworks.com).

Figure 11.
Color scale map of the eastern Pacific δ-HAT determinations (in mm m�1), based on the combined M2, S2, K1,
and O1 detrended tidal variations [8]. Red and blue colored markers show positive and negative δ-HATs,
respectively. Un-colored, open circles indicate that the calculated δ-HATs was not significant (p > .05). Maps
were generated using MATLAB version R2011a (www.mathworks.com).

66

Estuaries and Coastal Zones - Dynamics and Response to Environmental Changes



exhibit δ-HAT values of �146- and �257-mm m�1, respectively. Honolulu
(“HONO”) and Hilo, Hawaii have positive values of +139- and +147-mm m�1,
respectively. Along the coast of South America, there is an anomalously large
negative anomaly correlation at far-southern Puerto Montt, Chile (“PM”),
with a δ-HAT value of �963 mm m�1. Elsewhere in the Eastern Pacific of
note, Johnston Island (“JOHN”) and Papeete on the island of Tahiti
(“TAH”), exhibit large negative δ-HATs of �117 mm m�1 and �95 mm m�1,
respectively.

The δ-HAT correlations are more significant in the Western Pacific
(Figure 12). Eleven gauges in Japan show negative δ-HATs, seven of which are
greater than �100 mm m�1, with a maximum negative value of �351 mm m�1

occurring at Maisaka (labeled “MAI” in Figure 12). Only two significant positive
δ-HATs are observed in Japan, at Okada (“OKA”) with a value of +159. At
Western Pacific islands, results are mixed, with moderate positive δ-HATs and
moderate negative δ-HATs both observed. Within the South China Sea, the dis-
tribution of δ-HATs is complex. An anomalously large positive δ-HATs is
observed at Hong Kong (“HK”; +665 mm m�1) and at Bintulu, Malaysia (“BIN”;
+615 mm m�1). Both sides of the Malay peninsula exhibit strongly negative δ-
HATs. The Malacca Strait on the west side of the peninsula has δ-HATs of approx.
�70 to �220 mmm�1, and the Gulf of Thailand on the eastern side shows δ-HATs
of approx. �130 to �290 mm m�1; a common feature is that both sides show
gradual increases in magnitude from the northern reaches to the southern tip of
the Malay Peninsula.

Figure 12.
Color scale map of the Western Pacific δ-HAT determinations (in mm m�1), symbols and colors as in
Figure 11 [8]. Maps were generated using MATLAB version R2011a (www.mathworks.com).
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4.3 Atlantic results

4.3.1 Atlantic M2 TACs

Figure 13a–c show the M2 results. In North America (Figure 13a), the M2 TACs
show a dipole-like pattern. Both sides of the Florida Peninsula show TACs that are
consistently positive. However, they are moderately negative in the Western Gulf
of Mexico. Farther north along the US Atlantic coast, a strong concentration of
negative TACs are seen from the Florida panhandle to Virginia in the Sargasso Sea,
with the strongest correlation in Wilmington, North Carolina (�211 mm m�1;
labeled “WIL” in Figure 13). Positive TACs are seen in the Chesapeake and Dela-
ware Bays, New York City, New York (“NYC”), and Bar Harbor, Maine (“BH”).
Finally, TACs in the Gulf of Maine and into the Bay of Fundy are strongly negative,
reaching a magnitude of �259 mm m�1 at St. John, Canada (“STJ”). In Europe, the
TAC patterns are somewhat more consistent (Figure 13b, c). Negative TACs are
seen in most of the English Channel and the Irish Sea, and in the eastern parts of the
North Sea. Conversely, positive TACs are found at inland semi-enclosed locations in
England such as the Severn estuary; being largest at Avonmouth (“AVON”), farther
north at Liverpool (“LIV”), and along the southern coast of the North Sea.

4.3.2 Atlantic K1 TACs

Diurnal components are generally smaller than semidiurnal constituents in the
Atlantic, and TACs are also generally lower magnitude (usually <�100 mm m�1)

Figure 13.
M2 TAC Atlantic Ocean maps [10]. North American locations are shown in (a), Western Europe and United
Kingdom locations are shown in (b), and Eastern Europe locations are shown in (c). Red markers indicate
positive TACs and blue markers indicate negative TACs, with magnitudes proportional to marker size, as
shown in the legend in (a). Black markers indicate insignificant results. Green-and-yellow background maps
show the global tidal solutions overs the satellite era, taken from the TPXO7.2 solution [62, 63], with green and
yellow colors giving the tidal amplitudes, and black lines showing tidal phases. Maps were generated using
MATLAB version R2011a (www.mathworks.com).
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Figure 14.
K1 TAC Atlantic Ocean maps [10]. North America locations are shown in (a), Western Europe and United
Kingdom locations are shown in (b), and Eastern Europe locations are shown in (c). Markers and background maps
are as described in Figure 13. Maps were generated using MATLAB version R2011a (www.mathworks.com).

Figure 15.
δ-HAT Atlantic Ocean maps [10], showing combined variability of eight largest gravitational tides
(M2 + S2 N2 + K2 + K1 + O1 + P1 + Q1). North American locations are shown in (a), Western Europe and
United Kingdom locations are shown in (b), and Eastern Europe locations are shown in (c). Markers are as
described in Figure 13. Maps were generated using MATLAB version R2011a (www.mathworks.com).
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and less often significant. However, there are still some regions of interest. The K1

tide (Figure 14a) has TACs that are consistently negative along the North American
coast from Florida through maritime Canada. However, the TACs in the Gulf of
Mexico are mainly positive, as well as in the Caribbean. K1 has some isolated
positive TACs in Europe in the western English Channel, while the eastern Channel
has a concentration of negative TACs (Figure 14b). There is a negative TAC at
Bakar, Croatia (labeled “BAK” in Figure 14) at the end of the Adriatic Sea, where a
large diurnal amplification occurs, and a small positive TAC at the end of the Gulf of
Finland, where a diurnal amplification of the otherwise small Baltic tides also occurs
(Figure 14c).

4.3.3 Atlantic δ-HATs

The calculation of the δ-HATs in the Atlantic use an eight-tide combination
instead of the four-tide combination used in the Pacific, as detailed in Devlin et al.
[10]. Results in North America (Figure 15a) are generally positive in the eastern
Gulf of Mexico, Puerto Rico, and a large magnitude δ-HAT is seen in the Bahamas
(+323 mm m�1; labeled “BAH” in Figure 15). New York City, New York (“NYC”),
Boston, Massachusetts (“BOS”), Bar Harbor, Maine (“BH”), and parts of the Dela-
ware Bay also are strongly positive. Strong negative δ-HATs are found from Florida
to Wilmington, North Carolina (�413 mmm�1; “WIL”), and at St. John at the head
of the Bay of Fundy (�378 mm m�1; “STJ”). In Europe (Figure 15b, c), strong
positive δ-HATs are found in the southern North Sea at Cuxhaven, Germany
(+219 mm m�1; “CUX”) and in the Netherlands. Three locations within semi-
enclosed regions of the Irish Sea show the strongest positive δ-HATs; at Avonmouth
located at the head of the Severn Estuary (+256 mm m�1; “AVON”), and at
Heysham (“HEY”) and Millport (“MIL”; +385 and +341 mm m�1, respectively).
However, there are mainly negative δ-HATs seen in the rest of the UK, including
most of the English Channel.

Figure 16.
Tidal anomaly correlations (TACs) of detrended M2 amplitude to detrended MSL in Hong Kong [11], with the
marker size showing the relative magnitude according to the legend, in units of mm m�1. Red/blue markers
indicate positive/negative TACs, and black markers indicate TACs which are not significantly different from
zero. Maps were generated using MATLAB version R2011a (www.mathworks.com).
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4.4 Hong Kong results

4.4.1 TAC and δ-HAT results

We now move from basin-wide surveys to a more tightly focused regional
analysis of the Hong Kong waters, where 12 closely spaced tide gauges are available.
For gauge names and locations, the reader is directed to refer to Figure 6.

Figure 17.
Tidal anomaly correlations (TACs) of detrended K1 amplitude to detrended MSL in Hong Kong [11], with the
marker size showing the relative magnitude according to the legend, in units of mm m�1. Markers are as in
Figure 16. Maps were generated using MATLAB version R2011a (www.mathworks.com).

Figure 18.
δ-HAT map in Hong Kong [11], with the marker size showing the relative magnitude according to the legend,
in units of mm m�1. Markers are as in Figure 16. Maps were generated using MATLAB version R2011a
(www.mathworks.com).
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The strongest positive M2 TACs are seen at Quarry Bay (+218 mm m�1), and at Tai
Po Kau (+267 mm m�1), with a smaller positive TAC seen at Shek Pik (Figure 16).
In the waters west of Victoria Harbor, all gauges except Kwai Chung exhibit mod-
erate negative TACs. The diurnal TACs in Hong Kong generally exhibit a larger-
magnitude and more spatially coherent response than semidiurnal TACs. Like M2,
the strongest K1 values in Hong Kong (Figure 17) are seen at Quarry Bay
(+220 mm m�1) and Tai Po Kau (+190 mm m�1).

The TACs are widely observed in Hong Kong, but the δ-HATs are only of
significance at a few locations (Figure 18). Five stations exhibit significant δ-HAT
values, with Quarry Bay and Tai Po Kau having very large positive magnitudes
(+665 mm m�1 and +612 mm m�1, respectively), and Shek Pik having a lesser
magnitude of +138 mm m�1. Conversely, Ma Wan and Chi Ma Wan exhibit mod-
erate negative δ-HAT values (approx. �100 mm m�1). The remainder of gauges
(which are mainly open-water locations) have statistically insignificant results for
the combined tidal amplitudes, even where some large individual TACs were
observed. This shows that the combined tidal amplitude effect as expressed by the
δ-HATs is most important in semi-enclosed harbors.

5. Summary and discussions

5.1 Summary of results

We have presented the salient features of several past studies, covering nearly all
the global ocean, in efforts to understand the nature of tidal variability associated
with mean sea level variability. Here, we will present a quick summary of the
results, and then discuss some similarities of all results.

In the Pacific Ocean, out of 152 tide gauges considered, M2 TACs are significant
at 89 gauge, and K1 TACs are significant at 76 gauges. For the combined tidal
variability of these four tides, 54 stations (�35%) are significantly correlated to
variations in sea-level, with δ-HATs >�50 mm m�1 (i.e., >�5% of the sea level
perturbation). In the Atlantic Ocean, 104 gauges have significant TACs, and for K1,
62 locations exhibit TACs that are significant. For the combination of the eight
largest tides, there is a near even mix in the Atlantic of positive (40) and negative
(47) δ-HATs. Finally, in Hong Kong, mixed results were seen for individual TACs,
but δ-HATs were only important at a few semi-enclosed harbor locations, namely
Quarry Bay (Victoria Harbor), and Tai Po Kau, where the largest positive feedbacks
worldwide were seen.

5.2 TAC and δ-HAT distributions and patterns

There are a few commonalities seen in both the Pacific and Atlantic basins. First,
the yearly averaged response of the tides due to correlated MSL changes (TACs)
show an overall mixed pattern of positive and negative responses. There is no
apparent ocean-wide pattern that might suggest a single cause to the variability, but
some regionally coherent patterns of variability are apparent. While many gauges
show an increase in tidal amplitudes with increasing MSL (positive TAC), many
exhibit a decrease (negative TAC), which suggests a variety of mechanisms may be
at play. Second, individual TACs are more widespread, being significant at a larger
number of tide gauges, but δ-HATs are only significant at a smaller number of
locations. This is because some individual TACs can be partially canceled out by
other individual TACs, yielding an overall tidal variability that is less intense.
However, some locations do see a reinforced trend when considering all major tidal
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constituents, yielding strong δ-HATs, and both positive and negative combinations
are observed. Third, the largest δ-HATs tend to be located in coastal locations and
not at open-ocean island locations. Many estuarine regions see the largest δ-HATs
and most of the strongest individual TACs, as can be seen from the results in Hong
Kong, which is located in the Pearl River Delta, and had the largest magnitude
results. Other locations of note that are in estuarine environments include gauges in
or near the Severn estuary in England, the Loire estuary in France, Astoria, Oregon,
in the Columbia River Delta, and San Francisco Bay, California, which is fed by the
Sacramento River.

There are some isolated locations do not fit this generalization, such as Hawaii,
where the large significant positive values of δ-HATs at Honolulu and Hilo are
mainly due to the M2 TAC, but this is likely related to the changing phase of the
internal tide [37]. On the western side of the South China Sea, gauges in Malaysia
exhibit large negative δ-HATs related to the seasonal variability in tides due to
stratification, seasonal monsoon winds and water depth [64]. In other shallow,
semi-enclosed regions, such as the North Sea, increasing sea-level has amplified
tides on the German/Dutch coast over the past 50 years due to reduced frictional
effects [65].

The regional case of Hong Kong is particularly interesting. Only a few locations
showed strong δ-HATs, and these are in sensitive harbor locations. Hong Kong has
had a long history of land reclamation to accommodate an ever-growing infrastruc-
ture and population, including the building of a new airport island (Chep Lap Kok),
new land connections, channel deepening to accommodate container terminals, and
many bridges, tunnels, and “new cities”, built on reclaimed land. All of these may
have changed the resonance and/or frictional properties of the region. Tai Po Kau
has also had some land reclamation projects that have changed the coastal mor-
phology and may have modulated the tidal response. Other locations in Hong Kong
did not show such extreme variations, so these variations appear to only be ampli-
fied in harbor areas.

5.3 Importance of combined tidal variability and nuisance flooding

The individual TACs reveal valuable information about the complex frequency-
dependent response of the ocean. However, the metric that is most important for
coastal planning is how all tidal components can combine and interact under
changing MSL to increase local flood frequency and intensity. The δ-HATs provide
an effective parameter to measure the full effect of changing tides, as they incorpo-
rate multiple tidal variabilities simultaneously. It is therefore of the greatest interest
for the future of coastal flooding to find where all tides can change in the same
direction, and the occurrence of the largest δ-HATs are likely dominated by local
effects, such as a combination of natural and human-induced water level changes in
sensitive harbor areas. If regional or amphidromic scales were dominant, then more
coherent regional changes would be observed in the δ-HATs. If the changes in a
local environment are favorable, all major tides can be enhanced and reinforced,
and this may be via changes in tidal velocity and phase that better “tune” the
response to yield higher water levels.

The impact of large δ-HATs on coastal and estuarine locations as sea level rises
may be best demonstrated via the concept of nuisance flooding. Nuisance flooding
refers to minor flooding events that happen at high tide without a strong storm
surge, also called “sunny day flooding” [66]. Such events may also be induced by
minor storm tides, Rossby waves [67] or pluvial flooding [68]. Nuisance floods are
usually non-destructive individually, yet frequent occurrences can cause cumula-
tive financial and societal impacts to coastal regions. Roads may flood more,
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disrupting logistics and supply chains [69]. Sewers and drainage systems may
overflow [70], increasing public health risks [71]. Flood probabilities and cumula-
tive hazards are likely to further increase under future sea level rise scenarios, with
an increased effect seen during El Nino events [5, 6, 72]. Most previous examina-
tions of nuisance flooding only consider a changing MSL and a static tidal range, but
some studies have demonstrated the importance of tidal changes leading to
increased inundation, such as at Boston [73]. In some locations, secular changes to
tidal range far outpace sea-level rise (e.g., Wilmington, North Carolina; [35]), and
help drive flood risk. Moreover, since storm surge is a long wave, factors affecting
tides can also alter storm surge [34, 74].

Figure 19 shows a simple representation of nuisance flooding with four cases
presented. In the past when MSL was stable, it would take a storm surge (dark blue)
to surpass local flooding levels (situation [a]), but under higher MSL conditions of
the present day with unchanged tides, inundation can occur at high tide, especially
on higher spring tides (situation [b]). If tides are not stationary with MSL rise, two
additional situations are possible. If MSL increase leads to a slightly dampened high
tide, then nuisance flooding will still happen, but will not be as extreme (situation
[c]). However, if there is an additional increase of tidal range as MSL rises, then
flooding will be more extreme, both with storm surge and without (situation [d]).

If tidal evolution related to MSL variability is present, then flood risk cannot
accurately be assessed via superposition of present-day tides and surge onto a
higher baseline sea-level, as such predictions would be insufficient at locations with
a high tidal sensitivity to water levels. Long-term trends of tides and MSL can give a
picture of the “slow and steady change” that will be most relevant for the future of
coastal health, such as the unrecoverable loss of low-lying population zones such as
estuaries under higher baseline MSL. On the other hand, short-term variabilities can
indicate where “quick and sudden change” is important, which may increase the
intensity of major storms as well as increasing the frequency of lower-impact yet
more frequent high-water events (such as nuisance flooding) that can yield a

Figure 19.
Simple cartoon showing the effect of nuisance flooding under four situations [9]. In the past, when sea levels
were lower, it would take a large storm surge to cause nuisance flooding (situation [a]), but more recently, as
sea levels have risen, nuisance flooding may happen at high tide (situation [b]). If tidal range are damped as
MSL rises, then situation [c] will arise, where nuisance flooding is still present, but not as much as in situation
[b]. If tidal amplitudes also increase as MSL increases, then flooding will be particularly extreme (situation
[d]). The red dashed line indicates the local flood level, which is only exceeded by storm surge in the past
(situation [a]), but under modern MSL conditions is exceeded to varying degrees in situations [b], [c], and [d].
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cumulative degradation of coastal areas. Therefore, both tides and MSL should be
considered to fully quantify future water level changes in coastal areas, and a
regional-to-local approach is prescribed.

6. Conclusions

This chapter has strived to summarize the salient features of a suite of past
studies [7–11] that have analyzed the issue of changing tidal evolution that is
correlated with MSL variability, both of which are likely related to climate-change
related factors. It has been demonstrated that these tidal changes are likely to have
the greatest effect on coastal locations, especially estuarine regions, which are often
highly developed, densely populated, and environmentally sensitive. Overall, in
both the Pacific and Atlantic, over 90% of all locations surveyed show a significant
TAC in at least one tidal constituent, and around one-third of all locations have a
significant δ-HAT.

In general, coastal inundation is associated with peak water level, not mean sea
level, and depends on the combined effects of tides, storm surge, sea-level variabil-
ity, inland precipitation, river flow, and other factors which may lead to increases in
extreme water level exceedance probabilities. MSL rise can affect the tidal dynamics
directly, or the reasons for the observed changes can be related to secondary mech-
anisms, including, but not limited to: river flow, changing bed friction due to harbor
development and other causes, barotropic friction effects, heat content, buoyancy,
stratification, mixing and eddy viscosity, ocean currents, waves, storm surge, and
indeed, any source of water or energy input.

Here, the effects of tidal evolution, and the impacts of these changes on nuisance
flooding have been described. Identifying connections and correlations between
tidal range and MSL is critical for making reliable predictions of coastal water levels
and inundation risk. When combined with storm surge, larger tides and higher MSL
may amplify flood risk, coastal inundation, damage to infrastructure, and popula-
tion displacement. Even without the consideration of storm surge, changes in tides
and sea-levels may lead to more occurrences of nuisance flooding.
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Chapter 3

Linear and Nonlinear Responses 
to Northeasters Coupled with Sea 
Level Rise: A Tale of Two Bays
Stephen Moore, Huijie Xue, Neal R. Pettigrew 
and John Cannon

Abstract

This study aimed at dissecting the influence of sea level rise (SLR) on storm 
responses in two bays in the Gulf of Maine through high-resolution, three-dimen-
sional, hydrodynamic modeling. Saco Bay, an open bay characterized by gentle 
coastal slopes, provided a contrast to Casco Bay that has steep shorelines and is shel-
tered by barrier islands and peninsulas. The Finite-Volume Coastal Ocean Model 
(FVCOM) was implemented for Saco Bay and Casco Bay to simulate the February 
1978 northeaster and an April freshwater discharge event in 2007 following the 
Patriots Day storm. Both events were repeatedly simulated under SLR scenarios 
ranging from 0 to 7 ft. Modeled storm responses were identified from the 1978 
Blizzard simulations and were tracked across SLR scenarios. By comparing changes 
in inundation, storm currents, and salinity distribution between the two bays, 
freshwater discharge and bathymetric structure were isolated as two determining 
factors in how storm responses change with the rising sea level. The steplike bottom 
relief at the shoreline of Casco Bay sets up nonlinear responses to SLR. In contrast, 
storm responses in Saco Bay varied significantly with SLR due to alterations in river 
dynamics attributed to SLR-induced flooding.

Keywords: storm response, sea level rise, Saco Bay and Casco Bay, the Gulf of Maine, 
simulation, coastal ocean model

1. Introduction

The influence of sea level rise (SLR) on coastal storm responses is highly com-
plex and not well understood. It has been shown that the impact of SLR on storm 
tide and surge can vary greatly over small spatial scales [1, 2] though the causes 
of these variations, likely regionally specific, have not been thoroughly explored. 
Due to the limited understanding of small-scale uncertainties, linear relationships 
between SLR and storm response patterns are commonly assumed when modeling 
SLR scenarios for risk management. This study is aimed at investigating the vari-
ability of storm responses sensitive to SLR along the coastline of Saco Bay and Casco 
Bay in the Gulf of Maine through the application of a hydrodynamic coastal ocean 
model. The coastline across these two bays varies greatly in topography and inter-
tidal characteristics, which has been shown to be a major factor affecting the impact 
of SLR on storm surge [3]. Furthermore, coastal flooding caused by northeasters 
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along the New England coastline is a common occurrence during the cool seasons 
when cyclogenesis is driven by dynamic atmospheric forcing associated with the jet 
stream. This makes accurate predictions of storm response of great importance to 
the coastal communities.

During the October–April period, the extratropical storms affecting this domain 
are characterized by large, synoptic-scale cyclones, heavy precipitation, and 
strong wind and are accompanied by wave run-up and sea level setup. As a result, 
northeasters in this region often result in significant damages including loss of life 
and property, as well as environmental impacts such as beach erosion. The latter 
is particularly notable in Saco Bay in northern New England, where beach erosion 
has been a major issue for several decades. Conversely, in the same area, tropical 
cyclones are often smaller and move faster, resulting in less time for storm surges 
to develop over these shallow areas [4], and typically transition into extratropical 
cyclones before landfall. As such, this study will primarily focus on major extra-
tropical storm events. Scarcity of real-time observation data during these storms 
has led to an increased reliance on numerical model results for storm forecasts along 
the coastline [4]. Testing the developed hydrodynamic model against these extreme 
events across varying SLR scenarios will also help ensure the model’s capability in 
modeling future events.

This study was designed to quantify the relationship between sea level rise 
and coastal storm responses in Saco Bay and Casco Bay. In doing so, improved 
forecasts can be provided to coastal communities in preparation for future 
storm events. To accomplish these goals, a predictive storm response model was 
developed, building upon the Finite-Volume Coastal Ocean Model (FVCOM) [5]. 
Inputs for this model were derived from the Northeast Coastal Ocean Forecast 
System (NECOFS, http://www.smast.umassd.edu:8080/thredds/catalog/models/
fvcom/NECOFS/Archive/catalog.html) and the United States Geological Survey 
(USGS, https://waterdata.usgs.gov/nwis). Validation of the resultant model was 
carried out with data collected from NOAA buoys and stations, the University of 
Maine buoy deployments, and the Sustainable Ecological Aquaculture Network 
(SEANET). Buoy records and tidal station data along with the validated model 
simulation were used to establish a baseline assessment of the bays. Storm simula-
tions were then analyzed to identify and dissect storm responses to be tracked 
across a range of sea level rise scenarios.

The present investigation differentiates itself from past studies in three promi-
nent ways. First, no hydrodynamic model study has been conducted over this 
domain at the high-resolution used herein. By simulating storms with the minimum 
10-m resolution nearshore, we can identify very-small-scale features and provide 
more accurate dynamic inundation and storm response predictions than what is 
currently available. Additionally, the methodology of tracking modeled storm 
responses under elevating SLR scenarios has not yet been applied to the Gulf of 
Maine, a region particularly vulnerable to the impacts of northeasters. Finally, 
this study provides a comparison of storm responses and SLR vulnerability in two 
adjacent bays, distinct from each other in geomorphological and hydrodynamic 
characteristics.

The following section provides a review of studies contributing to the 
 understanding of SLR storm response interactions and includes a brief overview 
of the Saco and Casco domain and of the storm events being examined. The rest of 
the paper is organized as follows. The design, configuration, and validation of the 
model are discussed in Section 3, followed by an analysis in Section 4 to depict the 
modeled storm responses. Section 5 looks at the modeled responses in the events 
of sea level rise, including inundation and circulation patterns. Finally, Section 6 
provides a summary of the findings revealed by this study.
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2. Background

2.1 Prior understanding of interactions between storm responses and SLR

The relationship between SLR and storm response is still not well understood, as 
was made clear by Woodruff et al. in a review of studies up to 2012 aimed at dis-
secting the relationship between SLR and flooding caused by tropical cyclones [6]. 
Of interest in Woodruff ’s review were two studies mentioned earlier which applied 
modeling techniques to investigate storm surge in hurricane conditions under SLR 
scenarios [1, 2]. Smith et al. [1] was the first to show quantitatively that the relation-
ship between SLR and storm surge is not necessarily linear. In areas with high surge 
under present conditions, the increase in storm surge under the relative sea level 
rise (RSLR) scenarios remained linear, with RSLR defined as the cumulative change 
in vertical height of both land and water [7], but the amplification of surge in areas 
that typically saw low surge heights was increased by a much larger factor under 
heightened RSLR scenarios. While not explored in depth by the authors, another 
important conclusion was a potential plateau effect on the relative impact of SLR on 
storm surge in certain areas.

Interest in researching the impacts of global SLR and risk management has 
increased significantly since the NOAA 2012 National Climate Assessment (https://
scenarios.globalchange.gov) wherein 100-year projections of SLR scenarios were 
produced for the coastal United States. The assessment report acknowledged the 
uncertainties regarding the relationship between ocean warming, ice sheet and 
glacier loss, and SLR, and in doing so provided four different SLR projections, 
with final endpoints ranging from 0.2 to 2.0 m of coastal SLR by 2100. This range 
formed the basis for the SLR scenarios chosen for many subsequent investiga-
tions, including the present Saco and Casco model study. Some recent studies have 
acknowledged the uncertainties in the 2012 assessment, illustrating the benefits of 
analyzing the acceleration of flooding, which appeared to be a more precise calcula-
tion than measuring acceleration of SLR [3, 8]. These studies assumed zero accel-
eration of SLR, linearly generalizing the predicted rise to the entire Gulf of Maine.

The most recent modeling efforts of coastal responses to storms have largely 
focused on risk management and damage estimation under potential SLR scenarios, 
such as changes in land cover due to increased storm surge resulting from SLR [9]. 
Passeri et al. offered a good review of such studies looking at changes in coastal 
structure estimated from secondary SLR impacts, such as increased surge morphing 
the landscape in shallow areas [10]. The proposed structural impacts of SLR tie back 
into the efforts to estimate RSLR, as the generalized linear SLR projections did not 
account for changes in vertical land height or coastal slopes.

Looking specifically at the Saco and Casco domain, groups local to the region 
have been focusing on the global SLR projections, as RSLR projections, such as 
those for NYC and Louisiana, are not readily available. Peter Slovinsky of the Maine 
Geological Survey incorporated the global projections made by these earlier studies 
into a presentation for the 2015 State of the Bay Conference [11], in which he out-
lined the steps that coastal communities have been taking in anticipation of future 
SLR impacts, including ordinance changes, vulnerability assessments, coastal mod-
eling efforts, public outreach, and infrastructure remodeling. He also pointed out 
how SLR trends in Portland, Maine, such as those discussed by Ezer and Atkinson 
[3], may indicate accelerated SLR over the past few decades, which would increase 
the 2100 SLR projections for Portland to be closer to the higher estimates offered by 
NOAA [12]. At present, focus continues to rest on risk mitigation and community 
actions in preparation for worst-case scenario future projections. The Saco and 
Casco storm response study was devised to support this continued effort through 
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the simulation of two major storm events: The Blizzard of 1978 and the Patriots Day 
storm in 2007.

2.2 Saco Bay and Casco Bay

Though situated next to each other, Saco Bay and Casco Bay differ significantly 
in terms of geography (Figure 1). Saco Bay is a 10-mile wide embayment containing 
the Saco Estuary, Goose Fare Brook tidal inlet, and Scarborough marshes that are 
fed by Nonesuch River. The mean tidal range of the bay is 2.7 m. During a storm 
study of Saco Bay, bottom current velocities measured at Higgins Beach and a 
mooring located just offshore of East Grand Beach reached a maximum of 1.09 m/s 
across six storm events monitored between January 23 and March 7, 2001 [13]. 
Many of these hydrodynamic features of Saco Bay have been partially explained by 
the sheltering of the bay from southerly waves by Biddeford Pool in the south and 
the presence of the Richmond Island headland in the north acting as a barrier to 
sediment transport [14]. Much of Saco Bay is very shallow and thus highly sensitive 
to rises in sea level, in contrast to the steeper shores of Casco Bay.

In this text, Casco Bay is split into northern and southern Casco Bay at the 
Chebeague Island. As is the case with Saco Bay, the M2 semidiurnal lunar tide is 
the primary tidal constituent for Casco Bay [14]. The primary freshwater input 
into the bay is considered as the combined discharge of the Presumpscot and 
Royal  rivers, averaging roughly 40 m3/s [15]. A salinity gradient is also present in 
the northern Casco Bay due to the input from the Kennebec [16], a river system 
comprised of the Kennebec and Androscoggin rivers that has been observed to 
discharge upward of 4000 m3/s of freshwater during the spring.

2.3 Historical storms

Two storm events were chosen for this study. The Blizzard of 1978, herein 
referred to as the 1978 event, was selected for the peak sea levels recorded at 

Figure 1. 
Points of interest in Saco Bay and Casco Bay. In this study, the model domain south of point 17 (Cape 
Elizabeth) is considered “Saco Bay,” while all points north of 17 are considered to be within “Casco Bay.” The 
mesh designed for the Saco-Casco model is shown in the bottom right.
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Portland Station, identified as a 100-year event. The Patriots Day storm, herein 
referred to as the 2007 event, was chosen for the peak freshwater discharge that 
occurred following the storm, offering an opportunity to relate the dynamics of 
river flooding to SLR.

First identified as an extratropical cyclone on February 5, the 1978 event reached 
a low pressure of 984 mbar as it retrograded from well off the mid-Atlantic coast 
to Long Island, moving northward toward the New England coastline [17]. On 
February 7, northeasterly wind gusts of 83 and 92 mph were reported in Boston 
and Cape Cod, respectively, along with sustained hurricane force winds [17]. The 
record surge resulting from the cyclone makes it a focal point for this study, as sea 
level heights reached their 100-year maximum during this event both in Portland, 
Maine, and in Boston. Specifically looking at Portland, historical archives report 
14.17 ft. (equivalent to 4.32 m) above the MLLW as the peak water level ever 
recorded [4].

The 2007 event was initially reported on April 15 as a low pressure in the south-
eastern United States before it traveled north along the coastline. NOAA records 
indicate a barometric low of 972 mbar and wind gusts up to 59 mph over Portland 
[18]. The Portland Harbor tide gauge reported a peak water level of 13.28 ft. during 
this event [4]. Rainfall totaled 5.6 inches in Portland, Maine. River flooding was 
severe with near record levels reported for the Presumpscot River. This provides an 
effective case study of rainfall vs. snowfall effects on bay responses between this 
storm and the 1978 event, as icing resulted in decreased river flow following the 
1978 event, whereas a surge in freshwater discharge resulted from the precipita-
tion during the 2007 event. The National Weather Service (NWS) Storm Events 
Database (SED) and the National Centers for Environmental Information (NCEI) 
database also reported that the Patriots Day storm destroyed two homes due to 
flooding, and significant flooding was reported along with high levels of coastal 
erosion along the bays’ coastlines.

Northeasterly coastal winds associated with the northeaster events were cap-
tured by the NECOFS model simulation (Figure 2). The storm window of the 2007 
event over the Saco and Casco domain was defined as April 16, 01:00, when the 
upward climb of observed winds at buoy C0201 exceeded the maximum winds 
prior to the storm, to April 19, 20:00, when winds dropped below the monthly 
mean winds for April 2007. The NECOFS output wind fields for April 2007 differed 

Figure 2. 
Wind velocities during February 1978 (a) and April 2007 (b) at buoy C0201. Observed winds, available only 
for the latter period, are shown in red, while NECOFS-predicted winds are shown in blue. Storm windows are 
indicated by vertical black lines. The black arrow in the top left of each plot indicates velocity scale.
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significantly in magnitude and direction from buoy observations. At buoy C0201, 
NECOFS-modeled storm winds were initially directed in nearly the opposite direc-
tion from observed winds, with roughly half the speed. Saco River discharge rates 
increased rapidly from an estimated minimum of ~60 m3/s to an estimated peak of 
~500 m3/s on April 16 at 22:00 and remained high for the remainder of the month 
due to spring freshet. For the 1978 event, no such observations were available, so its 
storm window was defined purely from NECOFS wind output as Feb 6, 12:00, to 
Feb 8, 16:00, when storm winds rose above the maximum February 1978 winds not 
associated with the storm.

3. The Saco and Casco model

3.1 Model setup

The Saco-Casco model was an implementation of FVCOM that was developed 
to model complex coastal systems [5]. The finite-volume method takes the advan-
tage of both the finite-element and finite-difference methods. It calculates the 
transport between elements by evaluating the integral form momentum and mass 
conservation equations along each element’s boundaries [5, 19]. The three-dimen-
sional unstructured grid is specified as the two-dimensional mesh coupled with 
the terrain-following layers in the sigma coordinate in the vertical. By perform-
ing calculations across an unstructured grid, FVCOM allows for high-resolution 
modeling along complex coastlines that would otherwise be difficult to accurately 
simulate [5].

The domain defined for the Saco and Casco model covers the coastal waters, 
including intertidal areas, from Kennebunkport in the south to Sebasco in the 
north in the Gulf of Maine (see the lower right inset in Figure 1). Saco Bay was 
discretized to the highest resolution of 10 m in areas shallower than 2 meters below 
the mean sea level, while equivalent depths in Casco Bay were set to 100-m resolu-
tion. Resolution in the rest of the domain was determined by depth, expanding to 
a maximum resolution along the open boundary to match that of NECOFS Gulf of 
Maine 3 (GOM3) mesh.

The 1/3 arc-second NOAA digital elevation model (DEM) for Portland, Maine 
[20], was used to specify the bathymetry for Saco Bay and Casco Bay. Through 
Aquaveo’s Surface Modeling Software, the 10-m-resolution DEM was interpolated 
onto the unstructured triangular mesh developed for this study. Prior to interpola-
tion, the DEM was converted from mean high water (MHW) to MSL to match the 
rest of the input data for the FVCOM model setup. Additional iterations of the Saco 
and Casco mesh were developed by integrating LiDAR bathymetry data from the 
NOAA digital coast system [21]. Specifically, the 2010 USACE NCMP Topobathy 
and 2014 USACE NAE Topobathy datasets were used, covering the Saco Bay coast-
line and Scarborough marsh with vertical accuracies of 20 and 10 cm and horizontal 
accuracies of 75 and 100 cm, respectively.

The Saco, Fore, Presumpscot, and New Meadows rivers were incorporated in the 
Saco and Casco model mesh. Two USGS gauges in the Saco and Casco domain were 
used for estimating discharge rates from rivers. Station 01064118 at Westbrook, 
Maine, for the Presumpscot River provides 15-minute discharge rates and gauge 
heights recorded from October 2016 and 2007 to present, respectively. Fifteen-
minute discharge rates and gauge heights for the Saco River are available from 
station 01066000 at Cornish, New Hampshire, from October 1989 and 2007 to 
present, respectively.
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Discharge rates for the 2007 event from station 01066000 were applied directly 
to the model’s river forcing for the Saco River. Estimations of freshwater discharge 
had to be made in all other cases. Regressions were developed between gauge height 
and discharge rates for stations 01064118 and 01066000 using monthly datasets for 
February and April in years when both variables were available. Numerous itera-
tions on these relationships were implemented, using a past study on the plume 
structure of Saco River [22] as a guide to adjust the regression coefficients. The 
results discussed herein reflect model simulations using the most stable freshwater 
discharge forcing, with the Saco and Nonesuch rivers using simplified discharge 
rates of 5.94 and 2.97*Gh, respectively, where Gh is the observed gauge height 
in feet at site 01064118. For the Fore, Presumpscot, and New Meadows rivers, 
discharge rates were estimated at 2.97, 1.48, and 2.97*Gh, respectively. Only gauge 
01064118 was used for the final 1978 simulations, as the regressions built from 
gauge 01066000 indicated lower than reasonable estimations. For the 2007 event, 
Gh for these three rivers was also taken from site 1016600, as site 01064118 has no 
available data for April 2007 and there was no suitable proxy to capture the fresh-
water discharge event. As gauge heights for 1978 were unavailable, February 2017 
observed gauge heights were used as a proxy, as a northeaster occurred at roughly 
the same time of the year in 2017 as in 1978.

At the time of writing, estimated hindcast discharge rates have been made avail-
able at site 01064118 from October 1975 to present and at site 01066000 from May 
1916 to present. In comparing our estimated discharge rates to those presented by 
USGS, the same trends are depicted. Furthermore, the baseline (0 ft. SLR) model 
has since been rerun upon release of these datasets, which confirms that no notice-
able changes are detected when using the modeled discharge vs. USGS predictions.

The Saco-Casco model was initialized and forced at the open boundary with 
hourly outputs from NECOFS hindcasts gom3_197802.nc and gom3_200704.nc 
(http://www.smast.umassd.edu:8080/thredds/catalog/models/fvcom/NECOFS/
Archive/Seaplan_33_Hindcast_v1/catalog.html). The NECOFS, supported by 
the Northeastern Regional Association of Coastal and Ocean Observing Systems 
(NERACOOS) to complement the ocean observing system, is an FVCOM-based 
ocean model covering the domain between Long Island and Nova Scotia [23]. 
The NECOFS was configured using the third iteration of FVCOM coupled with 
the SWAN model, using the output from a larger-scale Weather Research and 
Forecasting (WRF) model for meteorological forcing. Data from the National Data 
Buoy Center buoys, NOAA C-MAN stations, river discharge statistics, and satellites 
were collected to support the development and testing of the NECOFS model. The 
NECOFS hindcasts used a mesh, labeled the GOM3, which has a peak resolution of 
0.3–1.0 km in coastal areas, including the full Saco and Casco domain.

3.2 Model validation

In situ observations from multiple sources were used to validate the model. Data 
from the NOAA-operated tidal stations (http://tidesand currents.noaa.gov/) were 
used for the sea surface height and water temperature validation. The University 
of Maine Physical Oceanography Group initiated the development of the Gulf 
of Maine Ocean Observing System (GoMOOS) in 2001 [24]. The moored buoys 
designed for this project were equipped with sensors specific to their installation 
site in addition to a standard set of instruments allowing for the collection and 
archive of wind speed and direction, visibility, air temperature, wave parameters, 
water temperature, and conductivity at 1-m depths and current velocity at 2-m 
depths [25]. For the Saco and Casco modeling project, data were collected from 
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the University of Maine Mooring C0201, Maine EPSCoR Mooring D0301 as well 
as Lobo 1 and Lobo 2 (http://umaine.edu/epscor/seanet/), and NOAA National 
Data Buoy Center Buoy 44007 (http://www.ndbc.noaa.gov) (see Figure 1). These 
datasets were used for the validation of additional test runs performed over the 
deployment periods of the buoys.

Time series validation of selected model output variables was performed. 
Only one station 8418150 (Portland, Maine) existed within the Saco and Casco 
domain with water level data for these two historic events. Tidal analyses were 
conducted using the “UTide” Matlab package to assess the model’s ability at 
capturing tides and tidal residuals. Figure 3a and d compares the modeled 
SSH with the observations at the Portland station. Figure 3b and e compares 
the reconstructed tidal signals with UTide, which were removed from the 
raw signals to calculate the residuals (Figure 3c and f). After correcting for a 
constant negative bias of 2 feet detected between buoy records and NECOFS 
output, the modeled water level was able to capture the observed storm surge 
for the February 1978 event. However, the storm water level was lower than 
the observation in the first half of the storm window for the 2007 event. This 
was likely caused by the weaker predicted storm in the first half of the storm 
window wind seen in Figure 2b.

Figure 3. 
Comparison of the water level for the baseline simulation of the 1978 event (a–c) and the 2007 event (d–f) for 
the raw signals (a and d), tidal harmonics (b and e), and tidal residuals (c and f). Tidal constituents used in 
UTide include M2, N2, S2, K1, O1, NU2, and T2. Storm windows are indicated by vertical black lines.
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Furthermore, current data was available at buoy C0201 for the 2007 event 
(Figure 4). The increase in westward velocity was revealed by the model, but at 
about half of the magnitude. The southward tendency was completely missed in the 
first half of the storm window again due to the errors in NECOFS-predicted wind 
direction. Discrepancies in modeled current output were examined by modifying 
the wind forcing. When the model run was repeated using the buoy-observed wind 
(red vectors in Figure 2 and spatially uniform), the southward velocity in the first 
half of the storm window was improved, but the simulated currents deteriorated 
before and after the storm (not shown). Therefore, in this study we still used the 
simulations with NECOFS-predicted winds for the consistency between the surface 
and lateral boundary conditions because the open boundary condition adopted 
from the NECOFS was produced with the same set of meteorological forcing. As 
such, the 2007 event cannot be confidently referred to as a “storm scenario” with 
regards to modeled currents. However, the high discharge rates and availability of 
discharge data allowed us to utilize the April 2007 model runs as SLR simulations of 
a freshwater discharge event.

4. Bay response to northeasters

Responses in this study were defined as deviations from the typical circula-
tion patterns seen during non-storm conditions. A storm window (see Section 
2.3 above) was chosen for each storm event wherein anomalies were detected and 
collected for further analysis.

4.1 Casco Bay

Following the path of the storm winds, we first examine the surface currents 
entering the model domain from the northeast corner of the model’s open bound-
ary. Figure 5 depicts frames of surface currents during flood and ebb tides prior 
to and within the1978 event’s storm window. From this figure, we can see typical 
flooding and ebbing currents as strong flows in and out of the bay through the 
Broad Sound and the passage between the Peaks Island and Long Island. Outflow 
from the New Meadows River is visible in the upper reach of the estuary during ebb 
tides. As storm winds reached their peak magnitude, the surface current veloci-
ties in New Meadows River, measured at the sites of Lobo 1 and Lobo 2, increased 
sharply in the southward direction during ebb tides, increasing the reach of the 
New Meadows river plume into Casco Bay. The most apparent change was the 

Figure 4. 
Comparisons of near-surface currents observed at buoy C0201 and modeled current for the April 2007 event. 
Negative velocities indicate westward (top) or southward (bottom) currents. The storm window is indicated by 
vertical black lines.
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increased northward surface current during flood tides within the storm window, 
which flowed into the Broad Sound along the east coast of Chebeague Island, 
circulating counterclockwise around Cousins Island.

Continuing southward (Figure 6), the flood tide entered southern Casco Bay 
mostly through the passage between Long Island and Peaks Island, which circulated 
counterclockwise to enter Portland Harbor and keep the Fore River plume inside 
the estuary. During ebb, the Presumpscot River and Fore River plumes joined the 
outgoing tidal flows to form a strong southward current extending from Portland 
Harbor to south of Cape Elizabeth. Southward ebbing tidal currents were also 
strong in the passage between Long Island and Peaks Island. Albeit the flows were 
strengthened, the general patterns remained during the 1978 events except that the 
Presumpscot plume was more restricted during flood by the impeding tidal plus 
storm currents.

Briefly comparing the northern and southern halves of Casco Bay, the more 
open segment in the north, including Broad Sound and Maquoit Bay and Middle 
Bay, was less susceptible to storm forcing. The southern Casco Bay showed more 
noticeable storm responses in Portland Harbor, where the Presumpscot River and 
Fore River plumes were altered significantly by storm winds.

4.2 Saco Bay

Surface currents increased sharply as they continued south of Casco Bay, col-
liding with the northern coastline of Cape Elizabeth (Figure 7). The increase in 
current velocity was most evident during ebb tides when storm currents and tidal 
currents aligned but was also visible during flood tides, overpowering the typical 
tidal currents. Water carried by the southwestward storm currents was directed 
clockwise around Cape Elizabeth to split to the north and south of Richmond 
Island. Even though only a small percentage of the water passed to the north of 

Figure 5. 
Frames of modeled surface currents in northern Casco Bay for the 1978 event before (top) and during (bottom) 
the storm window during flood (left) and ebb (right) tides. The yellow arrow in the top left panel indicates 
velocity scale.
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Richmond Island, it was enough to cause a reversal in current velocities there 
compared to the prestorm flood and ebb tides.

Moving on to Saco Bay itself, under calm conditions, currents formed a clock-
wise circulation with slow northward flows nearshore and southward flows near 
the opening. Under storm conditions, circulation in Saco Bay was comprised of a 
complex relationship between storm winds, tidal currents, and freshwater plume 

Figure 6. 
Similar to Figure 5 but for southern Casco Bay.

Figure 7. 
Similar to Figure 5 but for Saco Bay.
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dynamics. During flood tides, storm currents turning around Cape Elizabeth 
surged into the bay, generating a persistent southward flow along the Saco Bay 
shoreline. This southward flow exited the bay primarily through flooded areas in 
Biddeford Pool, with some merging back with the open-water southward storm 
currents via a small channel between Biddeford Pool and Wood Island. During ebb 
tides, the same southward coastal flow was present, but tidal currents increased 
the velocity of the Saco River and Nonesuch River plumes, which acted as partial 
barriers against the storm currents from Cape Elizabeth. As flooding in Biddeford 
Pool decreased, storm currents exiting the bay increased in the channel between 
Biddeford Pool and Wood Island.

4.3 Comparison of bay responses

It is important to note the diversity of storm responses along the shoreline of the 
Saco and Casco Bays. Saco Bay was greatly impacted by storm currents extending 
from the open boundary, resulting in a far more sensitive system. Surface currents 
during flood tides were heavily dominated by storm currents to result in a reversed 
flow nearshore, while during ebb tide discharges from the Saco River and Nonesuch 
River were strong enough to fend off part of the storm currents from the northeast. 
In contrast, Casco Bay remained largely controlled by normal tidal signals and river 
discharge rates, except for Portland Harbor, which saw more dramatic responses 
to storm-induced alterations to the Presumpscot River and Fore River plumes. In 
northern Casco Bay, the New Meadows estuary experienced minor increases in mix-
ing and a slightly extended reach of the river plume, reducing the incoming reach 
of tides during peak storm winds. As for deeper waters in each bay, results were 
as expected; Casco Bay’s barrier islands protected it from most open-water storm 
currents, allowing for tidal currents to remain dominant. In the following section, 
it will be shown how sensitivity of the bays to these storm currents played a signifi-
cant role in determining the effects of SLR experienced by each bay.

5. Bay responses to sea level rise

The 1978 and 2007 events were simulated repeatedly under varying sea level 
rise scenarios. In each run, the open boundary and initial sea surface heights were 
increased in 1-foot increments from the baseline scenario to a 7-foot scenario to 
emulate potential water levels. Utilizing the wetting and drying module of FVCOM, 
mesh cells in Saco Bay and Casco Bay were classified as either “dry,” “intertidal,” or 
“wet.” The former (latter) were defined as cells in the mesh, which never became 
wet (dry) throughout the model’s runtime. Intertidal areas were cells that alternated 
between wet and dry.

5.1 Impact of SLR on bay structure

To quantify the impact modeled SLR had on the storm responses, a baseline 
understanding of how SLR impacted the shapes of Saco Bay and Casco Bay had 
to be established. As such, inundation maps were generated for the both storm 
cases under each SLR scenario, where “inundation zone” refers to the subset of the 
intertidal zone where bathymetric data indicated that the cell had a digital ground 
relief value above the MHW. Figure 8 depicts such inundation zone coverage under 
the baseline (0 ft) and 7-ft. SLR scenarios.

Saco Bay was particularly vulnerable to flooding in response to SLR, specifically 
in the Scarborough marshes and around the mouth of Saco River. Every beach along 
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the bay was completely flooded by 7 ft. of SLR in both storm events, along with the 
marshes and communities around Goosefare Brook. In contrast, Casco Bay saw less 
change in inundation zone coverage (relative to the size of the bay) between the 
baseline and 7-ft. SLR scenarios, primarily isolated to the localized flooding around 
Portland, where storm-induced flooding spread most noticeably around the mouths 
of the Fore River and Presumpscot River. The trends of inundation zone expan-
sion can be seen in Figure 9, along with the trends of each cell type (dry, wet, and 
intertidal) against SLR.

It was expected that the inland expansion of the intertidal zone during the 2007 
event would mirror that of the 1978 event with a 1-foot “lag” in SLR scenario, as the 
peak sea level during the 2007 event was roughly 1 foot lower than that of the 1978 
event. This lag is clearly visible in the inundation and dry cell trends in both Saco 
Bay and Casco Bay. Looking closer at the inundation and dry cells, both bays saw a 
net increase of roughly 20 km2 in inundation zone coverage from the baseline sce-
nario to the 7-ft. SLR scenario, reflecting an identical drop in dry cell coverage. This 
20-km2 change corresponded to an 18.2% reduction in Casco Bay’s dry cell coverage 
versus a 57.1% reduction in Saco Bay’s dry cell coverage. Furthermore, these reduc-
tions were not the result of continuously linear trends.

Casco Bay saw a linear drop in dry cell coverage from the baseline to 4-ft. 
SLR scenario for the 1978 event (baseline to 5-ft. SLR for the 2007 event), before 

Figure 8. 
Inundation maps for the Saco Bay and Casco Bay. Baseline scenario flooding (black) is overlaid by flooding 
measured in the modeled 7-ft. SLR scenario (black). Inundation cells were identified as the modeled intertidal 
zone above 0 m MHW.
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dropping at a significantly higher rate until the mesh limitations were reached in the 
6-ft. SLR scenario (7-ft. SLR for the 2007 event). This “drop off” point was a result 
of the peak sea level exceeding roughly 13 ft. above MSL, at which point many of 
the steep coastal slopes in Casco Bay, mainly around Portland Harbor, were over-
come, yielding significantly increased flooding. In contrast, Saco Bay’s inundation 
increased at a slightly exponential rate before slowing down following the 4-ft. SLR 
scenario (5-ft. SLR scenario for the 2007 event).

The intertidal and wet cells of each bay saw far more complex changes in 
response to SLR. In Casco Bay, there was a significant difference in behavior of 
the intertidal zone during the 1978 event when compared to the 2007 event. In the 
1978 event, after an initial drop of ~5 km2, the intertidal zone in Casco Bay saw 
very little change in size until the 5-ft. SLR scenario, at which point the intertidal 
zone decreased in size by roughly 5 km2 per 1 ft. of SLR. These drops in intertidal 
zone coverage were reflected by spikes in wet cell coverage in the 1-ft. SLR and 
6-ft. SLR scenarios, resulting from low tides rising above 7.25 and 12.25 ft. above 
MSL, respectively. For the 2007 event, the wet zone expanded greatly between 
2- and 3-ft. SLR, which was accompanied by a sharp decrease in the intertidal zone. 
The intertidal areas stayed mostly the same between 3- and 5-ft. SLR despite the 
slight increase of wet zone, which was compensated by the decrease of dry zone. 
However, between 5- and 7-ft. SLR, the intertidal area expanded largely at the 
expense of contracting dry zone.

This complex relationship can be better visualized in Figure 10. As Casco Bay’s 
coastal slopes are largely characterized by short steps formed by tall shelves, the 
lower tidal ranges of the 2007 event resulted in low tides being constrained by these 

Figure 9. 
Cell-state distribution from the FVCOM wetting/drying module vs. SLR during the 1978 and 2007 events in 
Saco Bay and Casco Bay. Mesh limits were reached in the 7-ft. SLR scenario, causing the zonal distributions in 
both events to converge.
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stairs, limiting the change in wet cell coverage across SLR scenarios. In simulations 
of the 2007 event, the change in wet cell coverage plateaued after the 3-ft. SLR 
scenario, while dry cell coverage decreased steeply following the 5-ft. SLR scenario, 
yielding an overall increase in intertidal zone coverage between the 5- and 7-ft. SLR 
scenarios. In contrast, simulations of the 1978 event yielded far lower low tides, 
allowing wet cell coverage to increase following the 5-ft. SLR scenario, resulting in a 
decrease in intertidal zone coverage.

In Saco Bay, wet cell coverage simply increased linearly alongside SLR for the 
1978 event, and the intertidal zone also expanded allowed by the much faster rate of 
decrease of the dry cell coverage. However, the behavior of the wet cell coverage was 
more dynamic during the 2007 event, largely explained by the relationship between 
freshwater discharge and sea level around the Scarborough marshes and Nonesuch 
River. Referring quickly back to the inundation maps (Figure 8), one key distinc-
tion between the 1978 and 2007 events was that even though the 2007 had lower 
peak sea level at Portland, the baseline scenario flooding around the Nonesuch 
River was higher during the 2007 event than that of the 1978 event, suggesting a 
positive relationship between discharge from the Nonesuch River and localized 
flooding along the river’s edge. Another anomalous behavior occurred after the 
4-ft. SLR scenario, where wet cell coverage in the 2007 event slightly decreased by 
~1 km2, contrary to any expected results. This small drop occurred in the Nonesuch 
River and is likely attributed to a decrease in minimum sea level in the Nonesuch 
River following an expansion of the channel between Prouts Neck and East Grand 
Beach during high tides. To explain further, to stabilize the FVCOM model, a limit 
of 1.5 m/s had to be placed on currents flowing along this channel, which resulted in 
elevated sea levels during low tide in the Scarborough marshes and Nonesuch River, 
as the water was unable to empty out from the marsh during ebb. Once the channel 
was widened following the 4-ft. SLR scenario, the total volume of water carried 
under the limited currents was increased enough to lower minimum local water 
level during low tide. The complexity of the relationship between SLR, estuarine 
dynamics, and intertidal zone structure highlighted by these results further under-
scores the limitations of generalized predictions on the effects of SLR on a coastline.

5.2 Impact of SLR on bay circulation

Given the dynamic changes SLR yielded on the structure of the two bays, it was 
reasonable to expect consequential changes in nearshore circulation. Looking first 
at the storm currents themselves, Figure 11 depicts the rate of change of vertically 

Figure 10. 
Sketch of intertidal zones of Casco Bay under the 5- and 7-ft. SLR scenarios. Due to larger tidal ranges in the 
1978 event, there was a net loss in intertidal zone coverage, in contrast to a net gain between these scenarios for 
the 2007 event.
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averaged mean current speed at points of interest for each storm across SLR sce-
narios. Temporal means of currents at all 24 sigma layers were taken within the 
storm windows and then averaged to produce the values reflected in these plots. 
Negligible changes to storm currents were witnessed in northern Casco Bay with the 
exception of a slight increase in slow storm currents at Buoy D0301 during the 2007 
event (Figure 11d), so the other five chosen points of interest reflect impacts of SLR 
on storm currents affecting the four freshwater plumes in southern Casco Bay and 
Saco Bay.

Starting in Portland Harbor (Figure 11a), storm currents consistently increased 
alongside SLR in both storm events, albeit at different rates. The CAB 3 site was 
chosen to observe trends in both the Presumpscot River and Fore River plumes, as 
the southward flux of freshwater into the bay from Portland Harbor was located in 
this channel (Figure 6). The 1978 event, while yielding far less freshwater dis-
charge than the 2007 event, saw greater southward storm currents at the CAB 3 site 
throughout the storm window due to extreme wind speeds. These currents initially 
decreased in response to the localized increase in flooding around Portland Harbor 
from the baseline to the 1-ft. SLR scenario, as was discussed earlier (Figure 9). 
Following this drop, as Casco Bay’s coastline resisted additional flooding, storm 
currents began to increase with the higher volumes of water directed through this 
channel in higher SLR scenarios, though this effect was nonlinear and plateaued 
quickly. The storm currents at the CAB 3 site in the 2007 event saw a smaller, more 
linear rise alongside SLR, as storm currents were largely dominated by high dis-
charge rates which remained constant in the SLR simulations.

Moving southward, the storm currents turning around Cape Elizabeth saw a 
proportionate rise in velocity across SLR (Figure 11b), pulling greater volumes of 
freshwater out of Portland Harbor. This increase in current speed was mostly linear 
and consistent from the 1- to 7-ft. SLR scenarios for the 1978 event, matching the 
linear rise from the 3- and 7-ft. scenarios in the April 2007 event. Further offshore 
to the southeast of Cape Elizabeth at the site of buoy 44007 (Figure 11c), the 1978 
storm currents saw a more complex response to SLR, while the 2007 event saw no 
changes at all. The minor (<0.01 m/s) change in current speed from 0- to 4-ft. of 
SLR in the 1978 event was identified as a small response to the sudden drop in cur-
rent speed from Portland Harbor following the initial flooding in southern Casco 
Bay. The increase in storm currents at site 44007 from 4- to 6-ft. of SLR resulted 
from an increase in southward currents between the barrier islands throughout 
Casco Bay. This rise was followed by a plateau effect as these islands began to flood, 
decreasing the effect of SLR on currents within the channels. Following the storm 
currents into Saco Bay, SLR had a much stronger effect on the dynamics of the Saco 
River (Figure 11e) and the Nonesuch/Scarborough River (Figure 11f).

Saco River behaved as expected as SLR increased. The sides of the river flooded 
rapidly as sea levels rose, resulting in drops in the current speed exiting the mouth 
of the river. Interestingly, during the low-discharge 1978 event, this drop was 
largely linear following a small initial spike of 0.01 cm/s, while the 2007 event saw 
an exponential decay in storm currents as SLR increased, suggesting a nonlinear 
relationship between river discharge and SLR as factors influencing estuarine storm 
currents. Nonesuch river, which is renamed to Scarborough River as it enters the 
Scarborough marshes along the western shore of Prouts Neck (see Figure 1), saw 
the most dynamic changes in response to SLR.

Prouts neck and the beaches around the mouth of the Scarborough River proved 
to be the most resilient land to flooding in Saco Bay, resulting in few changes to the 
structure of the river until SLR increased from 3 to 4 ft. for the 1978 event  
(4 to 5 ft. for the 2007 event). Because of this delayed response, water built up in 
the Scarborough marshes as SLR increased, negating any potential expected drop in 
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current speeds in the 1978 event and resulting in an increase in current speeds align-
ing with heightened discharge in the 2007 event. Once these shores started to flood, 
current speed decreased rapidly with SLR, as the constriction point for discharge 
from the Nonesuch River widened greatly. To fully explain how these differences in 
storm current response to SLR impacted circulation in the bays, one must look at 
the resultant changes to plume dynamics following either storm.

Figure 12 was created to show the change in minimum surface salinity (ΔS) 
between the baseline and 7-ft. SLR scenarios. By plotting minimum surface salini-
ties, we were able to analyze the maximum reach of each river plume and how 
that reach was affected by SLR. In Casco Bay, the increase in mean storm currents 
exiting the Fore River and Presumpscot River resulted in further extensions of the 
combined Fore River and Presumpscot River plumes northeastward toward Broad 
Sound and southward around Cape Elizabeth for the 1978 event in the 7-ft. SLR 
simulation. For the 2007 event, flux out of these two rivers due to river discharge 
decreased dramatically with SLR, as the widened rivers allowed storm currents 
to dominate freshwater discharge. The end result was a net increase in salinities 
throughout the Portland Harbor area, as the offshore water was mixed higher up the 
rivers by storm winds under heightened SLR scenarios.

Saco Bay saw even greater variations in minimum salinity in response to SLR 
between the two storms, attributable mostly to the icing vs. flooding states of the 
Saco River and Nonesuch River. For the 1978 event, the inundation zones present 
in higher SLR scenarios were comprised primarily of offshore high-salinity waters, 
resulting in a net increase in salinity for the floodwater across the beaches of Saco 
Bay and large parts of Scarborough marshes except in the Nonesuch River plume. 
The resiliency of the modeled Nonesuch River was largely influenced in these 
simulations by mesh limitations; due to an instability issue with FVCOM, the mesh 
boundaries had to be restricted to 2 m above MSL around this river. Because of 
this limitation, the model likely underpredicted the full-range up-river mixing of 
higher-salinity waters into the Nonesuch River.

The stronger river discharge estimated for the April 2007 event resulted in 
plume water around Prouts Neck, more so in the higher SLR scenarios, as flood-
ing allowed plume waters to flow southward to the eastern shore of Prouts Neck. 
Interestingly, despite the freshwater discharge from the Saco River being higher in 

Figure 11. 
Vertically averaged mean current speed vs. SLR within the storm windows at selected sites (see Figure 1 for 
locations) for the 1978 and 2007 events. Temporal averages throughout either storm window reflect the impact 
of SLR on storm-induced plume dynamics.
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the 2007 event than in the 1978 event, the waters just north of Biddeford Pool and 
around Wood Island saw a large increase in minimum salinity as SLR increased. The 
reason for this change was the increased SLR resulted in a more northward shift of 
the Saco River plume that flooded around the mouth of Saco River and the beaches 
to the north, while the eastward current velocities directed toward Wood Island and 
Biddeford Pool decreased (Figure 11e), hence the higher minimum salinity for the 
2007 event at 7-ft. SLR.

6. Conclusions

This study aimed at evaluating the impact SLR would have on responses to major 
storm events in Saco Bay and Casco Bay in the western Gulf of Maine. A hydrody-
namic model was developed to simulate the Blizzard of 1978 and the Patriots Day 
storm in 2007 under varying SLR scenarios to identify and track modeled storm 
responses. Inundation maps generated from the model results indicated a nonlinear 
relationship between SLR and inundation zone coverages, as the diverse slopes of 
the shoreline played the dominant role in determining the rate of change in inunda-
tion. Additionally, shifting circulation patterns and morphing of intertidal zones in 
response to SLR caused changes where river plumes were directed.

The modeled storm responses in Saco Bay and Casco Bay were primarily influ-
enced by freshwater discharge, storm winds, and coastal structure. The percentage 
of inundated area changed significantly in Saco Bay under increased SLR scenarios 
and to a lesser degree in Casco Bay. While total inundated surface area increased 
in response to increased SLR, the results presented in this model study show that 
inundation maps generated simply from bathymetry alone do not fully capture 
the complexities of how SLR will impact the structure of a coastline, since they are 

Figure 12. 
Map of changes in minimum salinity in response to SLR during the storm windows for the 1978 and 2007 events. 
Darker colors indicate a decrease in minimum salinity, implying a greater concentration of freshwater with the 
7-ft. SLR than the baseline simulation.
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unable to reflect changes in circulation due to such factors as freshwater discharge. 
Consequently, the relationship between SLR and storm responses adopts the com-
plex interactions between freshwater forcing, wind-induced circulation, and coastal 
morphology, as the dynamic structural changes experienced by the bays impact the 
severity of storm responses in a major way.

Many of the past studies reviewed in this paper utilized point-sourced tidal data 
to generalize the impact of SLR over large areas, but the results of the Saco and 
Casco model study suggest that there is too much variability in coastal responses to 
SLR to make such generalizations. Through this study, we have shown how gener-
alizations regarding SLR miss out on the small-scale alterations in coastal structure 
visible in higher-resolution hydrodynamic modeling. By applying high-resolution 
3D modeling techniques to this storm response study, we were able to analyze 
how morphological changes to a coastline induced by SLR have a direct impact on 
shallow water circulation and river plumes. In turn, the interactions between river 
plumes and storm winds were altered, producing dynamic changes in the pattern 
and magnitude of storm currents.

In effect, this study serves to illustrate that to properly forecast how any estuary 
will respond to storms under projected sea levels, it will be necessary to incorporate 
more complex, high-resolution, 3D hydrodynamic models than have been applied 
in the past. Future studies would also need to simulate more complex shallow water 
dynamics, such as proper wave propagation along the shoreline, to fully analyze 
how flood zones would change in response to SLR-induced changes in circulation 
patterns.
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Chapter 4

Coastal Altimetry: A Promising
Technology for the Coastal
Oceanography Community
Xi-Yu Xu, Ke Xu, Ying Xu and Ling-Wei Shi

Abstract

Satellite altimetry has been one of the most important implements for physical
oceanographers. The conventional altimeter is best performed over open ocean sur-
face, yet there are many attempts to exploit the potential of altimetry in coastal zone
in the last decade. To achieve a high performance for coastal altimetry is a multi-fold
effort: the more sophisticated instrument concepts, the smarter onboard trackers, the
more expert data editing criteria, the more specific retracking algorithms, the more
advanced error correction methods, etc. In this chapter, each of the above aspects is
described in detail, and some representative works in the altimetry community are
reviewed. Particularly, the coastal altimetry offshore Hong Kong is addressed as a
case study to demonstrate the potential of the new technology. In the conclusive
session, some prospects for the coastal oceanography community are presented.

Keywords: coastal zone, altimetry, retracker, error correction, Hong Kong

1. Introduction

Coastal altimetry has been one of the key remote sensing technologies in the
coastal zone where the effects of a changing climate are most severely felt. For over
a quarter century, satellite altimetry technology has been used to routinely monitor
sea level changes over the global open ocean, but was largely unexploited in the
coastal areas. Indeed, satellite altimetry was originally designed to precisely mea-
sure the sea level of the open ocean, yet it has drawn much attention from the
coastal community over the past decade.

This chapter addresses the improvements of this intriguing technology.
In Section 2, the principles of satellite altimetry and the recent advances of coastal
altimetry technology are reviewed, highlighting the coastal-oriental altimetry
products which might attract the attention of the coastal oceanographers.
In Section 3, a case study is presented at Hong Kong coast to demonstrate the
potential of the new technology. This chapter ends with a brief conclusive and
prospective section.

2. A brief review of the advances in coastal altimetry

Coastal altimetry has come on to the central stage of the altimetry community.
Coastal altimetry workshops (CAWs) are regularly organized (once every 1 or 2
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years) for peers to present their recent researches. A book entitled “Coastal
Altimetry” was published in 2011 [1], and significant improvements have
been made since then. This section attempts to review some important advances
in this field.

2.1 Principles of satellite altimetry

“Coastal altimetry” might be much more familiar for the altimetry community
than for the coastal community. A very brief background introduction of satellite
altimetry would be presented here, and interested readers are encouraged to refer to
the elaborate books such as [2, 3].

The concept of the satellite altimetry is straightforward. A nadir-pointing
spaceborne radar transmits short pulses and receives the echoes from the earth
(usually, sea) surface. The sea level parameters (range between the satellite and sea
surface, significant wave height, and backscatter coefficient) are extracted from the
echoes via a process called “retracking”. The altimetric range can be extremely
precisely measured in this way. Meanwhile, the satellite orbit can also be precisely
determined. After carefully compensating for a variety of error sources, the surface
height relative to an absolute datum (usually the reference ellipsoid) can be accu-
rately retrieved, within no more than few centimeters over open ocean surface.

While the satellite altimetry can be dated back to the 1960s [4], one must admit
that the Topex-Poseidon satellite launched in 1992 is a benchmark [5]. Thanks to its
unprecedented accuracy, it remolded the knowledge scene of many fields in ocean-
ography, such as ocean circulation, ocean tide, El-Nino, and global climate change.
Its successors, Jason series satellites, have been extending the high-quality sea level
record incessantly [6–8]. Space agencies of Europe, China, and India are also han-
dling altimetry missions, such as ERS-1, ERS-2, Envisat, Saral, and HY-2 [9–12].
Now a constellation of complementary altimetry satellites (with different orbit
sampling strategy) have been formed and abundant data are worthy of exploiting.
Nowadays, altimetry is not only a fundamental tool for oceanographers and geode-
sists, but also an attracting resource for those who research into the fields of coastal
zone, Cryosphere and inland waters, etc.

2.2 Difficulties in coastal altimetry

Coastal altimetry is not an easy task. There are a couple of difficulties when
extending altimetry technology to coastal zone. Firstly, in the coastal band a few
kilometers wide (comparable to the altimeter footprint size), radar echoes are
severely contaminated by the nearby land surface, leading to complex waveforms
significantly departing from that of open ocean. Things are further complicated by
the fact that the geographic and environmental characteristics of the coast (e.g.,
coastline direction, relief, bathymetry, and rain rate) are extremely diverse
throughout the world, and altimetric mission (orbit configuration, on-board
tracker, flight direction, etc.) are also different. Figure 1 shows two examples of
waveforms, one over the open ocean (a) and the other over a coastal zone (b).
Therefore, a specific process called ‘retracking’ is widely employed to extract the
sea level parameters from these nonstandard waveforms.

Another difficulty is related to the various corrections applied to the altimeter
measurements that are usually less accurate at the coast. The most suffered correc-
tions are wet tropospheric delay, ocean tide correction, dynamic atmospheric cor-
rection (DAC), and sea state bias. Consequently, most altimeter data near land are
flagged as invalid and eliminated from the standard products.
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2.3 Review of the current coastal altimetry products

For about a decade, many efforts have been paid by the altimetry community
to overcome the above difficulties and exploit altimetry information near the coast. A
number of coastal altimetry products were distributed to the community. For the
Jason-2 altimeter, the most popular products are (1) X-TRACK developed by LEGOS
(Laboratoire d’Etudes en Géophysique et Océanographie Spatiales, France), (2)
PISTACH (Prototype Innovant de Système de Traitement pour l’Altimétrie Côtière
et l’Hydrologie, Mercier et al. [15]) developed by CLS (Collecte Localisation Satel-
lites, France), and (3) ALES (Adaptive Leading Edge Sub-waveform, Passaro et al.
[14]) developed by NOC (National Oceanography Centre, UK). PEACHI
(the Prototype for Expertise on Altimetry for Coastal, Hydrology and Ice, PEACHI)
is a sister product of PISTACH while it currently focuses on the Saral/Altika.
Corresponding coastal altimetry products are based on dedicated analysis of the
nonstandard waveforms and/or sophisticated coastal geophysical corrections [13–15].

X-TRACK is a relatively concise product but does not apply waveform
retracking, while ALES and PISTACH are extended products to SGDR (Sensor
Geophysical Data Record which includes the waveform distributed by AVISO
officially), applying waveform retracking, conserving the official SGDR terms,
and annexing new parameters (retracking results and geophysical corrections).
ALES does not provide improved geophysical correction, while PISTACH
provides 2–3 candidate solutions for almost every geophysical correction term.

X-TRACK is a level 3 (L3) product: using the GDR data and state-of-the-art
altimetry corrections, along-track sea level time series projected onto reference
tracks (points at same locations for every cycle) are computed at 1-Hz (�6 km
along-track resolution). It is simple to use and is based on improved geophysical
corrections near the coast (see [6] for details), but its current version only includes
the Jason-2 official retracker dedicated to open ocean conditions.

For the geophysical corrections, the advantages of X-TRACK are (1) a more
robust median-based editing criterion for the ionosphere correction. (2) A Loess
filter (locally weighted scatter plot smoother using a quadratic polynomial model)
for the sea state bias correction. (3) A new set of tide solution based on empirical
harmonic analysis of the altimetry data.

PISTACH outperforms its counterparts in waveform classification and wet tro-
posphere correction. The decontaminated wet troposphere correction approach is
based on the corrected brightness temperature of the on-board radiometer. Another

Figure 1.
Examples of typical open ocean waveform (left, the red line corresponds to the fitted Brown model) and coastal
ocean waveform (right).
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improvement of PISTACH may be the dedicated sea state bias correction algorithm
at the coast, albeit not very reliable due to limited dataset.

ALES simply focuses on the design of an adaptive retracker that can be applied
to a variety of waveforms and reduces inconsistence derived from the bias among
different retrackers.

The schemes of the three main state-of-the-art coastal altimetry products for
Jason-2 satellite altimeter are tabulated in Table 1.

2.4 Altimeter waveform processing

The essential part of the altimetry processing is the so-called “waveform
retracking”. “Waveform”, as shown in Figure 1, records the amplitude of the earth
surface echo as a function of time delay. Due to the difference of contexts or
traditions, the x-axis of a waveform can be time, frequency, or range, but the three
items above can be transformed to each other by simple scaling factors. “Retracking”
is the process of extracting useful parameters (range, amplitude, and sometimes
significant wave height) from the waveform. The coastal waveforms show very
diverse pattern, and it is impractical to find a unique retracker that performs best for
every waveform, so it is necessary to classify the waveforms before retracking.

2.4.1 Waveform classification

The classification methodology either relies on statistical characteristic analysis,
or on machine learning skills such as neutral network. One of the earliest works on

Product X-TRACK ALES PISTACH

Affiliation LEGOS-CTOH NOC (UK) CLS

Reference Birol et al. [13] Passaro et al. [14] Mercier et al. [15]

Style Concise Similar to SGDR
(CGDR)

Similar to SGDR (IPC)

Coastline model GSHHS & R. P. Stumpf GSHHS GSHHS

Waveform
classification

NO NO 16 classes

Land cover NO NO GLOBCOVER (but seems all
with default value)

Waveform
retracking

NO ALES Algorithm ICE1 + ICE3 + OCE3 + RED3

Ocean tide FES12 + 73 empirical harmonic
constants

=GDR GDR + GOT 4.7

Wet troposphere composite correction
(ECMWF)

=GDR composite correction or
decontaminated correction

Sea state bias Loess filtering + missed data
interpolating

=GDR =GDR or New OCE3 model

Geoid NO No GDR + EGM2008

Mean sea surface MSS CLS01V1 DTU10 GDR + GOCINA

Mean topography CLS09 (be updated soon) No Rio 05 + Rio07 over MedSea

Bathymetry NO No DTM2000.1 + WebTide,
Etopo2v2

Table 1.
Review of the three main coastal altimetry products for Jason-2 satellite altimeter [13–15].
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waveform classification was carried out by Berry et al. [16]. They set up an exper-
tise system to classify the ERS-1 geodetic mission waveforms over ocean, coast, ice,
desert, forest, and land. Their interests lied in the land and forest and their objective
was to set up a digital elevation model (DEM) with accuracy from one meter (over
plain or desert) to several meters (over plateau).

The official Envisat altimeter ground segment classifies the waveform into four
types: ocean, ice sheet, glacier, and sea ice. There is no coastal-oriented retracker,
but coastal waveforms are regarded as certain ice types. PISTACH product classifies
the waveform into 16 classes, including a “doubt” class (see Figure 2). For each
class, a certain retracker is assigned [15].

Maybe the most complex classification strategy is the one carried out by
Schwatek et al. [17]. They classified the waveform into more than 50 classes. Even
over the open ocean they have a dozen of classes. It may be somewhat unnecessarily
complicated. Anyway, waveform classification and retracking should be a complete
suite of solution for waveform processing.

2.4.2 Waveform retracking

The current waveform retrackers can be split into two groups: the model-based
ones and model-free ones.

2.4.2.1 Model-based retrackers

In model-based retrackers, the parameters of interest (range between satellite
and sea surface, significant wave height, and backscatter coefficient) are estimated
by fitting the waveform to a certain model via a maximum likelihood estimation
(MLE) approach. What really counts is the choice of the model.

Figure 2.
Schematic representation of the waveform classes within the PISTACH processing [15].
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Although the Brown [18] or Hayne [19] model is pretty successful over open
ocean surface, there is little theoretic echo model elsewhere. Maybe the most
universal coastal waveform model is the one proposed by Enjolras et al.:

Pr tð Þ ¼ A
ðð

S∈water

Sr t� 2h
c

� �
G2 θð Þ
h4

σwater θð ÞdSþ
ðð

S∈ land

Sr t� 2h
c

� �
G2 θð Þ
h4

σland θð ÞdS

2
64

3
75

þ P0

(1)

In the model the return power is expressed as the weighting average of the water
surface echo and land surface echo. This model is not very practical: the geometry of
the coastline, the relief, the nature of the terrain, etc., in a word, all characteristics
of the coast that are extremely diverse all over the world. Therefore, it is difficult to
determine the a priori parameters in the model.

There are also a couple of models, initially developed for ice surface, which are
popularly used in coastal retrackers, such as the so-called 5β model [20] and E
model [21], with the following expressions:

Pr tð Þ ¼ β1 þ β2Φ
t� β3
β4

� �
1þ β5Qð Þ 5β model (2)

Pr tð Þ ¼ β1 þ β2Φ
t� β3
β4

� �
exp �β5Qð Þ E model (3)

where:

Q ¼ 0 t< β3 þ β4=2

t� β3 � β4=2 t>β3 þ β4=2

�
(4)

The two models are both reduced forms of Brown model, except permitting a
negative mispointing angle. When β5Q << 1, the two models are essentially the
same. The official Envisat ICE2 retracker is based on a simplified version of 5β
model, where β5 is always set to 0. Obviously, their physical mechanisms are based
on open ocean surface and are often not suitable for coastal waveforms.

Hamili et al. [22] proposed a “Brown + Gaussian peaky (BGP)” model for the
surface where a strong land scatter is presented in a Brown background. This
model is suitable for the coastal zone with vertical structures behaving like corner
reflectors.

As have been noted, the most cumbersome problem in coastal waveform is the
contamination of land in the radar footprint. Fortunately, usually the contamination
does not present in the entire waveform. One can retrack a portion of the waveform
bins which are free from land contamination (this portion is called sub-waveform,
e.g. [23–25]). After rejecting the contaminated bins one can still retrieve useful
information.

In applying the sub-waveform technology, the most important issue is to deter-
mine the extent of a sub-waveform. The algorithms designed by PISTACH (RED3
and ICE3 [15]) define a sub-waveform with a fixed range: from the 22nd to the 52nd
bins. Therefore no more than 1/3 of the 104 bins (for Jason-2) or 128 bins for
(Envisat and HY-2A) are included in the retracker. Consequently, for the land-free
waveforms, the precision is worse than the traditional retrackers such as MLE3 and
MLE4. ALES can be regarded as an improved version of RED3, in which the
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sub-waveform extent is dependent on the significant wave height (SWH). As a
consequence, under high sea state conditions, the sub-waveform can cover almost
the entire waveform and is difficult to eliminate the contaminated bins.

In Xu et al. [26], a new strategy was proposed in which the extent of the sub-
waveform was identified by the “differential spectrum”. For the Brown waveforms,
the neighboring bins are unlikely to change rapidly except for the leading edge, so if
there are land-contaminated bins, the corresponding differential spectrum will
show a peaky pattern. The neighboring bins can thus be flagged as invalid ones in
the retracking procedure. This strategy has been tested on HY-2A altimeter wave-
forms and has made significant improvement.

2.4.2.2 Model-free retrackers

The model-free retrackers (or empirical retrackers) do not assume a priori surface
features. It can provide robust estimator regardless of physical background. The
most famous model-free retracker is the OCOG (Offset Center Of Gravity) retracker
that was proposed by Wingham et al. [27]. The idea is to approximate the waveform
envelope to a rectangle shape, to find the center of gravity of the rectangle, and to
subtract the half of the rectangle width (Figure 3) from the center of gravity:

tCOG ¼
PN

i¼1iV
2
iPN

i¼1V
2
i

；A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1V
4
iPN

i¼1V
2
i

s
；W ¼

PN
i¼1V

2
i

h i2
PN

i¼1V
4
i

；t0 ¼ tCOG �W=2 (5)

Another retracker is the simple threshold retracker. Finding the bin with the
maximum power, say, M, and finding the first bin whose power exceeds M*p%,
where p% is a threshold percentage.

OCOG retracker is the most robust retracker, but it has been shown that OCOG
retracker usually has relatively large bias (even larger than the simple threshold
retracker). On the other hand, the threshold retracker can generate unexplainable
results occasionally. The modified threshold retracker adopts the advantages of
both retrackers. It uses A in Eq. (5) rather than M as the maximum bin power. The
modified threshold retracker is the most widely used model-free retracker. The
official Envisat ICE1 retracker and PISTACH ICE1 and ICE3 retrackers all belong to
modified threshold retrackers.

Although it is pretty easy to implement, the most troublesome issue of the
(modified) threshold retracker is to determine the value of p%. Apparently 50% is
reasonable, but various studies gave different values. Tseng et al. [29] pointed that

Figure 3.
Principle of an OCOG algorithm (from [28]).
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20% is better, and the PISTACH ICE retrackers preferred p = 30% [15]. It seems
that the threshold somewhat depends on the characteristics of the study area.

Another model-free algorithm is the curve spline interpolation. It has been
mentioned briefly by a couple of authors without details. The idea is to interpolate
between neighboring bins when implementing the threshold retracker. It can
unlikely bring significant difference from the threshold retracker.

2.4.2.3 Retracking strategy

Scientists have been debating for many years on the retracking strategy. Some-
one insisted that applying one single algorithm for all kinds of waveforms is a better
choice. For instance, ALES developers use their retracker even over open ocean
surface, and their analysis shows that the precision of ALES is not substantially
worse than the official MLE4 over open ocean surface. On the other hand,
PISTACH carried out a waveform classification before retracking. The classification
is primarily dependent on the waveform pattern and secondarily on auxiliary
information such as land cover model. Different retrackers are implemented for
different waveform classes.

Our opinion is that a classification may be preferable because the waveforms
have a large variety. A specialized algorithm for a certain waveform would improve
the retracker precision significantly. There may be bias between different retrackers
and inconsistency in the retracker transition. If the bias between retrackers is not
compensated, there might be unexplained jumps in the sea level measurements, and
this is the reason why some researchers are inclined to use one unique retracker. We
hold that this problem can be solved either by simulative analysis or by calibration.

2.5 Geophysical corrections at the coast

The geophysical corrections near the coast also need specific considerations.
Many terms of the geophysical corrections have larger uncertainty at the coast than
over the open ocean.

2.5.1 Atmospheric propagation corrections

The most uncertain error source comes from the wet tropospheric correction
because the onboard radiometer suffers severely from land contamination in the
coastal area. A simple but effective approach is to extrapolate a model-based cor-
rection (using, for example, atmospheric reanalysis data from the European Center
for Medium-Range Weather Forecasts, ECMWF), but the corresponding spatial
resolution is relatively low for coastal applications. Other approaches include an
improved radiometer-based correction accounting for the land contamination effect
[30], or the computation of GNSS-derived Path Delay (GPD, Fernandes et al. [31]).

Concerning the ionospheric correction, the imperfect coastal altimeter range
measurements lead to significant errors, generating outliers in the correction values.
The median + MAD (mean absolute bias) criterion is more preferable than the
mean + standard deviation criterion, because the outliers are easier to detect and
remove. The along-track profile of ionospheric corrections is further spatially
low-pass filtered with a cutoff frequency of 100 km.

2.5.2 Sea state bias

Another important correction is the sea state bias (SSB). The SSB depends on the
retracking algorithm, because it contains the tracker bias. A careful analysis showed
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that for Jason-2 GDR products, the SLAs obtained from MLE3 and MLE4
retrackers have large bias. From a statistical analysis using cycles 1–238 for a couple
of altimeter passes over the open ocean, we obtained: SLAMLE3�SLAMLE4 = +2.3 cm.
Near the coast, this bias appeared to be even larger and even more critical as it is
not constant. Figure 4 shows both MLE3 and MLE4 SSB corrections as a function
of SWH for an arbitrary pass (cycle 16, pass #153). MLE3 SSB has a clear bias
(�+3 cm) relative to MLE4 SSB. Moreover, MLE3 SSB seems to have more outliers,
in particular near the coast. The bias observed between MLE3 and MLE4 sea level
estimates mainly corresponds to a bias in the SSB corrections.

Deeper investigation showed that the MLE3 SSB outliers are often related to
large altimeter waveform-derived off-nadir angle estimation values [32], which
probably suffer from errors given the good attitude control of Jason-2 satellite. For
this reason, we adopted the MLE4 SSB in the computation of all SLAs, resulting in a
relative bias <1 cm for all retrackers.

2.5.3 Ocean tide and DAC

The coastal ocean tide corrections, provided by global models, are also far from
accurate. There are two families of tide solutions in most altimetry products: the
family of the Goddard Ocean Tide (GOT) models developed by Ray et al. [33],
and the family of the Finite Element Solution (FES) models developed by
Lyard et al. [34].

Ray compared different tide solutions against 196 shelf-water tide gauges and
56 coastal tide gauges. Their accuracy was characterized by the RSS (root sum
square) error of the eight main tidal constituents (Q1, O1, P1, K1, N2, M2, S2,
and K2). For the shelf-water gauges, the accuracy of GOT4.8 was 7.04 cm
(European coasts) or 6.11 cm (elsewhere), while the accuracy of FES2012 was
4.82 cm (European coasts) or 4.96 cm (elsewhere). For the coastal tide gauges,
the accuracy of GOT4.8 and FES2012 was 8.46 and 7.50 cm, respectively [35]. In
comparison, the accuracy of GOT4.7 and FES2004 in shelf-water was 7.77 and
10.15 cm, respectively. These results illustrate the significant improvement in
coastal ocean tide solution during the last decade.

Figure 4.
SSB difference with respect to the significant wave height (SWH).
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3. Case study offshore Hong Kong

In this section, Hong Kong coastal zone is chosen as an example to demonstrate
the methodology and potential of the coastal altimetry technology. We focus on
Jason-2 data here, and other altimetry missions like HY-2 can also be assimilated to
achieve denser coverage and cross validation. To exploit the potential of the current
endeavors in coastal altimetry, the three products aforementioned are merged and
evaluated.

3.1 Study area

Hong Kong (HK) is located just south of the Tropic of Cancer. The climate
displays clear seasonal variations. The southwesterly/northeasterly monsoon results
in warm wet summers and cool dry winters. HK also frequently suffers from
typhoons. On the western side of the HK island flows the Zhujiang River (Pearl
River), which brings abundant freshwater, giving rise to a high salinity (hence, sea
water density) gradient. All these factors impact significantly on the regional sea
level variations.

The HK coast has an extremely complex geomorphology. As shown in Figure 5,
many tiny islands lie within the altimeter footprints. Therefore, the corresponding
altimeter and radiometer measurements are severely contaminated by land effects.
This makes this area particularly relevant for analyzing the performances of coastal
altimetry data.

The HK coastal topography is more than irregular. Despite a narrow band
between 21.8°N and 22°N, where the depth is steeply falling down to � �60 m, the
study area has very shallow waters. We can thus expect complex local tides and
currents, which can influence sea level variations.

3.2 Data sets

3.2.1 Jason-2 altimetry products

The time span in this study covers 6.5 years: from July 2008 to December 2014.
The coastal Jason-2 products analyzed in this study are X-TRACK, ALES, and
PISTACH.

The retrackers available in the different L2 products are summarized in Table 2.
The standard GDRs include two solutions: MLE3 and MLE4. The mechanisms of
these two retrackers are similar: fitting the waveform to a Brown model [18] based
on the MLE (essentially, nonlinear least squares) techniques. MLE3 estimates three
parameters: epoch (i.e., altimetric range), significant wave height (SWH), and
amplitude (i.e., backscatter coefficient), while MLE4 also retrieves the square of
off-nadir angle. The PISTACH products provide four retrackers: OCE3, RED3,
ICE1, and ICE3 [15]. OCE3 is essentially the same as the MLE3. ICE1 is a modified
threshold retracker. RED3 and ICE3 are the sub-waveform counterparts of OCE3
and ICE1, respectively. ALES is an improved version of RED3, in which the sub-
waveform length can vary from 39 bins (for SWH = 1 m) to 104 bins (i.e., the entire
waveform, for SWH ≥17 m).

In PISTACH and X-TRACK, state-of-the-art geophysical corrections other than
those of the official GDR are provided. For X-TRACK, the ocean tide solution and
the DAC are provided individually, while in PISTACH, two to three values are given
for each correction. Different sets of correction terms obviously lead to different
coastal sea level estimates.
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3.2.2 Tide gauge data

The Quarry Bay tide gauge (located at 114.22°E, 22.28°N) regularly measures sea
level with an accuracy of ≤1 cm and is well calibrated every other year [36]. The

Figure 5.
Map showing the study area, the selected Jason-2 pass 153 (black and colored line) and the Quarry Bay tide
gauge (red circle) located �10 km away from the Jason-2 pass.

Retracker Product Idea Sub-waveform Comments

MLE4 (S)GDR Brown model No Official standard retracker.

MLE3 (S)GDR Brown model No

OCE3 PISTACH Brown model No Same as MLE3

RED3 PISTACH Brown model Fixed: bins: t0 + [�10:20] Simplified version of ALES

ALES ALES Brown model Adaptive to the SWH Two-pass retracker

ICE1 PISTACH Modified threshold No

ICE3 PISTACH Modified threshold Fixed: bins: t0 + [�10:20]

Table 2.
Overview of different retrackers applied in different altimetry products.
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tide gauge lies near the northern coast of the HK Island, separated from the Kow-
loon Peninsula by the Victoria Harbor (see Figure 5), where �95% of the shoreline
is shaped by human activity [37]. Thus, sea level on this area is expected to be
intensively influenced by anthropogenic activities. Hourly tide gauge data are
archived and distributed by the Sea Level Center of the University of Hawaii
(https://uhslc.soest.hawaii.edu).

A harmonic analysis was first applied to the tide gauge data in order to remove
the tidal signals from the sea level time series. A bias (defined as the time-averaged
sea level value) was also removed to make the sea level anomaly (SLA) consistent
with the altimetry data. Finally, the hourly tide gauge data were interpolated to the
Jason-2 satellite overhead time. The tide gauge-based sea level time series interpo-
lated to the closest Jason-2 observations is shown in Figure 6. A large seasonal cycle
due to the monsoon can be observed, modulated by high-frequency variations up to
several tens of cm. A peak in the tide gauge sea level time series can be noticed at
cycle 228. It is caused by a storm surge associate d with the Typhoon Kalmaegi that
angrily attacked on the HK coast before sunrise on 16 September 2014. The Jason-2
altimeter flew over the HK area at 3:45 am (local time) on that day, and the peak
captured the typhoon event. Although it would be quite valuable for the storm
surge investigation, in our analysis this peak was eliminated as an outlier.

3.3 Methodology

3.3.1 Altimetry data processing

As indicated above, current coastal altimetry products differ in terms of content.
Therefore, in the beginning of the processing the different data sets were merged to
obtain homogeneous variables for further comparison. Because there is no wave-
form data in PISTACH, we used the waveforms provided in ALES and merged
PISTACH and ALES using the measurement time common to all products. We also
projected all the along-track, cycle-by-cycle L2 data onto the X-TRACK 1-Hz refer-
ence grids to benefit from the X-TRACK improved corrections.

Once all the propagation and geophysical corrections are removed, the sea sur-
face height (SSH, i.e., the sea level referred to a reference ellipsoid) can be deduced
from the altimeter range. If we further remove a mean sea surface in order to

Figure 6.
HK tide gauge sea level time series (in meters) interpolated to Jason-2 observations.
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eliminate the influence of the geoid undulation, the sea level anomaly (SLA) can be
obtained. In this study, we use SLA data, computed as follows:

SLA ¼ H � R� ΔRiono � ΔRdry � ΔRwet � ΔRssb � ΔRtide � ΔRDAC–MSS (6)

In Eq. (6), H is the satellite height, R is the altimeter range, ΔRiono, ΔRdry, and
ΔRwet are the ionospheric, dry, and wet tropospheric corrections, respectively, ΔRssb

is the sea state bias, ΔRtide is the tide correction (sum of the ocean tide, pole tide, and
solid Earth tide), ΔRDAC is the dynamic atmospheric correction, and MSS is mean
sea surface.

At the coast, R is often not directly available, so it can be derived as follows:

R ¼ T þ E� c=2ð Þ þDþMþ 0:180 (7)

where T is the onboard tracking range, E is the retracked offset (with time
dimension), “c/2 (c being the light velocity)” is the scaling factor from time to
range, D is the Doppler correction, M is the instrument imperfection bias [38, 39],
and 0.180 is a bias (in meters) due to wrong altimeter antenna reference point [40].

In this study, SLA time series are computed using the altimeter ranges by six
retrackers: ALES, MLE3, MLE4, RED3, ICE1, and ICE3. Eq. (7) was used to com-
pute R in the first step, and then Eq. (6) was applied to derive the SLA. To validate
our calculation method, we compared our MLE4 SLA with the equivalent official
“ssha” parameter in the GDRs and found a very good consistency.

3.3.2 Sea level data analysis

After generating the SLA time series, useful oceanography information can be
retrieved. Because of the presence of monsoon, the annual and semi-annual signals
are both significant near the HK coast. Therefore, to the first order, SLA variations
can be modeled as follows:

SLA tð Þ¼ a1 cos 2πt=Tyear
� �þ a2 sin 2πt=Tyear

� �

þ a3 cos 4πt=Tyear
� �þ a4 sin 4πt=Tyear

� �þ a5tþ a6 þ ε tð Þ
(8)

where Tyear = 365.2425 days, ε(t) is the residual SLA, and a1 to a6 are the
regression coefficients to be estimated. The estimation uncertainty of the coeffi-
cients can be determined from the square root of the diagonal elements in the
covariance matrix of the coefficient vector. The linear trend can be inferred from a5
annual/semi-annual amplitude, and phase can be deduced from a1 to a4:

Aannual ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a21 þ a22

q
; Asemi�annual ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a23 þ a24

q
(9)

Φannual ¼ arctan a2=a1ð Þ; Φsemi�annual ¼ arctan a4=a3ð Þ (10)

3.4 Results

Some results are reported here, in which the sea level for a certain cycle is the
average of all the valid measurements within ≤10 distance from the coast. Inter-
ested readers can refer to [41] for more details.

3.4.1 Solutions derived from the different Retrackers

For each retracker, we computed a spatially averaged 20-Hz SLA time series
as well as the associated 20-Hz noise level (defined as the standard deviation of
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the 20-Hz SLA series). ALES solution provides the lowest noise level after editing,
and MLE4 is slightly less noisy than MLE3. Concerning the three experimental
retrackers used in PISTACH, ICE3 has the lowest noise level, and RED3 is slightly
less noisy than ICE1.

Sea level trends of are summarized in Table 3 (except for OCE3 in PISTACH,
which is the same as MLE3). As a reference, after correcting for VLM, we find a
trend of +5.5 � 2.0 mm/yr. at the tide gauge site.

MLE3 and ALES trends are both close to the tide gauge trend (within 0.5 mm/
yr). The trends estimated from MLE4 are slightly lower than for ALES and MLE3
but the difference is within the error bar. The trends deduced from the PISTACH
retrackers disagree significantly with the tide gauge trend: both ICE3 and RED3
show unrealistic large values (>+5 cm/yr), while ICE1 shows a negative trend of
�2 cm/yr. The ICE1 retracker may be inherently not accurate enough to derive
trends, but ICE3 and RED3 data surprisingly display large jumps of about +20 cm.
This would severely influence the corresponding sea level trend estimates. In the
remaining part of the study, we concentrate on MLE3, MLE4, and ALES which,
in the context of our study, appear to be the best available retrackers for Jason
altimetry.

3.4.2 Coastal seasonal signal along the Jason-2 pass

The amplitude and phase of the seasonal signal are also computed for all sea level
time series. The results are shown in Table 4. The altimetry annual phases lie
around 340° and are significantly larger than the tide gauge-based phase. Ampli-
tudes are also slightly larger. The semiannual phases lie around 240° and are very
close to the tide gauge-based phase. Amplitudes are slightly smaller. We cannot
exclude the possibility that there is some local seasonal signal at the tide gauge site.

3.4.3 Relative performances of MLE4, MLE3, and ALES near Hong Kong

The sea level residuals obtained after removing the trend and seasonal signal are
shown in Figure 7 for MLE3, MLE4, ALES, and the tide gauge data. A 3-month low
pass filter was applied to the different SLA time series to reduce the intrinsic 59-day
erroneous signal discovered in Jason altimetry missions [42, 43]. The standard
deviations of the altimetry SLA residuals with respect to the tide gauge residuals,

Retracker ALES MLE3 MLE4 ICE1 ICE3 RED3

Linear trend and
uncertainty (mm/yr)

+5.9 � 1.5 +5.0 � 1.6 +4.2 � 1.6 �29.1 � 2.4 +57.5 � 2.3 +55.3 � 2.1

Table 3.
Estimated linear trend and associated uncertainty (mm/yr) as a function of sea level data source and case.

Data source Annual Semiannual

ALES 13.05/344 6.03/235

MLE3 13.29/338 6.17/241

MLE4 12.96/339 6.02/236

Tide gauge 11.46/311 7.62/236

Table 4.
Estimated annual/semiannual amplitude (cm) and phase (degree) as a function of sea level data source and
case.
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before and after the 3-month smoothing, are given in Table 5. The improvement
due to the smoothing is significant, the standard deviations decreasing by more than
50%. The consistency between the altimetry and tide gauge residuals is about 5 cm,
which is encouraging given that the study area is quite complex. ALES SLA has a
slightly larger standard deviation with respect to tide gauge sea level.

4. Conclusions and prospective

In this paper, a promising technology: coastal altimetry is described in many
facets. The advances in the last decade are reviewed, especially on the coastal
waveform processing. In the Hong Kong offshore case study, we find that the
coastal sea level trend is about twice as much as the one observed further offshore
(which can be inferred as +2.7 mm/yr. from the ESA Sl_CCI product [41]). It
suggests that in the Hong Kong region, the short-term sea level trend significantly
increases when approaching the coast. Scientists worldwide have discovered
many new features in different coastal regions (e.g., the Mediterranean coast, the
Australia coasts, the coasts of the United States, West African coast, etc. [44]), and
the technology would be further exploited in the future benefiting from the new
conceptual altimeters.

Delay Doppler Altimeter (DDA), or Synthetic Aperture Radar (SAR) altimeter,
is one of the most exciting advances in altimetry [45]. The along-track resolution is
significantly improved by an order magnitude (from several kilometers to a few
hundred meters), which is particularly useful to capture the small scale features.
Cryosat-2 is the first satellite to demonstrate the DDA approach, and Sentinel-3
satellites operate in DDA mode all the time [46, 47]. China and other countries are
also planning to launch altimeters of this type. A few investigations have been

Figure 7.
Detrended and deseasoned SLA time series based on ALES, MLE3, and MLE4, with 3-month smoothing (tide
gauge SLA—Noted TG—Is shown as reference).

SLA series ALES MLE3 MLE4

Agreement 5.12 4.82 4.88

Table 5.
Deseasoned and detrended SLA standard deviation w.r.t. tide gauge sea level (cm).
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reported to show the potential of the DDA technology, and solid contribution would
be made to the coastal community if more dedicated waveform processing and
geographic corrections approaches are developed and validated.

Acknowledgements

This study is supported by the National Natural Science Foundation of China
(Grant No. 41876209) and by the State Key Laboratory of Tropical Oceanography,
South China Sea Institute of Oceanology, Chinese Academy of Sciences (Project No.
LTO 1908). Much of the work reported in this chapter is the outcome of Xi-Yu Xu
during his visit in Laboratoire d’Etudes en Géophysique et Océanographie Spatiales
(LEGOS), Observatoire Midi-Pyrénées, France. Anny Cazenave and Florence
Birol, the collaborators of Xi-Yu Xu in Legos, are gratefully acknowledged for
their substantial help and insightful advice.

Author details

Xi-Yu Xu1*, Ke Xu1, Ying Xu2 and Ling-Wei Shi1

1 The Key Laboratory of Microwave Remote Sensing, National Space Science
Center, Chinese Academy of Sciences, Beijing, China

2 National Satellite Ocean Application Service, Beijing, China

*Address all correspondence to: xuxiyu@mirslab.cn

©2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

118

Estuaries and Coastal Zones - Dynamics and Response to Environmental Changes



References

[1] Vignudelli S, Kostianoy AG,
Cipollini P, Enveniste J, editors. Coastal
Altimetry. Berlin Heidelberg: Springer-
Verlag; 2011. 576p

[2] Fu LL, Cazenave A, editors. Satellite
Altimetry and Earth Science.
International Geophysics Series. Vol. 69.
San Diego: Academic Press; 2000. 463p

[3] Stammer D, Cazenave A, editors.
Satellite Altimetry over Oceans and
Land Surfaces. CRC Press; 2017. ISBN:
978-1-4987-4345

[4] Kaula W, editors. NASA
(Williamstown report): The Terrestrial
Environment, Solid-Earth and Ocean
Physics, Application of Space and
Astronomic Techniques. Report of a
Study at Williamstown, MA, NASA;
1969

[5] Fu L, Christensen E, Yamarone C,
et al. TOPEX/POSEIDON mission
overview. Journal of Geophysical
Research. 1994;99:24369-24381

[6] Menard Y, Fu LL, Escudier P, et al.
The Jason-1 mission. Marine Geodesy.
2003;26:131-146

[7] Lambin J, Rosemary M, Fu LL, et al.
The Jason-2 / OSTM mission. Marine
Geodesy. 2010;33:4-25

[8] Dumont JP, et al. Jason-3 Products
Handbook. CNES: SALP-MU-M-OP-
16118-CN; 2017

[9] Benveniste J. Towards more efficient
use of radar altimeter data. ESA
Bulletin. 1993;76

[10] Benveniste J, Roca M, Levrini G,
et al. The radar altimetry mission: RA-2,
MWR, DORIS, and LRR. ESA Bulletin.
2001;106:67

[11] Verron J, Sengenes P, Lambin J,
et al. The SARAL/AltiKa altimetry

satellite mission. Marine Geodesy. 2015;
38:2-21

[12] Xu K, Jiang JS, Liu HG. HY-2A radar
altimeter design and in flight
preliminary results. In: Proceedings of
the IEEE International Geoscience and
Remote Sensing Symposium.
Melbourne; 2013. pp. 1642-1644

[13] Birol F, Fuller N, Lyard F, Cancet M,
Niño F, Delebecque C, et al. Coastal
applications from nadir altimetry:
Example of the X-TRACK regional
products. Advances in Space Research.
2017;59:936-953. DOI: 10.1016/j.
asr.2016.11.005

[14] Passaro M, Cipollini P, Vignudelli S,
Quartly GD, Snaith HM. ALES: A
multimission adaptive subwaveform
retracker for coastal and open ocean
altimetry. Remote Sensing of
Environment. 2014;145:173-189

[15] Mercier F, Rosmorduc V, Carrere L,
Thibaut P. Coastal and Hydrology
Altimetry Product (PISTACH)
Handbook; CLS-DOS-NT-10-246. Paris,
France: CNES; 2010

[16] Berry PAM, Jasper A. Retracking
ERS-1 Land Altimeter Data Using an
Expert System. Southampton: U.K.
Geophysical Assembly; 1997

[17] Schwatke C, Dettmering D. Mission-
independent classification of altimeter
waveforms for applications in the Open
Ocean, at the coastal zone and over land.
In: 10th Coastal Altimetry Workshop.
Florence; 2017

[18] Brown G. The average impulse
response of a rough surface and its
applications. IEEE Transactions on
Antennas and Propagation. 1977;25:
67-74

[19] Hayne GS. Radar altimeter mean
return waveforms from near-normal–

119

Coastal Altimetry: A Promising Technology for the Coastal Oceanography Community
DOI: http://dx.doi.org/10.5772/intechopen.89373



incidence ocean surface scattering. IEEE
Transactions on Antennas and
Propagation. 1980;28(5):687-692

[20] Martin TV, Zwally HJ, Brenner AC,
Bindschadler RA. Analysis and
Retracking of continental ice sheet radar
altimeter waveforms. Journal of
Geophysical Research. 1983;88:
1608-1616

[21] Anzenhofer M, Shum CK, Rentsh M.
Coastal Altimetry and Applications.
Ohio State University Geodetic Science
and Surveying Technical Report No.
464; 1999. 36p

[22] Halimi A, Mailhes C, Tourneret J-Y,
Thibaut P, Boy F. Parameter estimation
for peaky altimetric waveforms. IEEE
Transactions on Geoscience and Remote
Sensing. 2013;51(3):1568-1577

[23] Hwang C, Guo J, Deng X, Hsu H-Y,
Liu Y. Coastal gravity anomalies from
retracked Geosat/GM altimetry:
Improvement, limitation and the role of
airborne gravity data. Journal of
Geodesy. 2006;80:204-216

[24] Bao LF, Lu Y, Wang Y. Improved
retracking algorithm for oceanic
altimeter waveforms. Progress in
Natural Science. 2009;19:195-203. DOI:
10.1016/j.pnsc.2008.06.017

[25] Yang L, Lin MS, Liu Q, Pan DL. A
coastal altimetry retracking strategy
based on waveform classification and
subwaveform extraction. International
Journal of Remote Sensing. 2012;33:
7806-7819

[26] Xu XY, Xu K, Birol F, Yang SB. HY-
2A satellite altimetry advanced
waveform processing offshore Hong
Kong. In: Proceedings of the IEEE
International Geoscience and Remote
Sensing Symposium.Valencia; 2018.
pp. 7668-7671

[27] Wingham DJ, Rapley CG,
Griffiths H. New techniques in satellite

tracking systems. In: Proceedings of the
IEEE International Geoscience and
Remote Sensing Symposium; 1986.
pp. 1339-1344

[28] Deng X, Featherstone WE,
Hwang C, Berry PAM. Estimation of
contamination of ERS-2 and POSEIDON
satellite radar altimetry close to the
coasts of Australia. Marine Geodesy.
2002;25:249-271

[29] Tseng KH, Shum CK, Yi Y, et al. The
improved retrieval of coastal sea surface
heights by retracking modified radar
altimetry waveforms. IEEE Transactions
on Geoscience and Remote Sensing.
2014;52(2):991-1001

[30] Brown S. A novel near-land
radiometer wet path-delay retrieval
algorithm: Application to the Jason-2/
OSTM advanced microwave
radiometer. IEEE Transactions on
Geoscience and Remote Sensing. 2010;
48:1986-1992

[31] Fernandes MJ, Lázaro C, Ablain M,
Pires N. Improved wet path delays for
all ESA and reference altimetric
missions. Remote Sensing of
Environment. 2015;169:50-74. DOI:
10.1016/j.rse.2015.07.023

[32] He-Guang L, Xi-Yu X, Le Y.
Analysis of the dependence on
retrackers of the Jason satellites
altimetry products. In: Proceedings of
the IEEE International Geoscience and
Remote Sensing Symposium. Valencia;
2018. pp. 7672-7675

[33] Ray RD, Egbert GD, Erofeeva SY.
Tide predictions in shelf and coastal
waters: Status and prospects. In:
Vignudelli S, Kostianoy AG, Cipollini P,
Benveniste J, editors. Coastal Altimetry.
Berlin: Springer; 2011. Chapter 7

[34] Lyard F, Lefevre F, Letellier T,
Francis O. Modelling the global ocean
tides: Modern insights from FES2004.
Ocean Dynamics. 2006;56:394-415

120

Estuaries and Coastal Zones - Dynamics and Response to Environmental Changes



[35] RayR. Status of modeling shallow-
water ocean tides: Report from Stammer
international model comparison project.
In: Proceedings of the NASA/CNES
Surface Water and Ocean Topography
(SWOT) Science Definition Team
(SDT) Meeting; 26–28 June 2014;
Toulouse, France; 2014

[36] Chan YW. Tide reporting and
applications in Hong Kong, China. 2006.
Available from: www.glosssealevel.org/
publications/documents/hong_kong
2006.pdf

[37] Lai WS, Matthew JP, Ho KY, et al.
Hong Kong’s marine environments:
History, challenges and opportunities.
Regional Studies in Marine Science.
2016;8:259-273

[38] Thibaut P, Amarouche L,
Zanife LOZ, Stunou N, Vincent P,
Raizonville P. Jason-1 altimeter ground
processing look-up correction tables.
Marine Geodesy. 2004;27:409-431

[39] Xu XY, Xu K, Wang ZZ, Liu HG,
Wang L. Compensating the PTR and
LPF features of the HY-2A satellite
altimeter utilizing look-up tables. IEEE
Journal of Selected Topics in Applied
Earth Observations and Remote
Sensing. 2015;8:149-159

[40] Dumont JP, Rosmorduc V,
Carrere L, et al. OSTM/Jason-2 Products
Handbook (Issue: 1 rev 11); SALP-
MU-M-OP-15815-CN; 2017

[41] Xu XY, Birol F, Cazenave A.
Evaluation of coastal sea level offshore
Hong Kong from Jason-2 altimetry.
Remote Sensing. 2018;10(2):282

[42] Masters D, Nerem RS, Choe C, et al.
Comparison of global mean sea level
time series from TOPEX/Poseidon,
Jason-1, and Jason-2. Marine Geodesy.
2012;35:20-41

[43] Chambers DP, Cazenave A,
Champollion N, et al. Evaluation of the

global mean sea level budget between
1993 and 2014. Surveys in Geophysics.
2017;38:309-327

[44] Ablain M, Legeais JF, Prandi P,
Marcos M, Fenoglio-Marc L, Dieng HB,
et al. Satellite altimetry-based sea level
at global and regional scales. Surveys in
Geophysics. 2017;38:7-31

[45] Raney RK. The delay/Doppler radar
altimeter. IEEE Transactions on
Geoscience and Remote Sensing. 1998;
36(5):1578-1588

[46]Wingham D, Francis CR, Baker S,
et al. CryoSat: A mission to determine
the fluctuations in Earth’s land and
marine ice fields. Advances in Space
Research. 2006;37(4):841-871

[47] Donlon C, Berruti B, Frerick J, et al.
The sentinel-3 mission overview. In:
Proceedings of the 2011 EUMETSAT
Meteorological Satellite Conference; 5–9
September; Oslo, Norway; 2011

121

Coastal Altimetry: A Promising Technology for the Coastal Oceanography Community
DOI: http://dx.doi.org/10.5772/intechopen.89373





Section 2

Observation and
Analysis of Coastal Waters

and Estuaries

123





Chapter 5

Structure and Dynamics of Plumes
Generated by Small Rivers
Alexander Osadchiev and Peter Zavialov

Abstract

The total share of small rivers in the influxes of fluvial water and suspended
matter to the world ocean is estimated at between 25 and 40%. On a regional scale,
this contribution can be even more significant for many coastal regions. In this
chapter, we show that dynamics of small river plumes is significantly different
from that of plumes generated by large rivers. Spatial structure of small plumes is
generally characterized by sharper horizontal and vertical gradients. As a result,
small plumes exhibit more energetic temporal variability in response to external
forcing. In this chapter, we address several dynamical features typical for small
plumes. We describe and discuss the response of small plumes to wind forcing
and river discharge variability, the interaction between neighboring small plumes,
and the generation of high-frequency internal waves in coastal ocean by small
rivers. We also substantiate the Lagrangian approach to numerical modeling of
small river plumes.

Keywords: river plumes, small rivers, plume dynamics, wind forcing,
plume interaction, internal waves, Lagrangian modeling

1. Introduction

River discharges inflow to sea and form buoyant river plumes at coastal areas in
many world regions. The total surface area and volume of river plumes are rela-
tively small as compared to the saline ambient sea. However, river plumes govern
land-ocean fluxes of fluvial water, sediments, nutrients, and pollutants and, thus,
significantly influence many physical, biological, and geochemical processes on the
continental shelf [1–6]. Structure, dynamics, and variability of river plumes are key
factors for understanding mechanisms of advection, convection, transformation,
accumulation, and dissipation of fluvial discharge as well as suspended and
dissolved river-borne constituents in the coastal sea [7–9].

Two groups of factors govern the processes of formation, spreading, and mixing
of river plumes. Immanent characteristics of local landscapes, namely shoreline and
sea bottom features, morphology of river mouths, and latitude, which define the
local magnitude of the Coriolis force, define the first group of factors [10–13]. The
second group consists of variable external forcing conditions, which include river
discharge, local wind, coastal circulation, tides, waves, and stratification of the
ambient ocean [14–21]. The structure and dynamics of a river plume also strongly
depend on its spatial scale. Sizes of river plumes vary from meters to hundreds of
kilometers due to large ranges of freshwater discharge rate among world river
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systems. Also, spatial scales of many river plumes have large variability within a
year caused by seasonal changes in river discharge rates. It results in diverse
patterns of formation, spreading, and mixing of a river plume on intra-annual time
scale [22–25].

General aspects of the structure and dynamics of river plumes as well as their
regional features were addressed in many previous studies. Nevertheless, these
works were mostly focused on large river plumes, while small rivers plumes
received relatively little attention. This is presumably caused by small influence of
individual small plumes on coastal sea as compared to large plumes. Also, most of
the world’s small rivers are not covered by regular hydrological and discharge
measurements, which result in a lack of information about their runoff volume and
variability [26, 27].

The total share of small rivers in the influxes of fluvial water and suspended
sediments to the world ocean is estimated at about 25 and 40%, respectively
[28, 29]. Furthermore, this contribution is much more significant on a regional scale
for many coastal regions. Under certain terrain and climatic conditions, the cumu-
lative discharge from small rivers can greatly increase in response to heavy rains
and become comparable to or even exceed the runoff of large rivers [30–33]. Flash
floods at small rivers caused by active precipitation events can strongly influence
the land-ocean buoyancy fluxes, heat, terrigenous sediments, nutrients, and
anthropogenic pollutants. Many studies showed that they can affect coastal
dynamics of certain world regions [13, 28, 34–37].

In this chapter, we focus on specific features of structure and dynamics of small
river plumes, which are not typical for large plumes. In Section 2, we address spatial
structure and temporal variability of small river plumes and analyze general aspects
of difference between small and large plumes. In Section 3, we describe the
Lagrangian numerical model that was specifically designed for simulation of
spreading and mixing of small river plumes and the associated transport of river-
borne suspended matter. Section 4 provides description and analysis of several
important dynamical features of small plumes including the response of small
plumes to wind forcing and river discharge variability (Section 4.1), the interaction
between neighboring small plumes (Section 4.2), and the generation of high-
frequency internal waves in small plumes by river discharge (Section 4.3). The
conclusions are given in Section 5.

2. Structure of small river plumes

The process of transformation of freshwater discharge as a result of its interac-
tion with saline sea water can be considered and analyzed on different spatial and
temporal scales. Initially, river discharge inflows to sea from a river mouth and
forms a sub-mesoscale or mesoscale water mass commonly referred as a river
plume, where salinity is significantly lower than of surrounding sea water. Buoy-
ancy force plays an important role in spreading and mixing of this freshened water
mass; therefore, dynamics of river plumes and ambient sea is different because of
salinity differences. Thus, salinity is the main characteristic that is used to distin-
guish river plumes and sea water, i.e., define the mixing zone where river plume
ends and sea water starts.

A river plume is generally formed by one or multiple distinct sources. Structure
and dynamical characteristics within a river plume are strongly nonhomogenous. In
particular, salinity and velocity field in vicinity of freshwater source/sources are
significantly different as compared to outer parts of a plume [9, 16]. A river plume
is spreading and mixing with adjacent sea water, which results in transformation of

126

Estuaries and Coastal Zones - Dynamics and Response to Environmental Changes



a river plume, but also influences physical, biological, and geochemical
characteristics of ambient sea. Strength and extent of this influence mainly depend
on volume of freshwater discharge and varies from negligible impact of small
plumes formed by rivers with low discharge rates on coastal sea [20, 24, 38] to
formation of stable freshened water masses in the upper sea layer on wide coastal
and shelf areas [11, 39–41]. The latter water masses, commonly referred as regions
of freshwater influence (ROFI), are characterized by more homogenous structure,
significantly as greater spatial scales and lower temporal variability, as compared
to river plumes.

We regard river plumes as water masses formed as a result of transformation of
freshwater discharge in coastal sea on diurnal to synoptic time scales, while ROFI
reproduce transformation of freshwater discharge on seasonal to annual time scales.
River plume embedded into ROFI reproduces a continuous process of transforma-
tion of freshwater discharge and, therefore, cannot be distinctly distinguished. On
the other hand, river plumes and ROFI have strongly different thermohaline char-
acteristics and dynamics. Therefore, interaction between river plumes and sur-
rounding ROFI significantly influences spreading dynamics and mixing of river
plumes on synoptic time scale [5, 25, 31–33].

In this chapter, we focus on small river plumes; therefore, we need to determine
characteristic properties of small plumes to distinguish them from large plumes. We
define small plumes as plumes that do not form ROFI; i.e., residence time of
freshened water in a small river plume is equal to hours and days. Dissipation of
freshened water as a result of mixing of a small plume with subjacent saline sea
limitedly influence ambient sea and does not result in accumulation of freshwater
in adjacent sea area. As a result, small plumes are characterized by sharp salinity
and, therefore, density gradient at their boundaries with ambient sea. This
density gradient hinders vertical energy transfer between a small plume and
subjacent sea.

This feature strongly affects spreading dynamics of a small plume due to fol-
lowing reasons. First, the majority of wind energy transferred to sea remains in a
small plume, because vertical momentum flux diminishes at density gradient
between a plume and subjacent sea. Thus, wind stress is concentrated in a shallow
freshened surface layer that causes higher motion velocity and more quick response
of dynamics of a small plume to variability of wind forcing, as compared to ambient
sea [42, 43]. Second, circulation of adjacent sea limitedly affects spreading dynam-
ics of a small plume, because density gradient hinders upward momentum flux
from subjacent sea to a small plume [44]. It results in wind-driven dynamics of
small plumes, which is characterized by very energetic temporal variability of their
positions, shapes, and areas [45–47]. Spreading pattern of a small plume can dra-
matically change during several hours that is regularly registered by in situ and
satellite data. High temporal variability of small plumes and their small vertical sizes
often result in large inhomogeneity of their horizontal structure.

3. Lagrangian modeling of small river plumes

An important role of buoyancy force and density gradients are key features of
dynamics of small river plumes, which is substantially different from dynamics of
ambient sea. Small plumes are characterized by sharp spatial gradients and high
temporal variability, while ambient sea has more stable and homogenous structure.
Thus, an Eulerian approach denoted by state equations for a fixed point of space is
suitable for modeling of complex dependences and feedbacks of sea dynamics, but
exhibits certain difficulties if applied for modeling of small plumes. On the other
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hand, a Lagrangian approach denoted by state equations for a moving parcel of
substance is more efficient for modeling of dynamically active processes and
coherent structures typical for small plumes.

We developed a Lagrangian model called Surface-Trapped River Plume Evolu-
tion (STRiPE) for simulating the spreading of small river plumes and the associated
transport of river-borne suspended sediments [45, 48]. STRiPE represents a river
plume as a set of Lagrangian parcels or homogeneous water columns extending
from the surface down to the boundary between the plume and the subjacent sea,
while their horizontal sizes are presumed to be relatively small. These parcels are
initially released from the river mouth and represent river runoff inflowing to sea.
The subsequent motion of a parcel is determined by the momentum equation
applied to this specific parcel. The overall set of parcels represents the river plume
at every step of the model. Thus, the temporal evolution of the plume is simulated.
We presume that the buoyant plume remains confined to the surface layer; there-
fore, the model describes the 2D motion of the parcels, although all parcels exhibit
vertical mixing with subjacent sea water. Salinity and density of an individual parcel
change in time until it eventually dissipates.

Motion equations, which are applied to an individual parcel, reproduce the
main forces that determine river plume dynamics, namely, the Coriolis force, the
pressure gradient force, the wind stress force, the friction at the lower boundary
of the plume, and the lateral friction (Figure 1). At every step of the computation,
the model reads the corresponding values from the input time series of river
discharge rate, wind stress, and ambient sea current velocity data. Then, the
model calculates the acceleration components (ax, ay) and the resulting velocity
components (u, v) for the whole set of parcels. The STRiPE model tracks individ-
ual parcels and, therefore, does not use any spatial grid for solving the motion
equations. However, an auxiliary horizontal grid with the respective increments
Δx and Δy in zonal and meridional directions is used to calculate the spatial
derivatives necessary for parameterizing the pressure gradient force and lateral
friction applied to the parcel. Continuous fields of velocity, depth, and density
within the plume are obtained by extrapolating the respective values from the
overall set of parcels.

Figure 1.
Schematic of the forces applied to an individual parcel of a river plume.
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The momentum equations for an individual parcel are the following:
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where ux,y; vx,y
� �

are the interpolated velocity components at the x; y
� �

grid
node, f is the Coriolis parameter, τx; τy

� �
are the wind stress components, ρ is the

density of water in the parcel, h is the height of the parcel, ρx,y is the interpolated
density at the x; y

� �
grid node, hx,y is the interpolated height at the x; y

� �
grid node,

μh, μv are the horizontal and vertical eddy viscosity coefficients, usea; vseað Þ are the
ambient sea currents velocity components, ρsea is the ambient sea water density,
and g is the gravity acceleration. The superscripts denote the model time steps. The
first term in Eq. (1) denotes the Coriolis force, the second term stands for the wind
stress, the third and fourth terms denote the bottom and lateral friction, and the
fifth term stands for the pressure gradient force. After the acceleration components
ax; ay
� �

are obtained from the momentum equations, the final velocities (u, v) for
the period (t, tþ Δt) are calculated from kinematic formulas:

uiþ1 ¼ ui þ aiþ1
x Δt,

viþ1 ¼ vi þ aiþ1
x Δt:

(2)

In order to simulate the small-scale horizontal turbulent mixing, the determin-
istic approach described above was complemented by the random-walk Monte
Carlo method [49]:
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where x; y
� �

are the coordinates of an individual parcel, Δt is the time step, Dh is
the horizontal diffusion coefficient depending on the velocity field as specified
below, and ηx, ηy are the independent random variables with standard normal
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distribution. The horizontal diffusion coefficient used above was calculated from
the Smagorinsky formula [50]:

Di
h ¼ ζhΔxΔy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uixþΔx,y�uix�Δx,y

Δx

� �2

þ 1
2

vixþΔx,y � vix�Δx,y

Δx
þ ui

x,yþΔy � ui
x,y�Δy

Δy

 !2

þ

þ vix,yþΔy�vix,y�Δy

Δy

� �2

,

vuuuuuuuuuuuuut

where ζh is the scaling coefficient.
The simulation of the vertical dissipation of a plume parcel is based on the

salinity diffusion equation and assumption that density depends linearly on salinity:

∂ρ

∂t
¼ Dv

∂
2S
∂z2

, (4)

or, in a discrete form,

ρiþ1 ¼ ρi þDi
v

ht

ρsea � ρi

hi
Δt: (5)

where Dv is the vertical diffusion coefficient and ht is the vertical turbulence
scale. Hence, as the saline water from the subjacent sea is entrained into the plume
gradually replacing the freshwater, the density of water in the parcel increases,
while its height decreases according to the following linear equation:

∂h
∂t

¼ �Di
v

ht
, (6)

or, in a discrete form,

hiþ1 ¼ hi � Di
v

ht
Δt: (7)

The vertical diffusion coefficient divided by the vertical turbulence scale used
above was calculated using the following parameterization based on Richardson
number [51]:

Di
v

ht
¼ ζvμ

i
v 1�min 1;Rii

� �2� �3
, (8)

where ζv is the scaling coefficient, Rii ¼ Ni2

Si
2 is the Richardson number,

Ni ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g
ρi
ρsea�ρi

hi

q
is the buoyancy frequency, and Si ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ui�uiseað Þ2þ vi�viseað Þ2

q

hi
is the verti-

cal shear.
Transport and settling of fine suspended sediments discharged from the river

mouth is also simulated by STRiPE. In horizontal direction, sediment particle is
defined as a passive tracer of a river plume; i.e., the horizontal movement of a
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sediment particle is defined by velocity fields calculated within a plume at every
modeling step. Vertical movement is calculated individually for every sediment
fraction, which have different sizes of particles. For this purpose, we use a combi-
nation of a deterministic component defined by sinking of a particle under the
gravity force and a stochastic random-walk scheme that reproduces influence of
small-scale turbulent mixing. Sediment particles are initially released from the river
mouth with river water. During its motion, a particle sinks within the river plume
until it reaches the mixing zone between the river plume and the subjacent sea
water. After the particle descends beneath the lower boundary of the plume, it is
regarded as settled to ambient sea and is stopped to be simulated by STRiPE. The
STRiPE is intended to simulate transport of relatively small particles with diameter
less than 10�4 m; therefore, gravity-induced vertical motion is determined by

Stokes’ law, and particle settling velocity ws is calculated as follows: ws ¼ gd2 ρs�ρið Þ
18μρi ,

where d is the sediment particle diameter, ρs is the sediment particle density, and μ
is the dynamic water viscosity.

The total vertical displacement of a sediment particle determined by gravita-
tional sinking, vertical advection, and turbulent mixing was parameterized by the
random-walk Monte Carlo method, which represents features of spatially
nonuniform turbulent mixing:

Δz ¼ ws þ ∂K
∂z

� �
Δtþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
3
Kv zþ 1

2
∂Kv

∂z
Δt

� �
Δt

s
η, (9)

where Δz is the vertical displacement of a particle, Kv is the vertical diffusion
coefficient, and η is a random process with standard normal distribution.

The main advantage of STRiPE lies in its computational efficiency in simulating
spreading and mixing of river plumes as compared to Eulerian models. However,
STRiPE does not reproduce any influence of a river plume on the ambient ocean,
which is an important issue for large river plumes. Thus, STRiPE should be applied
for simulation of spreading and mixing of small river plumes that limitedly influ-
ence the ambient sea.

4. Dynamics of small river plumes

In this section, we address dynamical features of small river plumes using the
case study of the Mzymta plume and other small river plumes formed along the
Russian coast of the Black Sea (RCBS) between the city of Novorossiysk and the city
of Sochi (Figure 2). The drainage basin of RCBS is a narrow area (10–40 km wide)
limited by the Greater Caucasus range at the east and the sea coast at the west. Steep
gorges of this range form the drainage basins of several dozens of rivers that
discharge to the sea at RCBS. Watershed basin areas of these rivers are relatively
small, and the total freshwater runoff from the study region to the sea is estimated
as 7 km3 in a year [52].

Multiple buoyant plumes are formed along the coast of the study area. The
largest plume is generally formed by the Mzymta River, which is the largest river of
RCBS with mean monthly discharge equal to 20–120 m3/s. The area of the Mzymta
does not exceed 10 km2 under average climatic discharge conditions. However, it
can increase up to 50 km2 during spring and summer freshet periods. Areas of the
other river plumes of RCBS are even smaller except for rain-induced flash flooding
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periods. The rivers of the study region are significantly more turbid, as compared to
sea water, due to elevated concentrations of terrigenous suspended sediments. As a
result, surface salinity and turbidity show good correlation within the river plumes.
Thus, optical satellite imagery can be effectively used to detect river plumes of
RCBS [45, 46]. Both in situ and satellite measurements revealed high spatial and
temporal variability of the river plumes of RCBS. Their areas, positions, and shapes
can significantly change during several hours in response to variations of river
discharge and local wind forcing [42, 43, 45].

4.1 Wind forcing and small river plumes

We used near-simultaneous ocean-color satellite imagery from NASA’s Landsat
8 and ESA’s Sentinel-2 missions to reconstruct surface currents along RCBS and
study spreading dynamics of small river plumes formed in this area [53]. Several
times a year, Landsat 8 and Sentinel-2 satellites both pass over the study area within
a time interval of less than 10 minutes. The obtained near-simultaneous ocean-color
composites can be used to reconstruct surface sea currents. In particular, they can
be applied for detection of motion of frontal zones of river plumes, which are visible
in optical satellite images. We used an optical flow algorithm applied to near-
simultaneous Landsat 8 and Sentinel-2 images to reconstruct surface currents
within the Mzymta plume. The obtained results reveal significant differences in
wind-driven dynamics of the Mzymta plume and large plumes [12, 16, 54–58].

The main features of the dynamics of the Mzymta plume reconstructed from
the satellite imagery are the following. First, the near-field part of the Mzymta
plume is smaller than it is estimated by relevant parameterizations based on river
discharge parameters designed for large plumes. Second, under low-wind-forcing
conditions, the mid-field plume, i.e., a recirculating bulge adjacent to the river
mouth, is not formed. The near-field freshwater jet directly transitions to the
far-field part of the plume near the Mzymta mouth. Finally, during upwelling,
onshore, and offshore wind-forcing periods, the wind-induced Ekman transport
within the Mzymta plume occurs at a wide range of angles to the wind direction. It
changes from values of 60–80° near the Mzymta mouth to 30–40° at the far-field
part of the plume.

Figure 2.
Location of the largest rivers and cities of the Russian coast of the Black Sea.
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We presume the following physical interpretation of dynamical features of a
small plume described above. The Mzymta River has a rapid flow (1–2 m/s), but is
relatively shallow (1–1.5 m) in its mouth. Thus, relatively small volume of fresh
water inflows to sea from the Mzymta River mouth at a relatively high speed. This
jet is then abruptly decelerated by the vertical friction with the subjacent sea and
the initial inertia of the jet decays in vicinity of the river mouth. Thus, according to
the reconstructed surface velocity fields, size of the inertia-governed near-field part
of the Mzymta plume is relatively small (1–2 km). It is of one order of magnitude
less than, first, was reported by in situ measurements for river plumes formed by
rivers with similar discharge rates but lower river inflow velocities [24, 38, 59, 60],
and, second, theoretical values of near-field part of a plume numerically estimated
by formulae described by [12, 54].

The near-field jet abruptly decelerates and forms a sharp pressure gradient in
vicinity of the river mouth, which is directed seaward. As a result, anticyclonic
recirculation flow directed to the river mouth is hindered by the pressure gradient
force. Thus, the large river inflow velocity and low river discharge volume are the
limiting factors for formation of an anticyclonic bulge under low wind-forcing
conditions. On the other hand, in case of low velocity and/or a large volume of river
inflow, it is not abruptly decelerated in vicinity of the river mouth, and strong
velocity and pressure gradients are not formed.

Strong nonuniformity of motion patterns of different parts of the far-field
plume in response to wind forcing are revealed by the reconstructed surface veloc-
ity fields. Upwelling, onshore, and offshore winds induce spreading of the most
stratified parts of the plume adjacent to the Mzymta mouth at an angle of up to 80°
to the direction of wind forcing. On the other hand, this angle diminishes to 30–40°
at the less stratified outer parts of the plume. This effect is presumed to be
caused by inhomogeneity of Ekman layer depth due to strong variability of stratifi-
cation of the Mzymta plume. These results are supported by numerical experiments
focused on relation between parameters of Ekman transport and river plume
stratification [61].

Dynamical features of the Mzymta plume described above significantly influ-
ence its structure, spreading patterns, and the associated transport of suspended
and dissolved river-borne constituents. First, freshwater discharge does not accu-
mulate at the small near-field part of the Mzymta plume, which is not the case for
large rivers [9, 15, 55]. As a result, freshwater discharge is mainly accumulated at
the far-field part of the Mzymta plume. Winds cause spreading of a far-field plume
along the direction of Ekman transport till it is limited by a coastline. Thus, location
of a restraining coastline defines two stable states of a plume, which are generally
indicated by downstream/upstream location of a sharp plume front. First, an
alongshore downstream current is formed if spreading of a small plume is limited
by a downstream coastline. Second, a small plume is arrested near its estuary if its
spreading is restrained by an upstream coastline.

The observed large angles between surface flow and wind-forcing directions at
the strongly stratified part of the Mzymta plume causes significantly different
wind-govern spreading patterns of a small plume, as compared to large plumes
(Figure 3). Upstream spreading of large river plumes is caused by upwelling wind
forcing [22, 62, 63], while upstream spreading and accumulation of a small plume
was observed only during onshore winds. On the opposite, upwelling wind forcing
induced intense offshore spreading of a small plume, while largest cross-shore
scales of large plumes were registered during offshore wind-forcing conditions
[64, 65]. Downstream spreading of a small plume as an alongshore coastal current
during downwelling wind-forcing conditions is similar to spreading patterns
observed for large plumes [22, 62, 66–68].
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4.2 Interaction between small river plumes

The Mzymta River has a drought period from late summer to the end of winter
and a freshet period in spring and early summer caused by snow melting. All other
rivers of the study region are mainly rain-fed and are prone to regular flash floods
that provide the majority of their total annual runoff. These flash floods are char-
acterized by sharp rises and falls of discharge due to small sizes (<900 km2) and
steep relief of the drainage basins and their high drainage densities (0.85–1.05). It
results in quick response of discharge of these rivers on precipitation events, which
can significantly increase during several hours after a heavy rain [69].

Under average climatic discharge conditions, plumes formed by small rivers at
RCBS are distinctly separated because their spatial scales do not exceed the dis-
tances between the river estuaries. However, during rain-induced floods, the areas
of the river plumes significantly increase, and the plumes can collide and coalesce
with neighboring plumes (Figure 4). As a result, the point-source spread of conti-
nental discharge dominated by several large rivers under average climatic condi-
tions can change to the line-source discharge from numerous small rivers situated
along the coast in response to heavy rains. We studied interaction between these
river plumes using a nested combination of the INMOM [70, 71] and the STRiPE
numerical models [25]. The Eulerian model INMOM reproduced general ocean

Figure 4.
Satellite-derived surface TSM distribution at the Russian coast of the Black Sea before (a) and after (b) a heavy
rain, illustrating collision and coalescence of multiple small plumes at RCBS in response to rain-induced
flooding event.

Figure 3.
Schematic of spreading patterns of a small river plume and the related locations of sharp frontal zones of a
plume under (a) downwelling, (b) onshore, (c) upwelling, (d) offshore, and (e) low wind-forcing conditions.
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circulation at the northeastern part of the Black Sea and provided boundary condi-
tions for the Lagrangian model STRiPE, which was used for simulating the dynam-
ics of river plumes.

Numerical experiments showed that short-term rain-induced flooding events
significantly influence sediment transport and deposition patterns at RCBS. Under
average climatic discharge conditions, the total runoff of fluvial water and terrige-
nous sediments in the study area is dominated by several largest rivers. Discharge of
fresh water and terrigenous sediments from the small rivers is relatively low. As a
result, plumes formed by small rivers have small sizes, small water residence time,
and their influence on coastal sea is almost negligible. Thus, river discharges affect
local water quality and sediment accumulation only near the estuaries of several
largest rivers. Heavy rains can induce a rapid and substantial increase in discharge
of fresh water and terrigenous sediments from the small rivers of the study region.
During these flash flooding periods, areas of small plumes substantially increase,
neighboring plumes coalesce, and strips of freshened water masses can be formed
along large segments of the seashore.

Numerical modeling revealed that interaction between river plumes signifi-
cantly influence their structure and dynamics. During flash flooding periods,
alongshore strips of freshened and turbid water are formed in the study region and
their total length can exceed 200 km. The resulting line-source discharge pattern
induces switch in dynamics of river plumes and transport pathways of river-borne
suspended and dissolved matters at RCBS. The mixing intensity between the
plumes and the adjacent strips of freshened and turbid water is relatively low due to
the decrease of salinity gradient. As a result, the river plumes exhibit slower dissi-
pation, have larger spatial scales, and have larger water residence time, as compared
to point-source discharge conditions. Moreover, line-source discharge conditions
induce alongshore geostrophic currents of turbid and freshened water. These cur-
rents induce the intense alongshore transport of river-borne sediments in a north-
western direction. This process strongly affects local water quality and causes active
sediment accumulation along large segments of the sea shore at the study region, as
compared to point-source discharge conditions.

4.3 Generation of high-frequency internal waves

High-frequency internal waves propagating offshore in small river plumes are
regularly observed in satellite imagery in many world regions. In particular, Landsat
8 and Sentinel-2 ocean-color composites regularly reveal surface expressions of
high-frequency internal waves propagating in small river plumes of RCBS [72].
Sources of these internal waves are small areas (100–200 m long and 25–100 m
wide) adjacent to river mouths and elongated in directions of river inflows
(Figure 5a). These waves propagate offshore from their source areas, and their
surface expressions are distinctly observed at optical satellite imagery only within
river plumes. These waves dissipate within river plumes at a distance of order of
several kilometers from the river mouths or at lateral boundaries of river plumes, if
size of a river plume is less than the decay distance of the internal waves. Ranges of
wavelengths, phase speeds, and periods of internal waves reconstructed at multiple
river plumes of the study region using satellite imagery are equal to 30–60 m, 0.45–
0.65 m/s, and 65–90 s, respectively.

We presume the following mechanism of generation of internal waves described
above by discharges of small and rapid rivers (Figure 5b). Velocity of a river runoff
is of one order of magnitude higher than velocity of coastal circulation. It causes
abrupt deceleration of a freshened flow, increase of its depth, and formation of a
hydraulic jump. The resulting switch of flow conditions from supercritical to
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subcritical state causes generation of high-frequency internal waves. These waves
propagate offshore in a stratified layer between the river plume and the subjacent
saline sea. If the internal waves reach lateral boundary of a river plume, they
abruptly dissipate due to relatively low stratification in the ambient sea. Thus,
energy of internal waves is transformed to turbulence and increase mixing between
the river plume and the subjacent sea.

A hydraulic jump described above is formed by river runoff under certain
conditions that depend on properties of a river flow, ambient sea water, and a local
topography. First, a supercritical freshened flow in vicinity of a river mouth is
formed only if a river current is fast enough. At the same time, a freshened flow is
abruptly decelerated by friction with ambient sea only if its kinetic energy, i.e.,
river discharge rate, is relatively low. Second, transformation of kinetic energy of a
river flow to potential energy of a hydraulic jump depends on local salinity anomaly.
Therefore, ambient sea salinity has to be high enough, which occurs in absence of
intense freshwater accumulation in vicinity of a river mouth. Third, depth of a
plume has to be smaller than sea depth near a river mouth. In this case, a river
plume does not exhibit friction with sea bottom, which can hinder formation of a
hydraulic jump.

Many small and rapid mountainous rivers that inflow to deep coastal sea areas
correspond to the conditions listed above. These rivers have small but steep drain-
age basins that result in high flow velocities and small discharge rates. Steep coastal
bathymetry typical for mountainous coasts provides quick renewal of sea water in
vicinity of river mouths by coastal circulation. Discharges of such rivers form
hydraulic jumps and generate internal waves in many world coastal regions (New
Guinea, New Zealand, Mexico, Peru, Chile, Taiwan, etc.), which is regularly
observed by satellite imagery. Moreover, many of these regions have regular flash
flooding events on small rivers during rainfall [25, 30, 73]. The resulting simulta-
neous generation of high-frequency internal waves from multiple and closely
spaced river mouths was registered in several of the mountainous regions
listed above.

The processes of generation, propagation, and dissipation of internal waves
described above induce transformation of river flow kinetic energy to turbulence in
frontal zones of a river plume. As a result, these processes increase mixing in
bottom and lateral boundaries of a plume and reduce freshwater volume accumu-
lated in a river plume. This pattern of energy transform observed for small rivers of
RCBS is significantly different from those that are typical for larger rivers and/or
rivers with less rapid currents, which discharges form recirculating bulges in vicin-
ity of river mouths instead of hydraulic jumps [9, 15, 56]. As a result, a kinetic
energy of a river flow transforms to pressure gradient potential energy and kinetic
energy of a bulge anticyclonic flow. In this case, increase in a kinetic energy of a

Figure 5.
WorldView-3 ocean color composite of the Mzymta plume from April 4, 2017 illustrating the formation and
propagation of internal waves with high spatial resolution (a). Schematic of formation of a hydraulic jump and
generation of internal waves by river discharge (b).
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river flow increases freshwater accumulation rate within a bulge and decreases
mixing between a river plume and ambient sea [9, 15]. Therefore, generation of
internal waves is an important feature of river plumes formed by small and rapid
rivers, which strongly affects their structure and dynamics.

5. Conclusions

In this chapter, we described specific features of structure and dynamics of small
river plumes, which are significantly different from those typical for large plumes.
Small river plumes are river plumes with small residence time of freshened water
(hours and days), which mixing with ambient sea limitedly influences its salinity.
Small plumes have sharp salinity gradients at their boundaries with ambient sea,
which hinders vertical energy transfer between a small plume and subjacent sea. As
a result, small plumes are mainly wind driven, while the role of circulation of
ambient sea in their dynamics is negligible.

Small plumes are characterized by energetic temporal variability and inhomo-
geneous horizontal structure. Position, shape, and area of a small plume can signif-
icantly change during several hours in response to variability of wind forcing and
river discharge rate. Small plumes have very small near-field part and do not form a
recirculating bulge adjacent to river mouths due to efficient deceleration of
inflowing river runoffs and quick decay of their initial inertia. The wind-induced
Ekman transport within a small plume occurs at a wide range of angles to the wind
direction during upwelling, onshore, and offshore wind-forcing periods with the
largest values in the near-field part of a plume. Interaction between neighboring
small plumes can strongly influence their structure and dynamics. Collision and
coalescence of multiple small plumes in response to rain-induced flooding events
results in the decrease of mixing intensity within small plumes and intensification
of their alongshore spreading.

Finally, high-frequency internal waves are generated in certain small plumes
formed by rivers with high flow velocity. Such a river inflows to coastal sea,
abruptly decelerates, and forms a hydraulic jump in vicinity of a river mouth.
Formation and relaxation of a hydraulic jump induces generation of high-frequency
internal waves that propagate offshore. These internal waves strongly influence
turbulence and mixing at a stratified layer between a buoyant river plume and
subjacent ambient sea.
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Chapter 6

Circulations in the Pearl River
Estuary: Observation and
Modeling
Jiayi Pan, Wenfeng Lai and Adam Thomas Devlin

Abstract

This chapter reports a cruise survey on the Pearl River Estuary (PRE) and
adjacent costal water in the period between May 3, 2014 and May 11, 2014. The
circulation and salinity structure were sampled for different tidal phases. With
the cruise data, a “sandwich” structure of the lateral salinity distribution and a
two-layer structure of longitudinal circulation were identified, together with high
variations influenced by wind and tide. Furthermore, longitudinally orientated
convergence or divergence of the lateral velocity close to the channel location for
certain tidal conditions was observed. The finite volume community ocean model
(FVCOM) is configured and run with high spatial resolution of 100 m in the PRE.
An atmospheric model, the Weather Research and Forecasting (WRF) Model, is
also run to provide high spatial and temporal resolution of atmospheric forcing for
the FVCOM. The FVCOM modeling skill assessment is conducted using the cruise
salinity and velocity data, as well as water levels, showing that the model can well
simulate the velocity and salinity structures. The numerical model reveals that there
is a strong neap-spring cycle for the PRE de-tided circulation with 0.37 m s�1 during
the neap tide about 42% stronger than that (0.26 m s�1) during the spring tide in
the surface layer.

Keywords: Pearl River Estuary, cruise observation, FVCOM, estuarine circulation

1. Introduction

The Pearl River Estuary (PRE) is located along the coast of Guangdong Province
in China between 113°E and 115°E and 21°N and 23°N, in a trumpet-like shape with
a width of �5 km at the northern (upper) end and �35 km at the southern (lower)
end (Figure 1). The Pearl River freshwater flows into the northern South China Sea
(NSCS) through eight inlets, named Modaomen, Humen, Hongqili, Jiaomen,
Jitimen, Hengmen, Yamen, and Hutiaomen, with an annual average discharge of
10,000 m3 s�1 [1]. The river discharge reaches a maximum of 20,000 m3 s�1 in the
wet summer and has a minimum of 3600 m3 s�1 in the dry winter, combining the
discharge of all eight inlets together. In particular, four major inlets (Humen,
Jiaomen, Hongqimen, and Hengmen) located along the west shore of the PRE
contribute more than half of the total discharge [2]. There are two longitudinal
channels in the central region and on the eastern side, connecting the Pearl River
Estuary with the NSCS. The east channel connects the coastal water through the
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Urmston Road near the east bank of the PRE and the west one through the Lantau
Channel along the middle estuary. Except for these channels where the water depth
varies between 5 and 15 m, most of the PRE is shallow with a water depth between 2
and 10 m; outside the estuary, the water depth increases to more than 20 m, and the
isobaths are approximately parallel with the coastline with a strong cross-shelf
gradient on the shelf. Furthermore, the coastline is complex around the PRE and
its adjacent shelf, with many small islands scattered around the estuary mouth and
coastal bays. These geometric and topographic features can greatly affect the
circulation in both the estuary and the coastal region.

Generally, the circulations of the PRE consist of the buoyant gravitational circu-
lation associated with the freshwater discharge and the complicated bathymetry,
the tidal currents, and the wind-driven currents [1, 3]. The PRE is a micro-tidal
estuary, and the M2 and K1 constituents dominate the tidal currents, which have a
1.0 m tidal range inside the PRE [4]. The mean tidal range just outside the PRE is
0.85–0.95 m [2]. The tidal currents also can change stratification structures in the
PRE and play a vital role in the vertical mixing, especially in the shallow near-shore
region [5, 6]. Using the Princeton Ocean Model (POM) with curvilinear orthogonal
grid to study the Pearl River plume, Wong et al. [3] found that the water column
near the head of the estuary becomes well mixing owing to tidal mixing and the
moderate southwesterly wind has limited effects on the circulation inside the PRE
[3, 7]. The circulation in the upper estuary and northern part of the lower PRE is
characterized by the seaward gravitational current. However, the southern part of
the lower estuary is governed by the competition between gravitational current and
geostrophic intrusive currents from the shelf [5]. Based on cruise survey data and
numerical modeling of the PRE for the summer time, Pan et al. [6] revealed the role
that wind and tidal forcing play in determining plume dynamical properties and
concluded that the density structure in the PRE can be modulated by the wind with
strong stratification under the southwesterly wind and weak stratification under the
southeasterly wind [8]. Under the southeasterly wind during spring tide, an anti-
cyclonic circulation bulge appeared, with a Kelvin number of 0.93 and a supercrit-
ical Froude number of 1.45. Under southwesterly wind during a neap tide, the
plume displayed a diffusive front, with a Kelvin number of 2.9 and a Froude
number of only 0.07 [8]. The turbulent mixing in PRE is governed by the tidal
strength, and the wind stirring tends to increase the internal shear instability
mixing in the recirculating plume bulge [6]. Observation and modeling reveal that

Figure 1.
The northern South China Sea region (a) and the Pearl River estuary (b) with bathymetry contours (meter).

146

Estuaries and Coastal Zones - Dynamics and Response to Environmental Changes



strong mixing appeared in the bottom layer on the larger ebb, caused by the
vigorous bottom stress.

The spreading of the plume in the surrounding coastal waters is controlled by
the wind stress and ambient currents. The easterly or southeasterly wind drives the
plume westward, and southerly or southwesterly wind forces the plume eastward
[3, 8, 9]. The wind-driven coastal current closely interacts with the estuarine circu-
lation in the lower part of the PRE [1]. Ou used the field measurement data to
investigate the dynamics of the buoyant plume near the PRE, suggesting four major
horizontal plume types in summer [9]. These types are offshore bulge spreading,
westward alongshore spreading, eastward offshore spreading, and symmetrical
alongshore spreading. In this chapter, we report detailed cruise observations on the
PRE water current and the salinity structure. A numerical model of high spatial
resolution is developed in the PRE, which can well simulate the circulations
of the PRE.

2. Cruise observation

A hydrographic cruise survey for collecting in situ data of marine environmental
parameters in the PRE was conducted during the period between May 3, 2014 and
May 11, 2014. The instruments used to collect the in situ data in this cruise survey
were a sea surface sampling Seabird CTD (conductivity, temperature, and depth)
for sea surface sampling, an RDI 600 kHz acoustic Doppler current profiler
(ADCP), and a Sea and Sun Technology CTD. The RDI ADCP was mounted on the
right side of the cruise ship. With these instruments, the underway surface

Figure 2.
Time periods of cruise transects together with the sea level at the Shek Pik Station (the location is shown in
Figure 3c) (a). The 6-hourly wind condition from the NCEP/NCAR reanalysis data over the PRE (b).
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salinity, temperature, density, and underway profiles of currents were collected,
and additionally, the CTD profiles at a number of CTD cast stations along the
cruise transects were also collected. Figure 2a displays the tidal conditions at the
Shek Pik Station, located in the south of the Lantau Island near the mouth of the
PRE (as shown in Figure 3c), and the observed periods of different transects. The
6-hourly wind conditions from the NCEP/NCAR reanalysis data over the PRE
region during the cruise period are shown in Figure 2b. The cruise transects and
CTD cast stations across the PRE are illustrated in Figure 3. During this cruise, a
typical East Asian monsoon transition process happened with relatively weak wind
strength. The northeasterly/easterly winds prevailed during a spring to neap tide
transition from May 4, 2014 to May 6, 2014 (Figure 3a). From May 7, 2014 to May
9, 2014, the winds turned to be the easterly/southeasterly and the spring tide
changed to neap tide (Figure 3b), and the southerly/southwesterly winds prevailed
during a neap tide from May 10, 2014 to May 11, 2014 (Figure 3c).

Table 1 lists the tidal phases and wind conditions during different observed
transects. Transects B and D were in flood phases during the spring tide under
northeasterly winds, whereas transects C and F were in ebb phases. Transect H was
during the flood under the easterly wind. In the neap tide period, transect I was
during ebb under the southeasterly wind, whereas Transect J was during on the
flood tide. Under the southerly wind, transect M was from flood to ebb, whereas
transects N and O were during ebb. This data set has high sampling spatial resolu-
tion coverage over the PRE in a spring-neap cycle, which is particularly useful to
identify the salinity and circulation characteristics and to validate model results.

Figure 3.
The cruise transects and the CTD cast stations: Under northeasterly/easterly winds (a), under easterly/
southeasterly winds (b), under southerly/southwesterly winds (c). The red pentagram shows the location of the
Shek Pik tide gauge station.
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3. Observation results

3.1 Surface salinity

Figure 4 displays the observed surface salinity along the cruise tracks under the
wind mainly in the northeasterly during the spring tide from 4 to 7 May (a) and
during the neap tide under the wind mainly in the southerly from May 8, 2014 to
May 11, 2014 (b). Under the northeasterly wind during the spring tide, freshwater
flowed into the coastal sea mainly on the west side of the estuary due to the Coriolis
force and the wind forcing, and high salinity water appeared in mid-estuary of the
Lantau Channel, implying a high salinity intrusion along the channel. There was a
strong salinity gradient in the cross-estuary direction. When the southerly winds
dominated during the neap tide, the surface salinity in the estuary is lower than that
under the northeasterly wind during the spring tide in the mid-estuary and on the
west side, and the surface low salinity water may further spread to the west side.
The asymmetry in the surface spatial distribution of the salinity suggests the influ-
ence of the wind and tidal forcing on the estuary stratification. In the spring tide
and the easterly wind, the low salinity water is confined on the west side and the
stratification is weak, while in the neap tide and southerly wind, the stratification is
enhanced. Wind forcing is an obvious factor influencing the spatial surface salinity
distribution and the stratification [8]. Another important factor is the tidal mixing
that is higher in the spring tide and weaker in the neap tide. The stronger turbulent
mixing in the spring tide might further decrease the stratification, resulting in
higher horizontal salinity gradient in the cross-estuary direction. In the neap tide,
the weaker mixing may facilitate the formation of the stratified water in the PRE.

Date and time (local time) Transect Tidal phase Wind

04 May
09:43–13:13

Transect B Flood/spring Northeasterly

04 May
13:53–16:16

Transect C Ebb/spring Northeasterly

05 May
09:01–11:51

Transect D Flood/spring Northeasterly

05 May
14:22–16:45

Transect F Ebb/spring Northeasterly

07 May
07:22–15:09

Transect H Flood/neap Easterly

08 May
08:58–12:38

Transect I Ebb/neap Southeasterly

08 May
13:00–15:23

Transect J Flood/neap Southeasterly

09 May
13:50–15:16

Transect M Flood to ebb/neap Southerly

10 May
9:00–11:33

Transect N Ebb/neap Southerly

10 May
12:00–15:01

Transect O Ebb/neap Southerly

Table 1.
Observed tidal phases and wind conditions for different transects.
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3.2 Cross-channel salinity distribution and velocity

Figure 5 shows the sectional salinity and current velocity along transects B and
C. Transects B and C were under the northeasterly wind during the spring tide on
the flood and ebb, respectively. In order to remove high-frequency noises, a 2D
rotationally symmetric Gaussian low-pass filter with a (3� 3) size is used to process
the ADCP data. The positive directions of the coordinate system of the current
field are in the northward (y) and the eastward (x). Both transects B and C are
almost the cross-estuary survey tracks, crossing the Lantau Channel in the mid-
estuary. On the flood tide during transect B, the higher salinity water occupied
the Lantau Channel, and lower salinity water was located on the two sides
(Figure 5a). The freshwater was confined on the west side of the estuary; therefore,

Figure 4.
Observed surface salinity along the cruise tracks under the wind mainly in the northeasterly during spring tide
from 4 to 7 May (a) and during neap tide under the wind mainly in the southerly from May 8, 2014 to
May 11, 2014 (b).
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the salinity on the east side was higher than that on the west side. The isohalines
were almost vertical on the west side with relatively strong stratification just in the
Lantau Channel. The cross-estuary current was relatively weak with a westward
flow at the surface, whereas a velocity divergence appeared in the Lantau Channel,
with the eastward (positive) velocity on the east side and westward (negative)
velocity on the west side of the Lantau Channel (Figure 5b). On the flood tide of
transect B, the water flowed into the estuary (northward/landward) with the
strongest current on the west side of the Lantau Channel; when the flood tide
turned to the ebb tide, the northward current was weaker and reversed on the east
side (Figure 5c).

When the tide was turning from flood to ebb during transect C, the salinity
reached a maximum (more than 24 psu) in the Lantau Channel (Figure 5d) (vs.
21 psu for transect B). Furthermore, the turbulent mixing was enhanced in the
Lantau Channel, resulting in weak stratification during transect C. On the ebb in
transect C, the freshwater flowed out of the estuary with seaward current in the
surface, especially on the west side; at the bottom layer in the Lantau Channel, a
landward current appeared for the flood to ebb transition (Figure 5f). The cross-
channel current was highly complex with alternating convergence and divergence
(Figure 5e).

During both of the transect B and C periods, the high salinity water flowed into
the estuary in the deep Lantau Channel, which could facilitate the appearance of the
high-density water in the mid-estuary of the Lantau Channel even during the ebb
tide. The survey data indicate that the salinity intrusion could exist on the early ebb
for transect C at the bottom of the Lantau Channel during the spring tide and
northeasterly wind.

Figure 6 displays the sectional salinity and current velocity along transects D
and F. Both transects D and F crossed the Lantau Channel in the lower estuary
under the northeasterly wind during the spring tide. In the flood period for transect
D, the water flowed into the estuary (northward/landward) with the strongest
current appearing in Lantau Channel, reflecting the salinity intrusion along the
deep channel, except at the surface on the west side, where the water flowed out of
estuary (southward/seaward) influenced by the river discharge (Figure 6c). Due to

Figure 5.
The sectional salinity (practical salinity unit, psu) (a, d), cross-channel circulation (m s�1) (b, e),
and along-channel circulation (m s�1) (c, f) along transects B (upper) and C (lower), respectively.
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flood tide during transect D, the inflow might bring high salinity water into the
estuary especially in the Lantau Channel. This flow pattern might cause the strong
density gradient in the cross-estuary direction (Figure 6a). The low salinity water
resided on the estuary west side, and the high salinity water was located on the east
side. In the cross-estuary direction, the westward current appeared throughout the
whole depth of the water column, implying that the cross-estuary surface current
was induced by the northeasterly wind, while in the deep Lantau Channel, a veloc-
ity divergence appeared with eastward (positive) velocity on the east side and
westward (negative) velocity on the west side of the deep channel (Figure 6b) [10].

On the ebb tide during transect F, the maximum seaward (southward) flow in
the surface layer reached as large as 0.8 m s�1 with a weak current on the east side
of the estuary. However, the bottom water flowed landward (northward) into the
estuary, especially in the channel (Figure 6f). This was typical of a two-layer
structure of density-driven estuarine circulation. Compared with transect D on the
flood, the salinity gradient was weak and showed the two-layer structure, although
the general pattern of the west low and east high salinity still appeared (Figure 6d).
The cross-estuary velocity exhibited weak westward flow at the surface and strong
eastward flow beneath the surface, related to the wind-driven current in the estuary
(Figure 6e).

The observation suggests the salinity intrusion existed both for the flood (tran-
sect D) and ebb tide (F) same as that for transects B and C. However, different from
the observation from transects B and C, the low salinity water further expanded to
the east side of the estuary. This may be due to the fact that the seaward flow
appeared on the west side both for the flood (transect D) and ebb (transect F)
periods.

Transect H surveyed near the estuary mouth and south of Hong Kong Island
under the easterly wind. Figure 7 shows the sectional salinity and current velocity
along transect H. Near the mouth, low salinity water resided in the whole surface
layer (west of 113.87°E) and high salinity water in the bottom layer, while east of
113.87°E, the vertical sectional salinity was well-mixed with the coastal water,
indicating that the plume water was appearing most of the surface layer in the
estuary mouth (Figure 7a). In the along-estuary direction, water flowed into the

Figure 6.
The sectional salinity (psu) (a, d), cross-channel circulation (m s�1) (b, e), and along-channel circulation
(m s�1) (c, f) along transects D (upper) and F (lower), respectively.
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estuary (northward/landward) during the flood tide (Figure 7c). At the surface in
the estuary mouth, the water flowed out of estuary (southward/seaward), as it was
influenced by the river discharge. In the cross-estuary direction, there appeared a
strong westward current on the surface, indicating a wind-driven current induced
by the easterly wind. However, a strong eastward current was found in the surface
of the estuary mouth due to the plume water spreading, resulting in a velocity
convergence at the plume water boundary, indicating a supercritical plume front at
the plume boundary (Figure 7b).

During the neap tide period, the wind direction changed from the northeasterly
to the southeasterly, and the easterly wind component was weaker than that in the
spring tide (Figure 3b). The sectional salinity and current velocity along transects I
and J are displayed in Figure 8. During the ebb tide of transect I, the upper layer
water flowed out of the estuary (southward/seaward), with a strong current in
Lantau Channel, while there was a bottom current flowing into the estuary
(Figure 8c). In the cross-estuary direction, on the surface of the deep channel, there
appeared a strong velocity convergence, an eastward current on the west side and a

Figure 7.
The sectional salinity (psu) (a), cross-channel circulation (m s�1) (b), and along-channel circulation (m s�1)
(c) along transect H.

Figure 8.
The sectional salinity (psu) (a, d), cross-channel circulation (m s�1) (b, e), and along-channel circulation
(m s�1) (c, f) along transects I (upper) and J (lower), respectively.
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westward current on the east side, with a weak velocity divergence on the left of the
channel at the bottom (Figure 8b) [10]. The salinity had a sharp gradient at the
velocity convergence location of 113.80°E. The salinity front was more apparent as
compared with that during flood tide (Figure 8a).

In the early flood of transect J, the current was landward/northward (into the
estuary) in Lantau Channel, while outside the channel on both sides, the water
flowed seaward/southward (out of the estuary), especially in the surface layer
(Figure 8f). In the cross-estuary direction, a velocity convergence appeared on the
west side of the Lantau Channel in the bottom layer (Figure 8e). The density
structure had still kept an ebb-like structure for a while until flood tide returned in
this early flood.

4. Numerical model and settings

4.1 The finite volume community ocean model (FVCOM)

The FVCOM is a 3D unstructured-grid, free-surface, primitive equation, finite
volume coastal ocean and estuarine circulation model with triangular grids in the
horizontal and terrain-following coordinates in the vertical and wet/dry treatment,
developed originally by the University of Massachusetts Dartmouth (UMASSD)
and improved by the efforts of Woods Hole Oceanographic Institution (WHOI)
[11–13]. The finite volume approach used in FVCOM, combined with a flexible
unstructured grid, provides a better representation of mass, salt, momentum, and
heat conservation in an estuarine area with irregular coastline and geography than
that used in a rectangular grid system. Mode-split or semi-implicit schemes can
choose to solve the governing equations in Cartesian or spherical coordinates. The
governing equations, including momentum, continuity, temperature, salinity, and
density equations, are closed by using the Mellor and Yamada level 2.5 (MY-2.5)
turbulence closure for vertical eddy viscosity [14], or the Smagorinsky eddy
parameterization for the computation of the horizontal diffusion [15], as well as an
alternative selection of the General Ocean Turbulence Model (GOTM) [16]. For
more computational speed, a “mode-splitting” time-stepping scheme is employed
to solve the integration process, dividing into internal and external modes with two
different time steps. FVCOM has been widely used in estuarine circulation and river
plume dynamic studies worldwide, such as the Pearl River Estuary [17], Changjiang
River [18, 19], Okatee River [20], Puget Sound estuarine system [21], and Tampa
Bay [22].

4.2 FVCOM settings

In the FVCOM, the horizontal grid uses unstructured triangular cells, and the
realistic topography is represented using terrain-following coordinates. The greatest
advantage of this model is its geometric flexibility since it uses the unstructured and
triangular grid meshes, which can provide a real fitting of the irregular coastal
boundary. Figure 9a shows the unstructured triangular model grids of the FVCOM
for the PRE and coastal water regions. The model domain (111.5–116.5°E, 20–23°N)
covers the entire Pearl River Estuary with an open boundary in the northern South
China Sea. The total node number in the model grid is 41,027 with 78,539 cells. The
horizontal grids have spatial resolutions that vary from 0.1 km to 10 km over the
entire domain, with 0.1–0.3 km inside the Pearl River Estuary, 0.3–0.5 km in the
estuary mouth, 1.0–2.0 km in the Guangdong coastal water, and 10 km close to
the open boundary. The vertical coordinate has 20 levels in uniform hybrid

154

Estuaries and Coastal Zones - Dynamics and Response to Environmental Changes



terrain-following grids. The numerical simulations are run for the period from
March 1, 2014 to May 30, 2014, during which the observations obtained from the
cruise survey conducted between May 3, 2014 and May 11, 2014 were available
for model comparisons.

Tidal forcing is applied to the open boundary including the eight major tidal
constituents of M2, N2, S2, K2, K1, O1, P1, and Q1, which are obtained through
interpolation from the 1/6° inverse tidal model results of [23], together with the
salinity, temperature, and velocity on the open boundary from Hybrid Coordinate
Ocean Model (HYCOM) (https://hycom.org/dataserver/glb-analysis) outputs. The
meteorological forcing including the wind stress, net heat flux, and evaporation-
precipitation (E-P) balance is generated by the Weather Research and Forecasting
(WRF) Model. The monthly means of freshwater discharges from the eight river
inlets constitute the lateral boundary conditions on the land side [2, 7]. The model is
initialized with the March climatology of salinity and temperature fields derived
from the World Ocean Atlas 2009 (WOA2009) (https://www.nodc.noaa.gov/OC5/
WOA09/pr_woa09.html) and spun up from zero velocity and an undisturbed sea
surface elevation. The topographic data for the FVCOM model are derived by
interpolation of an electronic navigation chart data for the estuary and coastal water
area, and for the offshore region, they are obtained from the global bathymetry data
of the General Bathymetric Chart of the Oceans (GEBCO) (http://www.gebco.net/)
with 30 seconds (1/120°) horizontal resolution.

The temporal integration of the model uses a split-mode time-stepping method
with a 2-second external time step and a split number of 5. The wet/dry treatment is

Figure 9.
Model domains for the FVCOM (a) and the WRF model (b).
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used since some upstream coastal areas can be inundated in high tide. The MY-2.5
and Smagorinsky turbulent closure schemes are used for vertical and horizontal
mixing, respectively [14, 15].

In addition to the ocean model, an atmospheric model, the WRF Model, is
implemented to provide high spatial and temporal resolution atmospheric forcing
for the FVCOM. The WRF Model is supported and developed by the National
Center for Atmospheric Research (NCAR), the National Centers for Environmental
Prediction (NCEP), the Air Force Weather Agency (AFWA), the Naval Research
Laboratory, the University of Oklahoma, and the Federal Aviation Administration
(FAA) in the USA. This model is a next-generation mesoscale numerical weather
forecasting system that was designed to serve both weather forecasting and atmo-
spheric research needs [24]. A dynamical downscaling technique is employed in the
WRF for the regional atmospheric modeling to obtain a higher-resolution output.
To realize this, a three-domain nested configuration is designed, as shown in
Figure 9b. The outer domain, d01 for the atmospheric model, covers the western
Pacific Ocean, the entire South China Sea, and the eastern Indian Ocean, with a
horizontal resolution of 72 km; the middle domain, d02, covers the entire South
China Sea and southern China, with a horizontal resolution of 24 km; the inner
domain, d03, covers the northern South China Sea with a horizontal resolution of
8 km. All domains have 27 layers in the vertical. The NCEP FNL Operational Global
Analysis data (http://rda.ucar.edu/datasets/ds083.2/) with a horizontal resolution of
1° � 1° is used to provide initial conditions and lateral boundary conditions for the
outer domain. The physics options of the WRF model include the Ferrier micro-
physics scheme [25], RRTM longwave radiation scheme [26], Dudhia shortwave
scheme [27], YSU PBL scheme [28], and Kain-Fritsch cumulus scheme [29]. The
model simulation period is from April 20, 2014 to May 30, 2014 covering the cruise
survey period. The sea surface winds from the inner domain ofWRF model are used
to drive the ocean model.

5. Model validation

For the modeling, the coordinate is shown in Figure 9a with the eastward as the
positive x-axis and u velocity, the northward as the positive y-axis and v velocity,
and the upward as the positive z-axis and w velocity. Since the PRE is generally
along the meridional direction, we choose the u to represent the cross-estuary
velocity and the v the along-estuary velocity.

The comparison of the cruise observations and FVCOM modeling salinity
profiles at a number of stations (B3, D4, D6, F2, G2, G3, H3, H8, I5, J3, M3, and
N7 illustrated in Figure 2) is shown in Figure 10. It reveals good agreements
between the observations and modeled salinity profiles except at B3, D6, H8, J3,
and N7, where the model underestimates the salinity profiles. B3, D6, and N7
were close to coastal land (or island), which may affect the simulation results.
Another possible reason is that the river discharge used for the modeling is the
climatological data that may not represent the actual discharges, which can
cause biases in the salinity profiles between the modeling results and the
observations.

The comparison of sea levels between the model results and observations at
eight tide gauge stations from 1 to 30 May is shown in Figure 11. The locations of
the tide gauge stations are shown in Figure 12. The hourly tide gauge sea level data
during the period between May 1, 2014 and May 3, 2014 are provided by the Hong
Kong Observatory (HKO) and Marine Department for the model validation. The
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modeled sea levels agree well with the observed records both at spring and neap
tides for this period.

To further quantify the accuracy of model results, four statistical parameters are
calculated, namely, root-mean-square (RMS) error, relative average error (RE),
correlation coefficient, and the model skill parameter used by [30].

The RMS error is defined as:

RMS ¼ 1
N

XN
i¼1

ηmo ‐ ηobð Þ2
( )1=2

(1)

The relative average error (E) is defined as:

E ¼
PN

i¼1 ηmo ‐ ηobð Þ2
PN

i¼1 ηmo ‐ ηmoð Þ2 þ ηob ‐ ηobð Þ2
n o� 100% (2)

The correlation coefficient is defined as:

R ¼
PN

i¼1 ηmo ‐ ηmoð Þ ηob ‐ ηobð Þf g
PN

i¼1 ηmo ‐ ηmoð Þ2PN
i¼1 ηob ‐ ηobð Þ2

h i1=2 (3)

The model skill parameter is:

Skill ¼ 1�
PN

i¼1 ηmo ‐ ηobð Þ2PN
i¼1 ηmo ‐ ηobj j þ ηob ‐ ηobj jð Þ2 , (4)

Figure 10.
Comparison of the modeling salinity profiles (blue lines) with the cruise observation (red lines).
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where ηmo and ηob represent the model sea level data and the observations,
respectively, and the overbar denotes the temporal average. N is the number of
records.

Table 2 provides the validation results at the eight tidal gauge stations. The RMS
errors are less than 0.15 m, and the relative average errors are less than 3% except
at the Ko Lau Wan Station. The correlation coefficients are higher than 0.97, and
the skill parameters reach 0.98. Based on the skill assessment results, the model
works well in simulating the sea level variations.

Figure 13 presents the comparison of cross-estuary and along-estuary
velocities between the cruise observations and FVCOM modeling for transects D
and I. The observation duration of transect D was in the flood tide with the
northeasterly wind. In the cross-estuary direction, for transect D, the modeled
velocity agrees well with the observation, which reveals that the lateral current
flows westward (negative) on the left side of the Lantau Channel and eastward

Figure 11.
Comparison of modeled (blue lines) and observed (red lines) sea surface elevations at eight tidal gauge stations.
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(positive) on the right, forming a divergence on the deep channel, although
the modeled current speed has some biases from the observed speed, especially
for the eastward flow in the Lantau Channel where the modeling underestimates
the current (Figure 13a vs. Figure 13b). In the along-estuary direction for tran-
sect D, the modeled current flows northward with maximum velocity in the
surface at the Lantau Channel location, in accordance with the observed current
(Figure 13c vs. Figure 13d). For transect I with the southeasterly wind during the
ebb tide, there was a velocity convergence occurred in the Lantau Channel in the
cross-estuary direction as revealed in both observations and modeling
(Figure 13e vs. Figure 13f). In the along-estuary direction, the modeled velocity
agrees well with the observations, and both of the observations and modeling
show that the exchange flows exist along the estuary with the strong seaward
current in the surface and weak landward current in the bottom (Figure 13g vs.
Figure 13h). Since the smoothed topography is applied to the modeling, the
simulated velocity is spatially less varied than that from the observation; how-
ever, the general patterns of the modeling velocity and the observed velocity are
similar and consistent, indicating that the FVCOM modeling can well simulate
the estuarine water dynamics of the PRE.

Figure 12.
The locations of the tide gauge stations.

Kwai
Chung

Cheung
Chau

Shek
Pik

Ma
Wan

Ko Lau
Wan

Tai Miu
Wan

Waglan
Island

Quarry
Bay

RMS (m) 0.11 0.09 0.10 0.09 0.15 0.10 0.11 0.10

RE (%) 2.8 2.1 2.1 2.0 5.3 3.5 2.9 2.9

CC 0.97 0.98 0.99 0.98 0.95 0.97 0.97 0.97

Skill 0.99 0.99 0.99 0.99 0.97 0.98 0.99 0.99

Table 2.
The RMS error, RE, correlation coefficient (CC), and the skill assessment parameter (skill).
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Figure 13.
The cruise-observed cross-estuary (a for Transect D, e for Transect I) and along-estuary (c for Transect D, g for
Transect I) velocities vs. the model cross-estuary (b for Transect D, f for Transect I) and along-estuary (d for
Transect D, h for Transect I) velocities.
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6. Variation of estuarine circulation in the PRE

In order to identify the variation of the longitudinal circulation in the spring and
neap tide cycle in the PRE, the wind forcing is withdrawn in a modeling run of the
FVCOM in the PRE, and modeling results without wind forcing are generated. To
remove tidal oscillations, a 25-hour low-pass filter is applied to the modeling out-
puts of the velocity, salinity, and eddy viscosity. An along-estuary and cross-estuary
sections are selected to display modeling results, as shown in Figure 14.

6.1 Along-estuary circulations

Figure 15 illustrates the tidally averaged along-estuary velocity, salinity, and
vertical viscosity for the spring and neap tides along the Lantau Channel section. A
prominent two-layer exchange flow is shown, with seaward current in the surface
and landward current in the bottom (Figure 15a, b). The maximum surface sea-
ward current speed is 0.37 m s�1 during the neap tide about 42% stronger than that
(0.26 m s�1) during the spring tide in the lower estuary. The bottom landward
current is weaker in the spring tide than that in the neap tide. This suggests that the
exchange circulation is stronger in the neap tide than that in the spring tide. How-
ever, although the bottom landward current is weaker in the spring tide, it may
extend farther landward toward the estuary head (Figure 15a vs. Figure 15b).

Vertical salinity difference of 2–4 psu appears in the estuary during the spring,
whereas it is 4–10 psu during the neap tide, revealing that the stratification during
the neap tide is stronger than that during the spring (Figure 15c vs. Figure 15d).
The maximum stratification is located in the middle of the estuary, and the well-
mixed freshwater appears in the upper estuary from 22.5°N during both the spring
and the neap tide. It is obvious that the surface salinity is higher in the spring tide

Figure 14.
The Pearl River estuary with bathymetry contours (m). The along-estuary and cross-estuary sections are shown
in blue lines. The intersection is marked as A.
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than that during the neap tide; however, in the bottom, the salinity intrusion during
the neap tide is stronger than that during the spring tide. Without the wind forcing,
the estuarine exchange flow pattern is more controlled by the mixing inside the
estuary.

As shown in Figure 15e and f, the bottom vertical viscosity is higher than that on
the surface both during the spring and neap tides, suggesting that the mixing is
generated by the bottom friction that applies to the tidal current inside the PRE [6].
The vertical viscosity is higher during the spring tide than that during the neap tide,
indicating that the turbulent mixing is more energetic during the spring tide. The
averaged viscosity over the along-channel section is 0.0041 m2 s�1 during the spring
and is 0.0026 m2 s�1 during the neap tide. The PRE shows a classical pattern of the
spring-neap cycle of the along-estuary circulation which is mainly controlled by
the mixing inside the estuary. The higher mixing dissipates more kinetic energy of
the residual current, resulting in a reduced exchange flow in the PRE. Although the
horizontal density gradient is stronger during the spring tide, the vertical diffusion

Figure 15.
Tidally averaged along-estuary circulation (m s�1) (a, b), salinity (pus) (c, d), logarithm of vertical viscosity
[log(m2 s�1)] (e, f) during spring tide (left) and neap tide (right) without wind forcing.
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may overwhelm the forcing aroused by the density gradient, leading to the weaker
longitudinal circulation on the spring tide than on the neap tide.

6.2 Cross-estuary circulations

Figure 16 shows the tidally averaged cross-estuary velocity, salinity, and vertical
viscosity for the spring and neap tides across the Lantau Channel. The freshwater
outlets are mainly located on the west side of the PRE, which helps to build up a
density gradient in the cross-estuary direction, and therefore, a clockwise gravita-
tional circulation (eastward current in the surface and westward current in the
bottom) can be formed west of the Lantau Channel as shown in Figure 16a,b
(looking into the estuary). The clockwise circulation is stronger in the neap tide
than that in the spring tide. Due to the weaker westward current on the east side of
the estuary, the eastward current in the surface may extend farther eastward in the
spring tide (Figure 16a vs. Figure 16b). On the other hand, during the neap tide,
there is a convergence in the surface layer located on the east side of Lantau Island,
and the stratification is weak on the west side of estuary due to that the well-mixed
freshwater reduces the vertical salinity difference (Figure 16c, d). However, in the
Lantau Channel, the vertical salinity difference is greater in the neap tide, revealing
that the stratification during the neap tide is stronger than that during the spring
(Figure 16c vs. Figure 16d). The vertical viscosity is higher during the spring tide
than that during the neap tide, especially on the west side of estuary with shallow

Figure 16.
Tidally averaged cross-estuary circulation (m s�1) (a, b), salinity (pus) (c, d), logarithm of vertical viscosity
[log(m2 s�1)] (e, f) during spring (left) and neap (right) tide without wind forcing.
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water, indicating that the turbulent mixing is more energetic during the spring tide
and the circulation is controlled by the tidal mixing over the shoal (Figure 16e vs.
Figure 16f).

7. Discussions and conclusions

The investigation on the Pearl River estuarine circulation is pursued toward
better understanding the Pearl River estuarine circulation dynamics. A hydro-
graphic cruise survey for collecting in situ data of marine environmental parameters
in the PRE was conducted in the period between May 3, 2014 and May 11, 2014.

The observation shows that the salinity intrusion along the Lantau Channel
exists both for the flood and ebb. The intruded salinity should be responsible for the
appearance of the high surface salinity water in the channel located inside the
estuary, which facilitates the formation of the “sandwich” structure of the horizon-
tal salinity distribution (high salinity in the channel location and low salinity on the
east and west sides). However, instead of the “sandwich” type of the horizontal
salinity distribution, the lower estuary shows a two-layer structure of the salinity in
the horizontal cross-estuary direction, which may be associated with the stronger
salinity intrusion in the lower estuary. The observation reveals that there is an
exchange flow structure in the longitudinal direction in the PRE with the surface
water flowing out of the estuary and bottom water flowing into the estuary, espe-
cially along the Lantau Channel. Another important observation is that there is
longitudinal convergence or divergence of the cross-estuary velocity close to the
channel location for certain tidal conditions. The observation also indicates that the
circulation and density structures are highly varied due to the difference in the wind
and tidal forcing for different periods.

The numerical simulations of the FVCOM in the PRE and the adjacent water
area are conducted with a horizontal spatial resolution as high as 100 m inside the
estuary and 20 vertical levels. An atmospheric model, the WRF Model is also
implemented to provide with high spatial and temporal resolution atmospheric
forcing for the FVCOM. The comparison of model outputs with in situ observations
of salinity and velocity profiles and sea level suggests that the modeling in the PRE
can well simulate the estuarine circulations. In a model experiment with tide
excluding wind forcing, the PRE longitudinal exchange circulation exhibits a strong
spring-neap cycle with the maximum circulation in the neap tide and the minimum
in the spring tide, revealing that the mixing induced by the tidal current is a
dominant factor influencing the circulation. The higher mixing dissipates more
kinetic energy of the residual current, resulting in a reduced exchange flow
in the PRE.
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Abstract

The Jansen lagoon is a coastal system formed by damming the Ana Jansen Creek,
which is located in the northwest of São Luís Island (northern Brazil) and is under
high urban influence. The use of indexes to assess the water quality in aquatic
systems is important because they show the degradation degree of an area and give
support to measures for the sustainability and protection of aquatic life, conse-
quently. For the seasonal and spatial analysis of environmental and biological vari-
ables, six bimonthly surveys between November 2011 and September 2012 were
carried out at five sampling sites. In addition, indexes such as the index of minimum
parameters for the protection of aquatic communities, Trophic State Index, and
Aquatic Life Protection Index were applied to evaluate the water quality. High
levels of dissolved oxygen (DO), pH, total phosphorus, and chlorophyll a were
observed in the lagoon waters. In general, the water quality indexes showed that the
Jansen lagoon has a poor water quality due to elevated DO and pH as well as high
concentration of surfactants and phenols. These environmental conditions favored
the intense process of eutrophication (hypereutrophy) and environmental
degradation of the area, affecting the development of aquatic biota.

Keywords: coastal lagoon, water quality, aquatic life protection, eutrophication,
pollutants

1. Introduction

Water quality is vital when it comes to determining how society uses and values
aquatic environments associated with natural resources [1] and their monitoring
provides empirical evidence to support decision-making on health and environ-
mental issues [2]. Thus, water quality can be assessed through variables such as
dissolved oxygen, temperature, pH, toxic substances (heavy metals, surfactants,
and phenols) and others [3, 4].

Among the aquatic ecosystems, the coastal lagoons stand out for offering
important environmental services (e.g., food production, nutrient cycling,
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recreational activities, and aquaculture). However, they have been degraded
worldwide by human activities associated with rapid urbanization [5–8]. Therefore,
coastal ecosystems need constant evaluation to provide the protection of the
populations and the improvement of the quality of life.

Indexes and indicators of water quality work as tools that represent simplified
models of the environmental structure, which makes it easy to understand the
impacts and to present the results to the general public [9, 10]. Indicators are
quantified information of environmental variables that help in the explanation of
processes that undergo changes of anthropic or natural origins in time and space,
thus allowing the dynamic monitoring of the real situation and identification of
trends [11, 12].

The most complex indicator models integrate information from different eco-
system compartments, such as physical and chemical parameters of water, phyto-
plankton, zooplankton, benthos, submerged aquatic vegetation, macroalgae,
sediments, etc. [13]. In this context, the indexes related to water quality are consid-
ered the most widely known water indicators in the world. They are represented by
a dimensionless number, being the result of the aggregation of physical, chemical,
and microbiological indicators obtained by specific methodologies [14].

The use of indexes to assess the quality of water becomes fundamental in the
measurement of how and how much aquatic management is moving from the
perspective of sustainability, observing the reflexes of the actions implemented in
the aquatic environments as units of management of the water resources. Thus, the
use of the aquatic life protection index (ALPI) is essential and therefore considers
the physical-chemical quality of the water and its degree of enrichment regarding
nutrients (phosphorus and nitrogen), as well as the degree of toxicity, and it can be
used as an indicator of trophic status and pollution in aquatic ecosystems [9, 15].

In Brazil, studies that aim the measurement of the water quality through the
application of indexes have been carried out mainly in reservoirs and rivers [16–18].
Considering the Brazilian coast, mainly in lagoon ecosystems such as the Jansen
lagoon, these studies are still scarce, making the understanding of the behavior of
this environment regarding the impacts that take place there evident. Thus, we
propose to carry out an assessment of the water quality in the Jansen lagoon through
the use of indexes and environmental descriptors as a way of assisting the manage-
ment of local resources, as well as to subsidize the sustainability of this ecosystem in
the global scope.

2. Brazilian coastal lagoons

Coastal lagoons are considered as depressions, with depths less than 10 meters,
parallel to the coast, being connected to the sea temporarily or permanently by one
or more channels and separated from it by a physical barrier [19, 20]. These coastal
environments, although highly productive, are very fragile and subject to strong
anthropogenic pressures, such as disordered population growth [21, 22].

In the Brazilian coast, it is possible to see lagoon complexes, as well as coastal
lagoons impacted by man and in the stage of advanced eutrophication. Among them
are the Mundaú-Manguaba lagoon complex, Jacarepaguá, Patos lagoon, Jacuném
lagoon, Açu lagoon, and Rodrigo de Freitas lagoon that have the disposal of
untreated sewage in natura directly into the water bodies as the main aggravating
factor of water pollution [23–25].

The Jansen lagoon is the result of successive anthropic changes in the landscape.
In the 1970s, the area was an estuarine region intersected by the Jansen and Jaracati
streams with extensive mangrove forest represented by species such as Rhizophora
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mangle, Avicennia germinans, Avicennia schaueriana, and Laguncularia racemosa.
However, the construction of roads altered the main drainage network of the Jansen
stream with the sea leading to the salt water damming, forming consequently the
lagoon [26].

The lagoon is located in the northwest of São Luís Island, between the coordi-
nates 02°29008″S and 44°18002″W, northern Brazil (Figure 1). It covers 140 ha with
an average depth of 1.5 m and is still surrounded in the east by a mangrove forest.

The lagoon is under a semidiurnal macrotidal system typical of the Amazon
coastal zone [27], with amplitudes that can reach up to 7 m. It is connected with the
sea and the water exchange occurs during the spring tides in the rainy season, when
the freshwater supply ensures the flow toward the sea (115 m length and 3 m deep)
[28]. According to the classification of Kjerfve [29] which is based on the geomor-
phological typology, the Jansen lagoon is classified as restricted (Figure 2),
depending on fluctuations in sea level and rainfall.

Figure 1.
Location of the study area with sampling points (L1–L5), Jansen lagoon, São Luís Island-Maranhão, Brazil.

Figure 2.
Schematic representation of the types of coastal lagoons according to Kjerfve [29].
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Regarding local climate, the region is hot and humid because it is situated in the
equatorial belt with equatorial air mass influence originating in low-latitude regions
where the southern boreal and trade winds converge. As a result, it has intrinsic
characteristics such as high temperatures throughout the year as well as two well-
defined seasonal periods strongly marked by precipitation: rainy season (January-
June) and dry season (July-December).

The Jansen lagoon is a eutrophic environment, where most of the material found
in it is of allochthonous origin, that is to say, originating from the release of fresh
domestic sewage, which decisively influences the distribution of many nutrients,
and consequently the biodiversity and water quality of the lagoon, with recurrent
processes of eutrophication and algal blooms [26].

3. Material and methods

3.1 Sampling

From 2011 to 2012, samplings were carried out every 2 months, with a total of
six surveys (November 2011–September 2012) performed at five sampling sites. In
those samplings, tide (ebb tide and spring tide) and season (dry and rainy seasons)
were considered. The rainfall data were obtained from the National Institute of
Meteorology (INMET). Physical and chemical parameters are described in Table 1,
considering the Federal Legislation of Classification of Water Bodies (CONAMA
357/05) [30] and the Aquatic Life Protection Index (ALPI).

Variable Symbol Units Methods and equipment

Temperature Water temp. °C Multiparametric Probe/Hanna 9828

Salinity Sal. —

Dissolved oxygen DO mg L�1 Sodium azide used in the Winkler method

pH pH — Multiparametric Probe/Hanna 9828

Phenol Phen. μg L�1 **USEPA SW 846-8270D e 3510C, *SMWW 6410B

Total phosphorus TP mg L�1 Ascorbic acid method/SMEWW 4500

Surfactants ***LAS mg L�1 POP PA023/*SMWW 5540C

Cadmium Cd μg L�1 POP PA038
*SMWW 3125 B
**USEPA 6020

Lead Pb μg L�1

Copper Cu μg L�1

Chrome Cr μg L�1

Manganese Mn μg L�1

Nickel Ni μg L�1

Zinc Zn μg L�1

Chlorophyll-a Chla μg L�1 Spectrophotometry

*SMWW, standard methods for water and wastewater [31].
**USEPA, United States Environmental Protection Agency.
***LAS, linear alkylbenzene sulfonate.

Table 1.
Physiochemical parameters applied to the determination of the aquatic life protection index (ALPI) in Jansen
lagoon, São Luís-Maranhão.
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3.2 Aquatic life protection index (ALPI)

The Aquatic Life Protection Index (ALPI) is one of the most complete indexes
for the assessment of the quality of aquatic ecosystems. It allows analyzing the
water quality differently from other indexes, taking into account the presence and
concentration of contaminants and their effects (toxicity), comprising two indexes:
IMPAC (Index of Minimum Parameters for the Protection of Aquatic Communi-
ties) and TSI (Trophic State Index), which provide information on water quality
and degree of trophy [32].

The IMPAC, proposed by Zagatto et al. [17] is composed of two groups of
parameters: toxic substances (copper, zinc, lead, chromium, mercury, nickel, cad-
mium, surfactants, and phenols) and essential parameters (dissolved oxygen, pH
and toxicity analyzes). For each parameter, three different levels were set, with
numerical weightings of 1, 2, and 3. Weighting 1 corresponds to the water quality
standards established by the Brazilian legislation [30] and weightings 2 and 3 con-
sider the American and French legislations [33, 34], respectively, which establish
maximum permissible limits of chemical substances in water to avoid chronic and
acute effects on the aquatic biota.

Environmentally speaking, these weightings mean the following:

a. Weighting 1: waters with suitable characteristics of maintaining survival and
reproduction of organisms;

b. Weighting 2: waters with suitable characteristics for the survival of aquatic
organisms, but reproduction may be affected in the long term;

c. Weighting 3: waters that may compromise the survival of organisms.

The IMPAC is calculated as follows (Eq. (1)):

IMPAC ¼ PE� ST (1)

where PE = value of the highest weighting in the group of essential parameters;
ST = average value of the three highest weightings in the group of toxic substances.

If the value of the toxic substances is an integer, the following rounding criterion
is considered: values smaller than 0.5 will be rounded down and values greater than
or equal to 0.5 will be rounded up. Using this methodology, the value of the index
can vary from 1 to 9. For the water classification, the IMPAC was subdivided into
four levels (Table 2).

Toxicity tests followed the regulation ABNT/NBR 15088 [35] adapted for the
euryhaline species Poecilia sphenops [36], considering salinity variation between
sampling sites in the Jansen lagoon.

Table 2.
Water quality according to the index of minimum parameters for the protection of aquatic communities
(IMPAC) by Zagatto et al. [17].
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The TSI, used to determine the trophic levels of the Jansen lagoon, followed the
standards proposed by Carlson [37], modified by Toledo et al. [38], who updated
the original formula using the water parameter transparency, phosphate, ortho-
phosphate, and chlorophyll a for tropical environments.

In this study, the calculation of the ALPI considered the Trophic State Index for
phosphorus-TSI (TP) and the Trophic State Index for chlorophyll a-TSI (Chl),
modified by Lamparelli [18], established for lotic environments, according to the
equations (Eqs. (2) and (3)):

TSI TPð Þ ¼ 10� 6� 0:42� 0:36� ln TPð Þð Þ=ln 2ð Þð Þ � 20 (2)

TSI Chlð Þ ¼ 10� 6� �0:7 � 0:6� ln Chlð Þð Þ=ln 2ð Þð Þ � 20 (3)

where TP: total phosphorus concentration measured at the water surface
(μg L�1); Chl: chlorophyll a concentration measured at the water surface (μg L�1)
ln: natural logarithm.

Regarding the TSI, the result shown in the tables is the simple arithmetic mean
of the indexes related to the total phosphorus and chlorophyll a, expressed in the
following equation (Eq. (4)):

TSI ¼ TSI TP þ TSI Chl½ �=2 (4)

According to Lamparelli [18], the different values of TSI lead to the following
water classification (Table 3):

Based on the data obtained and associated by IMPAC [17] and the Trophic State
Index (TSI) as shown in Table 4, the ALPI (Aquatic Life Protection Index) was
calculated according to the following equation (Eq. (5)):

ALPI ¼ IMPAC� 1:2ð Þ þ TSI (5)

Table 3.
Water quality according to the state trophic index (TSI) by Carlson [37] modified by Toledo et al. [38].

Table 4.
Calculation of the ALPI integrating the values of the TSI and IMPAC. Where: excellent (blue), good (green),
regular (yellow), bad (red), and very bad (purple).

174

Estuaries and Coastal Zones - Dynamics and Response to Environmental Changes



The classification of the waters can be represented according to the ALPI index
values, being divided into five categories as described below (Table 5):

Phytoplankton was analyzed in terms of chlorophyll a. Water samples for chlo-
rophyll a (μg L�1) determinations were filtered through Whatman GF/F glass fiber
filters, and a pigment extraction was performed with 90% acetone. To obtain the
fractional values of chlorophyll, sub-samples were passed through a 20 μm mesh
and then filtered. Pigment concentration was measured by spectrophotometry
[39, 40] and the calculations were done according to Strickland and Parsons [41].

4. Results and discussion

4.1 Climatological scenario and environmental descriptors

During the sampling period, an atypical pattern was observed, with annual
rainfall amounts ranging from 995 mm (2012) to 2530 mm (2011), which was
the result of a combination of the effects of the El Niño–Southern Oscillation
(ENSO) [42].

The characteristics of the estuarine waters of the Jansen lagoon are summarized
in Table 6 and Figure 3, with significant differences in environmental variables
occurring between the rainy and dry seasons.

The water temperature is typical of environments near the equator, and regard-
ing the salinity values, the waters of Jansen lagoon during the study period were

Table 5.
Water quality according to the aquatic life protection index (ALPI) by Zagatto et al. [17] modified by
CETESB [32].

Variables Units CONAMA 357/05 Dry Rainy Anova KW

Mean � SD Mean � SD

Dissolved oxygen (mg L�1) >4 3.73 � 1.43 7.05 � 2.61 0.000* —

pH — 6.5–8.5 8.89 � 0.56 8.54 � 0.40 0.075 —

Salinity — 0.5–30 28.34 � 5.82 24.50 � 8.91 — 0.120

Water temperature (°C) — 28.60 � 1.07 28.53 � 1.64 0.906 —

Total chlorophyll a (μg L�1) — 74.64 � 55.69 71.61 � 96.74 — —

Total phosphorus (μg L�1) 0.186 5.73 � 3.67 6.05 � 4.26 — 0.917

Phenols (mg L�1) 0.003 0.24 � 0.22 0.42 � 0.39 — —

Surfactants (LAS) (mg L�1) 0.2 0.81 � 0.59 1.15 � 0.41 — —

*Variables with significant difference.
KW = Kruskal-Wallis.

Table 6.
Seasonal variation of environmental variables in Jansen lagoon, São Luís-Maranhão.

175

Phytoplankton Biomass and Environmental Descriptors of Water Quality of an Urban Lagoon
DOI: http://dx.doi.org/10.5772/intechopen.87955



classified as brackish waters. Total chlorophyll a concentrations showed higher
values in the dry season. The TP showed higher values in the rainy season. For toxic
substances, phenol and surfactants also showed higher values in the rainy season.

The water samples from the Jansen lagoon did not show any acute effect for the
Poecilia sphenops juveniles during 96 hours of exposure, without water renewal and
in stable physicochemical conditions (temperature, salinity, oxygen, and pH), con-
sidering 100% of survival during acute toxicity tests.

4.2 Water quality indexes

4.2.1 Index of minimum parameters for the protection of aquatic communities (IMPAC)

According to the results obtained for the essential parameters and the toxic
substances, the IMPAC was calculated for the Jansen lagoon waters with weightings
ranging from 2 to 9, being 5.13 during the dry season and 3.3 in the rainy season. In
general, the quality of the water in Jansen lagoon was considered bad in 56.66%
(Figure 4).

Regarding the seasonal variation of IMPAC, the waters had the pattern shown in
Table 7. During the study period, the presence of dead fish was not observed.
However, some species that are possibly the ones that could adapt and remain in
that environment were observed.

Due to the decomposition of the organic matter in the lagoon, the bad smell from
the release of the hydrogen sulfide gas was constant. Besides that, blooms of indi-
cator phytoplankton (Microcystis aeruginosa) and Ruppia maritima specimens were
observed at the study area, resulting in a mass of greenish-dark coloration [26, 43].

The surfactants were the main toxic substances that determinate the classifica-
tion of water quality in the Jansen lagoon. July 12 was the period in which the lagoon
had the lowest water quality. In that period, all sampling sites were classified as very
bad where dissolved oxygen and surfactants reached the highest weightings, indi-
cating that the whole environment was very much compromised.

Figure 3.
Seasonal variation of environmental variables during the study period in Jansen lagoon, São Luís-Maranhão.
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This scenario was favored by the season. In the beginning of the dry season, the
confined waters presented a typical oxygen profile of that environmental scenario
and the increase of surfactants could be expected due to the fact that it is a holiday
season, which means that people will stay longer in their residences and conse-
quently there will be a greater use of cleaning products, which are sources of these
substances, and that will be released to the sewage system.

The quality of the lagoon waters ranged from regular to very bad. For this index,
the most important elements for classification of the Jansen lagoon were the
dissolved oxygen in the group of essential parameters, and the surfactants in group
of toxic substances. These parameters presented high values, being above the
allowed by CONAMA Resolution 357/05 [30], evidencing a high degree of pollution
caused by the disordered occupation that occurs in the area and by problems of
sanitary sewage that still persist.

The heavy metals were detected in small quantities; however, even when quan-
tified above the limit allowed by the federal legislation, their weightings did not
have the same weighting as the other indicators in the calculation and final values of
IMPAC.

Figure 4.
Representation of the index of minimum parameters for the protection of aquatic communities (IMPAC) in
Jansen lagoon, São Luís-Maranhão.

IMPAC

Sampling point Dry Rainy Spatial average

Nov-11 July-12 Sep-12 Jan-12 Mar-12 May-12

L1 4 9 3 3 3 2 4

L2 6 6 2 3 3 3 4

L3 4 9 3 6 2 4 5

L4 4 9 3 6 3 4 5

L5 6 6 3 3 3 2 4

Temporal average 5 8 3 4 3 3

Table 7.
Spatiotemporal distribution of IMPAC mean values according to Zagatto et al. [17] in Jansen lagoon, São
Luís-Maranhão.
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4.2.2 State trophic index (TSI)

With the TSI based on two partial indexes (TSI-TP and TSI-Chl a), the trophic
state of Jansen lagoon showed a variation of 190.69 μg L�1 in the dry season and
191.04 μg L�1 in the rainy season, and Jansen lagoon was classified as
hypereutrophic (Figure 5). When the parameters are analyzed individually, the
environment is classified as very eutrophic, and when they are aggregated for the
final calculation of this index, the result obtained corroborates this pattern, with a
weighting of 5.

Combining the two partial indexes, it was possible to observe that the TSI-TP
showed higher weighting with regard to the increase of the degree of eutrophication
in Jansen lagoon, considering that the total TSI showed an intermediate quantifica-
tion in relation to the one observed in the TSI-TP and in the TSI-Chl a; however, all
of them had the same weighting and classification. When that happens, it is inferred
that the system is already under eutrophication, since the trophic state indicated by
the TSI-TP coincided with TSI-Chl a.

Figure 5.
Representation of the trophic state index (TSI) in Jansen lagoon, São Luís-Maranhão: ultraoligotrophic (blue),
oligotrophic (green), mesotrophic (yellow), eutrophic (orange), supereutrophic (red), and hypereutrophic
(purple).

TSI

Dry Rainy

Sampling point Nov-11 July-12 Sep-12 Jan-12 Mar-12 May-12 Spatial average

L1 196 192 187 187 204 192 193

L2 197 189 182 184 198 191 190

L3 198 191 182 185 200 191 191

L4 197 193 184 184 195 192 191

L5 195 195 181 184 192 189 189

Temporal average 197 192 183 185 198 191

Table 8.
Spatial-temporal means of TSI values according to Lamparelli [18] in Jansen lagoon, São Luís-Maranhão.
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Comparing the values obtained in the final TSI, it was possible to observe a small
variation in the degree of eutrophication. In this perspective, in a general average
for the sites, L1 was considered the most eutrophic and L5 as the less eutrophic
(Table 8). Regarding the sampling campaigns, Mar-12 was the most eutrophic
because it had maximum values of the TSI (TP) and the TSI (Chl a) and the least
eutrophic was set/12 because it had high values for the TSI (TP) only.

This scenario is explained by the high concentration of total phosphorus avail-
able in the system and because it has not been considered as a limiting element for
photosynthetic organisms, since even though it was being consumed, there was still
a large amount of it.

Regardless of the sampling site or campaign, Jansen lagoon was classified as
hypereutrophic, because according to the classification of Lamparelli [18], all sites
obtained a weighting of 5, which equals TSI values above 67.

The trophic level observed in this study through the use of the TSI showed to be
very high, being even higher than what is reported for other environments that also
suffer from cultural eutrophication as verified by Knoppers et al. [44] in six coastal
lagoons in Rio de Janeiro (Brazil), Herrera-Silveira et al. [45] in three coastal

Figure 6.
Representation of the aquatic life protection index (ALPI) at Jansen lagoon, São Luís-Maranhão.

ALPI

Sampling point Dry Rainy Spatial average

Nov-11 July-12 Sep-12 Jan-12 Mar-12 May-12

L1 9.8 15.8 8.6 8.6 8.6 7.4 9.8

L2 12.2 12.2 7.4 8.6 8.6 8.6 9.6

L3 9.8 15.8 8.6 12.2 7.4 9.8 10.6

L4 9.8 15.8 8.6 12.2 8.6 9.8 10.8

L5 12.2 12.2 8.6 8.6 8.6 7.4 9.6

Temporal average 10.8 14.4 8.4 10.0 8.4 8.6

Table 9.
Mean values of the aquatic life protection index (ALPI) according to Zagatto et al. [17] modified by CETESB
[32] in Jansen Lagoon, São Luís-Maranhão.
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lagoons in Yucatán (México), and Fia et al. [46] in Mirim lagoon (Brazil). These
authors also observed that cultural eutrophication plays an important role in the
determination of water quality, besides influencing the self-purification capacity of
the environment, leading to loss of water quality and intensification of the eutro-
phication process.

Therefore, the use of these waters for any secondary contact activity (recreation
and amateur fishing-subsistence) is not appropriate, as for these purposes, the
acceptable trophic state in environments such as lakes is mesotrophic or even
slightly eutrophic [15].

Figure 7.
Representation of IMPAC (index of minimum parameters for the protection of aquatic communities),TSI
(state trophic index), and ALPI (aquatic life protection index) classification categories at Jansen Lagoon, São
Luís-Maranhão.
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4.2.3 Aquatic life protection index (ALPI)

The general characterization of water quality in the Jansen lagoon from the ALPI
interpretation was classified as bad, with values of 11.16 in the dry season and 9.0 in
the rainy season (Figure 6).

Knowing that the first two indexes have already shown that water quality in
Jansen lagoon is not suitable for the activities indicated for class 2 brackish waters,
according to CONAMA 357/05 [30], it is confirmed by the ALPI which classifies this
environment as inappropriate. The weightings obtained from the ALPI calculation
were above 6.8 resulting in a very bad classification. It can be observed that the poor
water quality was more critical at the site L4 and in the July-12 campaign, with
average weightings of 10.8 and 14.4 (Table 9), respectively.

Comparing the weightings obtained from the first two indexes with the
weightings obtained from the ALPI calculation, it was observed that the
higher IMPAC weightings were responsible for raising the weightings of the ALPI
in 30% of the sites monitored, mainly in July-12, being again the campaign with
a higher degree of impairment of water quality. Thus, it was verified that the
worst weightings defined the final value of the index [9]. The result obtained
through the ALPI index for the Jansen lagoon was much higher when
compared to the environments studied by Coelho [47] and Barbosa [9]. Besides,
they do not have a constant classification pattern in relation to the TSI as verified
in this study.

Based on CONAMA Resolution [30], which was used to classify the waters of the
Jansen lagoon, the preponderant conditions verified through the application of the
indexes and the limits established for each environmental parameter analyzed
showed that this lagoon environment is very much affected by a loss of water
quality and decreased protection of aquatic life.

In this scenario, the application of IMPAC and TSI showed that the renewal of
the water of Jansen lagoon by the spring tides is not enough to improve its quality.
According to Schettini [48], this deterioration in coastal lagoons is favored by their
morphometry that makes them more susceptible mainly due to the exchange with
the ocean and the increase in the time of renovation; for this environment, the ideal
would be around 90% every 28 days if all polluting sources were eliminated. In view
of this situation, the Jansen lagoon does not have a spatial and temporal difference,
with poor water quality, subject to the conditions of the environmental descriptors,
trophic degree, and toxic substances (Figure 7).

5. Conclusion

The ALPI showed that the Jansen lagoon has a very high degree of deterioration
reflecting poor water quality that could endanger the local aquatic biota, with
inappropriate conditions for reproduction, stages of development, and the perma-
nence of aquatic organisms, reflecting a framework of environmental degradation
of the area.

The use of IMPAC and TSI to obtain the ALPI was an effective tool for the
quantification and representation of the degree of deterioration of water quality
and, consequently, in the evaluation of the extreme conditions that the aquatic
biota that inhabit in the lagoon is subjected to, besides showing the importance of
the tides for the underestimation of the detected values for each parameter
analyzed, being an important auxiliary element in the self-purification of this
environment.
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Chapter 8

Variations of the Absorption of 
Chromophoric Dissolved Organic 
Matter in the Pearl River Estuary
Xia Lei, Jiayi Pan and Adam Thomas Devlin

Abstract

Analysis of in-situ measurements during a spring cruise survey in the Pearl River 
Estuary (PRE) reveals that, controlled by the two-layer gravitational circulation, 
chromophoric dissolved organic matter (CDOM) absorption shows a clear hori-
zontal distribution pattern at both water surface and bottom, with higher CDOM 
absorption and lower spectral slope in the northwestern estuary, and a reversed 
pattern in the southeastern estuary and near the Hong Kong waters. The surface 
CDOM has higher absorption and lower spectral slope than the bottom. Horizontal 
transport is suggested to be the dominant hydrodynamic mechanism affecting 
CDOM distribution pattern in the PRE. With a regional algorithm tailored for the 
PRE CDOM absorption retrieval, a time series of CDOM absorption and spectral 
slope in the PRE and the Hong Kong waters in spring from 2012 to 2018 is produced 
based on satellite images obtained by four sensors with different spatial and spectral 
resolutions: the Visible Infrared Imaging Radiometer Suite (VIIRS), the Ocean and 
Land Colour Instrument (OLCI), the Hyperspectral Imager for the Coastal Ocean 
(HICO), and the Operational Land Imager (OLI). A correlation is revealed between 
the multi-temporal CDOM absorption and the monthly averaged river discharge, 
indicating the capability of CDOM ocean color products in identifying hydrody-
namic processes in estuaries and coastal waters.

Keywords: chromophoric dissolved organic matter, absorption, ocean color,  
time series, Pearl River Estuary

1. Introduction

The chromophoric (or colored) dissolved organic matter (CDOM) is the light-
absorbing part of the dissolved organic matter (DOM) in natural waters, which may 
cause a yellow or brown water color at high concentrations [1]. Chemically, CDOM 
refers to an ensemble of structures including carboxylic acids and carboxyl-rich ali-
cyclic molecules, substituted phenols, ketones, aldehydes, quinones, carbohydrates, 
saturated and unsaturated hydrocarbons, and nitrogenous material [2].

The major sources of CDOM in the marine environment are terrestrial-derived, 
oceanic-produced, or sediment-introduced [1]. The terrestrial CDOM is originally 
synthesized by land and water plants, subsequently processed and modified in 
limnic systems and eventually exported to coastal waters. The oceanic CDOM is 
originally fixed by marine plants or phytoplankton, produced by heterotrophic and 
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autotrophic organisms, or formed by photooxidation of colorless DOM [3–5]. The 
sediment CDOM is often observed in coastal waters and shelf seas where sediment 
resuspension, hypoxia events or hydrothermal events occur [6–8].

The processes involved in the removal of CDOM in nature waters include 
photodegradation and microbial activities. The photochemical reaction triggered by 
CDOM absorption of high-energy (low wavelength) light can have great impacts on 
biogeochemical processes and water ecology [9–11]. Heterotrophic microbes either 
incorporate or respire organic matter and modify CDOM into labile DOM, which 
are rapidly degraded in the process [12].

Estuaries and coastal waters are very productive systems, where high loading 
of terrestrial CDOM and high local production are mixed, processed and exported 
to shelf seas [1]. Therefore, a better understanding of CDOM variation in estuaries 
and coastal waters can help estimating the oceanic carbon budget and evaluating 
the anthropogenic impacts on marine environments and global climate change. 
Furthermore, in estuarine and coastal waters, CDOM absorption usually co-varies 
with salinity. Variation of CDOM absorption can be used as a tracer of water mass 
mixing in near shore waters [13]. Investigating and explaining CDOM variations are 
therefore crucial for understanding various processes in the aquatic environment.

The Pearl River Estuary (PRE) is located on the southern coast of Guangdong, 
China (22–22.75°N, 113.5–114°N) (Figure 1), adjacent to the Northern South China 
Sea (NSCS). Its major part, the Lingdingyang Estuary, has a trumpet-like shape, 
with four gates (Humen, Jiaomen, Hongqili, and Hengmen) on the west side of the 
upper estuary, discharging freshwater of 6.83 × 1010 m3 into the NSCS every year 
[14]. The eastern side, however, has two deep channels, along which the coastal sea 
water can flood into [15]. The various water masses with complex properties make 
it difficult to interpret the CDOM variations in the estuary.

Furthermore, as China’s second largest river in terms of water discharge, the 
Pearl River has an annual mean discharge of 10,000 m3 s−1 [15–17]. A significant 
seasonal variation exists in the Pearl River discharge. Therefore, the optical proper-
ties of the estuarine water can be strongly influenced by river discharge, especially 
during the wet season [15], which leads to distinctive characteristics when inter-
preting and quantifying CDOM variations in the PRE in different seasons.

Studies on CDOM absorption in the PRE last for decades. Previous studies of 
CDOM optical properties have covered the entire estuary in different seasons of 
the year, but detailed picture of CDOM variation in the estuary remains poorly 
understood, the dynamics of CDOM optical properties under control of multiple 

Figure 1. 
Location of Lingdingyang Estuary, the major part of the Pearl River Estuary.
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hydrodynamic and biogeochemical processes are not yet to be revealed satisfac-
torily, and the ocean color algorithms for CDOM optical property retrieval with 
high reliability are still needed to be developed, as well as the CDOM ocean color 
products with high spatial and temporal resolutions. Therefore, a comprehensive 
investigation of CDOM optical properties synthesizing advantages of in-situ 
observations and ocean color interpretations is still in necessity.

The aim of this research is to enhance the understanding of the spatial and tem-
poral variations of CDOM optical properties in the PRE through analyzing in-situ 
measurements and interpreting satellite ocean color observations. The horizontal 
and vertical variations of CDOM absorption in the PRE are depicted based on 
dense and detailed in-situ observations and the dominant driven forces affect-
ing the variations are discriminated. Spatial and temporal variations of CDOM 
optical properties in the PRE are analyzed based on the CDOM products derived 
from multi-source ocean color data with complemented spatial and temporal 
resolutions.

2. Materials and methods

2.1 In-situ observations

Generally, the absorption coefficient (ag(λ), m−1) is a direct measure of CDOM 
absorptivity. The spectrum of ag usually spans from ultraviolet band to red band. 
The spectral shape is unstructured and typically decreases with increasing wave-
length in an exponential fashion (Eq. (1)) [18–23].

   a  g   (λ)  =  a  g   ( λ  0  )  exp  [−  S  g   (λ −  λ  0  ) ] ,  (1)

where λ0 is the reference wavelength, and Sg is the spectral slope, describing the 
decreasing rate of the spectrum.

The absorptivity of CDOM is first measured on a spectrophotometer as absor-
bance (A(λ)), a unit-less ratio of spectral radiant power transmitted through the 
sample across a path length (L) [24]. A(λ) is then converted to the (Napierian) 
absorption coefficient (ag(λ)) according to Eq. (2):

   a  g   (λ)  = 2.303A (λ)  / L.  (2)

Typically, measurements are performed using a long-path length quartz cuvette 
(e.g., 0.1 m) or a liquid core waveguide (0.5–5 m) with submicron-filtered (0.2 or 
~0.7 μm) seawater. In low-CDOM waters, measurement of the absorption spectrum 
of CDOM using a conventional spectrophotometer is challenging. Due to the expo-
nential decline of absorption with increasing wavelength, absorbance values can fall 
below the detection threshold of the detectors used, typically 0.03–0.06 m−1 [25]. 
Devices with longer effective path lengths, such as reflective tube absorption meters 
(up to 25 cm [26]), liquid waveguide cells (up to 200 cm [27, 28]), and integrating 
cavity meters (up to 25 m [29]) attempt to resolve this problem.

A cruise was implemented in the PRE previously from 2 to 12 May 2014. A 
total of 148 water samples were collected (Figure 2) from the water surface (with 
sampling depth of 0 and 1 m) and the bottom (with sampling depth 1 m above the 
bottom). CDOM absorbance (A(λ)) was measured in a 10-cm quartz cell using 
a Shimadzu UV-2550 spectrophotometer. The absorption coefficient (ag(λ)) is 
calculated at 1 nm interval from 250 to 700 nm according to Eq. (2). Spectral slope, 
Sg, over wavelength range of UV (250–400 nm), noted as Sg(250–400), is used as a 
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representative of CDOM spectral slope when analyzing the spatial heterogeneity of 
CDOM [30].

In addition to the spectroscopic analysis of CDOM absorption, in-situ mea-
surements of remote sensing reflectance in visible range (400–900 nm) are also 
conducted.

2.2 Satellite imagery

The in-situ measurements provide detailed observations on CDOM optical 
properties. However, the spatial and temporal resolutions of in-situ observations 
are always limited by high costs in the survey implementation. The satellite imagery 
can offer better temporal and spatial coverage with high efficiency and low cost. 
Therefore, space-born and airborne sensors have been used to monitor spectral 
properties of natural waters for over four decades, and ocean color remote sensing 
has become an important technology to study water environment.

Nevertheless, the applicability of satellite observation depends on the reliability 
of CDOM ocean color algorithms. The spectral properties of water bodies may 
change substantially with geographical locations and time. The color (spectrum) 
of water can be used to estimate concentrations of optically active constituents in 
water, such as the phytoplankton, suspended solids, and CDOM based on effective 
ocean color algorithms.

A regional algorithm for CDOM absorption estimation from satellite ocean color 
imagery is developed for the spring PRE (Eqs. (3)–(5)), which derives CDOM UV 
absorption and spectral slope from the visible remote sensing reflectance [Rrs( λ )], 
which is established based on the in-situ measured above water remote sensing reflec-
tance (Figure 3). The algorithm is with an overall mean absolute percentage difference 
(MAPD) of ~30 and ~5% for the estimation of CDOM absorption and the spectral 
slope over 250–450 nm, respectively.

   a  g   (290)  = 108.2  R  rs   (596)  − 0.5324  (3)

   R  rs   _ Gradient =  [ R  rs   (max)  −  R  rs   (min) ]  /  [λ (max)  − λ (min) ]   (4)

Figure 2. 
Location of the sampling stations in the May 2014 cruise in the Pearl River Estuary.
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   S  g   (250–400)  = 0.01187  R  rs   _  Gradient   −0.1741   (5)

Using all available satellite image data obtained by four ocean color sensors 
with different spatial and spectral resolutions: the Visible Infrared Imaging 
Radiometer Suite (VIIRS) on board Suomi National Polar-orbiting Partnership 
(Suomi NPP), the Ocean and Land Colour Instrument (OLCI) on board 
Sentinel-3A (S3A), the Hyperspectral Imager for the Coastal Ocean (HICO) inte-
grated in the International Space Station (ISS) Window Observational Research 
Facility (WORF), and the Operational Land Imager (OLI) on board Landsat 8 
(LS8) (Table 1), a time series of CDOM absorption and spectral slope in the PRE 
and the Hong Kong waters in spring from 2012 to 2018 is produced. Relevant fac-
tors related to the temporal variation of CDOM absorption and spectral slope are 
analyzed.

To match the season of the in-situ observations in this study, a set of satellite 
images acquired in spring (April and May) from 2012 to 2018 is selected for the 
application of the developed algorithm. For the OLI data with a 16-day revisit cycle, 
the time constraint is relaxed to March and June. The study area covers 22° and 
23°N, 113.5° and 114.5°E. The images with cloud coverage below 20% are down-
loaded (see Tables 2 and 3 for detailed information of the available images).

Figure 3. 
Normalized in-situ water surface reflectance in 380–900 nm measured by an Ocean Optics 4000 spectrometer 
using above-water method.

Sensor VIIRS OLCI HICO OLI

Location SNPP Sentinel-3 ISS Landsat 8

Data period Jan 2010 to Now Oct 2016 to 
Now

Sep 2009 to 
Sep 2014

Feb 2013 to 
Now

Number of bands 22 21 128 9

Spectral ranges 
(nm)

402–12,490 400–1020 353–1080 435–2294

Spatial resolution 
(m)

375/750/1000 300 100 15/30

Revisit days 1 ~2 ~10 16

Table 1. 
The properties of ocean color remote sensors utilized in this paper.
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Eq. (3) is applied to derive ag(290) from the selected satellite images. The Rrs(596) is 
matched to the bands of the four sensors by the criteria listed in Table 4. When retriev-
ing Sg(250–400), considering the available spectral range of the satellite imagery and 
the performance of atmospheric correction, the lower ends for Rrs gradient calculation 
(the λmin in Eq. (4)) are set as 445, 415.5, 400, and 443 nm for the VIIRS, HICO, OLCI 
and OLI data, respectively. The range for the Rrs maximum is limited below 700 nm for 
all sensors. Sg(250–400) is afterward derived from Rrs gradient by Eq. (5).

3. Results

Figures 4 and 5 present time-series products of ocean color-retrieved CDOM 
absorption (ag(290)) and spectral slopes (Sg(250–400)) from 2012 to 2018, which 
are derived from the satellite images listed in Table 3 using Eqs. (3)–(5). All 
the products can capture the general distribution pattern of CDOM in the PRE, 

Sensor Acquisition time

2012 2013 2014 2015 2016 2017 2018

VIIRS Apr10
May07
May23

Apr20
Apr09
May30
May31

Apr05
Apr15

Apr13
Apr14
Apr24
Apr30

Mar26 Apr02
Apr29
May31

Apr01
Apr10

OLCI Apr01
Apr02
Apr29

Apr04
Apr08

HICO Apr20

OLI Jun09 Jun12
Jun28

Mar26
May29

Apr30 Apr01
May03

Table 3. 
Acquisition time of the available images.

Sensor VIIRS OLCI HICO OLI

Data period Jan 2010 to 
Now

Oct 2016 to Now Sep 2009 to 
Sep 2014

Feb 2013 to Now

Years searched 2012–2018 2017–2018 2012–2014 2013–2018

Months searched Apr to May Apr to May Apr to May Mar to Jun

Available images 19 5 1 8

Table 2. 
Satellite images used for ocean color application.

Sensor Spectral bands in visible range (nm) Rrs(596)

VIIRS 412/445/488/555/672 [0.66B(555) + 0.34B(672)]/2

OLCI 400/412.5/442.5/490/510/560/620/665/673.75/681.25 [B(560) + B(620)]/2

HICO 404–696 (52 bands with interval of ~5.7 nm) [B(593) + B(599)]/2

OLI 433–453/450–515/525–600/630–680 B3 (525–600)

Table 4. 
The criterion used to match Rrs(596) with the bands of four sensors.
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showing the gradual decrease of absorption and the increase of spectral slope along 
the northwest to southeast direction.

In addition to the clear and consistent trend illustrated in Figures 4 and 5, the 
quantitative variations of CDOM absorption and spectral slope with time are also 
remarkable. The temporal fluctuation is especially evident in the upper and western 
PRE, where the water properties are greatly influenced by freshwater discharge, 
especially during the flooding season.

Figure 4. 
Time-series of CDOM absorption (ag(290)) in the PRE in spring in 2012–2018 derived from VIIRS, OLCI, 
HICO, and OLI.
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Source and removal are the two major aspects that control and balance the 
CDOM absorption budget in nature waters. In open oceans, phytoplankton produc-
tion and upwelling of deep water can bring new CDOM into upper layer to elevate 
CDOM absorption in surface water, while the photobleaching and high stratifica-
tion can strongly decrease the absorptivity of surface CDOM and increase the spec-
tral slope. In estuaries and coastal waters, the most distinctive condition different 
from the open oceans is the terrestrial input, which is a significant source of organic 

Figure 5. 
Time-series of spectral slope of CDOM absorption (Sg(250–400)) in the PRE in spring in 2012–2018 derived 
from VIIRS, OLCI, HICO and OLI.
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matter in surface water, and leads to the highest variation of CDOM concentration 
in the region [1]. Therefore, in estuaries and coastal waters, river flow is always an 
important factor influencing the temporal variation of CDOM absorption during 
the wet season.

A positive correlation between the monthly averaged river discharge and the 
monthly averaged ag(290) maxima from the CDOM ocean color products is shown 
in the PRE (Figure 6), suggesting the high CDOM absorption in the PRE is always 
associated with high river flow. This pattern is especially typical in spring, when 
the Pearl River enters the flood season, and the river discharge can dramatically 
increase after a heavy rainfall. As a contrast to the high river flow, the existing 
CDOM in surface water of the PRE can be rapidly photodegraded or microbial 
consumed under the low river discharge with limited inputs of new CDOM, 
resulting in low level of CDOM absorption and large value of spectral slopes. In this 
point of view, the time-series of CDOM absorption can be well correlated with river 
discharge, and therefore is a good indicator of estuarine hydrodynamic conditions.

4. Discussion

For dissolved matter in water, the variation of CDOM is greatly influenced by 
hydrodynamic conditions, such as horizontal transport and vertical mixing. The 
PRE circulation is dominated by the gravitational exchange current with the surface 
freshwater flowing seaward in the surface, mainly on the west side, and the com-
pensated seawater in the lower layer flowing landward along the east coast [31, 32].

As illustrated by in-situ observations and satellite interpretation, CDOM shows the 
strongest absorption and lowest spectral slope at the head of the estuary (Station A1, 
A2 and A3) (Figures 4 and 5). Water in this region comes from the discharge of the 
Humen and Jiaomen Gates (Figure 2), carrying abundant dissolved organic materials. 
These CDOM components with complex composition are then transported seaward 
along the west coast, causing the western estuary to have stronger CDOM absorption 
and lower spectral slope than the eastern estuary, where the intrusive seawater brings 
large amount of marine CDOM with lower absorption and higher spectral slope.

It has been reported that terrestrial CDOM is much more sensitive to photo-
chemical reactions than marine CDOM [33]. DOM originating from upper streams 
during high-flow events is abundant in aromatic compounds, and therefore is 
highly susceptible to solar irradiation, which is in agreement with laboratory 

Figure 6. 
Correlation between the monthly averaged river discharge of the sum of values measured by two gauging 
stations (Boluo and Shijiao) and the monthly averaged ag(290) maxima from the CDOM Ocean color 
products.
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experiments which reveal a high degree of riverine DOM photoreaction [34]. Thus, 
photodegradation can be a possible reason for the removal of terrigenous CDOM 
in the surface water of the PRE, therefore the decrease of CDOM absorption. 
Furthermore, photobleaching can convert high molecular weight CDOM species to 
lower molecular weight species, result in a great decrease in ag(295) than in ag(275), 
and consequently cause the spectral slope increase [30, 35, 36].

With respect to the ocean color applications, the spatial distribution pattern of 
CDOM absorption in upper layer is successfully captured by the algorithm, and the 
time-series CDOM variation which collaboratively changes with river discharge, 
is also reflected from satellite multi-senor imagery. Furthermore, the variation of 
CDOM spectral slope (Sg) within the PRE is depicted with very high spatial resolu-
tion, by retrieving Sg from satellite imagery pixel by pixel using Eq. (5). This can 
lead to much more delicate CDOM absorption products (Figures 4 and 5), because 
previous algorithms to derive CDOM absorption spectra generally use a uniform Sg 
for the entire water area of interest to calculate ag [37], which is evidently unreason-
able for estuarine and coastal waters, where the CDOM of different sources may 
have different levels of Sg.

5. Conclusion

This research analyzes the variation of the CDOM optical properties (absorp-
tion) in the PRE based on the in-situ measurements during a spring cruise survey 
and the ocean color interpretations. Based on a UV to visible scheme to retrieve 
CDOM absorption from remote sensing reflectance, the time-series product of 
CDOM absorption in the PRE waters is produced from satellite images with mul-
tiple spatial and spectral resolutions, and an evident correlation with the temporal 
variation of river discharge is captured in the time-series variation of CDOM 
absorption in the PRE in spring.
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Appendices and nomenclature

A absorbance
ag absorption coefficient of CDOM
CDOM chromophoric dissolved organic matter
DOC dissolved organic carbon
DOM dissolved organic matter
HICO hyperspectral imager for the coastal ocean
ISS International Space Station
MAPD mean absolute percent difference
OLCI Ocean and Land Colour Instrument
OLI Operational Land Imager
UV ultraviolet
VIIRS Visible Infrared Imaging Radiometer Suite
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Response of Coastal Upwelling 
East of Hainan Island in the South 
China Sea to Sudden Impact 
and Long-Term Variability of 
Atmospheric Forcing
Lingling Xie and Mingming Li

Abstract

The wind-driven coastal upwelling east of Hainan Island (UEH) in the north-
western South China Sea (SCS) is sensitive to the multi-scale variability of atmo-
spheric forcing. This chapter focuses on two ends of time scales of atmospheric 
forcing: very short-time or sudden impact, i.e., typhoon passages; and long-term 
variability associated with El Niño events. The response of the sea surface tempera-
ture (SST) associated with the UEH to typhoon passages was investigated based on 
concurrent satellite SST and wind products. The long-term variability and response 
of the UEH to super El Niño events were analyzed based on recent 30 years of satel-
lite data. The results show that the UEH has significant responses to atmospheric 
forcing. Meanwhile, the ocean circulation also plays an important role in modula-
tion of the coastal upwelling.

Keywords: coastal upwelling, typhoon, ENSO, long-term variability, South China Sea

1. Introduction

As one of the important dynamic processes in continental shelf seas, coastal 
upwelling is capable of bringing the cold and nutrient-rich subsurface water to the sur-
face [1–3]. Thus, it plays a crucial role in the local fishery [4, 5], sedimentation process 
[6, 7], and weather system [8, 9]. Meanwhile, the coastal upwelling is of significance 
for the air-sea CO2 flux and the global carbon cycle [10, 11]. Hence, oceanographers 
have paid much attention to the coastal upwelling in various ocean areas [12–18].

The wind-forced offshore Ekman transport is the general mechanism for the 
coastal upwelling [16, 19–21]. In recent decades, with global climate change, the 
long-term and interannual variability of upwelling, particularly its response to 
extreme events, such as the El Niño-Southern Oscillation (ENSO) events, has been 
paid more and more attentions [22–27]. On the other hand, the coastal upwelling 
in low latitudes is susceptible to frequently passing tropical cyclones. The sudden 
impacts by typhoon passages on the upwelling process are worth pursuing [28–31].

As shown in Figure 1, upwelling east of Hainan Island (UEH) is seasonal coastal 
upwelling in the northwestern South China Sea (SCS). It occurs mostly within a 
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range of 40 km off the coastline in summer months as the southwesterly monsoon 
prevails [16, 21, 32]. The wind-driven offshore Ekman transport and Ekman pump-
ing, as well as the topography effect, are main mechanisms of the UEH [33–35]. 
Since pioneer studies in the 1960s, researchers have investigated the hydrographic 
features and the variability of the UEH [16, 31, 33, 36–39]. In recent years, the 3D 
vertical circulation and diapycnal turbulent mixing in the UEH zone have been 
investigated from cruise observations [21, 40].

2. Long-term variability of UEH

2.1 Climatology

As shown in Figure 1a–c, the SST reaches above 28°C in the most northern 
SCS. One can see that the low-temperature area along the eastern coast of Hainan 
Island formed by upwelling is quite evident with SST decreasing from 27.5°C at 40 km 
offshore to 26°C along the coast. In July and August, the SST reaches above 29°C in 
the deep water but is still lower than 27.5°C in the coastal upwelling zone. Influenced 
by East Asia monsoon, the southwesterly winds prevail in the northern SCS in 
summer as shown in Figure 1d–f. One can see that the wind stress in the offshore 
water east of Hainan Island is lower than that in the deep water. The winds blow 
northeastward over the offshore water. The non-zero wind stress curl is produced by 
nonuniform spatial distributions of wind speed and wind direction. From the wind 
stress curl shown in Figure 1g–i, one can see that in summer, the wind stress curl east 
of 112°E in the northern SCS is generally negative, while that over the coast upwelling 
zone between 110° and 111°E is positive in June–August, and the value and extent are 
larger in July. Driven by the positive wind stress curl, the Ekman pumping can cause 
upwelling of lower layer cold water, leading to the UEH with low SST.

2.2 Variability of upwelling intensity

We use the SST difference between the upwelling zone (Zone A in Figure 1) 
and that in the deep water without upwelling (Zone B in Figure 1) as the upwelling 

Figure 1. 
Climatological monthly mean SST (a–c), wind stress vector (d–f), and wind stress curl (g–i) in summer 
months of June, July, and August in northern SCS. Black boxes A and B represent the coastal upwelling zone of 
the UEH and the background zone without upwelling in deep water, respectively.
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index (UI) to denote the upwelling intensity (refer to [26] for details). Figure 2 
shows the variation of SST in zones A and B and the UI of the UEH from 1982 to 
2012. One can see that both the SST in the upwelling zone A, i.e., SSTnear, and that 
in the deep water without upwelling, i.e., SSTfar, have increasing trends in recent 
30 years. The increase rate is 0.03°C/a for zone A and 0.02°C/a for zone B, respec-
tively. The warming in the upwelling zone is faster than that in the open-sea waters. 
Thus, the UI of the UEH has a decreasing trend with a rate of −0.01°C/a. The UEH 
weakens as the global climate changes. This is opposite to the intensification in the 
coastal upwelling zones on the east coast of the ocean basin [22, 24–25, 41].

In order to investigate the interannual variability of the UEH, we decompose 
the UI time series using the empirical mode decomposition (EMD) method [42]. 
The first three intrinsic mode functions (IMFs 1–3) are shown in Figure 3. One can 
see that the periods of the IMFs 1–3 are about 3 a, 5 a, and 10 a, respectively. The 
corresponding variance contributions are 82, 10, and 1%. The IMF1 has the larg-
est amplitude and dominates the interannual variability of the UEH. On the other 
hand, the 3-year variation is highly related to the ENSO events [33].

2.3 Variability of upwelling center

Taking the latitude of the maximum UI as the upwelling center, one can inves-
tigate the variation of the position of the UEH. As shown in Figure 4a, one can see 

Figure 2. 
Variation of the averaged SST in summer in the upwelling zone (zone A in Figure 1) (a) and the background 
zone in the deep water (zone B in Figure 1) (b) and the upwelling index (UI) of UEH (c) from 1982 to 2012. 
The straight lines represent the linear trends of the variations (cited from [26]).
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that the center of UEH oscillated north-southward along the Hainan coast between 
18.9° and 19.3°N in the past 30 years. The center positions of the largest probability 
are in 19.2°–19.3°N and 18.9°–19°N. For the long-term variation trend, one can 
see that the center position shifted northward from 1980 to 2012. The IMFs of the 
center position series also show interannual variability with three intrinsic periods 
of 3 a, 5 a, and 10 a, of which IMF 1 has the largest amplitude and dominates the 
variance.

2.4 Effects of wind stress and wind stress curl

The UEH is generally driven by the alongshore wind stress. However, for the 
long-term variation, the alongshore wind stress has an increasing trend with a rate 
of 1.1 × 10−5 N/m2/a as shown in Figure 5a. This is opposite to the decreasing trend 
of the UEH shown in Figure 2c. The correlation coefficient of the interannual 
variability of the UI with that of the alongshore wind stress is only 0.43 (P < 0.02). 
The alongshore wind stress seems not to be the dominant factor for the long-term 
variation of the UEH. Figure 5b shows the variation of the wind stress curl over the 
upwelling zone. One can see that the wind stress curl has a decreasing trend with a 
rate of −2.7 × 10−11 N/m3/a. The correlation coefficient of the wind stress curl and 
the UI reaches 0.66 (P < 0.001). For the first two IFMs, the correlation coefficients 
reach 0.75 for IMF1 and 0.54 for IMF2 for the wind stress curl but are 0.52 for IMF1 
and 0.46 for IMF2 for the alongshore wind stress. This result suggests that the wind 

Figure 3. 
First three intrinsic mode functions (IMFs 1–3) of the UI series of the UEH (a) IMF1, the first and largest 
mode, (b) IMF2, the second mode and (c) IMF3, the third mode (cited from [26]).

Figure 4. 
The interannual variation (a) and the statistics (b) of the upwelling center of the UEH in 1982–2012 and three 
IMFs of the variation (c–e) (cited from [26]).
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stress curl-induced Ekman pumping plays a more important role in the long-term 
variability of the UEH intensity.

By comparing the latitudes of maximum alongshore wind stress (around 
19.1°N) and wind stress curl (around 19.25°N), one can see that the latitude of the 
maximum wind stress curl is more consistent with latitudes of the maximum UI at 
19.2°–19.3°N. This shows the importance of the wind stress curl on the long-term 
variation of the UEH.

3. Response of UEH to super El Niño events

3.1 Background

As mentioned above and in previous studies, the UEH has interannual variabil-
ity associated with the ENSO events [37]. Comparing with the UEH, the upwelling 
east of Vietnam coast (UEV) in the western SCS has different response to the ENSO 
events [8, 43]. Jing et al. [33] analyzed the response of UEH and UEV to a super 
El Niño event of 1997–1998 and found that in summer 1998, southerly winds were 
intensified in the northern SCS, so that UEH was strengthened, while easterly 
winds were abnormally intensified along the Vietnam coast over the southern 
SCS, so that UEV is weakened. Most of these previous investigations explained the 
mechanisms of response of coastal upwelling to El Niño events based on wind forc-
ing, and less attentions are paid to the background ocean dynamic processes.

Recently, another super El Niño event occurred in 2015–2016, which lasted 
for longer than 12 months with sea surface temperature anomaly (SSTA) peaks 
higher than 2°C for longer than a half year as shown in Figure 6. Shen et al. [39] 
use SST, sea surface height (SSH), wind fields, and heat flux data from 1995 to 2016 
to compare different responses of UEH and UEV to the two super El Niño events 
of 1997–1998 and 2015–2016 and found that ocean mesoscale eddies significantly 
affected the response of coastal upwelling to El Niño events.

Figure 5. 
Variations of the alongshore wind stress τalongshore (a) and the curl of wind stress curlzτ (b) over the UEH zone in 
1982–2012. The straight lines represent the linear trends (cited from [26]).
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3.2 SSTA

The SSTA with respect to climatologic SST is generally used as an indicator to 
represent response of upwelling to the El Niño events [8, 33, 43, 44].

Figure 7a–b shows the averaged SSTA fields of UEH and UEV in local summer 
(June–July–August) of 1998. One can see that the extent of cold water in UEH 
expanded with totally averaged SST 0.04°C lower than that of climatology, imply-
ing that UEH was slightly intensified. On the other hand, the extent of cold water 
in UEV was remarkably shrunk with greatly increased SSTA. The totally averaged 
SSTA was 1.15°C. In particular, at the cold center of climatology near 11° 30’N, SSTA 
was warmed up as high as 1.8°C. This implies that the UEV greatly weakened after 
the super El Niño event of 1997–1998 ended in spring 1998.

Super El Niño event of 2015–2016 ended in spring 2016 has the longest lifetime 
and the highest SST anomaly in the equatorial Pacific since 1900. In summer 2016, 
SSTAs in UEH and UEV are entirely different. As shown in Figure 7c–d, all SSTs in 
UEH show warm anomaly with the SSTA amplitudes of 0.4–1.0°C, and the warm-
est anomaly appeared at about 100 km offshore. Comparing SST distribution (not 
shown), the cold water area of UEH greatly decreased, with totally averaged SSTA of 
0.67°C, implying that UEH weakened. Meanwhile, SST in the UEV decreased about 
0.2°C in the area 50 km offshore from 11° 30’N to 12° 30’N, while SST slowly increased 
from the cold center to the deep water. The totally averaged SSTA was 0.17°C with a 
maximum warm anomaly of 0.4°C, implying that UEV was also slightly weakened.

3.3 Wind field anomaly

The variability of local wind field is an important factor that must be considered 
in response of coastal upwelling to super El Niño events. Figure 8 shows the wind 
vector anomaly (arrows) and the wind stress curl anomaly (color) of the UEH 
and the UEV in summer 1998 and 2016. Forced by abnormal southerly winds and 
positive wind stress curl anomaly, both favorable conditions for upwelling, UEH 
was intensified with expanded sea surface cold water area and lower temperature 
in summer 1998 (Figure 8a). This is consistent with SSTA patterns shown in 
Figure 7a. Meanwhile, for the UEV, southerly wind anomaly was remarkable, and 
wind stress curl decreased with the negative anomaly of −2 × 10−7 N m−3. The two 
factors restrained the upwelling development, so that SST in UEV increased in sum-
mer 1998 (Figure 8b). This is consistent with SSTA patterns shown in Figure 7b.

In summer 2016, southerly wind anomaly was still dominant over the UEH; the 
wind stress curl anomaly was positive and negative over the northern and southern 

Figure 6. 
Niño 3.4 index from 1995 to 2016. Blue, orange, and red color bars represent SSTA lower than 0.4°C, but higher 
than 0.4 and 2°C, respectively (cited from [39]).
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UEH, respectively (Figure 8c). The wind speeds were higher than the climatologic 
means. Theoretically, the wind fields were favorable to the upwelling development. 
However, the comparison with the SSTA patterns shown in Figure 7c indicates that 
the temperature in the UEH cold water area greatly increased and the region of cold 
water became narrower. Based on this fact, Shen et al. [39] speculate that there are 
other factors to weaken the UEH. In the UEV, the southerly wind anomaly was dom-
inant, and the wind stress curl anomaly was positive in most cases with the mean 
positive anomaly as high as 1.5 × 10−7 N m−3 (Figure 8d). The wind speeds were 
greater than the climatologic values. Such wind field anomaly was greatly favorable 
to the upwelling development. However, results in the above section indicate that 
in summer 2016, the mean SST in the UEV was close to the climatologic mean, cold 
water area was not obviously expanded, and lower SST appeared in partial area 
only. This implies that there are some factors to counteract forcing of wind field, 
resulting in unchanged upwelling intensity in the UEV.

Figure 7. 
SSTA in UEH (a, c) and UEV (b, d) in summers 1998 and 2016. Color codes are in °C (cited from [39]).
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3.4 Surface heat flux

The sea surface heat flux is an important factor to affect the SSTA. Figure 9a 
shows summer mean net heat flux of the western SCS in 1998 and 2016. One can see 
that the horizontal distributions are characterized by dipole patterns, i.e., a low-value 
center, located at the deep basin coexisting with a high-value center at the northwest-
ern shelf. The extent of high net heat flux (NHF) (>7.5 × 106 J m−2) in summer 2016 
(Figure 9b) was much larger than that in summer 1998 (Figure 9a), suggesting that 
the heat absorbed by UEH and UEV was higher than that in 1998 summer.

Figure 9c shows the difference of spatial mean NHF in summer 2016 from that 
in summer 1998. For both of the UEH and the UEV, all the heat flux differences 
are positive, i.e., the heat gain due to shortwave solar radiation in summer 2016 
was greater than that in summer 1998, and the heat losses due to the long-wave 
radiation, latent heat flux, and sensible heat flux were smaller than that in sum-
mer 1998. This result reveals that NHF absorbed by the sea water of two upwelling 
zones in summer 2016 was near twice of that in summer 1998. The increase ampli-
tude of the NHF in UEV was twice of that in UEH. However, comparing that in 
summer 1998, the mean SST in UEH in summer 2016 increased near 0.71°C, while 
that in UEV decreased by 0.98°C as shown in Figure 7, namely, in the UEV, the 
NHF increased, but SST decreased. Therefore, the NHF is not a dominant factor to 

Figure 8. 
Composite maps of wind vector anomaly (arrows) and wind stress curl anomaly (color codes in N m−3) of 
UEH (a, c) and UEV (b, d) in summer 1998 and 2016 (cited from [39]).
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affect SSTA in the upwelling cold water area during the El Niño events, but there 
must be other dynamic factors to counteract the SST increase in the upwelling cold 
water areas.

3.5 Effects of ocean dynamic processes on upwelling cold water

As a component of the ocean circulation, coastal upwelling is affected by the 
background current. The surface cold water in the upwelling zone is formed by 
transport of cold water in lower layers to upper layers carried by the vertical motion 
of sea water. Meanwhile, if horizontal currents transport water masses with differ-
ent properties from other areas to the upwelling zone, or alter the current fields to 
affect divergence of upper layer sea water, it is possible to change the intensity and 
location of upwelling.

Mesoscale eddies are active in the SCS [45, 46]. The horizontal and vertical 
motions of eddies would modulate background current and mass transport, so 

Figure 9. 
Downward mean net heat flux (NHF) in the western SCS in summer 1998 (a) and 2016 (b) and difference of 
mean heat fluxes of summer 2016 from 1998 in UEH and UEV (c). Color codes in a–b represent NHF in J m−2 
(cited from [39]).
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Figure 10. 
SSHA distribution in the western SCS in summer 1998 (a) and 2016 (b). Color codes are in m (cited from [39]).

that they may be the important processes to affect UEH and UEV. Here, the SSH 
anomaly (SSHA) is used as an index to analyze effects of mesoscale eddies on SSTA 
in the upwelling zones. Figure 10 shows SSHA distribution in the western SCS in 
summer 1998 and 2016. In summer 1998, SSHA in the northern SCS was negative 
(Figure 10a), favorable for UEH development. Meanwhile, there was an ellipse-
shaped warm eddy in SW-NE direction off the South Vietnam coast. The UEV 
was located within the extent of warm eddy, so that the UEV was restrained. On 
the other hand, in summer 2016, the UEH was located in the positive SSHA area, 
and there were multiple weak warm eddies east of Hainan Island (Figure 10b). 
The SSHA was also positive in the offshore water of Vietnam. Near the Indo-China 
Peninsula, there were a train of stronger warm eddies centered at 10°, 12°, and 
15°N, respectively. This might explain that although the wind field anomaly along 
the Vietnam coast was quite favorable for upwelling development, the extent of cold 
water did not expand, and SST also did not decrease with respect to the climatology. 
It is the warm eddies that may counteract the wind forcing effect.

4. Response of UEH to typhoon passage

4.1 Statistics of typhoon

Previous investigators have addressed that the hydrological characteristics and 
dynamic structure of the upwelling may have dramatic changes after typhoon 
passage [28, 38, 47]. The UEH is located in the pathway of typhoons formed both 
in the western Pacific Ocean and the SCS [47, 48]. In order to investigate the sud-
den impact of typhoon forcing on the UEH, Xie et al. [31] analyzed the statistics of 
typhoons passing the UEH zone during the past 34 years from 1982 to 2015.

As shown in Figure 11, there were a total of 42 tropical cyclones passing the 
UEH between April and September from 1982 to 2015, of which 24 cyclones origi-
nated from the western Pacific and 18 from the SCS. The cyclones originating from 
the Pacific passed over the UEH mostly in July, while the locally generated cyclones 
in the SCS appeared mostly in August. Most cyclones moved northwestward into 
the research area, while several cases passed this region north-/northwestward or 
even parallel to the coastline. Figure 11g shows the incidence angles of the cyclones, 
which is defined as the angle between the pathway of cyclone when entering the 
upwelling region and the trend of coastline, i.e., 0° for the passage parallel to the 
coastline and 90° for perpendicular. Twenty-five cyclones entered this area with 
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incidence angle between 70° and 90°, among which seventeen passages were nearly 
perpendicular to the coastline (80°–90° of the incidence angle). Only in two cases 
the incidence angles were smaller than 40°.

As for the monthly distribution, the passages of tropical cyclones were prevail-
ing in summer from June to August, when upwelling had been well developed. 
There are 36 cases in summer, accounting for 86% of all passing cyclones, in which 
18 cases occurred in July. As of the cyclone intensity, the most frequent category was 
severe tropical storm (STS) with 12 cases during 34 years, followed by the tropical 
depression (TD) and typhoon (TY) of 10 and 9 cases, respectively. The three most 
prevailing types account for 74% of all passing tropical cyclones. The severest super 
typhoon (super TY) occurred in July 2014.

4.2 Statistics of SST variation

The SST variations in the UEH induced by cyclone passages during 1982 and 2015 
are shown in Figure 12. The SST difference (∆SST) between the post-cyclone and 
pre-cyclone values is used to specify the response of UEH to typhoon passages. Here 
the pre- and post-SST are averaged values of the whole region within 7 days before 
cyclones enter or after passing the upwelling zone (outlined by red dashed lines 
in Figure 11), respectively. In most cases, the SST in the upwelling zone decreased 
(∆SST < 0) after the typhoon passage, with the greatest decrease of −2.4°C induced 
by the severe typhoon (STY) Zeke in 1991. The SST increase occurred in 1985, 1989, 
and 2001, with the greatest increase of 3.4°C after the passage of a nameless weak 

Figure 11. 
Tracks and incidence angles of cyclones passing over the UEH zone (red box) during the period from April to 
September of 1982 to 2015. Black lines in (a)–(f) are tracks of tropical cyclones originated from the Pacific and 
blue lines from the SCS. Red boxes represent the UEH zone for statistics (cited from [31]).
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tropical depression (WTD). The warming of sea surface after typhoon passages is 
distinguished from the prevailing cooling in the open ocean.

All 42 cases are categorized into three types according to the SST variation ∆SST: 
cooling with ∆SST < −0.5°C, no-significant-change with −0.5 ≤ ∆SST ≤ 0.5°C, and 
warming with ∆SST > 0.5°C. The statistical result is listed in Figure 12b. Nineteen 
cases of forty-two cyclones triggered surface cooling, with ∆SST concentrated 
mainly between −2 and −1.5°C and averaged to −1.5°C; twenty cases were in the 
category of no-significant-change with a mean value of 0°C, accounting for 48% of 
all cases and the number of slightly warming is larger than that of slightly cooling; 
three warming cases were found with a mean value of 2.1°C. The magnitude of aver-
aged warming is greater than that of cooling.

In monthly distribution (Figure 12c), most warming cases occurred from June 
to September, with a maximum in June. The largest magnitude and most frequent 
cooling were in July, preceding that in June and August.

4.3 SST changes vs. typhoon parameters

It is usually assumed that the intensity and moving speed of tropical cyclone are 
two predominant factors influencing SST decrease in the open ocean. The stronger 
or slower-moving cyclones are supposed to induce more SST decrease [49]. Other 
studies suggested that the incidence angle and path of tropical cyclone may also play 
an important role in SST variation in coastal regions [29, 50]. In the UEH, all the 
four mentioned parameters are analyzed in 42 cases from 1981 to 2015.

The distributions of ∆SST on two joint parameters are illustrated in Figure 13. 
One can see that all three warming cases occurred after passage of low-wind-speed 
tropical cyclones, with duration period of 5–9 h, and the magnitude of SST varia-
tion increases with the incidence angle. For cooling cases, the relation between SST 
variation and maximal wind speed is not significant, with correlation coefficient 
R2 = 0.29. The magnitude of SST decrease is not dependent on the duration period 
of tropical cyclone. Most cooling cases occurred after tropical cyclones with the 

Figure 12. 
SST changes induced by the 42 tropical cyclones passing over the UEH from 1982 to 2015. (a) Yearly distribution. 
(b) Number of typhoons in different cases. (c) Monthly distribution. Warming cases are in red, cooling cases in 
blue, and no-significant-change cases in gray (cited from [31]).
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duration time smaller than 8 h. All cooling cases occurred with the incidence angles 
greater than 50°, and there is an increasing trend of ∆SST magnitude with the inci-
dence angle. The SST variation in no-significant-change is independent of the wind 
speed or the duration time of tropical cyclone. The incidence angles were all larger 
than 50°. It seems that the maximal wind speed and the incidence angle contribute 
more to the SST response, and the duration time might have slight influence.

4.4 Mechanisms of SST change

The change in SST induced by passage of tropical cyclone depends on the net heat 
flux in the research area. As a severe local disturbance, strong vertical convection and 
turbulent mixing during the momentum transfer from the cyclone to the sea water are 
generally regarded as the primary mechanism for sea surface cooling [47]. The magni-
tude of cooling increases as the strength of the cyclone increases or the movement speed 
decreases, due to the enhancement of vertical pumping and mixing. Generally, the heat 
variations of the upper ocean due to vertical convection and mixing induced by tropical 
cyclone, denoted as Qv and Qm, respectively, are negative. However, 20 no-significant-
changes and even 3 warming cases appear in the above statistical analysis, indicating 
that there are other mechanisms inducing the positive heat flux via tropical cyclones.

As illustrated in Figure 14, the typhoon approaching the upwelling zone might 
decrease or increase the SST in the offshore water due to onshore or offshore Ekman 
transport induced by the typhoon winds. The heat flux due to the typhoon Ekman 
flow is denoted by QE, and its sign depends on the relative locations of the typhoon 
track and the upwelling zone [29]. For three SST warming cases mentioned above, 
the locations of tropical cyclone tracks relative to the upwelling zone are variant: 
one was south to the upwelling core, one passed the central upwelling zone, and one 
veered from the north to the south. The local typhoon-induced heat advection QEa 
by Ekman transport is merely one factor influencing the SST variation.

Zheng et al. [50] suggested that typhoon could force a single sea-level soliton 
in the deep offshore water with the positive amplitude. Warm water was thus 
transported onshore with the shoreward propagation of the soliton due to nonlin-
earity and resulted in net positive heat flux shoreward. The onshore amplitude of 

Figure 13. 
2-D distribution of SST variation with tropical cyclone parameters (a) SST variation vs. maximum wind 
speed and residence time. (b) SST variation vs. maximum wind speed and incident angle. (c) SST variation vs. 
incident angle and residence time (cited from [31]).
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soliton induced by typhoon (thus the heat advection marked as Qra) depends on the 
typhoon incidence angle, i.e.,

   β  d   ≅  α  1    sin   1/2  θ exp  (−     α  2   _ sin θ  )   (1)

in which βd is the amplitude of soliton, θ the typhoon incidence angle, and α1 and 
α2 are parameters related to the continental shelf width, the turbulent viscosity and 
the propagation velocity of the soliton (refer to [50] for detail).

The normalized SST variation vs. the incidence angle of tropical cyclone in 
three warming cases is shown in Figure 15. One can see that the normalized ∆SST 
increases with the incidence angle and conforms to the idealized curve suggested by 
Zheng et al. [50]. It shows that the heat transport by the offshore soliton is a signifi-
cant mechanism of SST increase in UEH after typhoon passages.

To sum up, the heat flux induced by tropical cyclone in UEH consists of two main 
categories: nonlocal heat transport Qr through shoreward transport of the offshore 
warm water by the tropical cyclone induced soliton, here Qr = Qra and is positive; local 
heat flux by the momentum input of tropical cyclone Q1, including the heat change due 
to vertical convection/mixing Qvm (negative) and Ekman flow QEa (positive/negative), 
here Q1 = Qvm + QEa. Thus, the net heat flux by tropical cyclone is summarized as

   Q    net   =  Q   r   +  Q   1    
⎧

 
⎪

 ⎨ 
⎪

 
⎩

   
> 0

  
if   Q   1   > 0 or   Q    r   >  

    = 0        if   Q   1   < 0 and   Q   r   = −  Q  1      
< 0
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     (2)

Figure 15. 
SST variation vs. incidence angle of tropical cyclone for three SST warming cases in UEH (cited from [31]).

Figure 14. 
Sketch of typhoon-induced upwelling-favorable/upwelling-unfavorable wind and shoreward propagating soliton.
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The above statistics of 42 tropical cyclone passages indicate that the SST 
response in the UEH could be warming, no-significant-change, or cooling, account-
ing for 7, 48, and 45%, respectively. The heat flux is affected by the intensity, the 
moving speed, the incidence angle, and the relative location of tropical cyclone. The 
combination of these factors modifies the relative magnitudes of Qr and Q1, thus 
influences the SST response signatures.

5. Summaries

The wind-driven UEH is a typical seasonal coastal upwelling in the northwest-
ern SCS. Satellite SST data and wind products help to investigate the variability 
of UEH to multi-scale atmospheric processes. This chapter overviews the recent 
progress, including the long-term and interannual variability of UEH with the 
global climate change in recent decades, the response of UEH and UEV to super 
El Niño events in 1998 and 2016, the variation of UEH after sudden impacts of 
typhoon passages, and the variability mechanisms. The main results are summa-
rized as follows:

1. Different from intensification trend of most east-coast upwelling, the UEH 
has a weakened trend in the recent 30 years from 1982 to 2012. The decreas-
ing rate of UI is 0.01°C/a. The UEH has higher correlation coefficient with 
the variation of the local wind curl, which also has decreasing trend than the 
alongshore wind stress. Meanwhile, the latitude of UEH core tends to move 
northward, so does the latitude of the maximum wind curl location. Three 
intrinsic modes with periods of 3, 5, and 10 years are found both for the 
upwelling intensity and the core location variation, of which the mode with a 
3-year period dominates the variation. The local wind curl plays an important 
role in the interannual variation of the UEH.

2. The response of the UEH to the super El Niño event in 2016 was different from 
that in 1998. The responses of the UEH to two super El Niño events were also 
different from that of the UEV. Specifically, the upwelling-favorable wind 
anomaly enhanced the UEH, while the upwelling-unfavorable wind anomaly 
weakened the UEV in summer 1998. In summer 2016, there were upwelling-
favorable wind anomalies in both the UEH and the UEV. However, the cool 
water zone shrunk with warmer SSTA in the UEH region, and the UEV 
became warmer, indicating other mechanisms beside the ENSO-induced wind 
anomaly. It is found that mesoscale eddies may significantly affect the response 
of upwelling to super El Nino events.

3. There are three categories of SST response for 42 cases of typhoons pass-
ing through the UEH from 1982 to 2015, i.e., increasing SST (19 cases), 
no-significant-changing SST (20 cases), and decreasing SST (3 cases). 
The averaged SST increase is 2.1°C, higher than the averaged decrease of 
−1.5°C. The intensity and the incidence angle are found to be main factors 
affecting the variation of SST. The typhoon-induced elevation nonlinear 
soliton transports heat from the open ocean to the coastal upwelling zone, 
so that SST increases. The observed SST variation vs. the incidence angle 
of typhoon track conforms to the theoretical predictions, namely, the SST 
variation may be caused by both local and remote heat transports induced 
by typhoon.
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Chapter 10

Strengthening Democracy 
in Indonesian Marine Spatial 
Planning through Open Spatial 
Data
Adipandang Yudono and Permana Yudiarso

Abstract

Sea and coastal areas are locations that have enormous potential that can contribute 
greatly to the national economic growth. The potential of marine and coastal areas 
includes the potential of fisheries. Fish life in shallow water or estuary is relevant to 
the existence of seagrass beds as their habitat. Seagrass in coastal waters is one of the 
attractions of fish for reproduction (spawning ground), fish growth place (nursery 
ground) and feeding ground. Good management requires a well-structured plan that 
takes into account geographical conditions and the sustainability of the plan in the 
future for the role of marine spatial planning. Marine spatial planning is a spatial guid-
ance to manage well coastal and ocean areas with more integration and sustainability 
through identifying and mapping all marine issues. One method of mapping issues 
in marine spatial planning is open spatial data. The coherence and synergy of spatial 
planning can be achieved through dialogue between the elites and the public. A solu-
tion to bridge political communication between the elite and the public is open spatial 
data. In this context, the technicalities of open spatial data are important factors for 
achieving consensus. Relevant non-technical issues, such as data management, human 
resources and leadership factors are critical points for this potential open spatial data.

Keywords: seagrass, fishing areas, coastal conflicts, marine spatial planning,  
open spatial data

1. Introduction

The aim of this study is to explore the model of open spatial data between 
communities and official government to meet bottom-up and top-down approaches 
in achieving consensus of marine spatial planning for strengthening democracy 
and sustainability, particularly in social pillar. The social problem between local 
coastal communities and coastal developers gives attention for the sustainability of 
coastal and marine resources. Discussions were held in the neighborhood until it 
was agreed to do an open spatial data by all coastal communities who still maintain 
the local traditional culture with technical assistance from the Indonesian Ministry 
of Maritime Affairs and Fisheries. An agreement was reached from the preparation 
of spatial data as to how the community then utilized the spatial information for the 
purpose of protecting and managing coastal and marine resources in Indonesia.
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Managing sustainability of marine and coastal resources, it is recognized that 
the crucial process in open spatial data is a change in the way people think about 
the use of natural resources, so that they are not damaged and depleted. The 
people who initially thought that marine resources were not their property finally 
realized that in fact they had allowed the destruction process because they have not 
exercised control when there were parties who used it excessively, such as investors 
who develop coastal areas for massive business activities. The development of local 
knowledge led the community to try to organize themselves by forming groups 
which were then used as a part of essential actor for negotiating and mapping 
the use of coastal areas through a legal context in the form of Indonesian marine 
spatial planning.

2. Marine spatial planning applied to seagrass management

Seagrasses thrive in aquatic ecosystem, especially in open tidal areas and 
coastal waters or lagoon that are basically mud, sand, gravel, and dead coral 
faults, with a depth of 4 meters. Seagrass beds are formed on the seabed which 
is still penetrated by enough sunlight for growth [1]. In the world, there are 
estimated 55 species of seagrass, 12 of which are found in Indonesia. Almost 
all substrates can be overgrown with seagrass, ranging from muddy to rocky 
substrates. But extensive seagrass beds are more often found in thick sandy-mud 
substrates between mangrove swamp forests and coral reefs [2]. Some species 
such as Thalassia testudinum can grow rapidly, with a leaf growth rate of 2 cm 
per day.

Coastal water seagrass habitats are of critical importance to many factors in the 
life cycle of fish such as spawning ground, nursery grounds, and feeding grounds. 
The costal living organisms that live in association with physical coastal and 
marine environment include baronang fish (Siganus sp.), groupers, green turtles, 
dugong, crustaceans, mollusks (Pinna sp., Lambis sp., Strombus sp.), Echinodermata 
(Holothuria sp., Synapta sp., Diadema sp., Archanster sp., Linckia sp.), and sea worms 
(Polychaeta). Therefore, waters that have seagrass beds are productive fishery 
regions, where many methods can be employed, such as net sets, lift nets, clam 
collectors, and seaweed collectors.

The existence of seagrass beds makes the location of fish life relevant to the fish-
ing area at the marine spatial planning areas. The utilization of Indonesian marine 
fish resources in various regions is uneven. In some territorial waters, there are still 
big opportunities for underexploited development, while in some other areas, it has 
reached overfishing conditions. The division of fishing areas between small- and 
medium-scale fisheries has not been well implemented. Fishing pressure is common 
in coastal areas where small- and medium-sized fishermen carry out fishing activi-
ties at the same time.

The main problem faced in an effort to optimize fishing is the very limited 
data and information regarding oceanographic conditions that are closely related 
to potential fishing areas. The Indonesian fishing fleet is dominated by small-
scale community fishing fleets, while the number of fishermen from year to year 
shows significantly increasing numbers. The fleet of fishers departs from the 
base not to catch but to find fishing locations so that it is always in an uncertainty 
about the potential location for fishing, so the catch is also uncertain. Besides 
that, as a result of the uncertainty of fishing locations, fishing vessels spend a lot 
of time and fuel searching for fishing ground locations, and this means there is a 
waste of fuel.
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3. Seagrass distribution in Indonesia

Seagrass ecosystems are dynamic, where conditions are not always the same at 
all times. Changes in environmental conditions can affect the growth of seagrass, 
having increased or decreased numbers, so that the area of seagrass in a location can 
change at any time. Information on the area of seagrass can provide an indication 
of overall seagrass status. If there is a highly damaged physical ocean condition, 
this shows the pressure or threat to the ecosystem. Conversely, if the area is stable 
or rising, this shows the high chance of seagrass to be sustainable. Calculation 
of seagrass area is done in two ways. First, step by conducted remote sensing 
analysis using Landsat ETM + satellite images, Landsat 8 OLI, SPOT-5 that have 

Figure 1. 
Seagrass distribution in Indonesia.

Species Number of locations to be found (out of 423)

Enhalus acoroides 357

Thalassia hemprichii 371

Cymodocea rotundata 311

Cymodocea serrulata 141

Halodule pinifolia 85

Halodule uninervis 201

Halophila ovalis 247

Halophila minor 21

Halophila spinulosa 3

Halophila decipiens 2

Thalassodendron ciliatum 37

Syringodium isoetifolium 200

Table 1. 
Seagrass species in Indonesia.
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been verified on the ground (ground truth) of 22 seagrass monitoring locations in 
Indonesia. Secondly, collecting seagrass area data generated from mapping activi-
ties is carried out by various agencies such as the Indonesian Geospatial Information 
Agency (BIG), Ministry of Maritime Affairs and Fisheries (KKP), and also The 
Nature Conservancy [3]. The analysis shows that the area of Indonesian seagrass is 
150,693.16 ha. In Western Indonesia, the area of seagrass calculated is 4409.48 ha, 
while in the eastern part of Indonesia, it is 146,283.68 ha (See Figure 1) [3].

In general, Enhalus acoroides and Thalassia hemprichii are types of seagrass that 
are often found in Indonesian waters. From the information gathered from 423 
locations, it was found that Thalassia hemprichii had a wider distribution, T. hemp-
richii was found in 371 locations, while Enhalus acoroides was found in 357 locations 
(See Table 1) [3].

4. Threats to seagrass habitats in Indonesia and the world

The main problems affecting seagrass ecosystems throughout the world are due 
to continuous dredging and stockpiling activities and water pollution including 
salt waste disposal from desalinization activities and oil production facilities, the 
inclusion of pollution around industrial facilities, and waste hot water from a power 
plant. Until now the world’s seagrass damage has reached 58%, and since 1980 every 
30 minutes, the world lost seagrass the size of a soccer field [4, 5]. Furthermore, the 
distribution of global seagrasses has been lost by about 29% since the nineteenth 
century [6]. The main cause of the loss of seagrass globally is a decrease in water 
brightness, both due to increased turbidity of the water and increased input of 
nutrients to the waters. In temperate regions, the loss of seagrass is caused by the 
conversion of coastal areas into industrial estates, settlements, and flooding from 
the mainland. Meanwhile, the main cause of the loss of seagrass beds in the trop-
ics is an increase in sediment input into coastal waters due to logging on land and 
logging of coastal mangroves that coincide with the direct influence of fishery 
cultivation activities.

The widespread decline of seagrass beds in Indonesia can be caused by natural 
factors and the results of human activities, especially in coastal environments. 
Natural factors include strong waves and currents, storms, earthquakes, and tsu-
namis. Meanwhile, human activities that contribute to the decline of seagrass areas 
are coastal reclamation, sand dredging and mining, and pollution. For example, 
seagrass cover on Pari Island (Thousand Islands) has been reduced by 25% from 
1999 to 2004 allegedly due to rampant development on the island [3].

5.  Achieving consensus to diminish natural coastal conflict management 
through marine spatial planning

Sea and coastal areas are locations that have enormous potential that can 
contribute greatly to the national economy. The potential of marine and coastal 
areas include the potential of fisheries, the potential of environmental services, 
the potential of marine energy, and the potential of mining. This potential must be 
managed well in an integrated and sustainable manner. Good management requires 
a well-structured plan that takes into account geographical conditions and the 
sustainability of the plan in the future.

Preparation of marine spatial plans and small islands is a crucial point to achieve 
optimal management of marine and coastal areas. An integrated spatial plan 
between land and sea, which does not only consider ecological and environmental 
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aspects, should also be implemented in the planned area, in accordance with Law 
No. 26 of 2007 concerning Spatial Planning and Law No. 1 of 2014 concerning 
Management of Coastal Areas and Small Islands.

Environmental balance aspects that will be influenced by the physical con-
struction activities in the sea and coastal areas need a study in the activities of the 
preparation of the intended spatial plan, so that activities can run in a harmonious 
and sustainable manner. Thus the spatial planning for the sea and coastal areas to 
be compiled should implement an integrated spatial plan between the sea area and 
its land area as well as accommodate the aspirations of the community from the 
planning and utilization to control processes.

Marine spatial planning has a crucial policy for solving spatial use conflicts, 
namely, by identifying and mapping all uses, regulations, and conflicts that occur 
[7]. Initially, conflicts occurred in the ecological aspects, then toward social con-
flict, and finally toward economic conflict [8, 9]. The conflict mapping is a tech-
nique used to describe graphically, connecting parties to problems and with other 
parties. One method of mapping this conflict under open spatial data context is a 
participatory mapping from local coastal communities.

6.  Aquatic ecosystem management through participatory mapping in 
marine spatial planning context

Updating marine data and information can be done by involving communities 
who live in coastal and marine habitats through participatory mapping. To examine 
in detail the role of participatory mapping as a tool of negotiation between the com-
munity and the government, the author will explore the journey of participatory 
mapping in general and its application in Indonesia.

Participatory mapping was initiated from participatory research that was cre-
ated in the 1960s with the rise of social oppression due to the Second World War 
triggered in Europe. Furthermore, the emergence of Marxist influences in over-
coming the entry of the problem of social justice in the social sciences in the 1970s 
triggered the development of marginal community-based research methods. One of 
the innovations in the social research method was participatory mapping initiated 
by Freire to bridge dialog between elites and citizens in alleviating the problems of 
marginal communities [10].

Society as an actor who directly receives the results of spatial planning deter-
mined by the government has a role to participate in the spatial planning process in 
various forms, one of which is the provision of spatial information. In Indonesia, 
the provision of spatial information has been regulated under Law No. 4 of 2011 of 
The Indonesian Geospatial Information, article 23, paragraphs 1 and 4, and Law No. 
26 of 2007 of The Indonesian Spatial Planning, article 65, that spatial planning pro-
vides opportunities to the community with a participatory-based approach in the 
procurement of spatial data and information to achieve spatial planning consensus.

There have been many manuscripts published by geospatial and spatial planning 
scholars regarding community management based on spatial data and information 
for planning and management purposes [11–14]. In general, based on the political 
elite point of view, the government is greatly assisted in making decisions related to 
spatial planning as a valuable input in creating harmonization of the development 
agenda of the government with the needs of affected communities from planning.

Participatory mapping in Indonesia was initiated by nongovernmental organi-
zations (NGOs) with indigenous peoples to advocate spatial planning to protect 
their land ownership from land development by investors for commercial activi-
ties that often receive support from the government, such as establishing oil palm 



Estuaries and Coastal Zones - Dynamics and Response to Environmental Changes

228

plantations. In this spatial planning advocacy, the role of participatory mapping has 
a crucial point to provide input to the government and investors on the land owner-
ship belonging to indigenous peoples.

Participatory mapping activities relevant to spatial planning activities in 
Indonesia can be identified in two parts:

1. Mapping management activities for inter-ethnic advocacy zones.

2. Mapping the activities of advocacy zones management among indigenous or 
rural communities on the development agenda of the government.

Participatory mapping activities related to advocacy zoning mapping can be 
taken as an example in the case of Pahawang Island (see Figure 2). Here, the local 
community is mapping the area to create a consensus between traditional fishermen 
and modern fishermen in fishing arrangements. The result of this participatory 
mapping is that an agreement is reached between the two groups of fishermen who 
are only allowed to catch fish using conventional methods (e.g., using fish hooks) 
and do not use equipment that can disrupt massive fish ecosystems, such as the use 
of trawls, bombs, and potassium cyanide [15].

The impact of participatory method that carried out by traditional fishermen 
groups, who always using traditional equipments for fishing advocacy, with mod-
ern fishermen groups, who usually the equipments that can disrupt massive fish 
ecosystems, achieved the consensus to use only traditional fishing equipment was 
the number of fish around Pahawang Island increases and traditional fishermen 
can continue fishing. Furthermore, participatory mapping by traditional fishing 
communities on Pahawang Island has encouraged the government to establish a 
legal basis through the establishment of a basic map of fishing zones in the form of 
village regulations.

Another example of seagrass mapping project in Indonesia is Dugong and 
Seagrass Conservation Project (DSCP) granted by GEF, UNEP, and Mohamed 
bin Zayed Species Conservation Fund, 2016–2018. Dugong (Dugong dugon) and 

Figure 2. 
Pahawang Island in Indonesia.
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seagrass are the main issue where the threat to seagrass ecosystem can affect 
dugong. The project is set up in four locations, namely, Bintan-Riau Archipelago, 
Kotawaringin Barat-Central Kalimantan, Alor-East Nusa Tenggara, and Toli-Toli, 
Central Sulawesi, where the population and habitat mapping are developed. One of 
the goals is a community-based conservation and management.

Participatory mapping activities in inventorying natural resources in the areas 
where indigenous peoples live have created local spatial knowledge in identify-
ing the types of natural resources. According to Sabu [16], the implementation of 
participatory mapping in Indonesia has opened the insights of indigenous people 
in the management of natural resources that exist in their regions into four aspects, 
including political, social, economic, and cultural aspects.

• Political aspects

Participatory mapping provides basic territorial information as a tool for 
communicating and negotiating between parties (communities, governments, 
and entrepreneurs) who have an interest in particular areas in achieving territory 
management consensus [16].

• Social aspects

Participatory mapping activities open up the insights of indigenous people in 
managing natural resources in their homes through:

 ○ Local spatial knowledge about the identification of natural resources and 
threats faced in the area of residence

 ○ Identifying communities involved in managing resources in the homes of 
indigenous peoples

 ○ Contributing to create solidarity between indigenous peoples [16].

• Economic aspects.

Participatory mapping helps to identify valuable local natural resources, so as 
to create a sustainable fulfillment of the daily needs of indigenous peoples’ living 
environments [16].

• Cultural aspects

Participatory mapping can create local wisdom to identify, preserve, and 
develop traditional customs and habits in area management inherited from indig-
enous ancestors. Examples of areas that have religious purposes can be planted with 
plants that have a symbolic value, such as banyan trees [16].

7.  The strategies of open spatial data alliances in the context of marine 
spatial planning

Studies conducted by scholars in the management of geospatial information show 
that open spatial data alliances are closely related to transparent and open institu-
tional governance and organizational behavior [17–20]. Specifically, Budhathoki and 
Nedovic-Budic argue that the main factor in creating an atmosphere of spatial data 
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and information sharing within and between institutions is the existence of collabo-
ration-cooperation-coordination (3C) [21]. To examine in more detail about this 3C, 
in this section a broader concept of 3C will explore relevant open spatial data.

• Collaboration

In the 3C concept, collaboration is the first step toward creating transpar-
ency and openness between institutions to share in realizing shared goals, 
which in general is an improvement in the quality of institutions. Colleagues 
involved in collaboration must trust and respect each other in correspon-
dence and open readiness to acknowledge the information provided [22, 23]. 
(Characteristics of collaboration and relations with cooperation and coordina-
tion can be seen in Figure 3).

As the first step toward creating openness conditions, collaboration has not 
guaranteed any commitment or responsibility for an individual, association, or 
foundation. In general, this collaboration does not yet have full legal force if dis-
putes/problems occur in the future. Relevant to the context of this research, collabo-
ration between organizations that produce and manage spatial data and information 
initiates the creation of willingness for each institution to share their knowledge and 
assets in order to achieve the common goal of achieving national welfare.

• Cooperation

Cooperation is the second stage in the 3C concept in order to create mutu-
ally beneficial relationships between the institutions involved. At this stage, 
the formed partnership already has a legal basis, in the form of a memorandum 
of understanding (MoU), to share capabilities, skills, knowledge, and assets to 
achieve common goals [24].

Figure 3. 
Characteristics of collaboration-cooperation-coordination (3C) and the relationship of 3C elements.
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The relevance of the concept of cooperation in this research is the collaboration 
between institutions in producing and managing spatial data and information on the 
coastal areas in order to create a commitment to safeguard the unity and sovereignty of 
the state through coherent marine governance in various levels. (Characteristics of col-
laboration and relations with cooperation and coordination can be seen in Figure 3).

• Coordination

In the 3C concept, coordination has the highest level of partnership between 
institutions. At this stage, between institutions, they have understood the inter-
dependence between responsibilities and coordinated their respective tasks [25]. 
Coordination ensures that all units, divisions, and parts of an institution recognize 
their targets to be achieved. At this stage, all individuals must be well organized in 
ensuring that the institution’s great goals can be achieved by implementing agreed 
commitments. (Characteristics of collaboration and relationships with collabora-
tion and coordination can be seen in Figure 3).

In the context of this research, coordination between institutions in producing 
and managing spatial data and information is able to integrate, synchronize, and 
carry out tasks in a sustainable manner to realize the strengthening of safeguarding 
state unity and sovereignty through effective and efficient marine governance.

8.  The proposed model of open spatial data in the context of marine 
spatial planning

Strengthening democracy in marine spatial planning, including general spatial 
planning context, can be done through open spatial data between actors, both 
between communities and between elites, as well as from the community/public to 
elites and vice versa. Based on the arguments given in the previous subsection, the 
researchers propose a model of open spatial data between public and elites.

The form of democracy in the context of marine spatial planning is carried out 
through active communication between the government and public, especially 
the coastal communities. In determining the level of communication activities by 
both parties, this model refers to the model of Arnstein’s participation [26] and the 
model of the level of participation and public involvement in government science 
projects from Haklay [14]. The purpose of this model proposal is to identify the 
level of public participation in the government in creating collaboration, coopera-
tion, and coordination to share spatial data and information on marine spatial 
planning, including general spatial planning context. (See Figure 4).

• Level 1: taken for granted

At this stage, political communication between public and elites regarding the 
planning agenda and development agenda has not been achieved. In terms of the 
people who live in affected areas, planning is passive, that is, just accepting the agenda 
set by the government, whereas from the government perspective, it is assumed 
that the community does not need to be involved in the planning process, so that the 
government has full authority for the direction of planning in the targeted area.

• Level 2: information sharing

At this stage, collaboration between public and elites has taken place. People who 
live in areas affected by planning from the government take the initiative to provide 
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up-to-date information on issues and problems in their neighborhoods to be submit-
ted to the government. Providing information is delivered through public hearings or 
delivered online on applications that have been built in several areas. One of the public 
hearings is participatory mapping as a form of open spatial data from the public to the 
government. While from the government’s point of view, they began to accept public 
input to harmonize the planning and development agenda that had been made.

• Level 3: intermediary

At this stage, the partnership that exists between public and elites has shifted 
from a form of collaboration to cooperation through the role of a neutral inter-
mediary in bridging input from the community and ideas from the government. 
The planning process from the government to the community sometimes gets a 
deadlock. Thus, this situation requires a facilitator who can bridge political commu-
nication in planning, in which an intermediary actor is generally chosen based on a 
credible reputation that is trusted by both parties, for example, academics.

In the context of open spatial data, the provision of spatial data in the form of 
participatory mapping from public to elites sometimes does not meet the standards 
set by the government. This complicates and confuses the government, so that inter-
mediaries from professionals or academics are able to transform spatial ideas from 
the public into standard formats from the government so that it can be conveyed.

• Level 4: delegated power and having community control

At this highest stage, the form of public-elite partnership has achieved coor-
dination. At this level, there is a representation of the community affected by the 

Figure 4. 
A stepped model for community participation in government agency agendas.
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planning target to be part of an ad hoc team together with intermediaries, namely, 
academics in formulating a joint planning agenda for the realization of a harmoni-
ous life in accordance with community input and government programs. For the 
context of open spatial data both from the coastal community and the government, 
it has been realized very well without anything being covered up. In other words, 
transparency and openness of spatial data are guaranteed and reliable.

Overall, the proposed open spatial data in a nontechnical organization is strongly 
influenced by a willingness to change and transform to be more open. It requires the 
active participation of public and elites to collaborate, cooperate, and coordinate.

9. Conclusion

The study of open spatial data in government institutions cannot be separated 
from open data application in which the system of government agencies, which are 
concerned about public service interests, are willing to publicly share their data and 
information. This provides explanation and transparency of government perfor-
mance in terms of the implementation of development and planning agendas.

This study has assessed potential spatial data integration between official spatial 
data and crowdsourced geographic information, which predominantly look from non-
technical perspectives. The nontechnical appraisal demonstrates that the integration 
of participatory mapping into official spatial data and information requires extensive 
rebuilding of data management, particularly human resources, policy, and organiza-
tional factors, which have a significant impact on geographical information utilization 
in government agencies and integration with participatory mapping products.

The coherence and synergy of spatial planning can be achieved through dialog 
between the elites and the public. A solution to bridge political communication 
between the elite and the public is open spatial data. By this, the technicalities of 
open spatial data are important factors to achieve consensus. Relevant nontechni-
cal issues, such as data management, human resources, and leadership factors are 
critical points for this potential open spatial data.

The findings of this research attempt to make a significant contribution to 
knowledge in bringing together the management of official spatial and crowd-
sourced geographic information in planning practice. Official spatial data and 
crowdsourcing geographic information integration will require extensive rebuilding 
of spatial data streams and institutional plans. The official spatial data and crowd-
sourcing geographic information integration approach present spatial data streams, 
which are genuinely two-way and include plans of action. It enhances transparency 
and ease of working in a transparent environment, and it is an important step 
toward developing a more democratic from spatial planning.

The researcher concluded with an analysis of the management of open spatial 
data in government agencies at all administration levels and interactive mapping 
communities among citizens to indicate that the success of open spatial data can 
be achieved when government agencies can implement collaboration, cooperation, 
and coordination (3C) and citizens can actively participate in creating and sharing 
spatial data and information.
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Environmental Problems and 
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America: Examples from 
Northeast Brazil and Northern 
Colombia
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Abstract

In the state of Ceará, northeast Brazil, in the 1950s, an industrial harbor was 
built. The harbor structures and other factors, such as the destruction of the bypass 
of dunes, produced a large erosive process downstream, responsible for the loss 
of 400 m of beach in six decades. In Canoa Quebrada beach—an internationally 
famous tourist area—recently, the partial collapse of sea cliffs occurred because 
of inappropriate uses and occupations, causing landscape and economic damage. 
In Colombia, beaches are under an intense process of erosion, due to construction 
for housing and tourism. With the abrasive action of waves associated with rising 
sea level, coastal areas in both countries are under risk of major degradation. These 
environmental situations are the object of technical and scientific analysis and 
discussion in this chapter, and mitigation propositions are considered.

Keywords: Northeast Brazilian coast, northern Colombian coast, coastal erosion, 
coastal mitigation

1. Introduction

Coastal erosion is a worldwide concern, affecting virtually all coastal countries. 
In some cases, erosion reaches stages where it results in a high rate of environmental 
degradation. The economic repercussions are diverse, such as damage to the natural 
environment and loss of public infrastructure and/or private property. These facts 
can have extremely serious consequences in economy, ecosystems, tourism, and 
public health.

The main causes of coastal erosion are the rising of sea level that is underway 
globally and inadequate management of coastal areas. Frequently, it is associated 
with the installation of urban and industrial equipment or with structures dedi-
cated to leisure, housing, and tourism.

In the state of Ceará, Northeast Brazil, in the 1950s, an industrial harbor was 
built. The harbor structures, with other factors such as the destruction of dune 
bypass, produced a large erosive process downdrift. It was responsible for the loss 
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of more than 400 m of beach in six decades. At Canoa Quebrada beach (a nationally 
and internationally famous touristic area), a recent partial process of collapse of the 
cliffs occurred as an answer to inappropriate uses and occupation. This fact produced 
landscape and economic damage. In the northern coast of Colombia, anthropogenic 
interruption of the longshore transport caused by the construction of groins, as well 
as some harbors, produced severe beach erosion along the downdrift shoreline.

With the abrasive action of waves associated with rising sea level, these coastal 
areas in both countries are at risk of more substantial degradation. These environ-
mental situations will be the object of synthetic technical and scientific analysis and 
discussion in this chapter. Mitigation propositions for both countries coastal areas 
are also considered.

2. Methodology

The data displayed are the result of bibliographic research, analysis of maps and 
satellite images, and fieldwork on the studied areas. In relation to Fortaleza, Brazil, 
data of direction and velocity of currents were also collected from the Brazilian 
Ministry of Navy. Data of bathymetry and sea level rise were digitized from the 
Brazilian navigation charts. Finally, measurements were made on satellite images on 
Google Earth, in order to define volumes of sediments available and accumulated on 
the shoreline. In relation to Canoa Quebrada beach, Brazil, topographic profiles cov-
ering a 300 m stretch were made in six distinct points, using a total station. High-
resolution satellite images were analyzed in a 2004, 2008, and 2017 time series, in 
order to define the behavior of the cliff break line and determine its retreat speed. 
For the analysis and georeferencing of the images, the software QGIS, version 2.12, 
developed by the Open Source Geospatial Foundation—OSGeo, was used with 
DATUM SIRGAS 2000, projection UTM zone 24 S.

For northern Colombia, beach profiles along 600 km and bathymetry survey were 
conducted. The beach profiles were made using a total station. The bathymetry survey 
(10 m water depth) was conducted using a precision echo sounder and a GPS (Global 
Positioning System) mounted on a vessel. The bathymetry beyond 10 m water depth 
was digitized from the south Caribbean navigation charts. A total of 270 sediment 
samples were also collected. The up-to-date nearshore bathymetry data were used in 
the modeling of nearshore wave field. Finally, time-series aerial photos available from 
Google Earth were analyzed to depict beach/dune changes at various locations.

3.  Environmental problems in the coast of Ceará State, Northeast of 
Brazil

3.1 Natural settings of the study area

Ceará is one of the states of the Brazilian equatorial northeastern region. Its 
coastal area spans between the latitudes of 2o47′S and 4o50′S for 573 km and is 
characterized by long and gently sloping sandy beaches, irregularly interrupted by 
headlands, small estuaries with mangroves, sea cliffs, and beach rocks, with large 
dunes and small barrier islands [1–2] (Figure 1).

The headlands are characterized, with few exceptions, by the occurrence of 
sea cliffs with heights varying from 2.7 to 20 m. Tertiary rocks are present, named 
Barreiras Formation, and create a low-lying tabular surface with less than 40 m in 
elevation, which extends from the shoreline up to 60 km inland. It outcrops as sea 
cliffs 3 to 15 m high [e.g., 3] (Figure 1).
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The mobile dunes orient E to W and are mostly barchans and transverse dune 
ridges [4–7]. The rate of dune migration ranges from 9 m/y to 22 m/y, with an average 
of approximately 11 m/y [4–7]. Frequently, the dunes bypass across the headlands, 
nourishing the beaches downdrift. This process is an important element of the sedi-
mentological budget of this coastal area, considering that it counterbalances the down-
drift erosion resulting from the impoundment of the longshore sand by the headlands.

Climatic conditions are controlled by the ITCZ [8]. During fall, the ITCZ is at its 
southernmost position, resulting in the rainy season. After April, the ITCZ shifts 
northward, leading to the dry season [9]. The climate is tropical subhumid, with 
average precipitation between 1000 mm and 1420 mm/y [3]. Temperatures remain 
largely constant throughout the year, with monthly averages ranging between 25.5° 
and 27.5°C [10].

The trade winds dominate the area and present a similar pattern to that of pre-
cipitation but with an opposite trend: As the precipitation rate decreases, the wind 
speed increases; during the wet season, the average wind speed is approximately 
half of that in the dry season. On average, maximum wind speed is around 8 m/s 
in the dry season. A particular characteristic of the wind condition is its constant 
easterly direction, coming from southeast or northeast [10].

The predominant wave direction is 90°, with heights ranging from 1.0 to 1.5 m 
[4, 11]. The waves are mainly of the sea type, with occasional occurrence of NE swell 
[12]. The area is characteristic of a semidiurnal mesotidal regime with a spring tidal 
range of approximately 3.1 m [13]. The most referenced Holocene sea level curve [14] 
indicates +5 m at 5.1 Ky BP, followed by two rises and falls until the present level.

A unique aspect of this stretch of coastal area is that it is not influenced by storm-
induced surge and extreme wave conditions. Instead, extremely persistent unidirec-
tional wind and wave forcing dominate, creating a strong and persistent longshore 
forcing that induces a large net rate of longshore sediment transport [15].

The mean sea level rose 14 cm in the last 73 years, as seen in Fortaleza (for 
location, see Figure 1). The data was obtained by the analysis of the nautical maps 
of 1945 and 2018 of Fortaleza coast, taking into account the level of the sea in both 
years in each map [16]. It indicates that a rising of sea level is an important element 
of the present dynamics in the area.

Figure 1. 
Location and geological/geomorphological settings of Ceará state coastal area, northeast Brazil.
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The rising of sea level, with inadequate and inappropriate uses, occupation, and 
development of the coast and of the shoreline, is producing large degradation of 
this coastal area, destroying ecosystems, construction, and equipment, thus causing 
economic, social, and environmental problems. The situation will be analyzed in two 
segments of the state coastal area, which are Mucuripe harbor headland, in Fortaleza 
city, and Canoa Quebrada beach, on the east coast (for location, see Figure 1).

3.2 Coastal environmental problems in Fortaleza area

The Mucuripe headland, in Fortaleza city, is characteristic of a low-lying (~1.5 in 
mean tide) outcrop of Precambrian quartzite (Figure 2A). It trends ESE-WNW and 
has been heavily engineered since the 1950s, following the installation of a harbor 
(Figure 2B).

The longshore current and transport of sand in the area take place from east 
to west. The sands, before the installation of the harbor, bypassed the headland 
and were transported to the west, nourishing the beaches downdrift, for dozens 
of kilometers. The two extensive jetties built to protect the harbor from waves and 
silting interrupted the longshore current, eliminating the transport of sediments 
downdrift [4, 12, 16–18]. Quantification of the sand intercepted by the headland 
and harbor structures yielded a reasonably accurate estimate of longshore sand 
transport rate of approximately 860,000 m3/y [12].

This interruption of littoral drift induced a large accumulation of sand updrift, 
of the order of 825,000 m3/y [16, 19]. Since the installation of the harbor, the total 
amount of sand accumulated updrift is approximately 26.4 million m3, creating a 
new beach of 65.5 ha of area (Serviluz beach, for location, see Figure 2B) [16].

However, part of the sand accumulated in Serviluz beach, despite the jetties, 
bypasses them and the headland, being transported around these features and 
deposited by wave diffraction along the northern side of the harbor, creating the 
Mansa Beach and silting the harbor’s basin (Figure 3). For this reason, dredging 
is frequently needed in the harbor basin, in order to let large boats dock without 
stranding. Surveys carried out by [16] indicated that the amount of sand dredged 
from the harbor’s basin since the 1950s is of the order of 21 million m3.

Figure 2. 
(A) Mucuripe low-lying headland, in Fortaleza city, a natural feature that changes the orientation of the shoreline, 
from SE-NW to NE-SW. (B) The Mucuripe/Fortaleza harbor, installed in the 1950s, and the jetties built to protect 
the harbor’s basin from waves and silting. The jetties interrupted the longshore transport, which came from the east.
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The aggressive interruption of the tremendous amount of net longshore sand 
transport has induced up to 100 m of beach erosion downdrift of the headland/
harbor between 1960 and 1970 [17]. Numerous shoreline structures, such as 
groin fields, were constructed to protect the shoreline from this beach recession 
(Figure 4), further disrupting the longshore sand transport system and extending 
the artificial influence further downdrift [12, 17].

In addition to the blockage of longshore bypassing, the dune bypass is also com-
pletely obstructed by buildings densely constructed over the entire area during the 
last decades [4] (Figure 5). Practically no sand reaches the downdrift beach through 
headland dune migration anymore [4] or through the flux of the Ceará river mouth, 

Figure 3. 
The residual bypass of sand across the jetties and the headland created the Mansa Beach and keep 
nourishing it regularly. The bypass also produces the silting of the harbor’s basin, which has to be 
frequently dredged.

Figure 4. 
Jetties installed in Fortaleza coastal area, in order to protect the shoreline against the erosion resulted from the 
interruption of the longshore transport produced by the harbor and associated jetties constructed updrift (east 
of the shown area) (source: Google Earth, 2019).

Figure 5. 
(A). East coast of Fortaleza city and Mucuripe harbor vicinity, with large dunefields. The red arrow shows the 
area where the bypass of dunes still took place after the construction of the harbor. (B). Complete urbanization 
of the dunefields, with cessation of dunes bypass.
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Figure 6. 
(A) Erosion in Icarai Beach, 25 km downdrift of Mucuripe harbor, resulting from the interventions in 
Fortaleza city and in the area around the harbor. The rising of the sea must also be a factor producing the 
erosion. (B) Bag-wall installed in Icarai Beach in the 2010s, already destroyed by the waves.

to where the dunes of the western segment of Fortaleza city migrated before [16] 
(for location of Ceará river estuary, see Figure 4).

The consequences of these processes in the coastal dynamics are dramatic. The 
shoreline retracted some 400 m in 60 years at places 15 km from the headland [4, 13]. 
The erosion is still happening: In Icarai Beach, 25 km downdrift, beach recession of 
magnitude of 100 m took place between the years 2004 and 2016 [4].

The retraction of the beaches indicates that the coastal dynamics in the area are com-
pletely disturbed. The sand introduced in the littoral drift by means of this erosion is the 
probable source of the sediment that is now accumulating in the area around the pier 
of another harbor, the Pecém harbor, located in the next headland downdrift, 60 km 
west of Fortaleza harbor [4]. The degradation illustrates the changes related to extreme 
human interventions on a unidirectional system, associated with rising sea level.

3.2.1 Coastal mitigation in the metropolitan region of Fortaleza

As erosion travels west, real estate owners along the shoreline try to protect their 
property by building coastal protection with their own resources or by pushing 
public power to build structures with public resources. In this way, several interven-
tions were made in the last decades, of the rock-fill and bag-wall types.

The rock-fills protect the coast from erosion; however, it results in the loss of the 
beach area and in increased erosion downdrift (Figure 6A). The bag-wall, built in 
the 2010s, on the other hand, has already been destroyed by the action of the waves 
(Figure 6B), showing it completely inefficient for solving the kind of problems 
created by the construction of the Mucuripe harbor and by the unsustainable type 
of urbanization of Fortaleza city.
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It seems clear that the erosion in the area will not cease with the kind of inter-
vention that has been taking place in the last six decades. Effectively, it is necessary 
to consider that the waves are very active and that sand is missing in the shoreline. 
In addition, the sea level is rising. In [19], it is pointed out that the sands which are 
dredged from the harbor’s basin could be used to mitigate the erosion, by means of 
artificial nourishment of the beaches, as it takes place in other countries (e.g., [20]). 
Vasconcelos [16] advanced in this point of view, considering that the sand of the 
dredging could be dispersed along the littoral of Fortaleza, at the bathymetry of 
5 m. Effectively, at 5 m deep, the longshore current would naturally transport the 
sands to the beaches downdrift, rebuilding coastal dynamics. This measure would 
waive nourishment of beaches, as well as the installation of rock-fills, bag-walls or 
other engineering structures and actions, implicating in less cost and less distur-
bance of the shoreline and of the social life related to it.

Nevertheless, these suggestions have not yet been considered by public authori-
ties. In fact, a new dredging took place in August/September 2018, and as before, 
the sands were transported offshore, to be deposed and lost in areas far away from 
the shoreline. Meanwhile, the aggressive, dramatic, disastrous, and degrading ero-
sion and destruction of the north part of Ceará State coastal area keep taking place.

3.3 Environmental problems in Canoa Quebrada beach

The town of Canoa Quebrada is located 140 km east of the city of Fortaleza 
and represents one of the most visited tourist destination in the coastal zone of the 
Northeast Brazil. It is characterized by the presence of active sea cliffs modeled in 
the Barreiras Formation, with the occurrence of a narrow beach in its foothills, plus 
beach rocks nearshore, which partially protects the sea cliffs (Figure 7). Clays and 
friable sands make up the sediments of the sea cliffs, which are bare or only partly 
protected by vegetation [21].

The morphodynamics in the area is very active: the strong rains that characterize 
the rainy season cause ravines and acute ridges, resulting in transport and deposition 
of sediments in the foothills, in the form of cones of dejection (Figure 8). The rain 
also contributes to the softening of the material of the cliff and to the increase of the 
water table, which produces dissolution in the slope and increases the internal pres-
sure in the sediments, thus increasing the fragilization of the feature (e.g., [22]).

An important anthropogenic factor of the dynamics of the sea cliffs is the instal-
lation of numerous tourist facilities on their top and slope. These structures cause 
trampling and compacting of the sands, increasing ravines and generating gullies, 
which contributes to the acceleration of the erosive processes caused by rainwater 
(e.g., [23]) (Figure 9).

The cliffs of Canoa Quebrada have an average height of 15 m and can be con-
sidered as small- to medium-sized cliffs. However, the volume of material that is 

Figure 7. 
Reef line at Canoa Quebrada beach (adapted from Google Earth image, 2018).
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removed from these features is not negligible due to the high frequency of land-
slides. The occurrence of successive episodes of landslides is due to the combination 
of three factors: the friable nature of the clay-sandstone material, high anthropo-
genic presence, and strong tropical rainfall.

The sea cliffs present slope angle usually under 45° and are characterized mostly 
by the occurrence of retreat controlled by milder gravitational sliding more than by 
abrupt collapses (Figures 10 and 11). Together with the type of wave breaking, sea 
level rising, tidal amplitude, and sediment granulometry, the inclination directly 
influences the erosive process that characterizes the sea cliffs today [24–25].

The analysis of the set of points where topographic profiles were made indicates 
that from east to west (profiles 1,2,3, Figure 11), the slope presents relatively 
smooth landslides, while in the westernmost portion of the beach, where the profile 
assumes an angulation of more than 45° (profiles 5 and 6, Figure 11), landslides 
occur. The analysis of satellite images containing a time series of the years 2004, 
2008, and 2017 indicates that the velocity of retreat of the Canoa Quebrada sea cliffs 
is very high when compared to hard rock cliffs.

Retreat velocity was calculated in three distinct sections, with the following 
results: in the east, the retreat was the smallest, of the order of 90 cm between 2004 
and 2017, representing an average retreat of 8.2 m per century. In the central areas, 
which have many tourist developments, the retreat was slightly faster, of the order of 
1.2 meters in 13 years, representing approximately 10.9 m per century. To the west, 

Figure 8. 
Grooves at the top and cone of dejection at the base of the sea cliffs of Canoa Quebrada.

Figure 9. 
Occupation of the top and bottom of the sea cliffs of Canoa Quebrada.
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less sheltered area in relation to the attack of the waves due to smaller presence of 
beach rocks, the cliff receded 1.7 m in 13 years, equivalent to 15.5 m per century. The 
average speed of retreat of the cliff for the studied area is of 11.5 m per century.

It is also observed that the line of rupture of the sea cliff in the image of 2017 
presents recesses, with gaps and gullies that did not exist in 2004, indicating mor-
phogenetic processes acting differently over the years. In 2004, the performance of 
the marine processes at the base of the cliff was dominant, with more intense and 
uniform retreat of the slope. The presence of retreat in the image of 2017 indicates 
that there was a change in the relation of forces between the active processes, being 
now the subaerial processes more intense than the marine ones. In synthesis, it 
is concluded that the cliffs rapidly recede by the combined action of wave attack, 
rising sea levels, rainfall, and human action.

Figure 10. 
(A) The cliff on January 16, 2016, and to the right on February 20, 2016. (B) The retreat of the sea cliff by 
gravitational slip is visible in the 2016 picture.

Figure 11. 
Topographic profiles of Canoa Quebrada sea cliffs.
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The average retreat velocity of the Canoa Quebrada sea cliff is compatible with 
the soft nature of the sediments that compose it. However, it is a very high speed if 
we consider the presence of an important urban nucleus and many tourist facilities 
located near or on the edge of the cliffs.

Environmental risk prevention was never present in the urban planning of Canoa 
Quebrada. Natural and anthropic factors were not taken into account in the expan-
sion of the village on the cliffs. However, the cliffs of Canoa Quebrada are fragile and 
present strong risks of landslides, as indicated by the survey realized and exposed 
above. These factors must be taken into account in planning the future use and occu-
pation of the area, under penalty of material damages, environmental degradation, 
and unsafety to the public. It is also noted that in the central portion of the beach, 
there are ventures located very close to the foot of the cliff, running at great risk of 
burial by materials from the top, through the frequent landslides (Figure 12).

In this central area, it is strongly advisable to remove part of the existing tourist 
structures, thus ensuring the use of this equipment safely by tourists and inhabit-
ants of the town.

4. Coastal environmental problems in northern Colombia

4.1 Natural settings of the study area

The northern Colombia coast is located along the south side of the Caribbean 
Sea (latitude and longitude of the west and east boundaries are 11.1 north 74.9o 
west and 12.2 north 72.0 west, respectively) (Figure 13). The meteorological and 
oceanographic conditions are dominated by northeast trade wind, which results in 
the dominating northeasterly approaching wave occurring over 95% of the time. 
Effectively, northeasterly approaching waves occur by far the most frequently 
(Figure 14), driving a persistent westward longshore sediment transport.

The general shoreline orientation of the study area is roughly 60 degrees, or 
striking WSW-ENE. The relatively straight shoreline is interrupted by two protruding 
headlands, Santa Marta and Cabo De La Vela. A broad shoreline orientation change 
occurs near Riohacha. To the west, the shoreline orientation is roughly 68°, while to the 
east, the orientation is roughly 52° or a change of 16° around the broad Riohacha head-
land. These shoreline orientation changes play a significant role in beach processes.

Rocky coast dominates at both the Cabo de la Vela and Santa Marta head-
lands, with pocket sandy beaches distributing in the numerous embayment areas 
(Figure 15). Sandy beaches distribute along most of the coastline except at the 

Figure 12. 
Tourist equipment installed very close to the unstable sea cliffs, running the risk of being buried by landslides.
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headlands. Numerous rivers discharge into the Caribbean Sea. Most of the sandy 
beaches distribute directly along the mainland. The westward longshore sand 
transport is illustrated in this example from Riohacha by the sand impoundment 
along the east updrift side of the long groin (Figure 16).

Several spit type barrier islands extend along this stretch of coastline, origi-
nated from westward spit growth, and are of the wave-dominated type [26]. All 
the tidal inlets are quite narrow with small flood and ebb deltas. This is controlled 
by the fact that the tidal range is mostly less than 0.3 m even during spring tides, 
while wave forcing is relatively strong. Therefore, beach-inlet interaction only has 

Figure 13. 
The northern Colombia coast, located on the south side of the Caribbean Sea.

Figure 14. 
Regional wave modeling results for NE (45°) approaching wave. Example of the area Santa Marta—
Barranquilla Cienaga.

Figure 15. 
Example of rocky coast at Santa Marta headland.
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Figure 17. 
Severe beach erosion at 19 km site threatening a major highway. The recently installed riprap is experiencing toe 
scour due to continued erosion.

localized influences on beach erosion and accretion. Wave plays a dominant role 
in shaping the coastline, since it is the dominating forcing, causing beach erosion 
or accretion. Extreme energetic conditions associated with direct hit or nearby 
passage of tropical storms can have significant and long-lasting impacts on coastal 
morphology.

The beach processes along northern Colombia coast are relatively simple, 
driven predominantly by westward longshore sand transport. The trend of 
beach erosion or accretion and the state of the beach are largely controlled by the 
gradients of longshore sand transport, which can be caused by both natural and 
artificial factors.

4.2 Environmental problems at Santa Marta: Barranquilla area

About 19 km west of Barranquilla (km-19 site) (for location, see Figure 13), 
severe beach erosion has threatened a section of a major coastal highway 
(Figure 17). Presently, the highway is protected by recently installed riprap revet-
ment. However, continued beach erosion is undermining the foundation of the 
riprap and likely the road in the near future. Furthermore, the erosion may continue 
to expand westward and propagate the problem over a larger area.

Figure 16. 
Example of sandy beach at Riohacha, accreted updrift by the help of jetties.
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Analysis of time-series aerial photos from Google Earth has shown that the 
beach along the km-19 coast is experiencing persistent rapid erosion from 2009 
to 2015, at over 15 m per year. The sediment transport gradient along this stretch 
of coastline is caused by the shadowing effect of the Santa Marta headland, which 
creates a westward increasing wave height along the km-19 site. This results in more 
sediment being transported westward from the km-19 site than being transported 
into the site. A major coastal road to the city of Barranquilla is now practically at  
the shoreline (see Figure 17). Originally, the road was several hundred meters from 
the shoreline. In 2009, the distance was only 115 m. The waves along this section 
of the coast is quite energetic nearly all year round, and the longshore sediment 
transport gradient resulting is induced by natural morphological conditions.

4.3 Environmental problems at Riohacha coastline

The Riohacha coastline (for location, see Figure 13) provides an example of 
beach accretion and erosion associated with artificial interruption of the persis-
tent westward longshore sand transport. Figure 18 shows the aerial view of the 
Riohacha coastal line with a groin field. The groins were installed with the perspec-
tive to allow accretion of beaches.

Effectively, it is apparent that the groins at the updrift end have impounded a 
large amount of sand and resulted in a quite wide beach there (Figure 19). Several 
small rivers to the east and updrift of the beach contribute to the sand supply.

However, the field of these 150-m long groins nearly completely interrupted 
the westward longshore sand transport and resulted in severe beach erosion along 
a long and extending stretch of downdrift coast. Figure 20 illustrates the erosion 
along the beach downdrift of the groin field. In addition, due to the depleted sand 
supply, the groins downdrift of the large beach failed to impound any sand. Similar 
sand bypassing patterns around and through a groin were found by [27] in a large-
scale laboratory study on interaction of a groin with longshore sand transport.

4.4 Environmental problems at Costa Verde Cienega

Costa Verde Cienega (for location, see Figure 13) is located within the greater 
shadow zone of the Santa Marta headland and at the edge of the secondary shadow 
zone. The waves along this stretch of the coast are low due to the shadowing effect 
of the Santa Marta headland. A wave-height gradient exists along this stretch of 
the coast due to the secondary shadowing by the headland, although the rate of 

Figure 18. 
Aerial view of the Riohacha shoreline. Note the large amount of sand accumulation at the east-most three 
groins and little to no sand accumulation at the rest of the groins and erosion further downdrift.
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Figure 21. 
Severe beach erosion along the Costa Verde Cienega coast, exposing a crucial pipeline (yellow marker). Note the 
low-profile sandbag groin and the earth-moving machine at the top of the picture. The earth-moving machine 
was moving sand from the upland to nourish the beach and attempting to control the erosion.

longshore sand transport should be much smaller due to the low wave. Beach erosion 
here has exposed a crucial pipeline along the coast (Figure 21). Various low-profile 
groins made of sand bags were installed in an effort to control the erosion. Based on 
field observations, the sandbag groins have very limited and localized effect.

Figure 19. 
Large amount of sand accumulation updrift of the first groin. The groin is considerably higher than the beach.

Figure 20. 
Severe beach erosion downdrift of the Riohacha groin field, exposing a crucial infrastructure to direct  
wave attack.
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In addition to the longshore sand transport gradient induced by natural pro-
cesses, anthropogenic activities also play a significant role in the beach erosion in the 
area. The westward longshore sand transport and a transport gradient were induced 
by a 140-m long groin installed between January 2011 and May 2012. Rapid sand 
accumulation east and updrift of the long groin occurred. By May 2012, the updrift 
beach had grown to about 35 m landward of the tip of the long groin. Only 5 months 
later in October 2012, the updrift of the long groin was filled to the tip of the groin.

The impoundment at the groin created a transport gradient at the downdrift, 
which further contributed to the beach erosion problems caused by the natural 
wave-height gradient associated with the secondary shadowing of the Santa Marta 
headland. Therefore, similar to the long groins at Riohacha, the downdrift beach 
did not benefit from sand bypassing even when the updrift beach reached the tip of 
the groin.

4.5 Coastal mitigation in northern Colombia

The above examples, along with numerous other cases in the northern Colombia 
coast, strongly suggest that caution should be carefully exercised in artificially 
interrupting the persistent westward longshore sand transport. Impounding the 
longshore moving sand by engineering structures, many times by groin field, is 
quite easy to do. The often very rapid beach accretion at the updrift side of the 
structure may lead to construction of longer and more groins. This can quickly turn 
into a very destructive practice along the tropical trade wind-dominated coast, 
where longshore sand transport is westward almost 100% of the time.

Well-planned regional scale study should be developed in order to avoid these 
types of problems in the future. The study should investigate (1) the source and 
availability of the sand to the beach, (2) rate of longshore sand transport, and  
(3) most importantly, existing natural and anthropogenic causes of longshore 
sediment transport gradient. The study should have adequate temporal and spatial 
scales. Spatially, the study should include a long stretch of beach, particularly 
along the downdrift coast, to ensure that the downdrift effect induced by the shore 
protection structures is fully considered over a long period.

5. Conclusions

Coasts along Northeast Brazil and northern Colombia are beautiful environ-
ments. Being popular tourist destinations as well as desirable living areas, these 
coasts can be very valuable economically. Tourism along the coast, particularly at 
sandy beaches, constitutes a large income for the two countries. The increasing of 
urban activities in these areas also induces to the installation of many key structures 
to the functioning of the urban and economic life, such as harbors. For instance, the 
areas are very vulnerable to numerous natural and anthropogenic stressors.

The present study showed examples of the coastal environmental degradation 
caused by these stressors in two areas of northeast Brazil and three areas of north-
ern Colombia. The erosion of the beaches in Brazil and Colombia and the collapse 
of sea cliffs of Canoa Quebrada, Brazil, cause damage to the population, either 
through the alteration of marine ecosystems or through the reduction of artisanal 
fishing, leisure, and recreation spaces or the reduction of fishing activities, vaca-
tion, and tourism. It leads to heavy losses to economic activity, such as job losses, 
decrease in the income and tax generation, and real estate depreciation.

In such a context, it is necessary to better plan the occupation and uses of 
these coastal areas, in order to promote a sustainable development. Specifically, 
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it is necessary to consider the fact that easterly trade wind has significant influ-
ence along the coastal area of both countries. It results in a dominating easterly 
approaching wave occurring over 95% of the time and then, in a unidirectional 
longshore transport, which has to be carefully considered in the moment to intro-
duce equipment, structures, and housing in the shoreline. Considering that trade 
winds are in action in tropical areas, these findings should be applicable to many 
other tropical coasts.
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