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## Preface

Kinematics deals with changes of position (motion, displacement, velocity, acceleration, etc.) and/or geometry (strain, strain rate, volume, etc.), without being concerned with the causes of these changes (forces, torques, etc.). Numerous problems in engineering and biology can be described, formulated, characterized, and analyzed in kinematics terms.

In classical machinery and robotics the most distinctive characteristic is constrained motion of interconnected parts relative to one another. Thus, multi-degree-offreedom kinematic chains, robotic arms, and manipulators have become essential devices in industrial applications, including manufacturing, vehicle, space, agriculture, military, and medicine. Impressive recent developments in medical robotics have included surgical robots and robots for aiding persons with disabilities. Miniaturization has led to nano-manipulators and robots. Kinematics is also used as a basis for designing sensors such as displacement transducers, accelerometers, gyroscopes, and strain gauges.

In biological organs kinematics serves to describe motion, deformation, or both. Multi-segment representation of the human body, with the segments usually treated as rigid bodies, enables to describe sets of movements, including standing, walking, running, and jumping. More recent analyses have extended the multi-segment representation to express effects of wobbling mass due to influence of the soft internal organs in the limbs, abdomen, chest, skull, and the like. Kinematics of deformable bodies, such as the beating heart or uterus under labor contractions, can be expressed in terms of strain, geometric curvature, and local obliqueness, providing essential information about the deforming organ. At the micro level, kinematics is being applied in investigations of cellular response (motion and deformation) through mechanical changes induced to the medium in which the cells are being cultured.

This book provides the reader with an updated look at the current trends in kinematics methods and applications. It comprises of three sections. The first section deals with kinematics of linkages and includes analysis of cam mechanisms, kinematic pairs, and transformation of rotary motion into oscillation. The second section covers compliant mechanisms, whereby elastically deformable parts rather than conventional joints are part of the mechanism. The third section deals with kinematics of spacecrafts and satellites in the contexts of global navigation systems as well as space robot analysis using forward and inverse kinematics.

Professor
Department of Biomedical Engineering Technion, Israel Institute of Technology, Haifa, Israel

Section 1

## Kinematics of Linkages

# Optimization of Kinematics of Inclined Swinging Pin 

Stanislav Barton


#### Abstract

The inclined swinging pin simply transforms the rotary motion into a rotational oscillation. It consists of three components, a rotating inclined tenon, a crossbeam, and a stirrup. The pitch angle of the inclined tenon relative to the $x$-axis of its rotation is decisive for the kinematics of this joint. Too small inclination angle will result in small amplitude of oscillation; too much inclination will lead to an impulse dynamic stress that can damage the pin. The optimal angle of inclination can be determined from the mathematical model, created in the Maple environment, which uses linear algebra resources to describe the behavior of the joint. Vectors of coordinates of the critical points are created for each joint component. Furthermore, transformation matrices are created which describe the behavior of the corresponding kinematic chain in relation to the inclination angle of the inclined tenon and time.


Keywords: mathematical modeling in Maple, transformation matrix, angular velocity, angular acceleration, optimization

## 1. Introduction

The inclined swinging pin is used for the simple conversion of rotational motion into oscillation in many agricultural machines. For example, in combine harvesters, it is used to drive a mowing bar that cuts stems. It is composed of three basic components: an inclined tenon-red, a crossbeam-green, and a stirrup-blue, see Figure 1. We study the movement of individual components in a rectangular coordinate system, see Figure 1.

Similar mechanisms are described, for example, in the book [1] that is available in an electronic version [2]. Many animations can be found on the Web, if you use keywords rotation to oscillation mechanism, Google will offer you over 20,000 links.

## 2. The basic components

### 2.1 Tenon

The pin is a basic component. Its basic part is an oblique nose. Its axis of symmetry forms an angle $\phi$ with the axis of rotation of the whole pin, which is identical to the axis $x$ of the coordinate system. The axis of symmetry of the nose


Figure 1.
Joint-components and coordinate system.


Figure 2.
Tenon.
passes through the beginning of the coordinate system. The spacer serves to secure the nose to the support shaft, see Figure 2.

### 2.2 Crossbeam and stirrup

The crossbeam is the middle member of the kinematic chain. The tenon nose is pushed through its center hole. As the nose rotates, the crossbar turns. The stirrup is attached to its side pins, and therefore the axis of the side pins is constantly in the plane $z=0$, see Figure 3.

Depending on how the crossbeam swings, the stirrup oscillates. The driven device connects to the vertical axis of the stirrup, see Figure 4.
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Figure 3.
Crossbeam.


Figure 4.
Stirrup.

## 3. Deriving of transform matrices

We will derive the transformation matrices in the Maple13 program environment. The decisive element for which the transformation matrix will be derived is the crossbeam.

Allow us to specify axes of the base coordinate system in which tenon-
Figures 1 and 2-are displayed as $[x, y, z]$. The axes of the moving coordinate system in which we plot the actual position of the crossbeam are denoted as $[X, Y, Z]$. Let us denote the transformation matrix from system $[x, y, z]$ into system $[X, Y, Z]$ as $R \_x y z$. The individual rows of the $R \_x y z$ matrix are the $x, y, z$ coordinates of the unit vectors in the $X, Y, Z$ direction.

The direction of the $X$-axis is entered as the direction of the tenon's nose axis. The axis $X$, which is equal to the axis of the nose, creates the angle $\phi$ with the $x$-axis and generally the entire tenon is rotated by an angle $\psi$ around the $x$-axis.

A detailed description of the properties of transformation matrices can be found, for example, in [3].

```
> restart; with(LinearAlgebra): with(plots): #Maple Start+Libraries
> R_z:=Matrix([[cos(phi),sin(phi),0],
    [sin(phi),cos(phi),0],[0,0,1]]): #R_z - Rotation around z
> R_x:=Matrix([[1,0,0],[0,cos(psi),sin(psi)],
    [0,-sin(psi),cos(psi)]]):]]): #R_x - Rotation around x
> R_xz:=R_x.R_z;
    R_xz:=[
> X:=convert(R_xz.<1,0,0>,list);
    X:=[\operatorname{cos}(\varphi),-\operatorname{cos}(\psi)\operatorname{sin}(\varphi),\operatorname{sin}(\psi)\operatorname{sin}(\varphi)].
```

Equation (2) specifies the direction of the nose axis, thus $X$-axis vector in the coordinates $[x, y, z]$. Coordinates $Y$ are calculated easily. We know that $|Y|=1$ and $Y z$ must always be equal to 0 and that $X$ and $Y$ must be perpendicular to each other, i.e., $X \cdot Y=0$, the scalar product $X$ and $Y$ must be equal to 0 . Therefore, we choose the vector coordinates $Y=[Y x, Y y, 0]$ and $Y x$ and $Y y$ are calculated from the following equations:

$$
\begin{align*}
& >Y:=[Y x, Y y, 0] ; \\
& >\text { E1:=add(w,w=zip((u,v)->u*v,X,Y)); E2:=Yx^2+Yy^2=1; } \\
& >\text { simplify(allvalues(solve(\{E1,E2\},\{Yx,Yy\}))[2],symbolic); } \\
& >Y:=\operatorname{subs}(\%, Y) ; \\
Y:= & {\left[\frac{\cos (\psi) \sin (\varphi)}{\sqrt{\cos (\psi)^{2}-\cos (\psi)^{2} \cos (\varphi)^{2}+\cos (\phi)^{2}}}, \frac{\cos (\varphi)}{\sqrt{\cos (\psi)^{2}-\cos (\psi)^{2} \cos (\varphi)^{2}+\cos (\phi)^{2}}}, 0\right] . } \tag{3}
\end{align*}
$$

Equations E1 and E2 have two solutions. In order for the XYZ system to be oriented counterclockwise, a second solution has to be chosen. Coordinates $Z$ are calculated from the conditions $X \cdot Z=0, Y \cdot Z=0$, and $|Z|=1$.


Figure 5.
Movement of the unit vectors $X, Y, Z$.
$>\mathrm{Z}:=[\mathrm{Zx}, \mathrm{Zy}, \mathrm{Zz}]$;
$>$ E1:=add(w,w=zip((u,v)->u*v,X,Z));
$>$ E2:=add(w,w=zip((u,v)->u*v,Z,Y)); E3:=Zx^2+Zy^2+Zz^2=1;
$>$ simplify(allvalues(solve(\{E1,E2,E3\},\{Zx,Zy,Zz\}))[1],symbolic);
> Z:=subs(\%,Z);

$$
\begin{equation*}
Z:=\left[\frac{\sin (\psi) \cos (\varphi) \sin (\varphi)}{\% 1}, \frac{\sin (\psi) \cos (\psi) \sin (\varphi)^{2}}{\% 1}, \% 1\right] \tag{4}
\end{equation*}
$$

$$
\text { where } \% 1=\sqrt{\cos (\psi)^{2}+\cos (\psi)^{2} \cos (\varphi)^{2}+\cos (\varphi)^{2}}
$$

From the vectors $X, Y, Z$, it is possible to create a transformation matrix $M_{-} X Y Z$, which will describe the orientation of the crossbeam depending on the angle $\phi$ and the angle of rotation $\psi$.
> M_XYZ:=Matrix([X,Y,Z]);

$$
M_{-} X Y Z:=\left[\begin{array}{ccc}
\cos (\varphi) & -\cos (\psi) \sin (\varphi) & \sin (\psi) \sin (\varphi)  \tag{5}\\
\frac{\cos (\psi) \sin (\varphi)}{\% 1} & \frac{\cos (\varphi)}{\% 1} & 0 \\
-\frac{\sin (\psi) \sin (\varphi) \cos (\varphi)}{\% 1} & \frac{\sin (\psi) \cos (\psi) \sin (\varphi)^{2}}{\% 1} & \% 1
\end{array}\right]
$$

Finally, it is possible to create a graph showing the curves described by the endpoints of the $X, Y$, and $Z$ vectors. For instance, if $\phi=2 \pi / 15$ and $\psi \in\langle 0,2 \pi\rangle$ are selected, then the resulting graph is Figure 5. The corresponding animation is stored in the file An_Axes.avi, available to download in the Videos section.

## 4. Optimization

The orientation of the $Y$ axis can be derived from the matrix $M \_X Y Z$, see Eq. (5). The orientation of this axis indicates the angle of rotation of the stirrup about the $z$ axis.
> Y:=evalm([0,1,0].M_XYZ);

$$
\begin{equation*}
Y:=\left[-\frac{\cos (\psi) \sin (\varphi)}{\% 1},-\frac{\cos (\varphi)}{\% 1}, 0\right] . \tag{6}
\end{equation*}
$$

The angle of rotation of the stirrup is equal to the angle between the $y$ and $Y$ axes. Let us denote this angle as $\theta$.
$>$ theta:=arctan(rz[1]/rz[2]);

$$
\begin{equation*}
\theta:=\arctan \left(\frac{\cos (\psi) \sin (\varphi)}{\cos (\varphi)}\right) . \tag{7}
\end{equation*}
$$

The angle $\psi$ indicates the angle of rotation of the pin about the $x$-axis. We can therefore substitute:
$>$ su:=psi=2*Pi*tau:

$$
\begin{equation*}
s u:=\psi=2 \pi \tau . \tag{8}
\end{equation*}
$$

$$
\begin{align*}
>\text { theta: subs(su,sin(phi) } & \left.=\cos (\mathrm{phi})^{\star} \tan (\mathrm{phi}), \text { theta }\right) ; \\
\theta & :=\arctan (\cos (2 \pi \tau) \tan (\varphi)) \tag{9}
\end{align*}
$$

where $\tau=t / T=$ dimensionless time, $t=$ time, and $T=$ duration of one revolution = one period.

It is now possible to determine the angular velocity of the stirrup oscillations, $\omega=d \theta(\tau) / d \tau$, and the angular acceleration of the stirrup oscillations, $\varepsilon=d^{2} \theta(\tau) / d \tau^{2}$.
> omega:=diff(theta,tau);

$$
\begin{equation*}
\omega:=-\frac{2 \sin (2 \pi \tau) \pi \tan (\varphi)}{T\left(1+\cos (2 \pi \tau)^{2} \tan (\varphi)^{2}\right)} \tag{10}
\end{equation*}
$$

> epsilon:=normal(diff(omega,tau));

$$
\begin{equation*}
\varepsilon:=-\frac{4 \cos (2 \pi \tau) \pi^{2} \tan (\varphi)\left(1+\cos (2 \pi t)^{2} \tan (\varphi)^{2}+2 \sin (2 \pi t)^{2} \tan (\varphi)^{2}\right)}{\left(1+\cos (2 \pi t)^{2} \tan (\varphi)^{2}\right)^{2}} \tag{11}
\end{equation*}
$$

Now we plot the graph of $\varepsilon(\tau)$ for $\tau \in\langle 0,1\rangle$. The values of $\phi$ will be chosen between 5 and $45^{\circ}$ with a step of $5^{\circ}$, see Figure 6.
$>$ EP:=plot([seq(epsilon,phi=expand(Pi/36*[\$1..9]))],
tau=0..1,color=red): EP;
It is quite clear from Figure 6 that with an increase in angle $\phi$-that is, the angle between the pin nose and the $x$-axis-the course of the angular acceleration of the oscillations begins to deviate sharply from the sinusoidal shape. Thus, large variations in angular acceleration will occur for large $\phi$ values, resulting in rapid wear of the entire mechanism. This can lead to mechanical damage, because high angular acceleration values require high torque forces. Conversely, small values of the angle $\phi$ will lead only to a low oscillation amplitude, which may not be sufficient for the proper operation of the driven device. It is therefore necessary to find the optimum angle value $\phi$.

After studying the graphs in Figure 6, the value at which the angular acceleration for $\tau=1 / 2$ reaches the local maximum possible value appears optimal. If the


Figure 6.
Angular acceleration for $\phi=5,10,15,20,25,30,35,40$, and $45^{\circ}$.
value of $\phi$ further increases, then this local maximum becomes the local minimum. This means that the optimum value of the angle $\phi$ must be the one at which the transition from local maximum to local minimum occurs. From a mathematical point of view, the following condition must be satisfied:

$$
\begin{equation*}
\left.\frac{d^{2} \varepsilon(\tau, \varphi)}{d \tau^{2}}\right|_{\tau=\frac{1}{2}}=0 \tag{12}
\end{equation*}
$$

The value of the angle $\phi$ can be easily determined from Eq. (12) using Maple. > Ett:=normal(diff(epsilon,tau,tau));

$$
\begin{align*}
E t t:= & -16 \cos (2 \pi \tau) \pi^{4} \tan (\varphi)\left(-1+24 \sin (2 \pi \tau)^{4} \tan (\varphi)^{6} \cos (2 \pi \tau)^{2}\right. \\
& +8 \sin (2 \pi \tau)^{2} \tan (\varphi)^{4} \cos (2 \pi \tau)^{2}-20 \sin (2 \pi \tau)^{2} \tan (\varphi)^{2}+9 \cos (2 \pi \tau)^{4} \tan (\varphi)^{4} \\
& +5 \cos (2 \pi \tau)^{6} \tan (\varphi)^{6}-24 \sin (2 \pi \tau)^{4} \tan (\varphi)^{4}+3 \cos (2 \pi \tau)^{2} \tan (\varphi)^{2} \\
& \left.+28 \sin (2 \pi \tau)^{2} \tan (\varphi)^{6} \cos (2 \pi \tau)^{4}\right) /\left(1+\cos (2 \pi \tau)^{2} \tan (\varphi)^{2}\right)^{4} \tag{13}
\end{align*}
$$

> Ett2:=eval(subs(tau=1/2,Ett));

$$
\begin{equation*}
E t t 2:=\frac{16 \pi^{4} \tan (\varphi)\left(-1+9 \tan (\varphi)^{4}+5 \tan (\varphi)^{6}+3 \tan (\varphi)^{2}\right)}{\left(1+\tan (\varphi)^{2}\right)^{4}} \tag{14}
\end{equation*}
$$

> Sol:=[solve(Ett2,phi)];

$$
\begin{equation*}
\text { Sol:=[arctan} \left.\left(\frac{\sqrt{5}}{5}\right),-\arctan \left(\frac{\sqrt{5}}{5}\right), 0\right] \tag{15}
\end{equation*}
$$

> Sold:=map(u->evalf(convert(u,degrees)),Sol);

$$
\begin{equation*}
\text { Sold }:=[24.09484255 \text { degrees, } \quad-24.09484255 \text { degrees, } 0 \text { degrees }] \tag{16}
\end{equation*}
$$

> Phi:=Sol[1];

$$
\begin{equation*}
\Phi:=\arctan \left(\frac{\sqrt{5}}{5}\right) \tag{17}
\end{equation*}
$$

```
> Epsilon:=simplify(subs(phi=Phi,epsilon),symbolic);
```

$$
\begin{equation*}
\mathrm{E}^{\prime}:=\frac{4 \pi^{2} \sqrt{5} \cos (2 \pi \tau)\left(-7+\cos (2 \pi \tau)^{2}\right)}{25+10 \cos (2 \pi \tau)^{2}+\cos (2 \pi \tau)^{4}} \tag{18}
\end{equation*}
$$

It is now possible again to plot curves describing the angular acceleration dependence on $\tau$ and $\phi$, and highlight the curve for $\phi=\Phi$, see Figure 7.
$>$ EO:=plot(subs(phi=Phi,epsilon),tau=0..1,color=blue,thickness=3):
$>$ display(\{EP,EO\});
To make sure that the angle $\Phi$ is optimal, we will plot the angular velocity depending on $\tau$, see Figure 8.
> Omega:=simplify(subs(phi=Phi,T=1,omega),symbolic);

$$
\begin{equation*}
\Omega:=-\frac{2 \pi \sqrt{5} \sin (2 \pi \tau)}{5+\cos (2 \pi \tau)^{2}} \tag{19}
\end{equation*}
$$

$>$ OP:=plot([seq(omega,phi=expand(Pi/36*[\$1..9]))],
tau=0..1,color=red):


Figure 7.
Angular acceleration and angular acceleration for the optimized $\phi$.


Figure 8.
The angular velocity of the oscillations.


Figure 9.
Dependence of angle $\theta$ on $\tau$.

```
> 00:=plot(Omega,tau=0..1,color=blue,thickness=3):
> display({OP,OO});
```

And yet it is possible to plot the dependence of the angle $\theta$ on $\tau$, see Figure 9.
> Theta:=simplify(subs(phi=Phi,theta));

$$
\begin{equation*}
\Theta:=\arctan \left(\frac{\sqrt{5}}{5} \cos (2 \pi \tau)\right) . \tag{20}
\end{equation*}
$$

> TP:=plot([seq(theta,phi=expand(Pi/36*[\$1..9]))],
tau=0..1,color=red):
$>$ TO:=plot(Theta,tau=0..1,color=blue,thickness=3):
> display(\{TP,TO\});

## 5. Plotting of the dependencies in phase spaces

Further evidence of the choice of the optimum angle value $\Phi$, that is, the choice of a suitable compromise between the oscillation amplitude and smooth oscillation over time, can be given by plotting the phase diagrams, which are graphs in which one kinematic variable is plotted against another kinematic variable.

In this case, we will present three phase diagrams, where we will plot the dependence of the oscillation angular velocity on the current value of the oscillation angle- $\omega(\theta(\tau))$, see Figure 10, then the course of the angular acceleration of the oscillations against the current value of the oscillation angle- $\varepsilon(\theta(\tau))$, see Figure 11 and finally the course of the angular acceleration of the oscillations versus the angular velocity of the oscillations- $\varepsilon(\omega(\tau))$, see Figure 12.

```
> TW:=plot([seq([theta,omega,tau=0.1],
    phi=expand(Pi/36*[$1..9]))],color=red,numpoints=500):
> TWO:=plot([Theta,Omega,tau=0..1],color=blue,thickness=3):
> display({TW,TWO});
> TE:=plot([seq([theta,epsilon,tau=0..1],
    phi=expand(Pi/36*[$1..9]))],color=red,numpoints=500):
> TEO:=plot([Theta,Epsilon,tau=0..1],color=blue,thickness=3):
> display({TE,TEO});
> OE:=plot([seq([omega,epsilon,tau=0..1],
```

phi=expand(Pi/36*[\$1..9]))],color=red,numpoints=500):
$>$ OEO:=plot([Omega,Epsilon,tau=0..1],color=blue,thickness=3):
> display(\{OE,OEO\});


Figure 10.
The phase diagram $\omega(\theta(\tau))$.


Figure 11.
The phase diagram of $\varepsilon(\theta(\tau))$.


Figure 12.
The phase diagram of $\varepsilon(\omega(\tau))$.

## 6. Results and conclusions

All of the presented calculations and graphs show that the optimal angle of the nose inclination is $\phi=\arctan \left(5^{-1 / 2}\right)=0.4205343352 \mathrm{rad}=24^{\circ} 5^{\prime} 41.43^{\prime \prime}$. If the angle $\phi$ is less than the optimum value, then the amplitude of the resulting oscillations will be low and gears will be required. This will lead to a significant increase in the price of the whole pin. Otherwise, when the value of the angle $\phi$ is higher than the optimum value, there is a sharp increase in the instantaneous angular acceleration of the oscillations. High angular acceleration values mean that the entire pin must transmit high torque values to which the entire pin must be dimensioned. This will mean either increasing the size of the pin or using materials with satisfactory mechanical properties. This solution again leads to an increase in the price of the whole pin. If the pin is not appropriately sized for the transmitted torque, it may be mechanically damaged or blocked. The condition for the optimum angle value $\phi$ in Eq. (12), thus, appears to be the optimal compromise between the oscillation amplitude and the mechanical stress of the entire joint.

Of course, the optimum shape of the oscillations should have a sinusoidal waveform, i.e., $\theta(t)=\mathrm{a} \sin (2 \pi t / T)$, where $\theta=$ oscillation angle, $t=$ time, $\mathrm{a}=$ oscillation amplitude, and $T=$ oscillation period. The corresponding dependencies of angular velocity and angular acceleration over time are also in the form of sine or cosine


Figure 13.
Positions of components for rotation angles $\psi=0,90,180$, and $270^{\circ}$.
functions. If we draw phase diagrams for these oscillations, then the graph of the dependencies $[\theta(\tau), \omega(\tau)]=\omega(\theta(\tau))$ and $[\omega(\tau), \varepsilon(\tau)]=\varepsilon(\omega(\tau))$ is the shape of an ellipse and the dependency $[\theta(\tau), \varepsilon(\tau)]=\varepsilon(\theta(\tau))$ is the shape of a line segment. The amplitude of the oscillations is then equal to the length of the main half-axis of the ellipse, which displays $\varepsilon(\theta(\tau))$.

If we examine the graphs in Figures 10-12, we find that the highlighted curve that corresponds to the optimum angle $\phi$ are an excellent compromise between the shape of the curve (ellipse or line segment) and the dimensions of the curve that correspond to the oscillation amplitude. Similarly, the graphs of functions $\theta(\tau)$, $\omega(\tau)$, and $\varepsilon(\tau)$, which correspond to the optimal value of the angle $\phi$, are the best compromise between the desired function shape and the oscillation amplitude, see the graphs in Figures 7-9.

Figure 1 shows the entire inclined swinging pin, while Figure 2 shows the tenon plotted for this angle. Several bottom views of the entire joint during one quarter of the working period are shown in Figure 13.

The main advantages of an inclined swinging pin compared to similar mechanisms are:

1. Simplicity: The whole pin consists of only three main components that can be forged.
2. Compactness: All components are similar in dimensions.
3. Durability: All parts of the mechanism are subjected to approximately the same forces. No component will receive more wear than others.

For these reasons, it is used in a wide variety of agricultural machines.
An animation (An_Joint.avi) that displays the entire device's activity can be downloaded from the Videos section.

## 7. Videos

All videos referenced in this chapter are available from: https://bit.ly/2vZVGXR

## Author details

Stanislav Barton
Faculty of Electrical Engineering, Automatics and Informatics, Department of Informatics, Technical University of Opole, Poland
*Address all correspondence to: s.barton@po.opole.pl

## IntechOpen

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/ by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. (c) BY

Optimization of Kinematics of Inclined Swinging Pin DOI: http://dx.doi.org/10.5772/intechopen. 86589

## References

[1] Horton HL, Newell JA. Ingenious Mechanisms. New York: Industrial Press Inc.; 1967;4:245-265. ISBN: 9780831110321
[2] Horton H. Ingenious Mechanisms. Volume IV [Internet]. 2017. Available from: https://books.industrialpress.c om/ingenious-mechanisms-vol-iv-eb ook-only.html [Accessed: March 15, 2019]
[3] Leon S. Linear transformations. In: Leon S, editor. Linear Algebra with Applications. 8th ed. New Jersey: Pearson Prentice Hall; 2010. pp. 166-198. ISBN: 139780136009290

## Chapter 2

# The General Kinematic Pair of a Cam Mechanism 

Jiví Ondrásek


#### Abstract

At present, there are still increasing demands on the performance parameters of machinery equipment as well as cam mechanisms that belong to it. For this reason, the operating speeds and hence inertial effects of moving bodies, which limit the utilizable working frequency of machines, are increasing. These facts are the cause of higher wear and a decrease of the overall lifetime and reliability of machines. The force ratios in the general kinematic pair created by contact between the cam and the follower cause the contact stress. The generated stresses are transient and have a pulse shape. Fatigue damage of the cam working surface or the follower working surface may occur after exceeding a certain limit value of these stresses during the cam mechanisms running. This damage is in the form of cavities (pitting), which develop from cracks on the working surface. The chapter aim is to outline the issues of the dynamic stress of a general kinematic pair of a cam mechanism. One of the possible methods of the complex solution of the stress of the general kinematic pair is to use the possibilities of the finite element method in combination with the knowledge and conclusions of the contact mechanics.
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## 1. Introduction

Cam mechanisms are one of the basic objects in the design of production machines and equipment, whose characteristic feature is a high degree of automation and optimization of production and work processes. These mechanical systems are characterized by the transmission of large load possibility at high speed and positional accuracy of the working member of the relevant machinery. Their application is mainly connected with the so-called hard automation, which is characterized by unchangeable or difficult to change operations of the given technical equipment. Their widespread use is known in manufacturing and handling machines of the manufacturing industry, with their dynamic effects and properties greatly affecting the overall behavior, operation, and efficiency of such machinery. At present, increasing demands are placed on the performance parameters of such machinery. Therefore, the operating speeds and thus the inertial effects of the moving bodies are increased, thereby reducing the usable operating frequency of the machines. These facts cause greater wear and reduce overall machine lifetime and reliability and must be taken into account when designing and developing
them. The development of computer technology, numerical mathematics, and informatics enables the use of analytical and numerical methods in the design, development, and construction of cam mechanisms.

A general cam mechanism is typically referred to as a three-link mechanism with a single degree of freedom, which consists of two moving members mounted on a fixed frame (1). The moving members are the cam (2) and the follower (3) (see an example of a cam mechanism in Figure 1). In the case of the general cam mechanism, the general kinematic pair is formed of the contact of the working surfaces of the cam and the follower. The contact strain of the surface of the contact areas of the said type of kinematic pair, and in the vicinity of this surface, has a periodic course. As a result of the contact strain action, fatigue damage can occur on the contact surfaces. One of the criteria for such damage may be a value of the largest compressive principal stress in the contact area and in its vicinity. This is subsequently brought into the relationship with the strength limit of the respective material. The lifetime of the cam mechanisms is closely related to the choice of materials and their physical and mechanical properties from which the individual components are made, the method of material processing, and the technology of manufacturing of the individual parts or the way and the intensity of loading. It is connected with the way, intensity, and conditions of loading too. This issue connects the knowledge of theoretical, applied, and contact mechanics, tribology, material engineering, and structural analysis, though this theoretical knowledge must be supported by results from experimental identification.

In technical practice, multi-body cam systems are often encountered in addition to the basic three-body cam systems, which may also contain transforming linkages and mechanisms with constant gear ratio. Such mechanical systems are termed cam hinge or also combined cam mechanisms. These mechanical systems with a single degree of freedom are characterized by a uniform motion of the driving member, which generally does not need to be a cam, in most of their applications. The shape of the working surface of the cam realizes the working motion of the working member of the system, which is not necessarily a follower. In many cases, the kinetostatic analysis method is sufficient for the basic determination of the time course of the dynamic behavior of these mechanical systems. The kinetostatic solution determines the driving force effects, reactions in joints, and the force effects transmitted by the cam mechanism and linkages. For the solution, the knowledge is necessary of the kinematic quantities and geometrical mass parameters of all members of the mechanism as well as action force effects acting on


Figure 1.
A conjugate cam mechanism with an oscillating roller follower.
individual bodies. The results of kinetostatic analysis thus become the basic data for determining the distribution of contact stress in the contact area of the cam and follower.

## 2. Cam mechanisms

This section gives only basic information on how to solve the tasks of combined cam mechanisms. Fundamental terms and methods of analysis for the investigation of this type of the mechanical systems are specified. For example, the results of the kinematic analysis and synthesis are further used in kinetostatic or dynamic analysis tasks of these mechanical systems. The main goal of these analyses is to determine the courses of reactions in kinematic pairs, force loading of the cam and the follower, force effects acting on individual members, driving effects needed in the systems' movement, etc. Knowledge of the acting forces in the cam mechanism general kinematic pair is significant to determine the contact stress distribution in the contact of the cam and the follower.

Detailed knowledge of this issue may be found in [1, 2].

### 2.1 General cam mechanism

By definition, a general cam mechanism refers to a three-link mechanical system with a single degree of freedom that contains at least one cam linked with other members by means of at least one general kinematic pair. In this case, the general kinematic pair is formed by contacting the cam and the follower, whose movement is translation, rotation, or general. The cam mechanisms can implement a required working motion within a very precisely prescribed path with the use of a small number of bodies housed inside a relatively small space. The cam is the driving (or also input) member; in terms of shape, it is possible to define the basic cam types: radial, axial (cylindrical), and globoid. The follower is termed as the driven (or output or also working) member of a cam mechanism, which carries out the desired motion. The translating follower motion is defined as a translational or a general. The rotating follower, which performs a rotational motion, is usually called the lever. In order to reduce the passive resistance, the follower is often equipped with a roller in technical practice, whereby pure rolling in the interaction between the cam profile and the follower occurs, as is shown in Figure 1. This arrangement does not influence on the required follower motion.

One of the main conditions for proper operation of the cam mechanism is to maintain permanent contact of the follower with the cam during the action. This constraint of a general kinematic pair is achieved by a load or a redundant kinematic constraint. In the first case, the given contact is held using preloaded returnable compression springs, gravity forces, or inbuilt hydraulic or pneumatic elements. The disadvantage of this arrangement is the increased force loading and wear of the cam mechanism, which is caused by the preload required for the permanent contact between the follower and the cam. In the second case, contact by the redundant constraint is ensured by adding an extra linkage. For example, a grooved cam can realize such an arrangement. This embodiment is simple, but its disadvantage is the change in the rotation direction of the roller in the cam groove during the relative movement between the roller follower and the cam. This phenomenon is caused by a change in the sense of the transmitted normal reaction between the roller and the cam groove, because the pole of relative motion changes during the cam mechanism operation. As a result, the working surfaces of the groove are more worn in the points of the change in the roller rotation. Dual cam and roller follower systems are
a more preferred design of the cam mechanism with the redundant kinematic constraint, although this solution is more expensive and complicated to manufacture. The conjugate, complementary, or double-disc cam is one including dual radial discs, each in contact with at least two driven followers coupled by a rigid or a kinematic linkage. The mobility of this mechanism is ensured by a special dimension arrangement, where the actions of both working surfaces of the dual cam must correspond exactly to each other. A schematic representation of a cam mechanism with radial conjugate cams and an oscillating dual roller follower is shown in Figure 1. The given constraint consists of another radial cam II and a roller follower $I I$.

The shape of a cam contour is determined by the synthesis which is on the basis of the knowledge of the displacement law of the given cam mechanism and its dimensional parameters. The position of the cam relative to the frame of the cam mechanism is determined with an angular variable $\psi$, and the position of the follower is indicated with the generalized variable $v$ (see Figure 1).

### 2.2 Combined cam mechanism

As a combined cam mechanism, it is generally called a mechanical system usually with a single degree of freedom which includes at least one general cam mechanism. This system usually also includes sets of various transforming linkages with not only a constant but also a generally variable gear ratio. They are most often complemented by simple linkages with lower kinematic pairs. In practice, lower pairs are generally planar couplings between two movable adjusted neighboring members. The members connected by a kinematic pair with the frame are referred to as the basic members of the transforming linkages. They perform rotational or translational motion. The basic representatives of such mechanisms are four-bar mechanism, crank mechanism, oscillating mechanisms, gears, etc. (see examples in Figure 2). The following findings are presented in accordance with the knowledge in publication [1, 3, 4]:

The input of the relevant linkage is an ordered triple of variables $\boldsymbol{\sigma}_{k}=\left(\sigma_{k}, \dot{\sigma}_{k}, \ddot{\sigma}_{k}\right)$ expressing motion of the input link of a mechanical system. The output is a triple of variables $\boldsymbol{\vartheta}_{k}=\left(\vartheta_{k}, \dot{\vartheta}_{k}, \ddot{\vartheta}_{k}\right)$, which represents the motion of the output link of the same system. Index $k$ denotes the numerical indication of the relevant linkage, and it will be neglected in the next part of the text. The general equation of the linkage may be defined as an implicit function, in which the positional magnitudes $\sigma, \vartheta$ of basic members are time-related:


Figure 2.
Some common types of transforming linkages.

$$
\begin{equation*}
F(\sigma, \vartheta)=0, \quad \sigma=\sigma(t), \quad \vartheta=\vartheta(t) \tag{1}
\end{equation*}
$$

By differentiating Eq. (1) in time, a relation may be obtained between the velocity and the acceleration:

$$
\begin{equation*}
\frac{\partial F}{\partial \sigma} \dot{\sigma}+\frac{\partial F}{\partial \vartheta} \dot{\vartheta}=0, \quad \frac{\partial F}{\partial \sigma} \ddot{\sigma}+\frac{\partial^{2} F}{\partial \sigma^{2}} \dot{\sigma}^{2}+2 \frac{\partial^{2} F}{\partial \sigma \partial \vartheta} \dot{\sigma} \dot{\vartheta}+\frac{\partial F}{\partial \vartheta} \ddot{\vartheta}+\frac{\partial^{2} F}{\partial \vartheta^{2}} \dot{\vartheta}^{2}=0 \tag{2}
\end{equation*}
$$

Differentiation with respect to time is denoted by dots in Eq. (2). The linkage ratio is called a magnitude, which is dependent on the position of the linkage, and it is given by Eq. (3):

$$
\begin{equation*}
\frac{d \vartheta}{d \sigma}=-\frac{\partial F}{\partial \sigma}\left(\frac{\partial F}{\partial \vartheta}\right)^{-1}, \frac{d \sigma}{d \vartheta}=-\frac{\partial F}{\partial \vartheta}\left(\frac{\partial F}{\partial \sigma}\right)^{-1} \tag{3}
\end{equation*}
$$

The derivatives of Eq. (3) with respect to positions are given by Eq. (4):

$$
\begin{align*}
& \frac{d^{2} \vartheta}{d \sigma^{2}}=-\left[\frac{\partial^{2} F}{\partial \sigma^{2}}+2 \frac{\partial^{2} F}{\partial \sigma \partial \vartheta} \cdot \frac{d \vartheta}{d \sigma}+\frac{\partial^{2} F}{\partial \vartheta^{2}}\left(\frac{\partial \vartheta}{\partial \sigma}\right)^{2}\right]\left(\frac{\partial F}{\partial \vartheta}\right)^{-1}, \\
& \frac{d^{2} \sigma}{d \vartheta^{2}}=-\left[\frac{\partial^{2} F}{\partial \vartheta^{2}}+2 \frac{\partial^{2} F}{\partial \sigma \partial \vartheta} \cdot \frac{d \sigma}{d \vartheta}+\frac{\partial^{2} F}{\partial \sigma^{2}}\left(\frac{\partial \sigma}{\partial \vartheta}\right)^{2}\right]\left(\frac{\partial F}{\partial \sigma}\right)^{-1} \tag{4}
\end{align*}
$$

Introducing Eqs. (3) and (4) into Eq. (2) gives:

$$
\begin{equation*}
\dot{\vartheta}=\frac{d \vartheta}{d \sigma} \dot{\sigma}, \quad \ddot{\vartheta}=\frac{d \vartheta}{d \sigma} \ddot{\sigma}+\frac{d^{2} \vartheta}{d \sigma^{2}} \dot{\sigma}^{2}, \quad \dot{\sigma}=\frac{d \sigma}{d \vartheta} \dot{\vartheta}, \quad \ddot{\sigma}=\frac{d \sigma}{d \vartheta} \ddot{\vartheta}+\frac{d^{2} \sigma}{d \vartheta^{2}} \dot{\vartheta}^{2} \tag{5}
\end{equation*}
$$

which expresses relations for calculating the velocity and the acceleration of the output member.

The individual linkage can be placed into so-called chains when the outputs of the given mechanism are also the inputs of the next mechanism. The algorithms of linkage solving are marked with transformation blocks $T_{k}$ as shown in Figure 3.

In relation to solving the problems with the combined cam mechanisms, we have introduced the following nomenclature (designation) of positional and kinematic magnitudes of the main members. Variable $\tau$ is assigned to the driving (input) member of a combined cam mechanism. The position of the driven (output) member is indicated with variable $w$. As a driven member, we usually consider such a working member or a body whose values are the result of the solution. The cam position with respect to the frame of the general cam mechanism is determined with an angular variable $\psi$, and the position of the jack is denoted by the generalized variable $v$ (see Figure 1). The procedure of calculating a combined cam mechanism is shown through a block diagram, which is formed from transform blocks $T_{k}$ and transform block $C$ (see Figure 4). Transform block $C$ expresses the algorithms of the solution of the general cam mechanism. From the view of the structure of a block diagram, it is advisable to divide the transform blocks into three groups. They are identified by this term chain:


Figure 3.
A chain of transformation blocks of linkages.


Figure 4.
Block diagrams of the computation of combined cam mechanisms.

- The input chain IC connects the input of the mechanical system to the input of block C.
- The output chain OC connects the output of block $C$ to the output of the mechanical system.
- The parallel chain PC consists of blocks that do not belong to previous chains.

Indexes $i, j, k$, and $l$ denote the $i^{\text {th }}, j^{\text {th }}, k^{\text {th }}$, and $l^{\text {th }}$ linkage of the relevant chain.
The calculation of the positional and kinematic quantities of any member of a combined cam mechanism is designed as a kinematic analysis (see the block diagram in Figure 4). The input data are typical data (geometrical mass quantity and dimensions) on a mechanism, the procedure of computation of its chains, displacement function $\tau=\tau(t)$ of the driving member, and the shape of the cam theoretical profile $u(\varphi)$. The output of the solution is the displacement of the selected member of the mechanical system, which is expressed by a triple of variables $\mathbf{w}=(w, \dot{w}, \ddot{w})$. Kinematic synthesis of a combined cam mechanism is used to the computation of polar coordinates $\varphi, u$ of a radial cam or cylindrical coordinates $\varphi, x, y$ of an axial cam. Furthermore, via synthesis, normal angle $\nu$, pressure angle $\mu$, and radius of curvature of the cam profile $\rho$ are set. The input data of the task include data on a mechanical system, the calculation procedure of its chains, displacement function of driving member $\tau=\tau(t)$, and driven member of the system $w=w(t)$.

### 2.3 Displacement law

The shape of a cam contour is determined by the synthesis which is on the basis of the knowledge of a displacement law of the given combined cam mechanism and its dimensional parameters. The following observations on the displacement laws are presented in accordance with the knowledge in publication [1].

A function assigning time $t$ to a position variable of a given member of a mechanical system is termed to a motion function $w=f(t)$ of that member. The motion of the driving member is thus described by the independent motion function $\tau(t)$ and the motion of the driven member by the dependent motion function $w(t)$. The displacement law expresses a functional dependency of the driven member motion on the driving member motion of a combined cam mechanism $w=f(\tau)$. Displacement laws $w(\tau)$ of mechanical systems with the rotating input member are periodical functions with a period of $2 \pi$. The period $2 \pi$ may be divided
into motion and dwell intervals. Displacements on each motion interval may be different to a maximum total rise $W$ and an expression of the normalized form $\eta=\eta(\xi)$ where the displacement and the range are in unity (see Figure 5). The variables $\xi_{k}$ and $\eta_{k}$ of $k^{\text {th }}$ motion interval are in linear correlation with the original variables $\tau$ and $w$ and can be expressed as

$$
\begin{equation*}
\xi_{k}=\frac{\tau-\tau_{0 k}}{T_{k}}, \quad \eta_{k}=\frac{w(t)-w_{0 k}}{W_{k}} \tag{6}
\end{equation*}
$$

The initial point $O_{k}$ of displacement on each motion interval is defined by the coordinates $\tau_{0 k}, w_{0 k}$. The interval length of the independent variable $\tau$ is given by the magnitude $T_{k}>0$, and the maximum lift is expressed by the magnitude $W_{k} \gtrless 0$. The relationship between the original and normalized derivatives is

$$
\begin{equation*}
\frac{d w}{d \tau}=\frac{W}{T} \cdot \frac{d \eta}{d \xi}=\frac{W}{T} \cdot \eta^{\prime}(\xi), \quad \frac{d^{2} w}{d \tau^{2}}=\frac{W}{T} \cdot \eta^{\prime \prime}(\xi) \tag{7}
\end{equation*}
$$

Derivatives of the unity displacement to $\xi$ will be denoted by primes, and index $k$, indexing the motion period, is neglected. When the variable $w$ is a function $t$, then the derivatives will have the form

$$
\begin{gather*}
\frac{d w}{d t}=\frac{W}{T} \cdot \eta^{\prime}(\xi) \cdot \frac{d \tau}{d t}=\frac{W}{T} \cdot \eta^{\prime}(\xi) \cdot i \\
\frac{d^{2} w}{d t^{2}}=\frac{W}{T} \cdot\left[\frac{1}{T} \cdot \eta^{\prime \prime}(\xi) \cdot\left(\frac{d \tau}{d t}\right)^{2}+\eta^{\prime}(\xi) \cdot \frac{d^{2} \tau}{d t^{2}}\right]=\frac{W}{T} \cdot\left[\frac{1}{T} \cdot \eta^{\prime \prime}(\xi) \cdot \dot{\tau}^{2}+\eta^{\prime}(\xi) \cdot \ddot{\tau}\right] \tag{8}
\end{gather*}
$$

For the solution of problems related to the kinematic analysis and synthesis of cam systems, it is possible to use a broad set of displacement laws in a normalized form. These include, for example, polynomial, trigonometric, and exponential displacements and cycloidal, parabolic, and goniometric displacements (see [1]).

The choice of displacement law greatly has an influence over the dynamic properties and behavior of high-speed mechanical systems, and it should meet the following basic criteria within the specified conditions:

- In relation to the desired motion of the mechanism, the acceleration inertia forces, momentum, and performance of the cam mechanism should be always as small as possible.


Figure 5.
An example of a displacement law.

- The vibrations forced by the movement of the mechanical system should be kept at a minimum.

Both criteria lead to low dynamic strain on the members of the mechanical system due to dynamic effects. In addition, the second criterion is related to the accuracy of adherence to the prescribed working member positions and the elimination of any noise sources. Comprehensive and detailed information on the issues of the displacement law choice is provided in [1].

## 3. Contact of cam and cam follower

In this text section, we will focus mainly on the general kinematic pair formed by contact of a cam and a roller follower. The mentioned type of kinematic constraint in the technical practice is usually most often constituted by a cylindrical roller and a cam or a crowned roller and a cam. In terms of computational purposes, we can substitute both mentioned contacts for the contact of cylindrical bodies with parallel axes and the contact of an elliptical body with a cylindrical one.

The contact area of the general kinematic pair is subjected to cyclic loading within the working cycle, while the contact surfaces are primarily in rolling contact in combination with a small percentage of mutual sliding. Thus, the transmission of normal and tangential forces is realized. These phenomena cause deformation of both bodies in the contact and cause contact stress in them. The state of stress on the working surfaces and under it is characterized by the principal stresses, which are transient and have the character of pulses with a period of $2 \pi$. Fatigue damage of the cam and follower contact surfaces may occur after a certain number of cycles in the operation of cam mechanisms, as long as a certain limit value of this stress is exceeded at any point of the contact area. This damage is in the form of cavities (pitting), which develop from cracks on the working surface. For cams with a hardened surface, this layer can be broken and then peels off (spalling) (see Figure 6). Both types of damage occur due to the contact stress that can be described by the theory of contact mechanics (see [5]). In terms of estimating the lifetime of the contact areas of the general kinematic pair, the distribution of the reduced stress in the surface areas and at a certain depth under it is therefore an important criterion. Thus, in the area of cam mechanisms, it is primarily a matter of determining the service life of the cam and follower contact surfaces depending on the conditions of their force loading.


Figure 6.
Some common types of fatigue damages of cams and rollers.

The state of deformation and stress existing between the two elastic bodies in contact under load can be established both based on the contact mechanics and based on the use of the finite element method (FEM). The contact mechanics deals with the study of stress and deformation of solids being in contact at one point or along a line, acting under normal and also tangential forces. Physical and mathematical relationships are formulated on the basis of knowledge of continuum mechanics as well as mechanics of materials with the focus on elastic, viscoelastic, and plastic bodies in static or dynamic contact. The principles of contact mechanics are used to solve the problems of contact of rolling bodies (balls, rollers, barrels, needles, tapered rollers) and roller bearing rings, the contact of teeth in gearings, the contact of railway wheels and rails, mechanical constraints, and, last but not least, the contact of the cam and cam follower. The result of the calculations is also Hertzian contact stress, where there is local stress in the contact area, being caused by the contact of two curved areas, whereas these are slightly deformed due to the acting load. Hertzian contact stress is a fundamental quantity in formulating the equations for determining the carrying capacity and fatigue lifetime of cam mechanisms, bearings, gearings, and all objects in general, whose surfaces are in contact. Comprehensive and detailed information on the issues of contact mechanics is provided in [5].

### 3.1 Contact stress

When two three-dimensional bodies are brought into contact, they touch initially at a single point (contact of the convex crowned roller with the cam) or along a line (contact of the cylindrical roller with the cam). Under the action of the slightest load $N$, they will deform, and contact is made over a finite area which is small, compared with the dimensions of both bodies. During the compression distant points of the two bodies ( $T_{1}$ and $T_{2}$ ) are approached the each other by a distance $\delta$. Points $S_{1}$ and $S_{2}$ on the approaching contact surfaces are elastically displaced by amounts $u_{z 1}$ and $u_{z 2}$, as shown in Figure 7. The shape of each surface in the contact region can be described by a homogeneous quadratic polynomial in two variables [5]:

$$
\begin{equation*}
z_{i}=\mp \frac{1}{2}\left(\frac{1}{\rho_{x i}} x^{2}+\frac{1}{\rho_{y i}} y^{2}\right), \quad i=1,2 \tag{9}
\end{equation*}
$$

where $\rho_{x i}$ and $\rho_{y i}$ are the principal radii of curvature of the surface at the rectangular coordinate system origin (see Figure 8). Contact stresses and deformations satisfy the differential equations for the stress and strain of homogeneous,


Figure 7.
The contact of two nonconforming bodies after elastic deformation.
isotropic, and elastic bodies in equilibrium. The pressure distribution on the contact area is given by the equation [5]:

$$
\begin{equation*}
p(x, y)=p_{H} \sqrt{1-\left(\frac{x}{a}\right)^{2}-\left(\frac{y}{b}\right)^{2}} \tag{10}
\end{equation*}
$$

where $a$ and $b$ are respective major and minor semi-axes of the elliptical contact area and a maximum value $p_{H}$ is called Hertzian pressure. The elasticity characteristics of the bodies in contact are introduced with the effective modulus of elasticity [5]:

$$
\begin{equation*}
\frac{1}{E^{*}}=\sum_{i} \frac{1-\nu_{i}^{2}}{E_{i}}, \quad i=1,2 \tag{11}
\end{equation*}
$$

where $E_{i}$ and $\nu_{i}$ are the respective Young's modulus of elasticity and Poisson's ratio of the individual solids.

The contact stress is highly concentrated in the vicinity of the contact area and decreases rapidly with an increasing distance from it. Thus, the stress area is close to the body contact. Since the contact surfaces are dimensionally small compared to the rest of the bodies, the stresses around the contact area are not too much dependent neither on the shape of the bodies in the contact nor on the way of mounting the bodies. This hypothesis simplifies the definition of boundary conditions and allows applying the theory of elasticity of large bodies.

In the case of the contact of the convex crowned roller with the cam and the cylindrical roller with the cam, it is clear that the abovementioned assumptions are satisfied. Thus, the results of Hertzian contact stress theory can be used to determine the stress state in their contact areas and at a certain depth under the surface (see [5]) or to use the results related to these contact types being given in publications [ $3,6,7$ ], or we can directly calculate the contact stress for point or line contact by using the computational algorithms available on the webpage [8]. In Figure 8, there is a schematic presentation of the contact of the convex crowned roller and the cam (left) and distribution of the contact stress in the contact area (right). A similar case is shown in Figure 9 with the only difference that there is the contact of the cylindrical roller and the cam. The stress state is in these cases expressed by principal stresses $\sigma_{x}, \sigma_{y}, \sigma_{z}$ and reduced stress $\sigma_{r e d}$. These are universally compressive stresses, and their absolute value decreases with the distance from the surface. Figure $\mathbf{1 0}$ generally describes the courses of individual stresses in the symmetry plane $x z$ in dependence on depth $z$ under the surface. From the course of the reduced stress $\sigma_{\text {red }}$, it is obvious that its maximum value is at a certain depth of $z_{e}$, which is expressed in unit form $\xi_{e}$. The principal stresses $\sigma_{x}, \sigma_{z}$ reach their extreme


Figure 8.
Point contact.


Figure 9.
Line contact.


Figure 10.
The stress state in a symmetry plane $x z$.
values on the surface of the bodies in the contact area and equal to the Hertzian pressure value.

Another possible way of determining the stress in the contact areas of bodies is to use the finite element method. To achieve the relevant results, a dense finite element mesh in the contact area is required. This requirement leads to a large number of solved linear algebraic equations. The computational body contact algorithm is based on a numerical iteration of finding the elements in contact, so the numerical solution of the equations of the assignment takes place in several steps.

### 3.2 Reduced stress

In order to estimate the lifetime of the contact areas, it is first necessary to determine the magnitude of the reduced stress $\sigma_{r e d}$, which is compared with the value of the stress limit $\sigma_{h}$. The permissible stress determined on the basis of yield tensile strength $R_{p 0.2}$ or ultimate tensile strength $R_{m}$ refers to uniaxial stress. It is therefore necessary to have a criterion for comparing uniaxial stress and multiaxial stress in order to assess the strength at the multiaxial stress. These criteria provide hypothesis of strength. In the case of malleable materials, the failure occurs in the maximum shear stress plane at the tensile stress. The Guest's hypothesis is used (see, e.g., [9]). According to this hypothesis, the stress is judged from the point of view of the highest shear stress, which is proportional to the maximum of differences in the principal stresses:

$$
\begin{equation*}
\sigma_{\text {red }}=\max \left\{\left|\sigma_{x}-\sigma_{y}\right|,\left|\sigma_{z}-\sigma_{x}\right|,\left|\sigma_{z}-\sigma_{y}\right|\right\} \tag{12}
\end{equation*}
$$

The principal stress components $\sigma_{x}, \sigma_{y}, \sigma_{z}$ in the condition Eq. (12) are determined depending on the kind of contact of the general kinematic pair. These components must be established over the whole operation cycle of a cam mechanism to determine their maximum values. Figure 10 shows that the highest value of the reduced stress is at a certain distance under the surface. In order to calculate the principal stresses, it is possible to use conclusions of contact mechanics for the respective contact of two elastic bodies, but it is also possible to utilize the method of finite elements (see [6, 7]).

In the case of general kinematic pairs, the contact load on the contact surface of the bodies and under it has the periodic course. At the contact areas of the general kinematic pair and below these points, contact stress becomes a periodical magnitude related to the angular cam displacement $\psi$. These transitory stresses are characterized by pulses with a periodicity $2 \pi$. The strength conditions acting under a variable loading are shown in Smith's diagram (see [10]), where the mean stress is determined by the equation:

$$
\begin{equation*}
\sigma_{m}=\frac{1}{2}[\max \sigma(\psi)+\min \sigma(\psi)], \quad \psi \in\langle 0,2 \pi) \tag{13}
\end{equation*}
$$

and its amplitude by the equation:

$$
\begin{equation*}
\sigma_{a}=\frac{1}{2}[\max \sigma(\psi)-\min \sigma(\psi)], \quad \psi \in\langle 0,2 \pi) \tag{14}
\end{equation*}
$$

In Eqs. (13) and (14), the variable $\psi$ presents the rotation angle of the cam. Strength conditions under a variable load are given by the stress limit $\sigma_{h}$ which is in agreement with the disturbance caused by the transitory stress. The reduced stresses $\sigma_{\text {red }}(\psi, z)$ are limited by the actual strength condition, written as [1]:

$$
\begin{equation*}
\max \sigma_{r e d}(\psi, z)<\sigma_{h}, \quad \psi \in\langle 0,2 \pi), \quad z \geq 0 \tag{15}
\end{equation*}
$$

where variable $z$ is the depth under the contact surface of the cam or roller. Based on the tests of steels with ultimate tensile strength $R_{m} \in\langle 500,1500\rangle M P a$, the fatigue limit of the material loaded by the tension is supposed as $\sigma_{C} \approx 0.35 \mathrm{Rm}$ and the yield strength as $R_{p 0.2} \approx(0.55 \div 0.8) R m$ (see [1]). Since the limit, the value of the transient stress, can be approximately determined according to $\sigma_{h} \approx \sigma_{C} \approx 0.7 R_{m}$, then it is possible to replace the condition Eq. (15) by the inequality [1]:

$$
\begin{equation*}
\max \sigma_{r e d}(\psi, z)<R_{p 0.2}, \quad \psi \in\langle 0,2 \pi), \quad z \geq 0 \tag{16}
\end{equation*}
$$

Conditional inequality Eq. (16) describes the fact that during the operation of the cam mechanisms, no destructive action of elastic deformation occur in the general kinematic pair.

### 3.3 Lifetime of contact areas

The criterion of damage of the loaded contact areas of the cam and the follower in cam mechanisms is the formation of cracks and cavities, so-called pitting. The problem of the pitting formation on the surfaces of the bodies in contact is with that the initiation and propagation of cracks in the loaded material is completely unpredictable because the crack nuclei that form are distributed randomly in the
material. Such crack nuclei are inclusions in material or surface irregularity caused by the production and treatment of this material. Therefore, it is difficult to predict exactly the stress state at the point of the contact area in which the damage occurs due to the load. This problem can be solved by introducing a criterion whereby the value of the highest principal compressive stress is determined in the contact area of the bodies, and this is brought into relation with the ultimate strength of the respective material. In the case of pure rolling contact, its magnitude is equal to the maximum value of the contact pressure-Hertzian pressure $p_{H}$.

In the previous part of the article, we briefly discussed ways of determining the stress in the surface and subsurface parts of the contact areas of the bodies. The following text will mention two theoretical approaches, one of which is presented in [1] and the other in [2]. Both procedures result from the knowledge of the contact mechanics, and based on this, the Hertzian pressure value $p_{H}$ in the body contact area has been determined. Both methods require further the knowledge of some or several parameters that characterize the material from which the cam is made. These characteristic parameters are not available for all materials; therefore it is necessary to use experimental procedures. Not all materials are available for these materials, so further experimental procedures are required.

In the course of the operation cycle of the cam mechanism, no damage caused by the formation of pits is acceptable on the contact surface under load. Referring to [1], such fatigue damage will not occur if Hertzian pressure is given by the Niemann empirical relation in the form:

$$
\begin{equation*}
p_{H} \leq \frac{K}{N^{1 / 6}} f(H), \quad K=4777 M P a \tag{17}
\end{equation*}
$$

where the variable $N$ is the lifetime in millions of cycles, $H$ is the surface hardness in contact, and the function $f(H)$ represents the influence of the surface hardness on the permissible Hertzian pressure $p_{H}(\mathrm{MPa})$. The factor $K$ is a constant being determined empirically. The surface hardness $H$ related to the maximum Hertzian pressure limit $p_{H M a x}$ in the course of the operation cycle is denoted as $H B$ for the Brinell and $H R C$ for the Rockwell scales. Then, for the function $f(H)$, the following empirical relations are formulated:

$$
\begin{equation*}
f(H)=\frac{H B}{1000}, f(H)=0.251+\frac{H R C}{100}\left[\frac{H R C}{100}\left(2.74-1.22 \frac{H R C}{100}\right)-0.6\right] \tag{18}
\end{equation*}
$$

This criterion Eq. (18) is very simple because it is dependent on the only material parameter $H$.

Based on conclusions introduced in [2], a condition for the level of stress can be derived, in which the contact surface of the body will not be damaged:

$$
\begin{equation*}
p_{H} \leq \sqrt{\frac{E^{*}}{145.03789 \cdot \pi}\left(\frac{10^{\zeta}}{N}\right)^{\frac{1}{\lambda}}} \tag{19}
\end{equation*}
$$

in which the constant $E^{*}$ characterizes material elasticity of bodies in contact that is defined by Eq. (11). In Eq. (19) the strength factors $\zeta$ and $\lambda$ express the slope and the intercept with the stress axis of the so-called $S-N$ diagram in logarithmic coordinates for the surface fatigue limit of the respective material. $S-N$ diagram is determined by regression analysis from a large number of test data.

Both conditions according to relations Eqs. (17) and (19) are illustrated graphically for selected steel C22 (1020, 1.0402) in Figure 11. The graphical


Figure 11.
Load-life relationships for steel C22.
representation shows a considerable difference between the mentioned theories in determining the lifetime of bodies in contact. In the region of limited lifetime, which is given by the number of cycles to damage $N=10^{7}$ cycles, the conditions for the lifetime determination are according to condition Eq. (19) are usually more safety-related than condition Eq. (17). In the region of an unlimited lifetime, i.e., $N>10^{7}$ cycles, it is the opposite case. Similar conclusions in both approaches to the determination of the lifetime of bodies in contact were also proved for other steels.

## 4. Effect of the roller crown shape on the cam stress

The geometrical shape of the roller crown itself has a significant effect on the stress distribution, due to the load and inertia effects in the contact areas of the general kinematic pair, which is usually formed in practice by a cylindrical roller and a cam or a crowned roller and a cam (see Figure 12).

It has been proven that the contact stresses in the vicinity of the shape, discontinuities in the contact area of the bodies in contact, are considerably higher than those reached outside the area of their immediate influence as described in the publication [2]. For this reason, the contact surfaces are more stressed, and their fatigue lifetime is reduced.

In general, we can expect to achieve a longer lifetime of the general kinematic pair of any cam mechanism by using the cylindrical profile of the roller crown. However, in the case of a conventional straight roller, there are discontinuities at the intersection of the roller cylindrical profile with the cam profile. These are caused by the fact that one contact area is axially shorter than the other and also by


Figure 12.
Some types of roller profiles in contact with a cam.
chamfering the roller edges. In the vicinity of those profile discontinuities, the contact between the roller and cam cannot be considered as simply a straight line contact but for a more complex three-dimensional contact type. Therefore, in this case, it is not possible to apply the conclusions of Hertz's theory of contact to the calculation of the contact stress distribution. These discontinuities cause a high concentration of contact pressure at the appropriate point in the contact area. In fact, these local increases in the distribution of contact pressure can exceed the strength limit of the given material and thus cause plastic deformation in the contact area, the formation of residual stresses in the material, or hardening of steel. The area in question will further be more prone to fatigue damage to the contact surfaces such as pitting or spalling.

To ensure a more even distribution of contact stress in the contact area of the roller and cam, it is necessary to modify the shape of the axial cross-section of the roller crown. This is one of the reasons for the practical application of crowned rollers, when the radius of curvature of the crown profile is far greater than the radial radius of the roller (see Figure 12). Furthermore, we can easily compensate with their use misalignment between the roller and cam, without causing a fundamental change in the contact stress distribution. However, the largest concentration of contact stress distribution is achieved in the middle of the contact area with all the consequences as in the case of the straight roller.

The reduction of excessive contact stress in the vicinity of straight roller edges is achieved by such a shape of the axial cross-section of the crown, which includes straight line and tangent circular arcs that are connected to it on each side (see Figure 12). However, this shape of the roller crown leads to a certain concentration of contact stress in the transition from the cylindrical segment of the roller to the crowned one. Uniform distribution of stress for different levels of loading of the general kinematic pair contact areas is achieved by the logarithmic profile of the roller crown (see [11, 12]). This type of the roller crown is characterized by a monotonously decreasing profile from its center to the edge according to the logarithmic function (see Figure 12).

These facts will be demonstrated on examples of cam contacts with a cylindrical, crowned, and part-crown roller, which were defined using the finite element method (see [3,13]). The formation of the model of a general kinematic pair using the finite element method is based on assumptions on the basis of which Hertz's theory of contact of two elastic bodies is derived (see [5]). The main assumption is that the contact area is continuous and much smaller than the characteristic dimensions of the bodies in contact. Therefore, the stresses in the vicinity of the contact area are not so dependent on the shape of the bodies in contact nor on how these bodies are fixed. Furthermore, it is assumed that the contact stress is very concentrated in the vicinity of the contact region and rapidly decreases with an increasing distance from it. The region of stress acting is therefore in the vicinity of the contact of the bodies. Through these basic assumptions, the definition of boundary conditions is simplified, and the application of the theory of elasticity of large bodies with sufficiently small deformations is allowed.

When creating a finite element model of a general kinematic pair of a cam mechanism, the contact of the roller with the cam will be replaced by the contact of two segments of solids of revolution. One of the solids of revolution represents the roller with the desired forming profile, and the other with a cylindrical profile replaces the cam. The radius of the cylinder is identical to the radius of curvature of the cam at the point of its contact with the roller. For the purposes of the computational analysis, we will use one eighth of each of them, assuming the parallelism of the axes of both replacement solids (see Figure 13). In the $O_{x z}$ and $O_{y z}$ planes in
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Figure 13.
A schematic drawing of a roller in contact with a cam.

|  |  | Straight roller | Crowned roller | Part-crown roller |
| :--- | :--- | :---: | :---: | :---: |
| Nominal diameter | $D[\mathrm{~mm}]$ | 35.0 | 35.0 | 35.0 |
| Effective width | $l_{e}[\mathrm{~mm}]$ | 18.0 | 18.0 | 18.0 |
| Fillet radius | $r[\mathrm{~mm}]$ | 0.6 | 0.6 | 0.6 |
| Crown radius | $R[\mathrm{~mm}]$ | - | 500 | 200 |
| Crown width | $w[\mathrm{~mm}]$ | - | - | 6.0 |

Table 1.
Nominal dimensions of rollers.

|  |  | Roller: 100Cr6 | Cam: 16MnCr2 |
| :--- | :---: | :---: | :---: |
| Young's modulus of elasticity | $E[\mathrm{GPa}]$ | 210 | 206 |
| Shear modulus | $G[\mathrm{GPa}]$ | 81 | 79 |
| Poisson's ratio | $\nu[-]$ | 0.3 | 0.3038 |

Table 2.
Material characteristics of steels.

|  |  | Straight | Crowned | Part-crown |  |
| :--- | :--- | :--- | :---: | :---: | :---: |
| Load | $N[N]$ | 40,000 | 15,000 | 35,000 |  |
| Hertzian pressure | $p_{H}[\mathrm{MPa}]$ | 2500 | 2400 | 2400 |  |
| Maximum reduced stress | Hertz theory | $\max \left(\sigma_{\text {red }}\right)$ | 1440 | 1370 | 1480 |
|  | MKP | $[\mathrm{MPa}]$ | 1970 | 1360 |  |
| Major contact radii |  | $a[\mathrm{~mm}]$ | - | 5.555 | - |
| Half width of contact/minor contact radii | $b[\mathrm{~mm}]$ | 0.586 | 0.538 | - |  |
| Depth of maximum reduced stress | $z_{e}[\mathrm{~mm}]$ | 0.42 | 0.38 | 0.38 |  |

Table 3.
Summary of results.


Figure 14.
The stress state in the symmetry plane $x z$ determined by FEM.
accordance with Figure 13, there are then defined boundary conditions of the symmetry of the solved task accordingly. The lower surface of the body, which has the meaning of the cam, is fixed, i.e., all translations and rotations are prevented for all nodes of finite element mesh of the body in this area. Through the definition of the boundary conditions, the upper surface of the roller part is allowed to displace in the direction of the applied force $N$, i.e., in the direction of the $z$-axis
of the $O x y z$ coordinate system. Also the acting of force $N$ is evenly distributed over this area.

To achieve the relevant results, it is important that a uniform and dense finite element mesh be used to the discretization of the contact area and its vicinity of both bodies. The size of the elements can gradually increase with an increasing distance from the contact areas. For example, the size and shape of the contact area can be predicted by calculating based on Hertz's contact theory applied to contact of cylindrical bodies with parallel axes or to contact of a body with general profile and cylindrical body. Using this theory, we calculate the components of deformations and stresses in the contact area and its vicinity of both bodies in contact. Furthermore, the shape and size of the contact region are determined depending on the load size. This issue has been dealt with in articles [3, 6, 7] or is published in detail in [5]. Then, on the basis of the data thus determined, we define the space to create an acceptable finite element mesh density of the analyzed bodies with respect to the corresponding results compared to the real state.

The application of the above procedure will be demonstrated on the analysis of the contact stress distribution in the contact area of the cam, of which nominal dimensions are the width $l_{\text {Cam }}=20 \mathrm{~mm}$ and the curvature radius $R_{\text {Cam }}=50 \mathrm{~mm}$ in the vicinity of the contact point with the respective roller. We will consider three types of rollers, in which the nominal dimensions are listed in accordance with
Figures 12 and 13 and Table 1. The aim of the analysis of the contact stress of the cam is the determination of the maximum possible value of the reduced stress $\sigma_{\text {red }}$ in the considered part of the cam depending on the greatest possible load of the roller by force $N$. Knowledge of this stress value is crucial with respect to fatigue damage of the working surfaces of the cam and the follower. The characteristic material parameters of the cam and the rollers are stated in Table 2.

Significant results are summarized in Table 3. Based on the size of the contact areas and the depth of the maximum reduced stress, the area was defined to create a quality network of elements in the vicinity of the contact of three roller and cam types in the creation of appropriate models using the FEM. In the case of cam and roller contact with the crown with convex segments, only the results from the FEM analysis are shown in the table. Figure 14 shows the distribution of the reduced stress induced by contact of the said cam roller types with the cam. Figure 15 shows the course of the maximum reduced stress in a depth of $z_{e}$ according to the cam width for all rollers types in contact with the cam. Depth $z_{e}$ expresses the distance from the contact area of the cam surface where the maximum value of the reduced stress is just obtained.


Figure 15.
The course of the maximum reduced stress depending on the cam width.

From Table 3 and Figures 14 and 15, it is evident that there is an increase in the size of the reduced stresses in the vicinity of the profile discontinuities. This feature is particularly evident in the case of a cylindrical roller, where the contact between the roller and the cam cannot be regarded as merely straight but rather as a more complex three-dimensional type of contact. Therefore, Hertz's theory of contact cannot be applied to this type of contact around the shape discontinuities. Based on this theory, there are very good results compared to the FEM in contact of the general body with the cylindrical one and inside the contact area of the two cylindrical bodies with parallel axes. Furthermore, it is clear that a uniform distribution of stress can be achieved by such a shape of a roller crown whose profile includes the straight and two circular portions according to the schematic representation in Figure 12. This roller crown profile is advantageous in terms of load transfer capacity and process of its manufacture.

## 5. Conclusions

The presented chapter gives basic information on the stress problems related to a general kinematic pair of cam mechanisms. This type of kinematic pair is formed with at least one cam and a follower. The general cam mechanism is a very simple three-member mechanical system, which can implement the required working movements very accurately. Therefore, they are widely used in the design of various machines and equipment of the manufacturing industry. With the increasing pressure on the size and quality of machinery production of the manufacturing industry, the demand for its increased performance, reliability, and service life is growing. This fact is closely related to the detailed knowledge of the dynamic properties and behavior in the machinery during its operation. Thus, a dynamic response induced in the general kinematic pair is dependent both on the dynamic properties of all mechanical systems and on the prescribed displacement law. The choice of displacement law should be in conformity with the main requirements, which are, for example, reduced natural vibration, low dynamic load, high positional accuracy, and noiseless action.

Due to the effects of inertia and working forces, there are induced force ratios in the general kinematic pair that are the cause of contact strain. If a certain limit on this strain is exceeded, fatigue damage of the cam and follower contact surfaces may occur in the operation of the cam mechanisms. So knowledge of the distribution of the contact stress and its size are necessary when designing cam mechanisms. Contact stress expressed in Hertz pressure or the principal stresses becomes the criterion for determining the lifetime of the working areas of the mentioned kinematic pair. The lifetime itself depends on the choice of materials from which the individual parts are made and their physical and mechanical properties and the way of material processing and the production technologies of individual parts or the way and intensity of loading. There is currently a wide choice of materials for cams and cam followers of cam mechanisms. In technical practice, however, the most commonly used cams are made from steel. The surface of the cam or cam follower can be heat treated or chemically heat treated. The aim of the treatment is to achieve the desired mechanical or physical-chemical properties of the contact areas of the cam mechanisms. The purpose of this procedure is to increase the hardness and resistance of the contact surface against wear and to keep a resilient core of the respective component. The results from the abovementioned show that it is necessary to know various characteristic
parameters describing material properties, heat treatment, or another technological processing for the lifetime estimation using theoretical methods. Therefore, experimental methods are an integral part of determining the lifetime of the working surface of the cam and the follower.

The working surfaces of the general kinematic pair of the cam mechanism frequently operate under extreme conditions, which are high loads, high sliding speeds, and poor lubricating conditions. Thus, this fact can lead to wear or excessive friction and thereby reduce the service lifetime and efficiency. These effects may be reduced by the application of coating on the working surfaces of the cam and follower. Coating is a technological process consisting of the fact that a very thin layer (the order of thousands of millimeters) is applied to the surface of an object, which has a relatively high hardness and strength compared to the underlying material. The thin layer of the coating forms a so-called barrier of the surface layers of the respective component against their chemical and physically mechanical wear. Coatings are generally used to improve hardness and tribological properties, wear resistance, and oxidation of exposed surface layers of the components. The coatings extend the lifetime of the sliding and rolling surfaces and help reduce the required power consumption while increasing performance. This decreases the use of lubricants and allows the use of new material combinations in the implementation of the relevant machinery. In some cases, coatings are even a necessary structural element for higher mechanical and thermal loads.

An effective way of analysis of the dynamic contact strain of the general kinematic pair of the cam mechanism is further presented here, which consists in the interaction of the knowledge and conclusions of Hertzian contact theory between two bodies and the advantages of using the finite element method. Using Hertz's contact theory, we predict the shape and size of the contact region of bodies in contact. In this way, we define the region to create an even and fine mesh of elements of an appropriate size in the vicinity of contact. Taking into account the assumptions of the Hertzian theory, the definition of the FEM model of a general kinematic pair is considerably simplified, and this reduces the number of algebraic equations needed to solve this problem; thereby, the computational time is reduced. This method leads to the achievement of relevant results compared to the real state. The method is presented in the task of determining the effect of the roller crown shape on the cam stress.
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Section 2

## Compliant Mechanisms

# Modeling and Design of Flexure Hinge-Based Compliant Mechanisms 

Sebastian Linß, Stefan Henning and Lena Zentner


#### Abstract

A compliant mechanism gains its mobility fully or partially from the compliance of its elastically deformable parts rather than from conventional joints. Due to many advantages, in particular the smooth and repeatable motion, monolithic mechanisms with notch flexure hinges are state of the art in numerous precision engineering applications with required positioning accuracies in the low micrometer range. However, the deformation and especially motion behavior are complex and depend on the notch geometry. This complicates both the accurate modeling and purposeful design. Therefore, the chapter provides a survey of different methods for the general and simplified modeling of the elasto-kinematic properties of flexure hinges and compliant mechanisms for four hinge contours. Based on nonlinear analytical calculations and FEM simulations, several guidelines like design graphs, design equations, design tools, or a geometric scaling approach are presented. The obtained results are analytically and simulatively verified and show a good correlation. Using the example of a path-generating mechanism, it will be demonstrated that the suggested angle-based method for synthesizing a compliant mechanism with individually shaped hinges can be used to design high-precise and large-stroke compliant mechanisms. The approaches can be used for the accelerated synthesis of planar and spatial flexure hinge-based compliant mechanisms.


Keywords: compliant mechanism, flexure hinge, deformation behavior, motion behavior, modeling, design

## 1. Introduction

A mechanism is generally understood as a constrained system of bodies designed to convert forces or motions. Fulfilling the function of power transmission (drive in the actuator system) or motion transmission (guidance in the positioning system), mechanisms are typical parts of a mechatronic motion system. For the realization of high-precise motion, increasingly compliant mechanisms are used instead of rigidbody mechanisms. A mechanism that gains its mobility fully or partially from the compliance of its elastically deformable parts rather than from rigid-body joints only is named as compliant mechanism [1, 2].

In precision engineering and micromechanics, there are increasingly high requirements for the motion system-especially regarding the smoothness, resolution, and repeatability of the motion. Therefore, compliant mechanisms with
concentrated or distributed compliance have become established for special positioning [3], adjustment [4], manipulation [5], or metrology [6] tasks. In these monolithic mechanisms, flexure hinges are mostly used as materially coherent revolute joints [7], while a high motion accuracy in the micrometer range can especially be achieved by common notch flexure hinges [8].

Nevertheless, the output stroke or motion range of such compliant mechanisms is considerably limited by the material strength since identical circular notch shapes are used for all hinges in the mechanism in most cases, even if they achieve different rotation angles. For high-strength metals, which are typically used for precision engineering applications, the rotation of flexure hinges is limited to small angles of a few degrees [9]. The demand for a larger angular deflection and a lower shift of the rotational axis results in numerous possible notch shapes and in a variety of sometimes very complex types of a separate flexure hinge, like the butterfly hinge [10]. Alternatively, mechanisms with a significantly increased hinge number in the kinematic chain are proposed to increase the range of motion, for example [11]. To further increase the stroke, often complex combinations of several substructure mechanisms are used in planar or spatial compliant stages, for example, reported in [9].

The sequential procedure including structural type synthesis, dimensional synthesis, and embodiment design, often used for rigid-body mechanisms, cannot be applied to compliant mechanisms straightforward, since the force/displacement limits of the flexure hinges must be matched with the required motion task. Thus, kinematic and kinetic behavior must be considered simultaneously for synthesis. Furthermore, the complex deformation and motion behavior of compliant mechanisms complicates both their accurate modeling and purposeful design. Hence, the synthesis is iterative, nonintuitive, and often time-consuming so far, and specific optimization approaches, for example [12], cannot be generalized. However, optimizing the shapes of easy-to-manufacture and mainly used notch flexure hinges may prove useful in the synthesis of compliant mechanisms. Among many possible notch shapes, power function flexure hinges, based on the higher order polynomial hinges suggested in [13], are especially suitable because they are highly variable and allow a simplified modeling, too [14].

In this chapter, a survey of different methods for the general and simplified modeling of the elasto-kinematic properties of flexure hinges and compliant mechanisms is provided for four certain hinge contours, the circular, the corner-filleted, the elliptical, and the power function-based contours, with different exponents. Based on nonlinear analytical calculations and FEM simulations, several approaches and guidelines like design graphs, design equations, design tools, or geometric scaling are presented which can be used for the flexure hinge design. The results are confirmed by means of analytical modeling and FEM simulation. The main approach with regard to the mechanism synthesis is to design each flexure hinge in a compliant mechanism individually in dependence of the known relative rotation angles in the rigid-body model. A four-bar path-generating mechanism is used as an example to show the benefits of the synthesis method regarding both a high precision and a large stroke in comparison to the use of identical notch geometries. Thus, the need for simulation is reduced.

## 2. Flexure hinge-based compliant mechanisms

A structural part of a compliant mechanism with a greatly increased compliance can be seen as a compliant joint, which allows at least one relative motion due to
deformation, but it is normally limited to a localized area. In dependence of the form of the relative motion, three types for a joint with one degree of freedom ( $f=1$ ) are existing, the revolute pair, the prismatic pair, and the screw pair (see Table 1).

Conversely to rigid-body joints, in which two rigid links form either a formclosed or force-closed pairing, neighboring links of a compliant mechanism are connected to each other in a materially coherent way. Thus, an increased compliance can be achieved through a variation of geometry and/or a variation in material, while the geometric design is in the focus of the following investigations. In this chapter, macroscopic compliant mechanisms with flexure hinges realizing a desired rotary motion are regarded, since they are used in most cases.

### 2.1 Analysis and synthesis of compliant mechanisms

For the synthesis of a compliant mechanism, three main approaches are suggested in literature: synthesis through the rigid-body replacement method (e.g., [15]), synthesis through the topology optimization method (e.g., [16]), and synthesis through constrained-based methods (e.g., [17]). In order to realize a better guidance accuracy, the rigid-body replacement synthesis is more suitable than the topology optimization synthesis [18]. Therefore, here the purposeful design of a compliant mechanism based on the rigid-body model is meant by speaking of synthesis. The geometric design of the incorporated flexure hinges is a key point during the synthesis, because often multi-objective design criteria exist.

Regarding a four-bar Roberts mechanism realizing an approximated straightline path of a coupler point $P$, the rigid-body mechanism and the compliant counterpart are shown in Figure 1. For the replacement, the same initial position of the compliant mechanism with the crank angle $\gamma$ is used as in the rigid-body model. The Roberts mechanism with four hinges is a typical path-generating mechanism which is used for the rectilinear guidance of a coupler point in precision engineering applications, for example [19-22].

| Joint type | Symbol | Rigid-body joint |
| :--- | :--- | :--- |
| Revolute pair (hinge) | Compliant joint |  |
| Srismatic pair |  |  |

Table 1.
Classification of joints with $\mathrm{f}=1$ by means of the form of relative motion.


Figure 1.
Analysis and synthesis of a compliant mechanism based on the rigid-body model using the example of a path-generating Roberts mechanism.

In contrast to the synthesis, the analysis describes the modeling of the rotation axes and link lengths of the rigid-body model based on the compliant mechanism, for example [1, 2]. Additionally, the bending stiffness of all hinges has to be considered.

With a few exceptions (e.g., [5, 23]), almost identical flexure hinges are used in the same single compliant mechanism. However, the relative rigid-body-based rotation angles $\varphi^{*}$ for the desired motion of the mechanism are different for the incorporated hinges in most cases. Due to the different rotation angles, different flexure hinge contours are also required. Because the deflection angle $\varphi$ of each flexure hinge is approximately equal to $\varphi^{*}$ [24], an angle-based and goal-oriented four-step synthesis method for using individually shaped notch flexure hinges in one compliant mechanism can be applied [25]. The basic phases are (cf. Section 4):
i. Synthesis of a suitable rigid-body model
ii. Replacement and design of the compliant mechanism
iii. Goal-oriented and angle-based geometric design of the flexure hinges
iv. Verification of results and proof of requirements.

In literature, the specific geometric design of the flexure hinges during synthesis is only considered when using almost identical hinges in a compliant mechanism and standard contours with a limited variability like corner-filleted hinges [26].

### 2.2 Classification of compliant mechanisms

In dependence of the existence of rigid-body joints, compliant mechanisms can be separated into the categories of fully compliant mechanisms or partially compliant mechanisms, while the presented design guidelines in this chapter are suitable for both. Additionally, fully and partially compliant mechanisms can be separated into mechanisms with concentrated or distributed compliance [2] (see Table 2), while mechanisms with concentrated compliance are regarded here.

Furthermore, the presented results in this chapter are focused on planar compliant mechanisms (see Figure 2). Nevertheless, the suggested methods and design approaches can be used for spherical and spatial compliant mechanisms, too.

### 2.3 Classification of flexure hinges

A flexure hinge is understood as a compliant joint which approximately acts as a hinge due to flexural bending. Thus, the form of relative motion can only be idealized as a rotation. Because of their monolithic arrangement, compliant joints
Mechanism
With concentrated
compliance

Table 2.
Classification of compliant mechanisms by means of the structural design and the distribution of compliance.


Figure 2.
Classification of compliant mechanisms by means of the position of the revolute axes: (a) planar mechanism, (b) spherical mechanism, and (c) spatial mechanism according to [27].
provide numerous approaches for the design of a flexure hinge. Based on the welldescribed leaf-type flexure hinge [28], many different flexure hinge types have been developed in the past decades or introduced in recent works in order to realize a larger angular deflection and/or a more precise rotation (see Figure 3) [10, 2931]. Many more flexure hinge types are classified in [32].

The design guidelines in this chapter are focused on notch flexure hinges because different design goals can be met by selecting between comparable, simple notch hinge designs already, largely due to a great contour variety [32]. Due to their low complexity, they are easy to manufacture and therefore mainly used in compliant mechanisms, especially in kinematic chains with a higher link number.

Notch flexure hinges have often geometrically been designed so that various cutout geometries are proposed to describe the variable contour height. There are mostly predefined basic geometries which lead to the typical precise hinge with a semicircular contour, the large-deflective hinge with a corner-filleted contour, or the elliptical hinge as a compromise [33]. Furthermore, flexure hinges are designed with other elementary or complex geometries (e.g., [34]) to realize special properties. Higher order polynomial functions are not state of the art. But among the


Figure 3.
Typical types of flexure hinges used to achieve a rotational motion with one degree of freedom $(\mathrm{f}=1)$ : (a) leaf-type hinge, (b) crossed leaf-type hinge, (c) prismatic crossed hinge, (d) notch hinge, and (e) multitrapezoidal hinge/butterfly hinge.


Figure 4.
Typical geometries of notch flexure hinges with their contour-specific parameters: (a) circular contour with radius R , (b) corner-filleted contour with stress-optimal fillet radius $\mathrm{r}=0.1 \mathrm{l}$, (c) elliptical contour with major axis $\mathrm{r}_{\mathrm{x}}$ and minor axis $\mathrm{r}_{\mathrm{y}}$, and (d) variable power function-based contour, shown for different exponents n .
variety of geometries, especially these contours offer high optimization potential, while a comparatively simple modeling is possible [35]. Thus, the advantages of the polynomial contour are implemented and extended to a power function contour to offer a wider range of possible hinges due to a rational exponent $n$ [14], with

$$
\begin{equation*}
h_{\mathrm{c}}(x)=h+\frac{(H-h)}{\left(\frac{l}{2}\right)^{n}}|x|^{n}, \text { with } n \in \mathbb{R} \tag{1}
\end{equation*}
$$

In the following, four certain flexure hinge contours are considered (see Figure 4): the semicircular contour, the corner-filleted contour with a stressoptimal and hinge length-related fillet radius $r=0.1 l$ [36], the semielliptical contour, and the power function-based contour. The remaining contour height functions and detailed information about the depicted segment-wise contour modeling are given in [14]. Many more notch geometries are classified in [32].

## 3. Modeling and design of notch flexure hinges

As a flexure hinge, a monolithic, small-length, and elastically deformable segment of a compliant mechanism with the variable and symmetric contour height $h_{c}(x)$ and a rectangular cross section is defined, which provides a relative rotation of two adjacent links mainly limited due to bending stress (see Figure 5). Since not only the notch segment undergoes deformation, it is recommended to model the hinge with little segments of both adjacent links and as a 3D solid structure [37, 38].

In the following, three important rotational performance properties are considered. A flexure hinge provides a restoring force (a property called bending stiffness), which may be beneficial in precision applications, too. Depending on the material


Figure 5.
Modeling of a notch flexure hinge under a bending moment and/or a transverse force load: (a) hinge with a variable hinge height within the contour design domain, the geometric parameters and the deflected state and (b) parameters for the theoretical characterization and approach for the definition of the rotational axis shift based on guiding the center with a constant distance, the fixed center approach.
coherence, the angular rotation of a flexure hinge is restricted by maximum acceptable stresses or elastic strains (maximum angular deflection). Therefore, the stroke of a compliant mechanism is limited as well through the joint with the largest deflection angle in the kinematic chain, assuming the same contours are used. In addition, no exact relative rotation is possible with a flexure hinge, because its axis of rotation is always shifted as geometric and load parameters vary (rotational precision) $[36,39]$. In turn, this can lead to path deviations in the compliant mechanism compared with the rigid-body model that can no longer be considered negligible, especially in precision engineering applications [24, 40].

Regarding the influence on the flexure hinge properties, two main groups of geometric design parameters are existing, the hinge dimensions ( $L, l, H, h, w$ ) and the hinge contour or notch shape (function $h_{\mathrm{c}}(x)$ ), while the total height $H$ represents the link height in the compliant mechanism, too. Hence, four geometric parameters-the hinge total length $L$, the hinge notch length $l$, the minimum hinge height $h$, and the hinge width $w$-can be varied within the design domain according to the following introduced dimensionless ratios:

$$
\begin{equation*}
\beta_{L}=\frac{L}{H}, \beta_{l}=\frac{l}{H}, \beta_{h}=\frac{h}{H} \text {, and } \beta_{w}=\frac{w}{H} . \tag{2}
\end{equation*}
$$

For a separate flexure hinge, it is known that the properties depend on the basic geometric dimensions as follows [41, 42]: the bending stiffness and maximum stress increase in particular as the minimum hinge height $h$ increases and the rotational precision decreases with an increasing minimum height $h$. Furthermore, several different and partly contrary recommendations for some hinge dimension ratios of circular and corner-filleted flexure hinges are existing (cf. [32]).

Other than that, the high-strength aluminum alloy AW 7075 with Young's modulus $E=72 \mathrm{GPa}$, Poisson's ratio $\nu=0.33$, and the admissible elastic strain limit $\varepsilon_{\text {adm }}=0.5 \%$ is chosen as a typical material which has been used for multiple highprecision engineering applications, for example [3, 21].

### 3.1 Nonlinear FEM simulation

For the quasi-static structural FEM simulation, performed with ANSYS Workbench 18.2, the hinge is modeled as a 3D structure with Solid186 hexahedral elements. The CAD model and FEM model are shown in Figure 6. The FEM model is considered with a fixed support on one side, and it is free on the opposite side. The free end is stepwise loaded with a bending moment or a directionally constant transverse force applied at an edge parallel to $z$. The analysis of two points on the loaded hinge side enables an accurate calculation of the rotation angle $\varphi$. Hence, the


Figure 6.
FEM-based characterization of a flexure hinge: (a) CAD model and (b) FEM model with deformed hinge and mesh details.
characteristic $M(\varphi)$ and $F(\varphi)$ curves can be determined. The maximum deflection angle $\varphi_{\text {max }}$ can be calculated in dependence of the regarded maximum value of the equivalent von Mises strain $\varepsilon_{\text {max }}$. Moreover, large deflections are considered for an accurate comparison with the analytical calculations due to the nonlinear beam theory. Other assumptions are a linear material behavior and a comparable and fine discretization of the hinge, especially in areas of the minimum hinge height.

For the determination of the rotational precision, an additional part is added onto the CAD model according to the often used and chosen fixed center approach [36]. Based on guiding the center point $C$ with a constant length $l / 2$, the distance between $C$ and $C^{\prime}$ defines the rotational axis shift $v$.

### 3.2 Design graphs

Among the four investigated flexure hinge contours (cf. Figure 4), the power function contour allows the modeling of a wide spectrum of different notch hinges. Depending on the exponent $n$ and the hinge dimensions, arbitrary complex curves can be realized, or nearly any elementary geometry can be approximated. For a given deflection angle $\varphi$, it has been shown that 16th-order polynomial contours lead to low stress or strain values comparable to those of corner-filleted contours [13]. Furthermore, it was found that fourth-order polynomial contours allow for both a precise rotation and large rotation angles in general [24]. In addition, it is quite possible to realize required hinge properties by arbitrarily varying $n$.

Based on a geometrically nonlinear FEM simulation using a given displacement at the free end, design graphs for power function-shaped flexure hinges with typical dimension have been created (see Figure 7) (cf. [24]). Thus, the bending moment $M$ can be easily determined depending on the rotation angle $\varphi$ and $n$. Analogously, the transverse force $F$ results in good approximation by considering the moment $M$ divided by the half-length $L / 2$ (cf. Table 4) [33]. Furthermore, a minimum required exponent $n$ can be read out depending on $\varphi$ and the admissible material strain $\varepsilon_{\text {adm }}$. The determination of $n$ is also possible with an odd or rational number.

### 3.3 Nonlinear analytical calculation

As long as the dimensions of the cross section are small compared to the rod length, the nonlinear theory for large deflections of curved rodlike structures is sufficient to describe the deformation behavior of compliant systems [2]. Hence, the analytical investigations are based on the well-known Euler-Bernoulli's theorem for a static problem of a slender structure with an assumed axial inextensible line. The additional assumption is made that Saint-Venant's principle and Hooke's law apply. If a flexure hinge is modeled together with adjacent deformable link segments as a bent rod with a variable height, this theory is assumed to be suitable, too. Further specific effects relevant for notch flexure hinges have to be expected especially for very thin hinges [43], but they are neglected here with regard to general design guidelines. Among them are shear deformation [44], stress concentration [45], anticlastic bending [46], or manufacturing imperfections [47].

For the analytical calculation, a stationary coordinate system $\{\xi, \eta, \zeta\}$ is considered with the origin 0 at the fixed end (cf. Figure 5b). The arc length $s$ is used to characterize the neutral axis in the deflected state. The bent hinge undergoes a displacement $u_{\xi}(s)$ and $u_{\eta}(s)$ for each coordinate along $s$, which lead to the deflection angle $\theta(s)$. The curvature $\kappa(s)$ is the gradient of $\theta(s)$. Hence, four nonlinear differential equations are used to model a flexure hinge in the deflected state:
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Figure 7.
FEM-based design graphs to determine the bending moment M (depending on the rotation angle $\varphi$ and the exponent n of each power function flexure hinge) or to determine the minimum exponent n (depending on $\varphi$ and the admissible material strain $\varepsilon_{\text {adm }}$ ), created for different hinge heights and $\beta_{\mathrm{L}}=3, \beta_{1}=1, \beta_{\mathrm{w}}=0.6$ (cf. [24]): (a) M for $\beta_{\mathrm{h}}=0.03$, (b) n for $\beta_{\mathrm{h}}=0.03$, (c) M for $\beta_{\mathrm{h}}=0.05$, (d) n for $\beta_{\mathrm{h}}=0.05$, (e) M for $\beta_{\mathrm{h}}=0.1$, and $(f) \mathrm{n}$ for $\beta_{\mathrm{h}}=0.1$.

$$
\begin{gather*}
\frac{\mathrm{d} M_{\zeta}}{\mathrm{d} s}+F \cos \theta=0,  \tag{3}\\
\frac{\mathrm{~d} \theta}{\mathrm{~d} s}-\kappa=0, \text { with } \kappa=\frac{M_{\zeta}}{E I_{\zeta}},  \tag{4}\\
\frac{\mathrm{d} u_{\xi}}{\mathrm{d} s}-\cos \theta+1=0,  \tag{5}\\
\frac{\mathrm{~d} u_{\eta}}{\mathrm{d} s}-\sin \theta=0 \tag{6}
\end{gather*}
$$

The initial curvature is zero here, because a fully symmetric flexure hinge is considered. A numerical solution is done for the system of differential equations with the subsequent boundary conditions for a bending moment at the loaded side:

$$
\begin{equation*}
M_{\zeta}(L)=M, \theta(0)=0, u_{\xi}(0)=0, u_{\eta}(0)=0, \tag{7}
\end{equation*}
$$

and with the following conditions for a transverse force load.

$$
\begin{equation*}
M_{\zeta}(L)=0, \theta(0)=0, u_{\xi}(0)=0, u_{\eta}(0)=0 . \tag{8}
\end{equation*}
$$

The boundary value problem is solved numerically with MATLAB [14]. At the end of this procedure, all four parameters $\kappa, \theta, u_{\xi}$, and $u_{\eta}$ are obtained for each point $s$ along the deformed neutral axis, and further results for the considered hinge properties can be estimated. The bending stress $\sigma$ is analyzed after linear beam theory to characterize the maximum stress of the entire flexure hinge for a given deflection angle. According to Hooke's law, stress and strain are linearly dependent on each other by $E$, wherefore the bending strain $\varepsilon$ is considered. The maximum absolute value of the strain always occurs at the outer fiber for the maximum $\eta$ coordinate, which corresponds with the contour height function of the hinge. In addition, the absolute value of the rotational axis shift $v$, based on the fixed center approach, is put together from the axis shift of point $C$ in $\xi$ and $\eta$-direction [14].

### 3.4 Design equations

To provide closed-form equations which can be used for the simplified flexure hinge synthesis regarding all three rotational properties, six design equations have been developed for both load cases based on the analytical characterization due to the described nonlinear theory (see Table 3). SI units must be used for all parameters. The load acts close to the hinge center at $L=2 H$ in this case, while only the elastic properties are almost independent from the value of this distance for the bending moment load [33]. The equations are accurately valid for a rotation angle up to $\varphi=5^{\circ}$. The calculation of results for larger angles is nevertheless possible.

With regard to an accelerated and unified synthesis of compliant mechanisms, the general design equations are concise and thus advantageous. With only two coefficients, their structural form is simple, contour-independent, and, with respect to the maximum hinge height or link height $H$ as scaling factor, dimensionless.

The further necessary contour-specific coefficients of all six design equations are given in Table 4 for the four regarded hinge contours and an appropriate parameter range of the hinge dimensions, the hinge length ratio $\beta_{l}\left(0.5 \leq \beta_{l} \leq 1.5\right)$ and the hinge height ratio $\beta_{h}\left(0.03 \leq \beta_{h} \leq 0.1\right)$. The coefficients of the used power functions are determined with MATLAB based on a fitting procedure in order to attain the smallest maximum error over all calculated result points [33].

| Property | Bending moment | Transverse force |
| :---: | :---: | :---: |
| Bending stiffness | $\frac{M}{\varphi}=k_{M 1} E \beta_{w} \beta_{l}{ }^{\left(-k_{M 2}\right)} \beta_{h}{ }^{\left(2+k_{M 2}\right)} H^{3}$ <br> (9) | $\begin{equation*} \frac{F}{\varphi}=k_{F 1} E \beta_{w} \beta_{l}{ }^{\left(-k_{F 2}\right)} \beta_{h}^{\left(2+k_{F 2}\right)} H^{2} \tag{10} \end{equation*}$ |
| Maximum angular deflection | $\begin{equation*} \left\|\varphi_{\max }\right\|=\frac{\varepsilon_{\mathrm{adm}}}{6 k_{M 1}}\left(\frac{\beta_{l}}{\beta_{h}}\right)^{k_{M 2}} \tag{11} \end{equation*}$ | $\begin{equation*} \left\|\varphi_{\max }\right\|=\frac{\varepsilon_{\mathrm{adm}}}{12\left(1-k_{\mathrm{crit}}\right) k_{F 1}}\left(\frac{\beta_{l}}{\beta_{h}}\right)^{k_{F 2}} \tag{12} \end{equation*}$ |
| Rotational precision/axis shift | $\frac{v}{\varphi^{2}}=k_{v M 1} \beta_{l}^{k_{v M 2}} \beta_{h}^{\left(1-k_{v M 2}\right)} H \text { (13) }$ | $\frac{v}{\varphi}=k_{v F 1} \beta_{l}{ }^{k_{v F 2}} \beta_{h}^{\left(2-k_{v F 2}\right)} H \text { (14) }$ |

Table 3.
Contour-independent closed-form design equations based on analytical modeling.

| Hinge contour | $\begin{gathered} k_{M 1} \\ {\left[10^{-3}\right]} \end{gathered}$ | $k_{M 2}$ | $\begin{gathered} k_{F 1} \\ {\left[10^{-2}\right]} \end{gathered}$ | $k_{F 2}$ | $\boldsymbol{k}_{\text {crit }}$ | $\begin{gathered} k_{v M 1} \\ {\left[10^{-3}\right]} \end{gathered}$ | $\boldsymbol{k}_{\boldsymbol{v M} 2}$ | $\begin{gathered} k_{v F 1} \\ {\left[10^{-2}\right]} \end{gathered}$ | $\boldsymbol{k}_{\boldsymbol{v F} 2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Circular | 107.90 | 0.52 | 10.55 | 0.51 | 0.5 | 99.85 | 0.52 | 19.12 | 0.94 |
| Corner-filleted | 83.95 | 0.96 | 8.41 | 0.96 | $0.5-0.2 \beta_{l}$ | 85.76 | 0.95 | 9.20 | 1.89 |
| Elliptical | 82.50 | 0.54 | 8.27 | 0.54 | 0.5 | 114.35 | 0.57 | 18.21 | 1.14 |
| Power function <br> (fourth order) | 112.07 | 0.74 | 11.22 | 0.74 | $\begin{gathered} 0.4 \beta_{l}^{(-0.081)} \\ \beta_{h}^{(-0.048)} \end{gathered}$ | 71.32 | 0.73 | 6.24 | 1.47 |

Table 4.
Load and contour-specific coefficients for the design equations in Table 3.

The relative discrepancy errors between the design equation results and the analytical results, a comparison with FEM results, as well as coefficients for further power function contours are mentioned in [48]. According to the theory, the accuracy of the results is nearly independent of the parameter range for the hinge width $\beta_{w}$. The maximum strain occurs contour-independently in the hinge center for a bending moment. An additional factor $k_{\text {crit }}$ has become necessary to consider the deviation of the critical strain location from the center for a transverse force load, especially for corner-filleted and power function hinges (cf. Section 3.7).

### 3.5 Design tool detasFLEX

Moreover, computational design tools may prove useful for the comprehensive analysis and synthesis of various notch flexure hinges, such as the developed tool detasFLEX [14], which is also based on the described nonlinear modeling approach (cf. Section 3.3). The graphical user interface (GUI) is shown in Figure 8.

The design tool was created with MATLAB as a stand-alone software application which only requires the license-free runtime environment. Four flexure hinge contours are considered, the circular, corner-filleted, elliptical, and power functionbased contours (cf. Figure 4). Various geometric and material parameters may be realized to allow for a broad usability in different cases. The calculation is possible for a bending moment and a transverse force as well as both loads combined for different lengths of each hinge side. The computation of results is further possible for all three load cases with a given load or a given rotation angle up to $45^{\circ}$. A wide range of result parameters may be computed, and the most important hinge performance properties like the deformed neutral axis, the bending stiffness, the rotational precision, and the elastic strain distribution are illustrated in the form of diagrams. Additionally, a preview of the exact hinge geometry with the instant visualization of input changes is implemented. Also, values for the angle or load, axis shift, strain distribution, maximum strain, and maximum possible rotation angle are calculated. Using a corner-filleted hinge, for example, the deviation of the bending stiffness between the FEM and design tool results is in the range of 0.1$9.4 \%$ for a given rotation angle of $10^{\circ}$ [14].


Figure 8.
Graphical user interface of the computational design tool detasFLEX, shown using the example of a corner-filleted flexure hinge.

DetasFLEX enables a wide variety of different geometry, material and contour selections, as well as multiple analysis criteria and settings so that numerous notch flexure hinges for diverse tasks may be accurately analyzed within a few seconds. Thus, each hinge in a compliant mechanism can be designed purposefully and individually. Based on this, the PC-based synthesis is generally possible, too.

### 3.6 Comparison of results and usability

The different methods for modeling the elasto-kinematic flexure hinge properties described above are compared in Table 5 using the example of a power function-shaped hinge of the fourth order. The design tool results and analytical modeling are mentioned together due to the equality of the values. It is obvious that

| Method | Bending moment |  |  |  | Transverse force |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\varphi=5^{\circ}$ |  |  | $\varepsilon_{\mathrm{adm}}=0.5 \%$ |  | $\varphi=5^{\circ}$ |  | $\begin{gathered} \varepsilon_{\text {adm }}=0.5 \% \\ \varphi_{\max } \\ {\left[^{\circ}\right]} \end{gathered}$ |
|  | $\begin{gathered} M \\ {[\mathrm{Nm}]} \end{gathered}$ | $\begin{gathered} v \\ {[\mu \mathrm{~m}]} \end{gathered}$ | $\begin{gathered} \varepsilon_{\max } \\ {[\%]} \end{gathered}$ | $\begin{gathered} \varphi_{\max } \\ {\left[{ }^{\circ}\right]} \end{gathered}$ | $\begin{gathered} \boldsymbol{F} \\ {[\mathbf{N}]} \end{gathered}$ | $\begin{gathered} v \\ {[\mu \mathrm{~m}]} \end{gathered}$ | $\begin{gathered} \varepsilon_{\max } \\ {[\%]} \end{gathered}$ |  |
| FEM | 0.0294 | 2.190 | 0.414 | 6.039 | 2.946 | 9.980 | 0.439 | 5.695 |
| Design graph | 0.029 | - | 0.43 | 5.3 | 2.9 | - | 0.43 | 5.3 |
| Design equation | 0.0284 | 2.107 | 0.438 | 5.707 | 2.842 | 8.490 | 0.459 | 5.403 |
| Design tool/ analytic | 0.0277 | 2.226 | 0.428 | 5.839 | 2.785 | 9.459 | 0.450 | 5.562 |

Table 5.
Comparison of results for the method-dependent elasto-kinematic properties using the example of a power function hinge of the fourth order ( $\beta_{\mathrm{L}}=2, \beta_{1}=1, \beta_{\mathrm{h}}=0.03, \beta_{\mathrm{w}}=0.6$ ).
the suggested design guidelines and tools allow the accurate and simplified determination or calculation of the deformation, stress/strain, and motion behavior with respect to the assumptions and geometric restrictions.

Regarding the usability, the design tool provides the most comprehensive support for the modeling and design of various notch flexure hinges (see Table 6).

Additionally, the design equations are also easy to use for the four regarded hinge contours. Furthermore, it becomes obvious that the determination method influences the possible values for the hinge dimensions and the power function exponent $n$ as well as valid ranges of the deflection angle. Due to compactness, in Section 4.3, $n$ is exemplarily determined based on the design graph approach.

In conclusion, all three design aids can be used for the accelerated contourspecific quasi-static analysis of the elasto-kinematic properties of notch flexure hinges with no need for further iterative and time-consuming simulations. Moreover, the guidelines and tools may be used for the systematic angle-dependent synthesis of compliant mechanisms with differently optimized flexure hinges (cf. Section 4).

### 3.7 Influence of the contour on the elasto-kinematic hinge properties

Independent of the selected method, the influence of the flexure hinge contour on the elasto-kinematic hinge properties can be generalized, especially for thin hinges. In Figure 9, the analytical results are exemplarily presented for a force load.

The load-angle behavior is almost linear for the regarded angular deflection up to $5^{\circ}$. The following order can be concluded from the lowest to the highest stiffness: the corner-filleted, power function, elliptical, and circular contour (Figure 9a).

Because the maximum strain value limits the deflection, the maximum rotation angle of a flexure hinge is always possible with a corner-filleted contour, while a circular contour leads to the lowest possible angles (Figure 9c). Furthermore, the asymmetric strain distribution due to the transverse force load is obvious, especially for a corner-filleted contour (Figure 9d). Due to the notch effect, the strain is concentrated in the hinge center for a circular and elliptical contour, while the other contours lead to a more even strain distribution along the hinge length.

Furthermore, the hinge contour has a strong influence on the axis shift, which can be in the range of some micrometers up to submillimeters in dependence of $\beta_{l}$ and especially $\beta_{h}$. With regard to a high rotational precision or a small axis shift, the following order is existing for thin hinges: the circular contour, elliptical contour or power function contour to the same extend, and corner-filleted contour
(Figure 9b).
Thus, the power function contour of the fourth order simultaneously provides a large angular deflection and a high rotational precision. The influence of the basic hinge dimensions is further investigated in [33]. An influence of $\beta_{L}$ is to be expected, too.

## 4. Modeling and design of compliant mechanisms

In this section, the synthesis method presented in Section 2.1 is applied to a pathgenerating mechanism to explore the angle-based approach of the optimal design with individually shaped flexure hinges in one single compliant mechanism using power functions. Therefore, a symmetric four-bar Roberts mechanism with four hinges, realizing the guidance of the coupler point $P$ on an approximated rectilinear path (cf. [19-22]), is investigated. The rigid-body model and the compliant mechanism are shown in Figure 1 in the initial and deflected positions.

| Method, related reference | Hinge contours |  |  |  | Domain and value of $\boldsymbol{n}$ | Hinge dimensions $\beta_{L}, \beta_{l}$, $\beta_{h}$, and $\beta_{w}$ | Range of $\varphi$ | Result criteria | Modeling effort/ computation time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Circular | Cornerfilleted | Elliptical | Power function |  |  |  |  |  |
| FEM, nonlinear, e.g., [24] | x | x | x | x | Arbitrary | Arbitrary | Arbitrary | Arbitrary | Great/ high |
| Analytical, nonlinear, e.g., [2] | x | x | x | x | Arbitrary | Arbitrary | Arbitrary | Arbitrary | Great/ low |
| Design graph [24] |  |  |  | x | $2 \leq n \leq 20$ | Predefined (three cases for $\beta_{h}$ ) | $\leq 10^{\circ}$ | $\begin{gathered} M(\varphi),(F(\varphi)), \varphi_{\max } \\ \varepsilon_{\max } \end{gathered}$ | None |
| Design Eq. [33, 48] | x | x | x | x | 2, 3, 4, 8, 16 | Constrained | $\leq 5^{\circ}$ | $\begin{gathered} M(\varphi), F(\varphi), v(\varphi), \varphi_{\max }, \\ \varepsilon_{\max } \end{gathered}$ | None |
| Design tool [14] | x | x | x | x | $1.1 \leq n \leq 50$ | Slightly constrained | $\leq 45^{\circ}$ | $\begin{gathered} M(\varphi), F(\varphi), v(\varphi), \varphi_{\max }, \\ \varepsilon_{\max }, \varepsilon(s) \end{gathered}$ | Little/low |

Table 6.
Comparison of usability of the presented methods, guidelines, and approaches for the modeling and design of notch flexure hinges.


Figure 9.
Analytical results for the influence of the flexure hinge contour on the hinge properties ( $\beta_{\mathrm{L}}=2, \beta_{1}=1, \beta_{\mathrm{h}}=0.03$, $\beta_{\mathrm{w}}=0.6$, force load): (a) bending stiffness, (b) axis shift, (c) maximum angular deflection, and (d) outer fiber strain distribution for $\varphi=5^{\circ}$.

The link lengths are suitably chosen as $\overline{A_{0} A}=\overline{B_{0} B}=66.6 \mathrm{~mm}, \overline{A B}=56.6 \mathrm{~mm}$, $\overline{A_{0} B_{0}}=165.71 \mathrm{~mm}$, and $\overline{A P}=\overline{B P}=73.6 \mathrm{~mm}$, according to [24]. Furthermore, the mechanism position with the replacement angle $\gamma=35^{\circ}$ is used. Thus, applying the input displacement $s=u_{x P}{ }^{*}=u_{x P}=10 \mathrm{~mm}$ in point $P$, the relevant straight-line deviation for the rigid-body model results as $u_{y P}{ }^{*}=-24.7 \mu \mathrm{~m}$.

### 4.1 Synthesis method based on individually shaped flexure hinges

A compliant mechanism with individually shaped power function flexure hinges is synthesized according to the synthesis method based on the relative rotation angles in the rigid-body model (cf. Section 2.1) exemplarily using the design graph approach (cf. Section 3.2). The resulting compliant mechanism is shown in
Figure 10d. Furthermore, the mechanism properties are compared with three compliant mechanisms using identical hinges designed with circular, corner-filleted, or power function contours of the fourth order (see Figure 10a-c).

Following the rigid-body replacement approach, the flexure hinge centers are designed identical to the revolute joints. Next, suitable flexure hinge orientations are chosen with respect to the link orientations of the crank and the coupler (cf. Section 4.3). The main link parameters are specified as $H=10 \mathrm{~mm}$ and $\beta_{w}=0.6$, while the same aluminum material as in Section 3 is used ( $E=72 \mathrm{GPa}, \varepsilon_{\mathrm{adm}}=0.5 \%$ ). Furthermore, comparable short and thin hinges are used with the hinge length ratio $\beta_{l}=1$ and the height ratio $\beta_{h}=0.03$ because they are especially suitable [24].


Figure 10.
Designs of the compliant Roberts mechanism ( $\beta_{1}=1, \beta_{h}=0.03$ ) with (a) circular hinges ( $\mathrm{R}=\mathrm{H} / 2$ ), (b) corner-filleted hinges $(\mathrm{r}=0.1 \mathrm{l})$, (c) identical power function hinges $(\mathrm{n}=4)$, and (d) different power function hinges $\left(\mathrm{n}_{A o}=3, \mathrm{n}_{A}=12, \mathrm{n}_{B}=10, \mathrm{n}_{B o}=3\right.$ ).

Based on the relative rigid-body-based rotation angles $\varphi_{A 0}{ }^{*}=3.8^{\circ}, \varphi_{A}{ }^{*}=10.4^{\circ}$, $\varphi_{B}{ }^{*}=9.5^{\circ}$, and $\varphi_{B 0}{ }^{*}=3.0^{\circ}$, which result through a simple kinematic analysis, the power function exponents can be determined for the assumption $\varphi=\varphi^{*}$. According to the designed graph in Figure 7b, the exponents result in $n_{A 0}=3, n_{A}=12, n_{B}=10$, and $n_{B 0}=3$. The exponents are exemplarily determined as even numbers, while rational exponents are also possible for a more specific design.

### 4.2 Nonlinear FEM simulation

For the quasi-static structural and geometrically nonlinear FEM simulation of the compliant Roberts mechanisms, the same settings as for a separate hinge are used (cf. Section 3.1). The results for the motion path of the coupler point $P$ are shown in Figure $\mathbf{1 1}$ for a given $x$-displacement in dependence of the used flexure hinge contours and additionally for the rigid-body model. Regarding a consistent modeling, the coordinate system is defined at the fixed support in the following.

The results for the path deviation compared with the rigid-body model confirm the impact of the synthesis approach for the mechanism with different power


Figure 11.
FEM results for the motion behavior of the Roberts mechanisms ( $\beta_{1}=1, \beta_{\mathrm{h}}=0.03$ ): (a) model and deformed state for input $\mathrm{s}=\mathrm{u}_{\mathrm{x} P}=10 \mathrm{~mm}$ and $(b)$ straight-line deviation of P ; the curves are drawn in dashed lines from the input displacement at which $\varepsilon_{\text {adm }}$ is exceeded.
function contours regarding a higher path precision (compared to identical cornerfilleted contours) and the possible required large stroke (compared to identical semicircular and power function contours with $n=4$ ). Furthermore, analyzing the straight-line deviation, it becomes obvious that a more precise rectilinear motion can be realized using the compliant mechanism with individually shaped flexure hinges.

### 4.3 Nonlinear analytical calculation

The analytical modeling of the compliant mechanisms is also based on the nonlinear theory for large deflections of rodlike structures described in Section 3.3. To consider the coupler point $P$, a branched mechanism has to be modeled, and the rod is split into three sections in $K$, each with its own rod axis $s_{1}-s_{3}$ (see Figure 12). A force-driven analysis is implemented, while the input force is increased until the desired displacement $u_{x P}=10 \mathrm{~mm}$ is reached. The straight-line deviation, the maximum strain, and the necessary deflection force are determined, too.

From investigations on separate hinges [49] and flexure hinge-based compliant mechanisms [50,51], it is known that the flexure hinge orientation strongly influences the elasto-kinematic properties of compliant mechanisms. Therefore, a study of the Roberts mechanism is done, while the hinges $A_{0}$ and $B_{0}$ and $A$ and $B$ are modeled equally mirrored (see Figure 13). From the results, the suitable


Figure 12.
Analytical modeling of the Roberts mechanism $\left(\beta_{1}=1, \beta_{\mathrm{h}}=0.03\right)$ : (a) branched mechanism with point P split up in three individual rods connected at point $\mathrm{K},(b)$ resulting from MATLAB plot of initial and deflected state for $\mathrm{u}_{\mathrm{xP}}=10 \mathrm{~mm}\left(\mathrm{n}_{\mathrm{A} o}=3, \mathrm{n}_{\mathrm{A}}=12, \mathrm{n}_{\mathrm{B}}=10, \mathrm{n}_{\mathrm{Bo}}=3\right)$.


Figure 13.
Analytical results for the influence of the flexure hinge orientation on the straight-line deviation of a mechanism with power function contours ( $\beta_{1}=1, \beta_{\mathrm{h}}=0.03, \mathrm{u}_{\mathrm{xP}}=10 \mathrm{~mm}$ ): (a) model with two variable orientation angles from $0^{\circ}$ to $90^{\circ}$ and (b) deviation of P .
orientations $\alpha_{A 0}=35^{\circ}$ and $\alpha_{A}=0^{\circ}$ can be concluded to realize the smallest straightline deviation.

### 4.4 Comparison of results

The FEM results and analytical results for the four investigated compliant Roberts mechanisms are in a very good correlation (see Table 7).

Generally, all four compliant mechanisms exhibit a very small straight-line deviation in the low micrometer range. With respect to the path deviation compared to rigid-body model, the values differ from the straight-line deviations. However, as for the separate hinge (cf. Figure 9b), the mechanism with circular contours provides the smallest path deviation. With regard to the maximum admissible strain, the desired stroke cannot be realized when using identical circular or power function hinges of the fourth order (cf. Figure 11b). In contrast, the full stroke is possible when using the corner-filleted hinges and, as expected, also with the synthesized mechanism with individually shaped hinges. Furthermore, the input force varies considerably, and, thus, a required stiffness can be achieved, too.

Hence, the result method independently confirms the practicability and impact of the angle-based synthesis method for different hinges in one mechanism. Moreover, the presented nonlinear analytical approach is suitable to accurately model the elasto-kinematic properties of planar flexure hinge-based compliant mechanisms under consideration of the specific hinge contour without simulations.

### 4.5 Geometric scaling approach

The influence of the scale on the deformation and motion behavior is a further relevant aspect regarding the similitude of mechanisms [52]. Based on investigations of a separate flexure hinge and a compliant parallel linkage [53], the uniform geometric scaling may also be a suitable synthesis approach for compliant mechanisms if the change ratios of the elasto-kinematic properties are known.

Here, uniform geometric scaling is understood as a linear variation of all geometric length parameters with the scale factor of the value $g$, while the initial dimension $H=10 \mathrm{~mm}$ is considered for $g=1$. The geometric scaling approach is exemplified for the Roberts mechanism with different power function hinges based

| Hinge contours | Method | Straight-line deviation $u_{y P}[\mu \mathrm{~m}]$ | Path deviation $\begin{gathered} \left\|u_{y P}-u_{y P}{ }^{*}\right\| \\ {[\mu \mathrm{m}]} \end{gathered}$ | $\begin{aligned} & \text { Input } \\ & \text { force } F_{x} \\ & {[\mathrm{~N}]} \end{aligned}$ | Maximum strain $\varepsilon_{\text {max }}$ [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Identical circular, $R=H / 2$ (Figure 10a) | FEM | -13.20 | 11.53 | 4.93 | 1.84 |
|  | Analytical | -13.72 | 11.02 | 4.61 | 1.88 |
| Identical corner-filleted, $r=0.1 l$ (Figure 10b) | FEM | 13.20 | 37.93 | 0.80 | 0.36 |
|  | Analytical | 13.65 | 38.38 | 0.78 | 0.33 |
| Identical power function, $n=4$ (Figure 10c) | FEM | -8.99 | 15.74 | 2.13 | 0.85 |
|  | Analytical | -9.23 | 15.50 | 2.16 | 0.89 |
| Different power function (Figure 10d) | FEM | 1.29 | 26.02 | 1.30 | 0.46 |
|  | Analytical | 0.86 | 25.59 | 1.25 | 0.47 |

Table 7.
Comparison of FEM and analytical results for the elasto-kinematic properties of the Roberts mechanisms with identical common hinge contours and with different power function contours ( $\beta_{1}=1, \beta_{\mathrm{h}}=0.03, \beta_{\mathrm{w}}=0.6$, with $\mathrm{H}=10 \mathrm{~mm}$ and input $\mathrm{u}_{\mathrm{xP}}=10 \mathrm{~mm}$ ).


Figure 14.
Geometric scaling of the compliant Roberts mechanism shown for the factors $\mathrm{g}=0.5, \mathrm{~g}=1$, and $\mathrm{g}=2$ (mechanism with different power function hinges, $\beta_{1}=1, \beta_{\mathrm{h}}=0.03$ ).

| Scaling <br> factor | Stroke <br> $\boldsymbol{u}_{\boldsymbol{x} \boldsymbol{P}}$ <br> $[\mathbf{m m}]$ | Straight-line <br> deviat. $\boldsymbol{u}_{\boldsymbol{y P}}{ }^{*}$ <br> $[\boldsymbol{\mu \mathrm { m } ]}$ | Straight-line <br> deviat. $\boldsymbol{u}_{\boldsymbol{y} \boldsymbol{P}}$ <br> $[\boldsymbol{\mu \mathrm { m } ]}$ | Path deviation <br> $\left\|\boldsymbol{u}_{\boldsymbol{y} \boldsymbol{P}}-\boldsymbol{u}_{\boldsymbol{y} \boldsymbol{P}^{*}}\right\|$ <br> $[\boldsymbol{\mu \mathrm { m } ]}$ | Input <br> force $\boldsymbol{F}_{\boldsymbol{x}}$ <br> $[\mathrm{N}]$ | Max. <br> strain <br> $\boldsymbol{\varepsilon}_{\text {max }}[\%]$ | Angle <br> $\boldsymbol{\varphi}_{\mathrm{A}}$ <br> $\left[{ }^{\circ}\right]$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $g=0.5$ | 5 | -10.78 | 0.431 | 11.21 | 0.123 | 0.468 | 10.33 |
| $g=1$ | 10 | -24.73 | 0.862 | 25.59 | 1.249 | 0.468 | 10.33 |
| $g=2$ | 20 | -49.74 | 1.725 | 51.46 | 4.997 | 0.468 | 10.33 |
| $g=10$ | 100 | -249.91 | 8.623 | 258.53 | 124.930 | 0.468 | 10.33 |

Table 8.
Analytical results for the influence of geometric scaling on the elasto-kinematic properties for the mechanism with different power function hinges ( $\beta_{1}=1, \beta_{\mathrm{h}}=0.03, \beta_{\mathrm{w}}=0.6$ ).
on analytical calculations. Therefore, different scaling factors are regarded (see Figure 14). The results are mentioned in Table 8, while the input stroke $u_{x P}$ is scaled as well.

Based on the results, geometric scaling is an appropriate approach for the accelerated synthesis through the adjustment of an initially designed or used compliant mechanism with known elasto-kinematic properties to each required scale of the new application through the use of the property change ratios concluded in Table 9. The ratio is defined as property value for $g \neq 1$ related to property value for $g=1$. Therefore, performing a new calculation is not necessary anymore. The results are independent of the hinge contour, while a nonuniform scaling is possible, too [53]. Furthermore, this approach can be used to significantly increase the stroke by increasing the mechanism size or to reduce the straight-line deviation by miniaturization because strain values and angles are independent of the scale.

| Property | Property change ratio |
| :--- | :---: |
| Maximum strain | 1 |
| Angular deflection | 1 |
| Input displacement, motion path coordinates, path deviations | $g$ |
| Input/deflection force | $g^{2}$ |

Table 9.
Influence of uniform geometric scaling with the factor g on the change ratios of the elasto-kinematic properties of planar flexure hinge-based compliant mechanisms.

## 5. Conclusions

Flexure hinge-based compliant mechanisms offer a high-precise and largestroke guidance motion with straight-line or path deviations in the singlemicrometer range if they are purposefully designed. It is shown that the synthesis of a compliant mechanism with individually shaped flexure hinges based on the relative rotation angles in the rigid-body model is a suitable and general synthesis method which is easy to use without the need of numerical calculations, FEM simulations, or a multi-criterial optimization (cf. [25, 35]). Therefore, this chapter provides a survey of several approaches, guidelines, and aids for the accurate and comprehensive design of notch flexure hinges using various hinge contours, while power function contours are particularly suitable. The use of design graphs, design equations, a computational design tool, or a geometric scaling approach is briefly presented. The results are verified by analytical calculations and FEM simulations, and also, not mentioned, by experimental investigations (e.g., [3, 24, 33]). Moreover, especially the used nonlinear analytical approach has a great potential for the future work, for example, the implementation of a GUI for the compliant mechanism synthesis.
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# Kinetostatic Nonlinear Stiffness Characteristic Generation Using the Kinematic Singularity of Planar Linkages 

Baokun Li and Guangbo Hao


#### Abstract

The theory of nonlinear stiffness characteristic by employing the kinematic limb-singularity of planar mechanisms with attached springs is proposed. After constructing the position formula with closed-loop form of the mechanism, the kinematic limb-singularity can be identified. The kinetostatic model can be obtained based on the principle of virtual work. The influences of spring stiffness on the force-displacement or torque-angle curve are analysed. Different spring stiffness results in one of four types of stiffness characteristic, which can be used to design an expected stiffness characteristic. After replacing corresponding joints with flexures, the pseudo-rigid-body model of the linkage with springs is obtained. The compliant mechanisms with nonlinear stiffness characteristic can further be synthesised based on the pseudo-rigid-body model.
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## 1. Introduction

A planar linkage always arrives at some several special positions, which may decrease the stability, disable the motion ability or change the degree of freedom of the linkage. These special positions are called kinematic singular configuration or kinematic singularity. It is one of intrinsic properties of the linkage [1].

Kinematic singularity attracted many scholars' attention since it affects the performance of the linkage. Kinematic singularity classification, singularity identification and singularity property, with a particular emphasis on eliminating or avoiding the singularities, are discussed [2-8].

However, everything has two sides. Kinematic singularity of linkages can also be applied to create new useful devices, such as fixture based on the dead-point singularity. In recent years, some compliant mechanisms with new performance are constructed using the kinematic singularity [9-12].

For a generic planar linkage, kinematic limb-singularity and kinematic actuation-singularity may often be exhibited. In this chapter, we mainly introduce how to use the kinematic limb-singularity of the linkage with placing springs at corresponding joints to generate the kinetostatic nonlinear stiffness, which can also
be used to synthesise the nonlinear stiffness compliant mechanisms using the pseudo-rigid-body model (PRBM) [13, 14].

## 2. Position analysis and kinematic singularity identification

Position analysis is the base of the kinematic singularity determination and singularity classification. Many approaches can be used to carry out the position analysis. Graphical methods often provide a fast and efficient means of analysing mechanisms. Analytical methods are currently more common because of the ease in which they are programmed. Here we mainly use the closed-form solution to present the position analysis of the planar linkage followed by the kinematic singularity identification.

By a generic planar double-slider linkage as an example, the position analysis using the closed-form equation and the kinematic singularity identification are introduced.

Consider a planar double-slider linkage with given structure parameters as shown in Figure 1.

The right-hand rule fixed frame $O-X Y Z$ is attached on the base, where the intersection point of two paths of points $A$ and $B$ is set as the origin $O$. We suppose that the moving direction of the input slider is the negative of $X$-axis. The rotation angle from the negative moving direction of point $A$ to the initial moving direction of point $B$ is defined by $\alpha$. Line $A C$ is the vertical line from point $A$ to line $O B$, where point $C$ is the foot. The position vectors of points $A$ and $B$ with respect to the fixed frame $O-X Y Z$ are defined by $r_{A}$ and $r_{\mathrm{B}}$, respectively. The position vector from point $A$ to point $B$ is defined by $r_{\text {AB }}$. Thus the closed-loop vector equation of the linkage as shown in Figure 1 can be obtained as

$$
\begin{equation*}
r_{\mathrm{A}}+r_{\mathrm{AB}}=r_{\mathrm{B}} \tag{1}
\end{equation*}
$$

The $X$-axis coordinate of point $A$ is defined by $r_{\mathrm{A}}$, the rotation angle from vector $r_{\mathrm{A}}$ to vector $r_{\mathrm{B}}$ is defined by $\theta_{\mathrm{A}}$, the distance between point $B$ and origin $O$ is defined by scalar $r_{\mathrm{B}}$, and the length of the coupler $A B$ is defined by scalar $r_{\mathrm{AB}}$. Thus, based on Eq. (1), two algebraic equations can be transformed as follows:

$$
\left\{\begin{array}{l}
r_{\mathrm{A}}+r_{\mathrm{AB}} \cos \theta_{\mathrm{A}}=r_{\mathrm{B}} \cos \alpha  \tag{2}\\
r_{\mathrm{AB}} \sin \theta_{\mathrm{A}}=r_{\mathrm{B}} \sin \alpha
\end{array}\right.
$$



Figure 1.
Double-slider linkage.

Considering the symmetry, the case of $\alpha>180^{\circ}$ can be treated as the case of $\alpha<180^{\circ}$. Therefore, $\alpha$ is set to satisfy the following condition:

$$
\begin{equation*}
0<\alpha<180^{\circ} \tag{3}
\end{equation*}
$$

The solution of Eq. (2) for $r_{\mathrm{B}}$ with eliminating $\theta_{\mathrm{A}}$ yields

$$
\begin{gather*}
r_{\mathrm{B}}=\sqrt{r_{\mathrm{AB}}^{2}-r_{\mathrm{A}}^{2} \sin ^{2} \alpha}+r_{\mathrm{A}} \cos \alpha  \tag{4}\\
\text { or } r_{\mathrm{B}}=-\sqrt{r_{\mathrm{A}}^{2}-r_{\mathrm{A}}^{2} \sin ^{2} \alpha}+r_{\mathrm{A}} \cos \alpha \tag{5}
\end{gather*}
$$

where Eq. (5) exists when the output slider is located at the right side of point $C$ and moves right. With considering the symmetry, here we only discuss the case that the output slider is located at the left side of point $C$ and moves left, which is described by Eq. (4).

The initial distance between origin $O$ and point $B$ corresponding to Eq. (4) is

$$
\begin{equation*}
r_{\mathrm{B} 0}=\sqrt{r_{\mathrm{AB}}^{2}-r_{\mathrm{A} 0}^{2} \sin ^{2} \alpha}+r_{\mathrm{A} 0} \cos \alpha \tag{6}
\end{equation*}
$$

According to Eq. (4), we can further obtain

$$
\begin{equation*}
\frac{d r_{\mathrm{B}}}{d r_{\mathrm{A}}}=-\frac{r_{\mathrm{A}} \sin ^{2} \alpha}{\sqrt{r_{\mathrm{AB}}^{2}-r_{\mathrm{A}}^{2} \sin ^{2} \alpha}}+\cos \alpha \tag{7}
\end{equation*}
$$

Eq. (7) shows that if

$$
\begin{equation*}
r_{\mathrm{A}}=r_{\mathrm{AB}} / \tan \alpha \tag{8}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{d r_{\mathrm{B}}}{d r_{\mathrm{A}}}=0 \tag{9}
\end{equation*}
$$

It indicates that if $A B \perp O A$, then the linkage is in kinematic limb-singularity which occurs when the instant velocity ratio between the output and the input is equal to zero.

If $r_{\mathrm{A}}= \pm r_{\mathrm{AB}} / \sin \alpha$, which occurs when $A B \perp O B$, then

$$
\begin{equation*}
\frac{d r_{\mathrm{B}}}{d r_{\mathrm{A}}}=\infty \tag{10}
\end{equation*}
$$

It shows that the instant velocity ratio between the output and the input is equal to infinity, which is the kinematic actuation-singularity. Here we are limited to use the kinematic limb-singularity to design a mechanism with nonlinear stiffness by placing appropriate springs at corresponding joints. Therefore, the coordinate of the input slider should satisfy the kinematic constraint as follows:

$$
\begin{equation*}
-r_{\mathrm{AB}} / \sin \alpha<r_{\mathrm{A}}<r_{\mathrm{AB}} / \sin \alpha \tag{11}
\end{equation*}
$$

In order to pass the kinematic limb-singularity position, the initial coordinate/ position of the input slider, $r_{\mathrm{A} 0}$, should satisfy

$$
\begin{equation*}
r_{\mathrm{A} 0}>r_{\mathrm{AB}} / \tan \alpha \tag{12}
\end{equation*}
$$

## 3. Force equilibrium equation

We suppose that each of the two prismatic joints is attached a translational spring and each of the two rotational joints is attached a torsional spring. The planar double-slider linkage with springs is obtained as shown in Figure 2. The stiffnesses of the translational springs placed at prismatic joints $A$ and $B$ are defined by $k_{\text {PA }}$ and $k_{\mathrm{PB}}$, respectively, and the stiffnesses of the translational springs placed at prismatic joints $A$ and $B$ are defined by $k_{\mathrm{PA}}$ and $k_{\mathrm{PB}}$, respectively.

The potential energy of the whole mechanism as shown in Figure 2 can be derived as

$$
\begin{equation*}
U=\frac{1}{2} k_{\mathrm{PA}}\left(r_{\mathrm{A}}-r_{\mathrm{A} 0}\right)^{2}+\frac{1}{2}\left(k_{\mathrm{RA}}+k_{\mathrm{RB}}\right)\left(\theta_{\mathrm{A}}-\theta_{\mathrm{A} 0}\right)^{2}+\frac{1}{2} k_{\mathrm{PB}}\left(r_{\mathrm{B}}-r_{\mathrm{B} 0}\right)^{2} \tag{13}
\end{equation*}
$$

where $\theta_{\mathrm{A} 0}$ is the initial angle between positive direction of $X$-axis and coupler $A B$. After differentiating $\theta_{\mathrm{A}}, \theta_{\mathrm{A} 0}, r_{\mathrm{B}}$ and $r_{\mathrm{B} 0}$, which can be derived from the geometry of the linkage as shown in Figure 1, with respect to $r_{\mathrm{A}}$, and substituting them into Eq. (13), the following can be further derived:

$$
\begin{align*}
U= & \frac{1}{2} k_{\mathrm{PA}}\left(r_{\mathrm{A}}-r_{\mathrm{A} 0}\right)^{2}+\frac{1}{2}\left(k_{\mathrm{RA}}+k_{\mathrm{RB}}\right)\left(\arccos \frac{r_{\mathrm{A}} \sin \alpha}{r_{\mathrm{AB}}}-\arccos \frac{r_{\mathrm{A} 0} \sin \alpha}{r_{\mathrm{AB}}}\right)^{2} \\
& +\frac{1}{2} k_{\mathrm{PB}}\left(\sqrt{r_{\mathrm{AB}}^{2}-r_{\mathrm{A}}^{2} \sin ^{2} \alpha}+r_{\mathrm{A}} \cos \alpha-\sqrt{r_{\mathrm{AB}}^{2}-r_{\mathrm{A} 0}^{2} \sin ^{2} \alpha}-r_{\mathrm{A} 0} \cos \alpha\right)^{2} . \tag{14}
\end{align*}
$$

The principle of virtual work, which does not need to determine the inner forces between two connected links, is a simplified useful method to construct the force equilibrium equation. According to the principle of virtual work, the required driving force, $F_{\mathrm{d}}$, applied on the input slider can be obtained as

$$
\begin{align*}
F_{\mathrm{d}}= & \frac{d U}{d r_{\mathrm{A}}}=-k_{\mathrm{PA}}\left(r_{\mathrm{A}}-r_{\mathrm{A} 0}\right)+\left(k_{\mathrm{RA}}+k_{\mathrm{RB}}\right)\left(\arccos \frac{r_{\mathrm{A}} \sin \alpha}{r_{\mathrm{AB}}}-\arccos \frac{r_{\mathrm{A} 0} \sin \alpha}{r_{\mathrm{AB}}}\right) \frac{\sin \alpha}{\sqrt{r_{\mathrm{AB}}^{2}-r_{\mathrm{A}}^{2} \sin ^{2} \alpha}} \\
& +k_{\mathrm{PB}}\left(\sqrt{r_{\mathrm{AB}}^{2}-r_{\mathrm{A}}^{2} \sin ^{2} \alpha}+r_{\mathrm{A}} \cos \alpha-\sqrt{r_{\mathrm{AB}}^{2}-r_{\mathrm{A} 0}^{2} \sin ^{2} \alpha}-r_{\mathrm{A} 0} \cos \alpha\right)\left(\frac{r_{\mathrm{A}} \sin ^{2} \alpha}{\sqrt{r_{\mathrm{AB}}^{2}-r_{\mathrm{A}}^{2} \sin ^{2} \alpha}}-\cos \alpha\right) . \tag{15}
\end{align*}
$$

Here the input slider displacement is denoted by $S$, which satisfies

$$
\begin{equation*}
S=-r_{\mathrm{A}}+r_{\mathrm{A} 0} \geq 0 \tag{16}
\end{equation*}
$$

where $S \geq 0$ means the input slider moves along the negative direction of $X$-axis.


Figure 2.
Planar double-slider linkage with springs.

Substituting Eq. (16) into Eqs. (14) and (15), the potential energy, $U$, and the driving force, $F_{\mathrm{d}}$, with respect to $S$ can be obtained as

$$
\begin{align*}
U= & \frac{1}{2} k_{\mathrm{PA}} S^{2}+\frac{1}{2}\left(k_{\mathrm{RA}}+k_{\mathrm{RB}}\right)\left(\arccos \frac{\left(r_{\mathrm{A} 0}-S\right) \sin \alpha}{r_{\mathrm{AB}}}-\arccos \frac{r_{\mathrm{A} 0} \sin \alpha}{r_{\mathrm{AB}}}\right)^{2} \\
& +\frac{1}{2} k_{\mathrm{PB}}\left(\sqrt{r_{\mathrm{AB}}^{2}-\left(r_{\mathrm{A} 0}-S\right)^{2} \sin ^{2} \alpha}+\left(r_{\mathrm{A} 0}-S\right) \cos \alpha-\sqrt{r_{\mathrm{AB}}^{2}-r_{A 0}^{2} \sin ^{2} \alpha}-r_{\mathrm{A} 0} \cos \alpha\right)^{2} . \tag{17}
\end{align*}
$$

$$
\begin{align*}
F_{\mathrm{d}}= & \frac{d U}{d S}=k_{\mathrm{PA}} S+\left(k_{\mathrm{RA}}+k_{\mathrm{RB}}\right)\left(\arccos \frac{\left(r_{\mathrm{A} 0}-S\right) \sin \alpha}{r_{\mathrm{AB}}}-\arccos \frac{r_{\mathrm{A} 0} \sin \alpha}{r_{\mathrm{AB}}}\right) \frac{\sin \alpha}{\sqrt{r_{\mathrm{AB}}^{2}-\left(r_{\mathrm{A} 0}-S\right)^{2} \sin ^{2} \alpha}} \\
& +k_{\mathrm{PB}}\left(\left(r_{\mathrm{A} 0}-S\right) \cos \alpha+\sqrt{r_{\mathrm{AB}}^{2}-\left(r_{\mathrm{A} 0}-S\right)^{2} \sin ^{2} \alpha}-r_{\mathrm{A} 0} \cos \alpha-\sqrt{r_{\mathrm{AB}}^{2}-r_{\mathrm{A} 0}^{2} \sin ^{2} \alpha}\right) \\
& \times\left(\frac{\left(r_{\mathrm{A} 0}-S\right) \sin ^{2} \alpha}{\sqrt{r_{\mathrm{AB}}^{2}-\left(r_{\mathrm{A} 0}-S\right)^{2} \sin ^{2} \alpha}}-\cos \alpha\right) . \tag{18}
\end{align*}
$$

From Eq. (18), we can predict that the variation of driving force exerted on the input slider versus input displacement, i.e., $F_{\mathrm{d}}-S$ curve, would present nonlinear stiffness characteristic.

## 4. Cause of nonlinear stiffness characteristic generation

It is evident that the springs placed at joints are the cause of nonlinear stiffness characteristic generation, so it is necessary to discuss the influence of spring stiffness on the $F_{\mathrm{d}}-S$ curve characteristic. When the influence of one specific spring stiffness is analysed, every other spring stiffness is set to zero.

### 4.1 Influences of translational spring stiffness placed at output slider

Substituting $k_{\mathrm{PA}}=0$ and $k_{\mathrm{RA}}=k_{\mathrm{RB}}=0$ into Eqs. (17) and (18), the following can be obtained, respectively:

$$
\begin{equation*}
U=\frac{1}{2} k_{\mathrm{PB}}\left(\left(r_{\mathrm{A} 0}-S\right) \cos \alpha+\sqrt{r_{\mathrm{AB}}^{2}-\left(r_{\mathrm{A} 0}-S\right)^{2} \sin ^{2} \alpha}-r_{\mathrm{A} 0} \cos \alpha-\sqrt{r_{\mathrm{AB}}^{2}-r_{\mathrm{A} 0}^{2} \sin ^{2} \alpha}\right)^{2} \tag{19}
\end{equation*}
$$

$$
\begin{align*}
F_{\mathrm{d}}= & \frac{d U}{d S}=k_{\mathrm{PB}}\left(\left(r_{\mathrm{A} 0}-S\right) \cos \alpha+\sqrt{r_{\mathrm{AB}}^{2}-\left(r_{\mathrm{A} 0}-S\right)^{2} \sin ^{2} \alpha}-r_{\mathrm{A} 0} \cos \alpha-\sqrt{r_{\mathrm{AB}}^{2}-r_{\mathrm{A} 0}^{2} \sin ^{2} \alpha}\right) \\
& \times\left(\frac{\left(r_{\mathrm{A} 0}-S\right) \sin ^{2} \alpha}{\sqrt{L^{2}-\left(r_{\mathrm{A} 0}-S\right)^{2} \sin ^{2} \alpha}}-\cos \alpha\right) . \tag{20}
\end{align*}
$$

When Eq. (20) is zero, solving this equation with respect to $S$ obtains
$S_{1}=0, \quad S_{2}=-r_{\mathrm{AB}} / \tan \alpha+r_{\mathrm{A} 0}, \quad S_{3}=-2 r_{\mathrm{A} 0} \cos ^{2} \alpha-2 \sqrt{r_{\mathrm{AB}}^{2}-r_{\mathrm{A} 0}^{2} \sin ^{2} \alpha} \cos \alpha+2 r_{\mathrm{A} 0}$
where $S_{2}$ is the kinematic limb-singularity position (based on Eqs. (8) and (16)). From Eq. (19), we know that

$$
\begin{equation*}
\left.U\right|_{S=S_{1}}=\left.U\right|_{S=S_{3}}=0 \tag{22}
\end{equation*}
$$

Substitution of Eq. (16) into the differentiation of Eq. (20) with respect to $S$ leads to

$$
\begin{equation*}
\left.\frac{d F_{\mathrm{d}}}{d S}\right|_{S=S_{2}}=\left.\frac{d^{2} U}{d S^{2}}\right|_{S=S_{2}}=-k_{\mathrm{PB}}\left(\frac{r_{\mathrm{AB}}}{\sin \alpha}-r_{\mathrm{B} 0}\right) \cdot \frac{1}{r_{\mathrm{AB}} \sin \alpha}<0 \tag{23}
\end{equation*}
$$


(a)

(b)

Figure 3.
The bistable characteristic with different $k_{P B}$ when $k_{P A}=k_{R A}=0$ and $k_{R B}=0$. (a) Driving force versus input displacement. (b) Potential energy versus input displacement.

Eq. (23) shows that when $S=S_{2}$, the potential energy, $U$, reaches the local maximum. Therefore, $S=S_{2}$, the kinematic limb-singularity position, is also the unstable equilibrium position [15].

Therefore, according to [15], when $k_{\mathrm{PA}}=0, k_{\mathrm{RA}}=k_{\mathrm{RB}}=0$ and $k_{\mathrm{PB}} \neq 0$, the kinematic limb-singularity position, $S_{2}$, is the mechanism's unstable equilibrium position and $S_{1}$ and $S_{3}$ are the stable equilibrium points.

If the coupler length, $r_{\mathrm{AB}}$, is 100 mm ; intersection angle, $\alpha$, is $100^{\circ}$; initial input slider position, $r_{\mathrm{A} 0}$, is 10 mm ; and the unit of $k_{\mathrm{PB}}$ is $\mathrm{N} / \mathrm{mm}$ (here the unit of translational spring stiffness is $\mathrm{N} / \mathrm{mm}$, and the unit of torsional spring stiffness is $\mathrm{N} \cdot \mathrm{mm} / \mathrm{rad}$ ); the stiffness characteristic produced by the mechanism is shown in Figure 3.

Figure 3 confirms that when the spring stiffness placed at output slider is exclusively zero, the mechanism produces the bistable characteristic.

### 4.2 Influences of translational spring stiffness placed at input slider

Substitution of $k_{\mathrm{PB}}=0$ and $k_{\mathrm{RA}}=k_{\mathrm{RB}}=0$ into Eqs. (17) and (18) obtains the expressions as follows:

$$
\begin{align*}
& U=\frac{1}{2} k_{\mathrm{PA}} S^{2}  \tag{24}\\
& F_{\mathrm{d}}=k_{\mathrm{PA}} S \tag{25}
\end{align*}
$$


(a)

(b)

Figure 4.
Stiffness characteristic with different $\mathrm{k}_{P A}$ when $\mathrm{k}_{R A}=\mathrm{k}_{R B}=\mathrm{k}_{P B}=0$. (a) Driving force versus input displacement. (b) Potential energy versus input displacement.

Eqs. (24) and (25) show that the mechanism only generates positive-stiffness characteristic when the mechanism has only one minimal potential energy point, which can be confirmed by Figure 4, where specific parameters are given as $r_{\mathrm{AB}}=100 \mathrm{~mm}, \alpha=100^{\circ}$ and $r_{\mathrm{A} 0}=10 \mathrm{~mm}$.

### 4.3 Influences of torsional spring stiffness placed at pin joints

When $k_{\mathrm{PA}}=k_{\mathrm{PB}}=0$ and $k_{\mathrm{RA}}=k_{\mathrm{RB}} \neq 0$, from Eq. (18), we can obtain

$$
\begin{equation*}
F_{\mathrm{d}}=\left(k_{\mathrm{RA}}+k_{\mathrm{RB}}\right)\left(\arccos \frac{\left(r_{\mathrm{A} 0}-S\right) \sin \alpha}{r_{\mathrm{AB}}}-\arccos \frac{r_{\mathrm{A} 0} \sin \alpha}{r_{\mathrm{AB}}}\right) \frac{\sin \alpha}{\sqrt{r_{\mathrm{AB}}^{2}-\left(r_{\mathrm{A} 0}-S\right)^{2} \sin ^{2} \alpha}} \tag{26}
\end{equation*}
$$

where only and only if $S=S_{1}=0$, i.e., $r_{\mathrm{A}}=r_{\mathrm{A} 0}$, then $F_{\mathrm{d}}=0$.
In other words, if and only if $S=S_{1}=0$, the mechanism is in equilibrium position without external force. When the mechanism is located in any other positions, it is unstable except when applied by external force. Meanwhile, the potential energy, $U$, has no local maximum but has only one minimum which is located at $S=S_{1}=0$.

For $k_{\mathrm{PA}}=k_{\mathrm{PB}}=0, k_{\mathrm{RA}}=k_{\mathrm{RB}} \neq 0$, when $r_{\mathrm{AB}}=100 \mathrm{~mm}, \alpha=100^{\circ}$ and $r_{\mathrm{A} 0}=10 \mathrm{~mm}$, the force-displacement characteristic and the potential energy curve are shown in Figure 5.


Figure 5.
Behaviours with different $\mathrm{k}_{R A}=\mathrm{k}_{R B}=\mathrm{k}_{R}$ when $\mathrm{k}_{P B}=0$ and $\mathrm{k}_{P A}=0$. (a) Driving force versus input displacement. (b) Potential energy versus input displacement.

Figure 5 demonstrates that when the torsional springs are placed at the pin joints, the mechanism only produces positive-stiffness characteristic but does not produce other stiffness characteristic.

## 5. Nonlinear stiffness characteristic construction

Section 4 showed that spring placed at the output slider causes the bistable characteristic with the negative domain, while springs placed at other joints produce the corresponding positive-stiffness characteristic. It can be predicted that if more than one spring are placed at joints, when the mechanism moves from nonsingular position (Figure 6(a)) to another non-singular position (Figure 6(c)) while passing through the limb-singularity position (Figure 6(b)), the stiffness characteristic of the mechanism is the superposition of the corresponding stiffness characteristic caused by the joints. For instance, if $k_{\mathrm{PB}}=1 \mathrm{~N} / \mathrm{mm}, \alpha=100^{\circ}$,

(a)

(b)

(c)

Figure 6.
Positions of the mechanism. (a) Initial kinematic non-singular position. (b) Kinematic limb-singularity position. (c) End kinematic non-singular position.
$r_{\mathrm{A} 0}=10 \mathrm{~mm}$ and $r_{\mathrm{AB}}=100 \mathrm{~mm}$, several nonlinear stiffness characteristics with different spring stiffness are shown in Figure 7.

Figure 7 shows that after assigning appropriate spring stiffness placed at the corresponding joints, the mechanism can generate one of four types of nonlinear


Figure 7.
Nonlinear stiffness characteristic when $\mathrm{k}_{P B}=1 \mathrm{~N} / \mathrm{mm}$. (a) Driving force versus input displacement for minor change of $\mathrm{k}_{R A}=\mathrm{k}_{R B}=\mathrm{k}_{R}$ when $\mathrm{k}_{P A}=0$. (b) Driving force versus input displacement for large change of $\mathrm{k}_{R A}=\mathrm{k}_{R B}=\mathrm{k}_{R}$ when $\mathrm{k}_{P A}=0$. (c) Driving force versus input displacement for different spring stiffness when $\mathrm{k}_{R A}=\mathrm{k}_{R B}=0$.


Figure 8.
Four types of nonlinear stiffness characteristic of the mechanism. (a) Bistable characteristic, (b) partial negative-stiffness characteristic, (c) partial zero-stiffness characteristic, and (d) positive-stiffness characteristic.
stiffness characteristics including bistable characteristic, partial negative-stiffness characteristic, partial zero-stiffness characteristic and positive-stiffness characteristic which are shown in Figure 8, as it works around the kinematic limb-singularity position.

The above-mentioned analysis illustrates the case that the mechanism moves from a non-singular position. When the mechanism moves from the kinematic limb-singularity position (Figure 6(b)) to a non-singular position (Figure 6(c)), every spring transforms with zero potential energy to a position with a certain amount of potential energy. The total potential energy of the mechanism starts from zero to nonzero without local minimal energy point except the initial position. Every spring force/torque increases in the process of the mechanism's motion. From Eqs. (18) or (20), the driving force is to overcome the resistance caused by every spring, so the driving force increases when the mechanism moves from nonsingular position. In other words, when mechanism moves from non-singular position with no deflected springs, the mechanism only generates the positive-stiffness characteristic as shown in Figure 8(d). If $k_{\mathrm{PA}}=k_{\mathrm{PB}}=0, k_{\mathrm{RA}}=k_{\mathrm{RB}} \neq 0$ and $r_{\mathrm{AB}}=100 \mathrm{~mm}, \alpha=100^{\circ}$ and $r_{\mathrm{A} 0}=10 \mathrm{~mm}$, the stiffness characteristic is shown in

## Figure 9.

Figure 9 demonstrates that when the mechanism starts from the kinematic limb-singularity position with no deflected springs towards a non-singular position, it only generates positive-stiffness characteristic.

As the final stiffness characteristic is determined by the superposition of stiffness characteristic caused by each spring, an expected stiffness characteristic can be constructed by assigning appropriate values to $k_{\mathrm{PB}}, k_{\mathrm{RA}}, k_{\mathrm{RB}}$ and $k_{\mathrm{PA}}$ on the condition of $k_{\mathrm{RB}} \neq 0$ when the mechanism moves from one non-singular position to another non-singular position with passing through the kinematic limb-singularity position. The method for designing an expected nonlinear stiffness design is proposed in [16].

(b)

(c)

Figure 9.
Stiffness characteristic with initial non-singular position. (a) Stiffness characteristic for different $\mathrm{k}_{P B}$ when $\mathrm{k}_{R A}=\mathrm{k}_{R B}=0$ and $\mathrm{k}_{P A}=0$. (b) Stiffness characteristic for different $\mathrm{k}_{R A}=\mathrm{k}_{R B}=\mathrm{k}_{R}$ when $\mathrm{k}_{P B}=1 \mathrm{~N} / \mathrm{mm}$ and $\mathrm{k}_{P A}=0$. (c) Stiffness characteristic for $\mathrm{k}_{P A}$ when $\mathrm{k}_{P B}=1 \mathrm{~N} / \mathrm{mm}$ and $\mathrm{k}_{R A}=k_{R B}=0$.

## 6. Further discussion

From Sections 2-5, it can be shown that if a planar linkage exhibits a kinematic limb-singularity, it generates different nonlinear spring stiffness characteristics if the linkage is added with springs at corresponding joints with the condition that the spring stiffness corresponding to output slider is nonzero. Nonlinear stiffness characteristic generation using the kinematic limb-singularity of a planar linkage can be demonstrated by another planar linkage with springs as shown in Figure 10, which represents a crank-slider linkage with springs.

The Cartesian coordinates system, $O-x y z$, is constructed as shown in Figure 10, where crank $A B$ rotates about joint $A$ in an anticlockwise direction, the slider moves along the $x$-axis, and coupler $B C$ connects link $A B$ and slider by two rotation joints $B$ and $C$. The three rotation joints are added with torsional springs with spring stiffnesses denoted by $K_{\mathrm{RA}}, K_{\mathrm{RB}}$ and $K_{\mathrm{RC}}$, respectively. An extension spring is placed at the output slider and its stiffness is denoted by $K_{\mathrm{PC}}$.

The position formula with closed-loop form, whose derivation process is similar to one of the double-slider four-bar linkages, can be established easily (not shown here).

Based on the position analysis, the kinetostatic model of the mechanism by using the principle of virtual work can be constructed as

$$
\begin{align*}
T_{\mathrm{d}}= & K_{\mathrm{RA}}\left(\theta_{\mathrm{A}}-\theta_{\mathrm{A} 0}\right)+K_{\mathrm{RB}}\left(-\theta_{\mathrm{A}}-\arcsin \frac{r_{1} \sin \theta_{\mathrm{A}}-e}{r_{2}}+\theta_{\mathrm{A} 0}+\arcsin \frac{r_{1} \sin \theta_{\mathrm{A} 0}-e}{r_{2}}\right) \\
& \times\left(-1-r_{1} \cos \theta_{\mathrm{A}} / a\right) \\
& +K_{\mathrm{RC}}\left(\arcsin \frac{r_{1} \sin \theta_{\mathrm{A}}-e}{r_{2}}-\arcsin \frac{r_{1} \sin \theta_{\mathrm{A} 0}-e}{r_{2}}\right) \times \frac{r_{1} \cos \theta_{\mathrm{A}}}{a} \\
& +K_{\mathrm{PC}}\left(r_{1} \cos \theta_{\mathrm{A}}+a-r_{1} \cos \theta_{\mathrm{A} 0}-a_{0}\right) \times\left(-r_{1} \sin \theta_{\mathrm{A}}-b / a\right) \tag{27}
\end{align*}
$$

where $r_{1}$ and $r_{2}$ are crank length and coupler length, respectively, $r_{3}$ is the $X$-axis coordinate of output slider and $e$ is the offset.

Moreover, $a$ and $a_{0}$ are defined by

$$
a=\sqrt{r_{2}^{2}-\left(r_{1} \sin \theta_{\mathrm{A}}-e\right)^{2}}, a_{0}=\sqrt{r_{2}^{2}-\left(r_{1} \sin \theta_{\mathrm{A} 0}-e\right)^{2}}
$$

According to Eq. (27), the $T_{\mathrm{d}}-\theta_{\mathrm{A}}$ (driving torque versus input position angle) curve can be described.


Figure 10.
Crank-slider with springs.

(c)

Figure 11.
Different positions of the crank-slider mechanism with springs. (a) Non-singular initial position. (b) Kinematic limb-singularity position. (c) Non-singular end position.


Figure 12.
Case that the mechanism moves from non-singular position. (a) Input torque variation when $K_{R A}=K_{R B}=K_{R}$ is small. (b) Input torque variation when $\mathrm{K}_{R A}=\mathrm{K}_{R B}=\mathrm{K}_{R}$ is large.
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Figure 13.
Case that the mechanism moves from kinematic limb-singularity position. (a) Case of different $\mathrm{K}_{P C}$ when $\mathrm{K}_{R A}=\mathrm{K}_{R B}=\mathrm{K}_{R C}=0$. (b) Case of different $\mathrm{K}_{R A}$ when $\mathrm{K}_{R B}=\mathrm{K}_{R C}=0$ and $\mathrm{K}_{P C}=0$. (c) Case of different $\mathrm{K}_{R B}$ when $\mathrm{K}_{R A}=\mathrm{K}_{R C}=0$ and $\mathrm{K}_{P C}=0$. (d) Case of different $\mathrm{K}_{R C}$ when $\mathrm{K}_{R A}=\mathrm{K}_{R B}=0$ and $\mathrm{K}_{P C}=0$.


Figure 14.
Nonlinear stiffness characteristic compliant mechanisms based on the PRBM. (a) Compliant double-slider mechanism and (b) compliant crank-slider mechanism.

When the mechanism with springs moves from one non-singular position to the kinematic limb-singularity position and then stops at another non-singular position as shown in Figure 11, it may produce one of four types of nonlinear stiffness characteristics including the bistable characteristic, partial negative-stiffness characteristic, partial zero-stiffness characteristic and positive-stiffness characteristic. For illustration, in Figure 12, crank length, $r_{1}$, is 10 cm ; coupler length, $r_{2}$, is 50 cm ; offset $e$ is 3 cm ; input initial position angle, $\theta_{\mathrm{A} 0}$, is $-5^{\circ}$; and $K_{\mathrm{PC}}=1 \mathrm{~N} / \mathrm{cm}$.

It can also be shown that, similarly to the double-slider four-bar mechanism with springs, when the crank-slider mechanism with springs moves from the kinematic limb-singularity position, it only generates the positive-stiffness characteristic, which is shown in Figure 13, where the geometry parameters are given as the same as shown in Figure 12.

Therefore, we can conclude that after placing springs at different pair combinations, a planar linkage which has the kinematic limb-singularity can generate corresponding nonlinear stiffness characteristic in condition that the mechanism moves from initial non-singular position with no deflected springs to the kinematic limb-singularity position and then stops at another non-singular position. If the mechanism moves from the kinematic limb-singularity position with no deflected springs, it only generates the positive-stiffness characteristic.

It is worth to point out that the nonlinear stiffness characteristic generation method can also be applied to design the nonlinear stiffness characteristic compliant mechanism by using the PRBM as shown in Figure 14.

In Figure 14, the equivalent stiffness of compliant rotational joint and compliant translational joint can be calculated by referring to previous work [17, 18].

## 7. Conclusions

The kinematic limb-singularity positions of planar linkages with attached springs can be used to generate nonlinear characteristics. After assigning different spring stiffness, the mechanism may exhibit one of four types of nonlinear stiffness characteristics. These are the bistable characteristic, partial negative-stiffness characteristic, partial zero-stiffness characteristic and positive-stiffness characteristic. The type of stiffness characteristic is determined by the motion model and the value of spring stiffness. On the condition that the mechanism moves from the initial non-singular position to another non-singular position with passing though the
kinematic limb-singularity position, spring stiffness determines one of four types of stiffness characteristics. On the other hand, when the mechanism moves from the kinematic limb-singularity position, it only produces the positive-stiffness characteristic.
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Section 3

## Kinematics for Spacecrafts and Satellites

# Kinematic Absolute Positioning with Quad-Constellation GNSS 

Lin Pan, Changsheng Cai, Jianjun Zhu and Xianqiang Cui


#### Abstract

The absolute positioning technique is based on a point positioning mode with a single Global Navigation Satellite System (GNSS) receiver, which has been widely used in many fields such as vehicle navigation and kinematic surveying. For a long period, this positioning technique mainly relies on a single GPS system. With the revitalization of Global Navigation Satellite System (GLONASS) constellation and two newly emerging constellations of BeiDou Navigation Satellite System (BDS) and Galileo, it is now feasible to carry out the absolute positioning with quad-constellation of GPS, GLONASS, BDS, and Galileo. A combination of multi-constellation observations can offer improved reliability, availability, and accuracy for position solutions. In this chapter, combined GPS/GLONASS/BDS/Galileo point positioning models for both traditional single point positioning (SPP) and precise point positioning (PPP) are presented, including their functional and stochastic components. The traditional SPP technique has a positioning accuracy at a meter level, whereas the PPP technique can reach an accuracy of a centimeter level. However, the later relies on the availability of precise ephemeris and needs a long convergence time. Experiments were carried out to assess the kinematic positioning performance in the two different modes. The positioning results are compared among different constellation combinations to demonstrate the advantages of quad-constellation GNSS.


Keywords: kinematic positioning, Global Navigation Satellite System, multi-constellation combination, single point positioning, precise point positioning

## 1. Introduction

Position services have become an inevitable demand for the human activities. Advanced technologies of the position services can significantly improve human's manufacturing efficiency, life quality, and resource utilization. Along with the development of human society, there is an increasing need of kinematic position services, such as automatic drive, intelligent transportation, precision agriculture, and so on. The Global Navigation Satellite System (GNSS), which rose in the 1980s of the last century, is an optimal infrastructure to realize the outdoor kinematic position services. The GNSS-based absolute positioning technologies have many advantages, such as no restriction by the inter-station distance, low cost, and simple data processing. The kinematic positions can be derived globally in all weather and any time based on the GNSS absolute positioning technique with a single receiver.

According to different performance demands, two kinds of kinematic absolute positioning technologies can be employed, namely, single point positioning (SPP)
and precise point positioning (PPP). The SPP technology can provide meter-level positioning, while the PPP technology has a positioning accuracy at a centimeter level. As satellite-based positioning technologies, the performances of the SPP and PPP are quite dependent on the observed satellites. For a long period, the kinematic absolute positioning technologies are mainly based on a single GPS system. With the recent revitalization of the Global Navigation Satellite System (GLONASS) constellation and two newly emerging constellations of BeiDou Navigation Satellite System (BDS) and Galileo, the quad-constellation integrated absolute positioning has become feasible. Multi-constellation combination is expected to improve the reliability, availability, and accuracy of the SPP and PPP solutions due to the increased measurement redundancy and enhanced satellite geometry, especially when they are performed in areas with GNSS signal blockages.

## 2. Global Navigation Satellite System

A rapid development has been undergone for the satellite-based global navigation systems in recent years. The GNSS family has expanded from a single GPS constellation to four constellations of Galileo, BDS, GLONASS, and GPS. An overview of the four GNSS systems is conducted in terms of their space segment status and navigation signals.

### 2.1 Space segment status

A nearly circular orbit with an altitude of about $20,200 \mathrm{~km}$ is employed for GPS satellites. The GPS satellites pass a same place twice a day. All GPS satellites are located on six equally spaced orbital planes surrounding the earth. For each plane, there are four slots occupied by baseline satellites. The ascending nodes of the orbital planes are equally spaced $60^{\circ}$ apart, and they are inclined at $55^{\circ}$. From virtually any point on the earth, users can view at least four GPS satellites, attributing to the 24 -slot arrangement. Currently, a 27 -slot constellation with improved coverage in most parts of the world is effectively operated for the GPS after expanding the constellation. The United States is committed to maintaining the availability of at least 24 operational GPS satellites $95 \%$ of the time. For the past few years, a total of 31 operational GPS satellites have been flying so as to ensure this commitment. The GPS constellation is a mix of old and new satellites, including 1 Block IIA, 11 Block IIR, 7 Block IIR-M, and 12 Block IIF satellites, as of March 2019 [1].

A complete revitalization of GLONASS with a full constellation including 24 operational satellites arranged into 3 orbital planes has been achieved since 2012. A nearly circular orbit is operated for each GLONASS satellite at an altitude of about $19,100 \mathrm{~km}$, and approximately 11 h 16 min is needed for the GLONASS satellites to complete the orbit. The ascending nodes of orbital planes are separated by $120^{\circ}$, and each orbital plane has an inclination angle of $64.8^{\circ}$. The satellites within the same orbital plane are equally spaced $45^{\circ}$ apart, while the difference in argument of latitude for satellites in equivalent slots in two different orbital planes is $15^{\circ}$. A continuous global navigation and position service can be provided due to the reasonable spacing of GLONASS satellites. Currently, there are 26 GLONASS satellites in orbit, but only 23 of them are in full operation, including 1 GLONASS-K1 and 22 GLONASS-M satellites. The GLONASS-M satellite SVN 716 is spare, and the SVN 720 satellite of the same series is in maintenance. The GLONASS-K1 satellite SVN 701 K is in the phase of flight tests [2].

Following the deployment timeline of BDS, its implementation has been performed in three steps: BeiDou navigation demonstration system (BDS-1) by 2000, regional BDS (BDS-2) by 2012, and global BDS (BDS-3) by 2020. Although the BDS-3 is under construction based on the "three-step" strategy, it has been providing basic services of positioning, navigation, and timing (PNT) for global customers since 27 December 2018. The nominal space constellation of BDS-2 consists of five geostationary earth orbit (GEO) satellites, five inclined geosynchronous orbit (IGSO) satellites, and four medium earth orbit (MEO) satellites. The nominal space constellation of BDS-3 consists of 3 GEO satellites, 3 IGSO satellites, and 24 MEO satellites. The five BDS-2 GEO satellites are located at $58.75^{\circ} \mathrm{E}, 80^{\circ} \mathrm{E}$, $110.5^{\circ} \mathrm{E}, 140^{\circ} \mathrm{E}$, and $160^{\circ} \mathrm{E}$ respectively, while the three BDS-3 GEO satellites are placed at $80^{\circ} \mathrm{E}, 110.5^{\circ} \mathrm{E}$, and $140^{\circ} \mathrm{E}$ above the earth's equator, respectively. Actually, spare satellites may be deployed in orbit, according to actual situation. An altitude of $35,786 \mathrm{~km}$ with a period of revolution of 23 h 56 min is adopted for the operation of the GEO satellites. The GEO satellites exhibit a non-zero inclination of $0.7-1.7^{\circ}$, as they are actively controlled in longitudes rather than latitudes. The altitude and orbital period of the IGSO satellites are the same as those of the GEO satellites, and they have an inclination of $55^{\circ}$. Each MEO satellite operates in a nearly circular orbit at an orbit inclination of $55^{\circ}$ and an altitude of $21,528 \mathrm{~km}$. The MEO satellites are arranged into three orbital planes, and an angle of $120^{\circ}$ is used for the spacing between ascending nodes of different orbital planes. For MEO satellites, the period of the revolution is 12 h 53 min . As of March 2019, there are 15 BDS-2 satellites (5 GEO/7 IGSO/3 MEO), 5 BDS-3 demonstration system (BDS-3S) satellites (2 IGSO/3 MEO), and 19 BDS-3 satellites ( 1 GEO/18 MEO) in orbit. All BDS-3S satellites and the BDS-3 GEO satellite C59 are in the flight test phase, while the other BDS satellites are fully operational [3].

When fully deployed, the Galileo constellation will contain 30 satellites in 3 orbital planes. There are one inactive spare satellite and nine equally spaced operational satellites in each plane. The ascending nodes of the three planes are equally separated by $120^{\circ}$, and all of them are inclined at an angle of $56^{\circ}$. With a period of about 14 h 7 min and a semimajor axis of $29,600 \mathrm{~km}$, all Galileo satellites are in a nearly circular orbit. The current Galileo space segment is composed of 26 satellites of 2 different generations. Two respective dual launches of four in-orbit validation (IOV) satellites in 2011 and 2012 initiated the buildup of the operational Galileo constellation. A permanent failure of the E5 and E6 signal transmission in May 2014 happened for the IOV-4 satellite due to a sudden power loss. Since then, the IOV-4 satellite can only transmit E1 signal. On 22 August 2014, the first pair of Full Operational Capability (FOC) satellites was launched. However, there was an "orbital injection anomaly" for the two FOC satellites 1 day later, which results in an elliptical orbit with an inclination roughly $5^{\circ}$ smaller than planned. Because of the lack of broadcast ephemerides and single-frequency transmission, the IOV-4 satellite currently has the status "not available." As of June 2016, the other three IOV satellites are declared "available," namely, providing broadcast ephemerides and healthy signals that can be used in real-time navigation. Although the two FOC satellites FOC-1 and FOC-2 are not listed in the constellation status and in the eccentric orbit, they are generally transmitting broadcast ephemerides and navigation signals. The other 20 FOC satellites were successively declared "available" over the past 4 years [4].

Figure 1 shows a 24 -h ground track of quad-constellation GNSS satellites on 18 March 2019. The quad-constellation mixed precise satellite orbit file is used to derive the satellite coordinates for all GNSS satellites. Different satellites are identified by different colors. The coordinate transformation from reference frame "IGS08" (three-dimensional positions $x, y$, and $z$ ), namely, the realization of international terrestrial reference frame 2008, to geodetic coordinate system (geodetic


Figure 1.
Ground tracks of quad-constellation navigation systems on 18 March 2019.
latitude $B$, longitude $L$, and height $H$ ) is first performed. Then, the tracks of GNSS satellites are projected to the grounds in the map based on their geodetic coordinates of latitudes and longitudes. The GNSS satellites can provide better PNT services for the stations near their ground tracks. All MEO satellites offer complete global coverage, including Galileo satellites, BDS MEO satellites, GLONASS satellites, and GPS satellites. The ground tracks of the four types of MEO satellites are confined from $57.2^{\circ} \mathrm{S}$ to $57.2^{\circ} \mathrm{N}$ latitude, from $56.1^{\circ} \mathrm{S}$ to $56.1^{\circ} \mathrm{N}$ latitude, from $65.6^{\circ} \mathrm{S}$ to $65.6^{\circ} \mathrm{N}$ latitude, and from $56.8^{\circ} \mathrm{S}$ to $56.8^{\circ} \mathrm{N}$ latitude, respectively. Due to the higher inclination angle of GLONASS satellites, they have the most extensive latitude coverage. More satellites at high-latitude areas will be visible by this extensive latitude coverage. The ground tracks of two Galileo FOC satellites in eccentric orbit (FOC-1 and FOC-2), which are represented by the thick lines, show notable asymmetric shape. For the two Galileo satellites, the orbital inclination is $5^{\circ}$ lower than nominal. As a result, the peak values of the latitude coverage are reduced. Nevertheless, the scientific, geodetic, and surveying applications can still use the FOC-1 and FOC-2 satellites. The ground tracks of the BDS IGSO satellites are restricted from about $76.2^{\circ} \mathrm{E}$ to $138.0^{\circ} \mathrm{E}$ longitude and $57.5^{\circ} \mathrm{S}$ to $57.5^{\circ} \mathrm{N}$ latitude. Two figure-ofeight loops can be used to describe the IGSO satellite tracks. The two loops have an average longitude difference of around $30^{\circ}$, so as to effectively cover the western and eastern parts of China as well as the adjoining regions. The intersection points of the two loops are at the longitude of approximately $118^{\circ} \mathrm{E}$ and $95^{\circ} \mathrm{E}$, respectively. The availability of satellites with high elevation angles can be improved by the employment of the inclined geosynchronous orbit. Thus, for users in densely populated areas, the "urban canyon" problems can be alleviated. As shown in Figure 1, the BDS GEO satellites have a movement within a range of $1.8^{\circ} \mathrm{S}-1.8^{\circ} \mathrm{N}$ latitude, but they are fixed in longitude. The south-north movement can be attributed to the non-zero inclination. To ensure enough visible satellites for users in Asian-Pacific regions, five GEO satellites are distributed in the Indian and Pacific oceans over the equator as supplements for the IGSO satellites [5].

### 2.2 Navigation signals

The earlier navigation satellites provide signals on two frequencies so that the users can form dual-frequency observation combination to remove first-order

| Frequency (MHz) | GPS | GLONASS | Galileo | BDS-2 | BDS-3 |
| :--- | :--- | :---: | :---: | :---: | :---: |
| $1602+k \times 9 / 16$ |  | G1 |  |  |  |
| 1575.42 | L1 |  | E1 |  | B1C |
| 1561.098 |  |  | E6 |  | B1 |
| 1278.75 |  | G2 |  | B3 | B3 |
| 1268.52 |  |  |  |  |  |
| $1246+k \times 7 / 16$ |  | G2 |  | E5B | B2 |
| 1227.60 |  |  | E5(A + B) |  | B2b |
| 1207.14 |  | E5A |  | B2a + B2b |  |
| 1202.025 |  |  |  |  | B2a |
| 1191.795 |  |  |  |  |  |
| 1176.45 |  |  |  |  |  |

Table 1.
Navigation signals of quad-constellations.
effects of ionospheric delay based on the dispersive nature of the ionosphere. The modernized GNSS satellites have the capability of transmitting multi-frequency signals. Table 1 details the navigation signals of the four GNSS constellations [6]. $k$ denotes the frequency factor of GLONASS satellites. The GPS Block IIF satellites can provide signals on L1, L2, and L5 frequencies, while the other GPS satellites are still transmitting L1/L2 signals. The last seven satellites of GLONASS-M series and all GLONASS-K satellites operate with three frequency bands, namely G1, G2, and G3, while the other GLONASS satellites can only offer G1 and G2 signals. All Galileo satellites are able to broadcast E1, E5A, E5B, E5 (A + B), and E6 signals. The BDS-2 satellites are capable of providing B1, B2, and B3 triple-frequency signals. In addition to the B1 and B3 signals, the BDS-3 satellites can transmit four new navigation signals, namely, B1C, B2a, B2b, and B2a + B2b [6].

## 3. Kinematic single point positioning with quad-constellations

With the use of single-frequency code observations and broadcast ephemeris, the SPP technology can provide meter-level positioning accuracy. Many researchers have focused on error mitigations to improve the SPP performance. The emerging multi-GNSS integration opens new prospects. In this section, the quad-constellation integrated SPP (QISPP) model with GPS, GLONASS, BDS, and Galileo measurements is developed, and its performance in the kinematic mode is evaluated.

### 3.1 QISPP model

Alignment of the coordinate and time references of the four GNSS systems is a key issue for the QISPP. With respect to the coordinate references, the coordinate systems of Galileo, BDS, GLONASS, and GPS satellites adopt the broadcast orbits of GTRF, CGCS2000, PZ90.11, and WGS-84, respectively. Although different coordinate references are employed for the four GNSS systems, the differences among them are only at a level of several centimeters [7, 8]. In view that the code-based positioning solutions using broadcast ephemeris can only achieve an accuracy at a meter level, such a small difference is negligible. In other words, the four GNSS
systems can directly use their satellite coordinates without coordinate transformations in the QISPP. On the other hand, it is not the case for the time scales employed by the four GNSS systems. The GPS Master Control Station establishes the GPS time, which refers to the US Naval Observatory (USNO) Coordinated Universal Time (UTC) with a small difference of $<1 \mu \mathrm{~s}$. Besides, the UTC (USNO) is periodically corrected with integer leap seconds, and thus GPS time differs from it [1]. An atomic time scale UTC (Soviet Union, SU), which is maintained by Russia with an integer difference of 3 h and a fractional difference of $<1 \mathrm{~ms}$, is adopted by the GLONASS system [2]. Therefore, in addition to a tiny fractional difference, the GPS time differs from the GLONASS time by leap seconds. The BDS time system (BDT) was synchronized with UTC within 100 ns at 00:00:00 on 1 January 2006, and there exists a constant offset of 14 s between the GPS time and BDT [3]. Apart from a difference of 10 nanoseconds, the Galileo System Time (GST) is nearly identical to the GPS time [4]. The differences among the time references of the four GNSS systems will significantly affect the positioning solutions. Thus, unlike the coordinate reference frames, the inconsistent time scales cannot be ignored and must be properly handled in the QISPP.

Although there is only a physical clock in the multi-GNSS receiver, receiver clock parameters with respect to their respective time scales have to be estimated for each satellite system, since different time scales are adopted by the four GNSS systems. Alternatively, instead of adding a receiver clock parameter, a system time difference parameter with respect to a reference time scale can also be introduced [9]. We can directly estimate the GPS receiver clock offset as an unknown parameter, and the receiver clock offsets of the other satellite systems are regarded as a sum of the system time difference parameter and GPS receiver clock, provided that the GPS time scale is chosen as the reference. Following Pan et al. [10], the QISPP observation model reads

$$
\begin{gather*}
P^{g}=\rho^{g}+c d t^{g}-c d T^{g}+d_{\text {orb }}^{g}+d_{\text {trop }}^{g}+d_{\text {ion }}^{g}+\varepsilon_{P}^{g}  \tag{1}\\
P^{r}=\rho^{r}+c d t^{g}+c d t_{\text {sys }}^{r, g}-c d T^{r}+d_{\text {orb }}^{r}+d_{\text {trop }}^{r}+d_{\text {ion }}^{r}+\varepsilon_{P}^{r}  \tag{2}\\
P^{b}=\rho^{b}+c d t^{g}+c d t_{\text {s,s }}^{b, g}-c d T^{b}+d_{\text {orb }}^{b}+d_{\text {trop }}^{b}+d_{\text {ion }}^{b}+\varepsilon_{P}^{b}  \tag{3}\\
P^{e}=\rho^{e}+c d t^{g}+c d t_{\text {sys }}^{e g}-c d T^{e}+d_{\text {orb }}^{e}+d_{\text {trop }}^{e}+d_{\text {ion }}^{e}+\varepsilon_{P}^{e} \tag{4}
\end{gather*}
$$

where the superscripts $e, b, r$, and $g$ refer to Galileo, BDS, GLONASS, and GPS satellites, respectively. $P$ is the measured pseudorange; $\rho$ is the geometric range; $c$ is the speed of light in vacuum; $d t^{g}$ is the GPS receiver clock offset; $d t_{s y s}^{r, g}, d t_{s y s}^{b, g}$ and $d t_{s y s}^{e, g}$ are the GPS-GLONASS, GPS-BDS, and GPS-Galileo system time differences, respectively; $d T$ is the satellite clock offset; $d_{\text {orb }}$ is the satellite orbit error; $d_{t r o p}$ is the tropospheric delay; $d_{i o n}$ is the ionospheric delay; and $\varepsilon$ is the measurement noise including multipath.

The broadcast ephemeris data is used to compute the clock offset and satellite position, as given in Eqs. (1)-(4). The Saastamoinen model is used to correct the tropospheric delay errors [11]. For the GPS, GLONASS, and BDS systems, the Klobuchar model is used to correct the ionospheric delay errors [12]. The second version of the NeQuick model is employed to perform the ionospheric error correction for the Galileo observations [13]. Regarding the Galileo ionospheric error corrections, the NeQuick model is better suited than the Klobuchar model [14]. Therefore, in the QISPP model, the unknown parameters to be estimated include three system time differences, one GPS receiver clock offset, and three receiver coordinates. Due to the low cost of single-frequency receivers, most SPP users are
using them. Hence, in this study, we only use the single-frequency code observations of each system on the L1/G1/B1/E1 frequencies. The broadcast clock offsets and satellite orbits are referred to the ionosphere-free code combination on two frequencies. Consequently, the hardware delay biases in a form of ionosphere-free combination are contained in the satellite clock offsets derived from the broadcast ephemeris. When the ionosphere-free combined code observables are used, the hardware delay biases can be canceled out for dual-frequency users. But for singlefrequency users, the hardware delay biases must be corrected. Fortunately, the broadcast navigation messages on a satellite-by-satellite basis have provided the time group delays, which can be employed to carry out the hardware delay bias corrections in the single-frequency pseudorange-based positioning.

Following Hoque et al. [15], the Klobuchar model for ionospheric error corrections of single-frequency users can be described as

$$
\begin{gather*}
d_{\text {ion }}= \begin{cases}F \times\left[5.0 \times 10^{-9} \times A M P \times\left(1-\frac{x^{2}}{2}+\frac{x^{4}}{24}\right)\right] & |x|<1.57 \\
F \times\left(5.0 \times 10^{-9}\right) & |x| \geq 1.57\end{cases}  \tag{5}\\
x=\frac{2 \pi(t-50400)}{P E R}  \tag{6}\\
A M P= \begin{cases}\sum_{n=0}^{3} \alpha_{n} \phi_{m}^{n} & A M P \geq 0 \\
0 & A M P<0\end{cases}  \tag{7}\\
P E R= \begin{cases}\sum_{n=0}^{3} \beta_{n} \phi_{m}^{n} & P E R \geq 72,000 \\
72,000 & P E R<72,000\end{cases} \tag{8}
\end{gather*}
$$

where $\alpha$ and $\beta$ are coefficients included as part of satellite message, $\phi_{m}$ is the geomagnetic latitude, $t$ is the local time, and $E$ is the elevation angle. For more details, refer to Klobuchar [12].

The second version of the NeQuick model can be depicted by several main equations provided below:

$$
\begin{gather*}
N_{\mathrm{bot}}(h)=N_{\mathrm{E}}(h)+N_{\mathrm{F} 1}(h)+N_{\mathrm{F} 2}(h)  \tag{9}\\
N_{\mathrm{E}}(h)=\frac{4 N m E}{\left(1+\exp \left(\frac{h-h m E}{B E} \xi(h)\right)\right)^{2}} \times \exp \left(\frac{h-h m E}{B E} \xi(h)\right)  \tag{10}\\
N_{\mathrm{F} 1}(h)=\frac{4 N m F 1}{\left(1+\exp \left(\frac{h-h m F 1}{B 1} \xi(h)\right)\right)^{2}} \times \exp \left(\frac{h-h m F 1}{B 1} \xi(h)\right)  \tag{11}\\
N_{\mathrm{F} 2}(h)=\frac{4 N m F 2}{\left(1+\exp \left(\frac{h-h m F 2}{B 2}\right)\right)^{2}} \times \exp \left(\frac{h-h m F 2}{B 2}\right)  \tag{12}\\
N(h)=\frac{4 N m F 2}{(1+\exp (z))^{2}} \exp (z) \tag{13}
\end{gather*}
$$

For more details and specific meaning of the above parameters, refer to Nava et al. [13].

As to the stochastic model for the QISPP, we can use the following covariance matrix of observations:

$$
\begin{align*}
\operatorname{Cov} & =\left[\begin{array}{cccc}
Q_{g} & 0 & 0 & 0 \\
0 & Q_{r} & 0 & 0 \\
0 & 0 & Q_{b} & 0 \\
0 & 0 & 0 & Q_{e}
\end{array}\right]  \tag{14}\\
Q & =\left[\begin{array}{cccc}
\sigma_{1}^{2} & 0 & \cdots & 0 \\
0 & \sigma_{2}^{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \sigma_{n}^{2}
\end{array}\right] \tag{15}
\end{align*}
$$

where the subscript $n$ denotes the number of satellites for each satellite system and $\sigma^{2}$ denotes the variance of code observations, which can be written as

$$
\begin{equation*}
\sigma^{2}=\sigma_{0}^{2} /(\sin E)^{2} \tag{16}
\end{equation*}
$$

where $\sigma_{0}$ denotes the standard deviation (STD) of code observations, which differs among different satellite systems, and $E$ denotes the satellite elevation angle.

The code observation precision is set to 0.3 m for GPS satellites [16]. Following Cai et al. [17], an initial weight ratio of 1:1 is appropriate for BDS and GPS code observations. Thus, the code observation precision is also set to 0.3 m for BDS satellites. The code observation precision is set to 0.6 m for GLONASS satellites due to their twice lower code chipping rate than the GPS code observations. The code observations of Galileo satellites are down-weighted by a factor of four, considering that the broadcast ephemeris has relatively lower accuracies [8]. That is, the precision of the Galileo code observations is also set to 0.6 m .

### 3.2 Performance analysis of QISPP solutions

Four different constellation combinations are employed for the purpose of comparison, namely, GPS/GLONASS/BDS/Galileo, GPS/GLONASS/BDS, GPS/ GLONASS, and GPS-only. In the data processing, the receiver coordinates as well as other unknown parameters are estimated epoch-by-epoch without imposing any constraints between the epochs in order to analyze the single-epoch SPP performance. For brevity, in the following figures and tables, "GLO" and "GAL" are used to represent GLONASS and Galileo systems, respectively.

Figure 2 shows the epoch-wise SPP positioning errors for the four different combination cases at station NNOR on 8 April 2015. In the east, north, and up directions, the variations of positioning errors are consistent for the four cases, but the series of position errors show less fluctuation for the triple- and quadconstellation cases. It is seen that the GPS-only SPP achieves larger positioning errors than the GPS/GLONASS case. The positioning errors of GPS/GLONASS/BDS SPP at almost all epochs are further reduced by combining with BDS. The further introduction of Galileo observations does not exhibit significant change, since the blue lines are almost completely covered by the orange ones.

Figure 3 presents the position dilution of precision (PDOP) and the number of visible satellites for the four cases. It is clear that the number of visible satellites is obviously increased by the multi-constellation combination and the PDOP value is simultaneously decreased. The quad-constellation integrated case increases the average number of visible satellites from 6.9 to 27.8 in comparison to the GPS-only SPP, and thus the average PDOP values are significantly decreased from 2.3 to 1.1. The increased number of available satellites and decreased PDOP values explain


Figure 2.
Kinematic positioning errors of four different combination cases for the SPP processing at NNOR.
why the positioning accuracies can be improved in the multi-constellation integrated cases.

The datasets from 47 International GNSS Service (IGS) stations are processed for further analysis, and the average root mean square (RMS) statistics of epoch-wise SPP positioning errors, number of satellites, and PDOP are obtained. The average satellite numbers of the above four processing cases are $8.6,15.6,21.1$, and 23.4, respectively, while the corresponding average PDOPs are $2.0,1.4,1.2$, and 1.1 , respectively. The combination of GPS and GLONASS improves the positioning accuracy over the GPS-only case by 7,5 , and $5 \%$ from $0.81,2.05$, and 3.13 m to $0.75,1.94$, and 2.96 m in the east, north, and up directions, respectively. In the tripleconstellation SPP, an accuracy improvement of 9,6 , and $7 \%$ over the GPS/GLONASS case to $0.68,1.82$, and 2.75 m in the three directions is achieved, respectively. After a further integration with Galileo, the positioning accuracy is only improved by 3,2 , and $2 \%$ to $0.66,1.78$, and 2.70 m in the three directions, respectively [10].

## 4. Kinematic precise point positioning with quad-constellations

The PPP technique adopts an absolute positioning approach to achieve centimeter-level positioning accuracy using code and carrier phase observations as well as precise satellite orbit and clock offset corrections [18]. Both industrial

| - GPS | $-\mathrm{GPS} / \mathrm{GLO} / \mathrm{BDS}$ |
| :--- | :--- |
| $-\mathrm{GPS} / \mathrm{GLO}$ | GPS/GLO/BDS/GAL |




Figure 3.
Number of satellites and PDOP values for the SPP processing at NNOR.
applications and scientific research widely use GPS-based PPP. But the position solutions of GPS-based PPP require a long time to converge. Due to high measurement redundancy, significantly reduced convergence time and improved positioning accuracy can be expected by using multi-constellation GNSS PPP. The positioning model and processing method of quad-constellation integrated PPP (QIPPP) with GPS, GLONASS, BDS, and Galileo measurements are developed, and then the improvement in precision and convergence time from quad-constellations is verified by comparing the solutions of different constellation combinations.

### 4.1 QIPPP model

In view that the code observation equation is detailed in Eqs. (1)-(4), only the carrier phase observations on $i$ th $(i=1,2)$ frequency are formulated, that is:

$$
\begin{equation*}
\Phi_{i}=\rho+c d t-c d T+d_{\text {orb }}+d_{\text {trop }}-d_{\text {ion } / L_{i}}+\lambda_{i} N_{i}+\varepsilon_{\Phi_{i}} \tag{17}
\end{equation*}
$$

where $\Phi$ is the measured carrier phase, $d_{\text {ion } / L i}$ is the ionospheric delay on $i$ th frequency, $\lambda$ is the wavelength, and $N$ is the phase ambiguity term grouped with hardware delays. It should be noted that the wavelength $\lambda$ is different for different GLONASS satellites because GLONASS employs the frequency-division multiple access (FDMA) technique.

To remove the first-order effects of ionospheric delays, the PPP normally utilizes the ionosphere-free (IF) combined observables, that is:

$$
\begin{align*}
P_{I F} & =\left(f_{1}^{2} \cdot P_{1}-f_{2}^{2} \cdot P_{2}\right) /\left(f_{1}^{2}-f_{2}^{2}\right)  \tag{18}\\
\Phi_{I F} & =\left(f_{1}^{2} \cdot \Phi_{1}-f_{2}^{2} \cdot \Phi_{2}\right) /\left(f_{1}^{2}-f_{2}^{2}\right) \tag{19}
\end{align*}
$$

where $\Phi_{I F}$ and $P_{I F}$ denote the IF combined carrier phase and code observables, respectively, and $f$ denotes the carrier phase frequency, which differs among GLONASS satellites.

In order to investigate emerging new satellite systems such as Galileo and BDS, the Multi-GNSS Experiment (MGEX) has been established by the IGS [19]. The correction of satellite clock and orbit errors for QIPPP is conducted with the use of precise satellite clock and orbit products provided by the MGEX. The first-order effects of ionospheric delays are removed using the IF combined observables, as shown in Eqs. (18) and (19). The tropospheric delays can be divided into a wet part and a dry part [20]. The wet part is estimated from the measurements, while the Hopfield tropospheric model is employed to correct the dry part. The projection from slant delays to zenith delays adopts the Niell mapping functions [21]. As some literatures such as Kouba and Héroux [18] have well described other error mitigations, they are not provided here. In PPP, the code-specific hardware delays at the receiver and the receiver clock offsets are usually estimated as a lumped term, as they are linearly correlated with each other. For different navigation systems, both the frequency and signal structures differ. Consequently, within a multi-GNSS receiver, the receiver-dependent code hardware delays are different for the four navigation systems. For the purpose of solving this issue, we should design a receiver clock offset parameter for each satellite system. Alternatively, the differences between receiver clock estimates of different satellite systems can be compensated by introducing an inter-system bias (ISB). The QIPPP observation model can be written as follows, provided that the GPS system is chosen as the reference [22]:

$$
\begin{gather*}
P_{I F}^{g}=\rho^{g}+c d t+M^{g} d_{z w d}+\varepsilon_{P_{I F}}^{g}  \tag{20}\\
\Phi_{I F}^{g}=\rho^{g}+c d t+M^{g} d_{z w d}+N_{I F}^{g}+\varepsilon_{\Phi_{I F}}^{g}  \tag{21}\\
P_{I F}^{b}=\rho^{b}+c d t+\mathrm{ISB}_{b, g}+M^{b} d_{z w d}+\varepsilon_{P_{I F}}^{b}  \tag{22}\\
\Phi_{I F}^{b}=\rho^{b}+c d t+\mathrm{ISB}_{b, g}+M^{b} d_{z w d}+N_{I F}^{b}+\varepsilon_{\Phi_{I F}}^{b}  \tag{23}\\
P_{I F}^{r}=\rho^{r}+c d t+\mathrm{ISB}_{r, g}+M^{r} d_{z w d}+\varepsilon_{P_{I F}}^{r}  \tag{24}\\
\Phi_{I F}^{r}=\rho^{r}+c d t+\mathrm{ISB}_{r, g}+M^{r} d_{z w d}+N_{I F}^{r}+\varepsilon_{\Phi_{I F}}^{r}  \tag{25}\\
P_{I F}^{e}=\rho^{e}+c d t+\mathrm{ISB}_{e, g}+M^{e} d_{z w d}+\varepsilon_{P_{I F}}^{e}  \tag{26}\\
\Phi_{I F}^{e}=\rho^{e}+c d t+\mathrm{ISB}_{e, g}+M^{e} d_{z w d}+N_{I F}^{e}+\varepsilon_{\Phi_{I F}}^{e} \tag{27}
\end{gather*}
$$

where $\mathrm{ISB}_{b, g}, \mathrm{ISB}_{r, g}$, and $\mathrm{ISB}_{e, g}$ are the GPS-BDS, GPS-GLONASS, and GPSGalileo inter-system biases, respectively, $d_{z w d}$ is the tropospheric zenith wet delay (ZWD), and $M$ is the tropospheric mapping function.

For the QIPPP processing, we employ a Kalman filter approach. Actually, the geometric range $\rho$ in Eqs. (20)-(27) is a function of receiver coordinates and satellite coordinates. After the precise ephemeris data is used to determine the satellite coordinates and the $\rho$ is linearized, the unknown parameters include phase ambiguity parameters equal to the number of the observed GNSS satellites, one

ZWD, three ISB, one receiver clock offset, and three receiver coordinates. We should also provide appropriate dynamic models for the state vector and proper stochastic models for the measurements in the Kalman filter. The IF combined phase and code observables are obtained using the raw phase and code measurements on two different frequencies in a form of linear combination. It is assumed that the measurements on different frequencies are independent. Based on the law of random error propagation [23], we can derive the initial variances of the IF combined observables. The satellite elevation angles can be further introduced to acquire the actual variances [24]. As for the dynamic models, the phase ambiguity parameters can be modeled as constants, whereas the ZWD, ISB, receiver clock offset, and kinematic receiver coordinates may be modeled as a random walk (RW) process [25-27].

### 4.2 Performance analysis of QIPPP solutions

The datasets from stations SEYG, JFNG, and MAR7 on 1 March 2019 are used for numerical analysis in this section. The three stations are located at low-, middle-, and high-latitude regions, respectively, and all of them are able to provide multiconstellation observations. The in-house MIPS-PPP software capable of processing quad-system observation data as well as single-system measurements of Galileo, BDS, GLONASS, and GPS, which is developed at Central South University, China, is employed for the quad-constellation GNSS PPP processing. Regarding the specific PPP position determination, the Galileo E1/E5A, BDS B1/B2, GLONASS G1/G2, and GPS L1/L2 dual-frequency observations are used. The cutoff satellite angle is set to $10^{\circ}$, while the observations are recorded at a sampling rate of 30 s . The IGS Analysis Center, German Research Centre for Geosciences (GFZ), has been generating and releasing the mixed multi-GNSS final precise satellite clock offset and orbit products with a sampling interval of 30 s and 5 min , respectively, and the mitigation of the satellite clock and orbit errors is carried out using them in this study. For the ISB, receiver clock offset, and ZWD parameters, the spectral density values are set to $10^{-7}, 10^{5}$, and $10^{-9} \mathrm{~m}^{2} / \mathrm{s}$, respectively [28]. The initial STD values for GPS and GLONASS code observations are set to 0.3 and 0.6 m , while for phase observations they are both set to 2 mm [28]. Since there is a relatively lower accuracy for the satellite orbits and clocks of Galileo and BDS [29, 30], their observations are downweighted with a factor of four. That is, for both Galileo and BDS, the code and phase observation accuracies are set to 0.6 m and 4 mm , respectively. Kinematic processing is made on an epoch-by-epoch basis using the static data. No constraints between epochs are imposed so as to simulate kinematic situations. In the Kalman filtering, the coordinates of the dynamic receiver are modeled as a RW process, and the spectral density is set as $10^{2} \mathrm{~m}^{2} / \mathrm{s}$.

Figure 4 shows the positioning errors of GPS, GPS/BDS, GPS/BDS/GLONASS, and four-system PPP in three directions of east, north, and up in the simulated kinematic test. It can be seen from Figure 4 that, compared with the PPP solutions of GPS-only system, the error curve of the PPP of multi-constellation combinations converges to the stable value faster in the east, north, and up directions. For all processing schemes, the positioning errors in the vertical direction are larger than those of horizontal directions.

In order to assess the kinematic positioning accuracy, Table 2 provides the RMS statistical values using the position errors in the last 1 h in which the position solutions in all three components have reached stable values. The results show that, taking JFNG station as an example, the positioning accuracy of the GPS-only PPP in three directions is $0.160,0.097$, and 0.192 m , respectively. After the combination of GPS and BDS, compared with the single GPS system, the positioning accuracy is


Figure 4.
PPP kinematic positioning errors at stations SEYG, JFNG, and MAR7 for four different processing cases.

| Stations | Directions | GPS | GPS/BDS | GPS/BDS/GLO | GPS/BDS/GLO/GAL |
| :--- | :---: | :---: | :---: | :---: | :---: |
| SEYG | East | 0.090 | 0.061 | 0.058 | 0.043 |
|  | North | 0.062 | 0.057 | 0.028 | 0.023 |
|  | Up | 0.158 | 0.126 | 0.082 | 0.071 |
|  | JFNG | East | 0.192 | 0.160 | 0.142 |
|  | North | 0.097 | 0.044 | 0.104 | 0.086 |
|  | Up | 0.192 | 0.158 | 0.052 | 0.050 |
|  | East | 0.268 | 0.217 | 0.119 | 0.020 |
|  | North | 0.045 | 0.035 | 0.131 | 0.106 |
|  | Up | 0.081 | 0.068 | 0.040 | 0.032 |
|  | $3 D$ | 0.114 | 0.094 | 0.034 | 0.021 |

Table 2.
Convergence accuracy of kinematic PPP (unit: $m$ ).
improved by 11,55 , and $18 \%$, respectively. Compared with the GPS/BDS PPP, the positioning accuracy of the combination of three systems is significantly improved. After further adding Galileo observations, the three-dimensional (3D) accuracy of PPP of the four-system combination is slightly improved by 1.2 cm . Table 3 shows the convergence time in three directions. Taking the JFNG station as an example, the PPP solutions of the four-system combination requires $22.5,28.5$, and 79.0 min to converge to the accuracy level of 1 dm . Compared with the single- and

| Stations | Directions | GPS | GPS/BDS | GPS/BDS/GLO | GPS/BDS/GLO/GAL |
| :--- | :---: | :---: | :---: | :---: | :---: |
| SEYG | East | 70.5 | 64.0 | 51.5 | 51.5 |
|  | North | 37.5 | 33.0 | 15.0 | 14.5 |
|  | Up | 90.0 | 88.0 | 77.0 | 76.5 |
| JFNG | East | 94.0 | 85.0 | 23.0 | 22.5 |
|  | North | 86.0 | 79.5 | 28.5 | 28.5 |
|  | Up | 88.0 | 82.5 | 79.0 | 79.0 |
|  | East | 79.0 | 78.0 | 68.5 | 68.5 |
|  | North | 43.0 | 41.0 | 23.5 | 23.5 |

Table 3.
Convergence time of kinematic PPP (unit: min).
dual-system cases, the convergence time in the horizontal directions of the tripleand quad-system integrated PPP is dramatically shortened. In view of the fact that the positioning accuracy of kinematic PPP in the vertical direction is worse than that of the horizontal directions, the convergence standard may be too strict for the vertical direction, which even leads to the failure of effective convergence in a short period of time sometimes.

## 5. Conclusions

The GNSS-based absolute positioning technologies can provide reliable kinematic position services anywhere, in all weather, and anytime using a single receiver. With single-frequency code measurements and broadcast satellite ephemeris, the SPP technology can provide meter-level positioning accuracy. With dualfrequency code and carrier phase measurements as well as precise satellite orbit and clock products, the PPP technology can offer centimeter-level positioning accuracy. In recent years, the satellite systems have been booming. In view that both SPP and PPP belong to the satellite-based kinematic absolute positioning technologies, the multi-constellation combination provides new prospects for their performance improvement, due to more visible satellites, increased measurement redundancy, and enhanced satellite sky distribution. The quad-constellation integrated SPP and PPP models with GPS, GLONASS, BDS, and Galileo measurements are developed, respectively. The results indicate significantly improved positioning performance of the multi-GNSS integration, which will further promote the applications of SPP and PPP technologies.
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## List of abbreviations

| BDS | BeiDou Navigation Satellite System |
| :--- | :--- |
| BDS-1 | BeiDou navigation demonstration system |
| BDS-2 | regional BDS |
| BDS-3 | global BDS |
| BDS-3S | BDS-3 demonstration system |
| BDT | BDS time system |
| FDMA | frequency-division multiple access |
| FOC | full operational capability |
| GEO | geostationary earth orbit |
| GFZ | German Research Centre for Geosciences |
| GLONASS | Global Navigation Satellite System |
| GNSS | Global Navigation Satellite System |
| GST | Galileo System Time |
| IF | ionosphere-free |
| IGS | International GNSS Service |
| IGSO | inclined geosynchronous orbit |
| IOV | in-orbit validation |
| ISB | inter-system bias |
| MEO | medium earth orbit |
| MGEX | multi-GNSS experiment |
| PDOP | position dilution of precision |
| PNT | positioning, navigation, and timing |
| PPP | precise point positioning |
| QIPPP | quad-constellation integrated PPP |
| QISPP | quad-constellation integrated SPP |
| RMS | root mean square |
| RW | random walk |
| SPP | single point positioning |
| STD | standard deviation |
| SU | Soviet Union |
| USNO | United States Naval Observatory |
| UTC | Coordinated Universal Time |
| ZWD | zenith wet delay |
| 3D | three-dimensional |
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# Kinematics for Spacecraft-Type Robotic Manipulators 

Ijar Milagre da Fonseca, Maurício Nacib Pontuschka and Glaydson Luiz Bertoze Lima


#### Abstract

The scope of this chapter is the study of the forward and inverse kinematics for a space robot. The main focus is to compute the position and orientation of manipulators' end-effectors relative to their platform. Such platform plays the role of workstations referred in the literature approaching ground manipulators. In this study, the method is to write the manipulator kinematics' equations as functions of the joint variables by following the Denavit-Hartenberg convention. The homogeneous transform technique is used to study the kinematics. The set of coordinate frames defined in this chapter follows the convention for frames that appears in the literature for ground robot manipulators. The kinematics related to the spacecraft attitude is added in the formulation because the manipulator studied in this chapter is type spacecraft. The objective is to provide an overview and clear understanding of the kinematics' equations for spacecraft-type manipulators. To be consistent with orbital dynamics area, the inertial, orbital, and body-fixed coordinate frames are included in this kinematics study. The forward and inverse kinematics formulations are derived. The MATLAB ${ }^{\circledR}$ /Simulink tools are presented for the computer simulations of the forward and inverse kinematics.


Keywords: space robot manipulators, forward kinematics, inverse kinematics, attitude, orbit

## 1. Introduction

Kinematics is mainly concerned with the geometry of motion. The subject of kinematics is to some extent mathematical and does not consider any forces associated with the motion. A comprehensive study of kinematics is a prerequisite to the successful formulation of the equations of motion and the dynamic analysis. Consistent with the geometry of motion, kinematics involves the definition of systems of reference, methods of establishing relationships between frames, and algebraic manipulations of matrices and vectors. Kinematics is primarily concerned with describing the orientation of a body with respect to a known reference or coordinate frame. When dealing with robotic manipulators, we have to include also translational kinematics. In this chapter, the calculation goes beyond the algebraic manipulations of rotation matrices connecting frames. This includes the derivation of the equations for the rotational and the translational kinematics that characterize robot manipulators' kinematics. Space robotic manipulators are designed to implement orbital operations. There is a considerable difference regarding Earth-based manipulators, as they increase the type and number of reference systems for proper
problem formulation [1-4]. The main differences with regard to Earth-based robotic manipulators are the inclusion of an Earth-centered inertial coordinate frame (ECI), besides the local vertical, local horizontal (LVLH) reference frame, and the spacecraft fixed reference frame. These frames are used to describe the kinematics' differential equations related to orbit and attitude motions. The other reference frames are typical of those defined for ground manipulators. For space manipulators, we need to consider the relationships between all these reference systems.

## 2. Forward kinematics of manipulators and D-H conventionhomogeneous transforms

Forward kinematics is the problem of computing the position and orientation of the robot tool with respect to a fixed reference frame defined on the base of the space robot. Such manipulators can be seen as a set of links connected in a chain of joints. The joints are points of connection between a pair of links. The joints of a manipulator may be revolute (rotatory), prismatic (sliding), or a combination of both. According to that link to joint configuration, any robot manipulator kinematics can be described in terms of four quantities associated with each link. Two of these quantities describe the link itself. The other two describe the link's connection to the neighboring link. For revolute joints, the angle $\theta_{i}$ is the joint variable, and the other three quantities are fixed link parameters. These parameters are illustrated in Figure 1 as the twist angle $\alpha_{i-1}$, the distances $a_{i-1}$, and $d_{i}$. For prismatic joints, the joint variable is $d_{i}$, while the angle $\theta_{i}$ is zero. In this case, $\alpha_{i-1}$, and $a_{i-1}$ are fixed link parameters (see Figure 1). The description of manipulators by these quantities is referred as the Denavit-Hartenberg convention, denoted here as D-H [5, 6]. The understanding of those four quantities requires the frame convention shown in Figure 2. The frames are denoted by the symbol $\}$, for example $\{i-1\}$ denotes a frame whose origin is in joint $i-1$. A summary of the link parameters considering frames convention shown in Figure 2 can be written as:

- $a_{i}$ is the distance measured along $x$-axis from $z_{i}$ to $z_{i+1}$
- $\alpha_{i}$ is the angle rotation measured about $x_{i}$ from $z_{i}$ to $z_{i+1}$
- $\mathrm{d}_{\mathrm{i}}$ is the distance measured along $\mathrm{z}_{\mathrm{i}}$ from $\mathrm{x}_{\mathrm{i}-1}$ to $\mathrm{x}_{\mathrm{i}}$
- $\theta_{i}$ is a joint angle measured about $z_{i}$ from $x_{i-1}$ to $x_{i}$.


Figure 1.
$D$-H convention showing the notation, joint variable, and parameters.


Figure 2.
Frames, links, and D-H quantities.

The D-H convention describes the manipulator rotational plus translational kinematics by using homogeneous transform. This transform is a $4 \times 4$ matrix in the form:

$$
\left\{\begin{array}{c}
i-1  \tag{1}\\
\boldsymbol{p} \\
1
\end{array}\right\}=\left[\begin{array}{cccc}
\cos \theta_{i} & -\sin \theta_{i} & 0 & { }^{i-1} p_{x} \\
\sin \theta_{i} & \cos \theta_{i} & 0 & { }^{i-1} p_{y} \\
0 & 0 & 1 & { }^{i-1} p_{z} \\
0 & 0 & 0 & 1
\end{array}\right]\left\{\begin{array}{c}
{ }^{i} \boldsymbol{p}_{\boldsymbol{o}} \\
1
\end{array}\right\}=\left[\begin{array}{cc}
{ }_{i}^{1-1} \boldsymbol{R} & { }^{i-1} \boldsymbol{p}_{\boldsymbol{o}} \\
\mathbf{0} & \mathbf{1}
\end{array}\right]\left\{\begin{array}{c}
{ }^{i} \boldsymbol{p} \\
1
\end{array}\right\}
$$

The result is ${ }_{i}^{i-1} \boldsymbol{p}={ }_{i}^{i-1} \boldsymbol{R}^{i} \boldsymbol{p}+{ }^{i-1} \boldsymbol{p}_{\boldsymbol{o}}$ and $\mathbf{1}=\mathbf{1}$. The subscript $o$ is just to say that the position of the end-effector is given with respect to the origin of the frame ${ }_{i}^{1-1} \boldsymbol{R}$.

The $3 \times 3{ }_{i}^{1-1} R$ block matrix is related to the rotation between frames $\{i-1\}$ and $\{i\}$ by the joint angle $\theta_{i}$. The $3 \times 1$ vector ${ }^{i-1} \boldsymbol{p}_{\boldsymbol{o}}$ is related to the end-effector position with respect o the frame $\{i-1\}$. The advantage of this approach is the use of matrix notation including the position in addition to the orientation.

Such matrix notation facilitates the mathematical formulation in a compact and comprehensive format. Also, the D-H formulation is appropriate to implement problems in the MATLAB ${ }^{\circledR}$ computational environment.

Let us discuss now the manipulation of the frames as defined in Figure 2 and their parameters. The D-H convention considers that all the joint angle rotations take place along z -axis. The rule is the same for the joint variables $d_{i}$ (prismatic joints). In the case of prismatic joints, the joint angle is zero. This convention regarding joint variables along z -axis means that when z -axis is not parallel to the next one, a twist angle rotation $\alpha$ must be done so as to generate a new z -axis parallel to the next one. Angle $\alpha$ can be positive or negative. Another convention applies to the distance $a_{i}$. Once we have the new z-axis parallel to the next one, the distance $a_{i}$ is determined by drawing a mutual perpendicular line between both zaxes. Such line will determine the distance between the joints and is also the place of a new x -axis. A y -axis completes the right-handed frame (Figure 2). If the line containing $a_{i}$ crosses the z-axis offset of the joint, it defines a distance $d_{i}$ as shown in Figure 2. Finally, we rotate the z-axis by the joint variable $\theta_{i}$ and a new frame is generated, taking into account the offset $d_{i}$.

On the base of the space robot attachment, the $O x_{0} y_{0} z_{0}$ frame or $\{0\}$ is defined. Note that the frame is $\{i-1\}$, and for $i=1$, this frame is $\{0\}$. In the literature of robot manipulators, $\{0\}$ frame does not move with respect to the space robot platform. Accordingly, the joint associated to $\{0\}$ is also named joint 0 from which the link 0
connects to the joint 1. It is common to define joint 0 coincident with joint 1 . In this case, $a_{0}$ is zero. For ground robots, it is common to define $O x_{0} y_{0} z_{0}$ as an inertial frame. However, such definition is not consistent with the concept of inertial frames, mainly when we have space robot orbiting the Earth. For a space robotic manipulator, the $O x_{0} y_{0} z_{0}$ frame is defined with its origin somewhere on the platform and locates the placement of joint zero. Figures 2 and 3 illustrate the frames, joint axes, joint variables, and the other fixed quantities according to the D-H convention.

To include the translation in the same matrix notation, we use the homogeneous transform as shown in Eq. (1).

Before going to the other frames definition for the spacecraft, let us implement the matrix algebra, considering Figure 2. To clarify the procedure to obtain the general expression for the rotational-translational kinematics, let us redefine some frames in Figure 2.

- Let the frame formed by $x_{i-1}^{\prime}, y_{i,}^{\prime}, z_{i-1}^{\prime}$, obtained be a rotation $\alpha_{i-1}$ about $x_{i-1}$, be defined as $\{R\}$;
- Consider frame formed by $x^{\prime}{ }_{i-1}, y^{\prime}{ }_{i-1,}, z_{i-1}^{\prime}$ translated by $a_{i-1}$ as $\{Q\}$;
- Consider the frame obtained by a rotation $\theta_{i}$ and parallel to frame $\{i\}$ as $\{P\}$;
- Consider frame $\{i\}$ obtained by a translation $d_{i}$.

Consider now Figure 2 that shows the various frames in addition to the D-H parameters.

To write the kinematics' equations in the frame $\{i-1\}$, we need to compute the rotation matrices using the homogeneous transform as below


Figure 3.
Space robot on-orbit configuration and frames.

$$
\begin{align*}
& { }^{i-1} \mathrm{P}={ }_{R}^{i-1} \mathrm{~T}_{Q}^{R} \mathrm{~T}_{P}^{Q} \mathrm{~T}_{i}^{P} \mathrm{~T} \quad{ }^{i} \mathrm{P}={ }_{i}^{i-1} \mathrm{~T}{ }^{i} \mathrm{P} \\
& { }_{i}^{i-1} \mathrm{~T}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \mathrm{c} \alpha_{\mathrm{i}-1} & -\mathrm{s} \alpha_{\mathrm{i}-1} & 0 \\
0 & \mathrm{~s} \alpha_{\mathrm{i}-1} & \mathrm{c} \alpha_{\mathrm{i}-1} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & \mathrm{a}_{\mathrm{i}-1} \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
\mathrm{c} \theta_{\mathrm{i}} & -\mathrm{s} \theta_{\mathrm{i}} & 0 & 0 \\
\mathrm{~s} \theta_{\mathrm{i}} & \mathrm{c} \theta_{\mathrm{i}} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & d_{i} \\
0 & 0 & 0 & 1
\end{array}\right] \\
& { }_{i}^{i-1} T=\left[\begin{array}{cccc}
1 & 0 & 0 & a_{i-1} \\
0 & c \alpha_{i-1} & -s \alpha_{i-1} & 0 \\
0 & s \alpha_{i-1} & c \alpha_{i-1} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
c \theta_{i} & -s \theta_{i} & 0 & 0 \\
s \theta_{i} & c \theta_{i} & 0 & 0 \\
0 & 0 & 1 & d_{i} \\
0 & 0 & 0 & 1
\end{array}\right] \\
& =\left[\begin{array}{cccc}
c \theta_{i} & -s \theta_{i} & 0 & a_{i-1} \\
s \theta_{i} c \alpha_{i-1} & c \theta_{i} c \alpha_{i-1} & -s \alpha_{i-1} & -s \alpha_{i-1} d_{i} \\
s \theta_{i} s \alpha_{i-1} & c \theta_{i} s \alpha_{i-1} & c \alpha_{i-1} & c \alpha_{i-1} d_{i} \\
0 & 0 & 0 & 1
\end{array}\right] \tag{2}
\end{align*}
$$

where ${ }_{i}^{i-1} T={ }_{R}^{i-1} T_{Q}^{R} T_{P}^{Q} T_{i}^{P} T$ and the subscript to superscript means transform from the previous to the next coordinate frame.

These abbreviations will be used throughout this chapter.

$$
\begin{align*}
\mathrm{s}_{\mathrm{i}} & =s \theta_{\mathrm{i}}=\sin \theta_{\mathrm{i}}  \tag{3}\\
\mathrm{c}_{\mathrm{i}} & =c \theta_{\mathrm{i}}=\cos \theta_{\mathrm{i}}  \tag{4}\\
\mathrm{c}_{12} & =\mathrm{c}\left(\theta_{1}+\theta_{2}\right)=\mathrm{c}_{1} \mathrm{c}_{2}-\mathrm{s}_{1} \mathrm{~s}_{2}=\mathrm{c} \theta_{1} \mathrm{c} \theta_{2}-\mathrm{s} \theta_{1} \mathrm{~s} \theta_{2}  \tag{5}\\
\mathrm{~s}_{12} & =\mathrm{s}\left(\theta_{1}+\theta_{2}\right)=\mathrm{c}_{1} \mathrm{~s}_{2}+\mathrm{s}_{1} \mathrm{c}_{2}=\mathrm{c} \theta_{1} \mathrm{~s} \theta_{2}-\mathrm{s} \theta_{1} \mathrm{c} \theta_{2}  \tag{6}\\
c_{123} & =c\left(\sum_{i}^{3} \theta_{i}\right) \text { and } s_{123}=s\left(\sum_{i}^{3} \theta_{i}\right) \text { for } i=1,2,3 \tag{7}
\end{align*}
$$

In Eq. (2), the first matrix,

$$
\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{8}\\
0 & c \alpha_{i-1} & -s \alpha_{i-1} & 0 \\
0 & s \alpha_{i-1} & c \alpha_{i-1} & 0 \\
0 & 0 & 0 & 1
\end{array}\right],
$$

is given by a rotation of $\alpha_{i-1}$ about $x_{i-1}$. Note that no translation appears in the matrix. That matrix makes the $z_{i-1}$ parallel to the next, $z_{i}$-axis. The next matrix,

$$
\left[\begin{array}{cccc}
1 & 0 & 0 & a_{i-1}  \tag{9}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right],
$$

refers to the translation $a_{i-1}$. This translation is along the $x_{i-1}$-axis, defining the distance $a_{i-1}$. As $z_{i-1}$ is parallel to $z_{i}$, the distance $a_{i-1}$ is a mutual perpendicular to both the previous and the next z -axis. The rotation matrix,

$$
\left[\begin{array}{cccc}
c \theta_{i} & -s \theta_{i} & 0 & 0  \tag{10}\\
s \theta_{i} & c \theta_{i} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right],
$$

results of rotation about $z_{i}$ by the joint angle $\theta_{i}$. This rotation generates a frame parallel to $\{i\}$ at a distance $d_{i}$ (offset) from the joint $i$. The 4th matrix,

$$
\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{11}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & d_{i} \\
0 & 0 & 0 & 1
\end{array}\right],
$$

translates the frame by $d_{i}$ completing the transform from frame $\{i\}$ to $\{i-1\}$. Sometimes, it is more convenient to write the kinematic differential equations in the frame $\{i\}$. In this case, we have to transpose the rotation matrices so as to have the equations written in frame $\{i\}$ but in coordinates of $\{i-1\}$.

For space robots, we must compute the kinematics not only of the manipulator but also for the whole spacecraft (rotational and translational kinematics) [3, 4]. To do this, it is necessary to define three more frames:

- the Earth-centered inertial (ECI) frame $\bigoplus X Y Z$, defined at the center of the Earth (the symbol $\bigoplus$ means Earth)
- the local vertical, local horizontal frame (LVLH) denoted as $\mathrm{Cx}_{l_{l} y_{l} z_{l}}$. C is the center of mass of the space robot. The subscript $l$ is a short for LVLH;
- and a spacecraft fixed system of reference, defined in the center of mass of the space robots [7] and denoted by $C x_{p} y_{p} z_{p}$.

Figure 3 illustrates these new frames. The $C x_{l} y_{l} z_{l}$ is fixed in the orbit. So, it follows with the orbit synchronized with the orbital velocity and with $z_{l}$ pointing toward the local vertical (Nadir direction). In the literature, this frame is also named $R P Y$ (roll, pitch, and yaw). Roll is the rotation angle about the orbital velocity direction ( $x$-direction), pitch is the rotation angle about the negative orbit normal ( $y$-axis), and yaw is the rotation angle about the local vertical ( z -axis). The roll, pitch, and yaw angles yield the space robot attitude with respect to the $C x_{l} y_{l} z_{l}$ frame. Both the $C x_{l} y_{l} z_{l}$ and the $C x_{p} y_{p} z_{p}$ frames coincide with each other in a nominal attitude specification, that is, the space robot is pointing toward the local vertical, and the spacecraft attitude is zero. As the $C x_{p} y_{p} z_{p}$ frame is fixed in the spacecraft, the attitude is given by the angles between $C x_{l} y_{l} z_{l}$ and $C x_{p} y_{p} z_{p}$. Other conventions may be used for the definition of these frames. The reference systems $\bigoplus X Y Z, C x_{l} y_{l} z_{l}$, and $C x_{p} y_{p} z_{p}$ are included in the formulation to allow for describing the rotational and translational kinematics in frame $C x_{p} y_{p} z_{p}$ or in the frame $C x_{l} y_{l} z_{l}$. In general, the equations of dynamics are written in the body fixed frame, $C x_{p} y_{p} z_{p}$. We can write the kinematics and/or the kinematics' differential equations in any of those three frames by using transformation matrices. The \{ECI\} allows writing the translational kinematic expressions in terms of the orbit parameters [7]. If the coupling between the orbit and attitude motion is negligible (in general, it is), we can write the rotational kinematics in the $C x_{p} y_{p} z_{p}$ or $C x_{l} y_{l} z_{l}$ frames, including the
orbital velocity only. The practice is to use the Euler angles to describe the angular orientation between both frames (the attitude of the spacecraft with respect the $C x_{l} y_{l} z_{l}$ frame). According to the Euler Theorem, we can do this through three sequences of rotations from one frame to another frame. Figure 3 shows both frames in a nominal configuration in which the attitude angles are zero and both frames are coincident. As the spacecraft moves, the fixed frames also move. Figure 4 illustrates the rotation between those frames. So, we can derive the kinematic expressions by using the spacecraft fixed frame, $x_{p} y_{p} z_{p}$.

Let us consider that the spacecraft fixed frame is misaligned from the $C x_{l} y_{l} z_{l}$ by the angles as shown in Figure 4. Figure 4a illustrates the space robot in-orbit configuration with attitude different from zero. Note that in this figure, both $C x_{l} y_{l} z_{l}$ and $C x_{p} y_{p} z_{p}$ are misaligned. Figure $\mathbf{4 b}$ illustrates the sequence of rotations from $C x_{l} y_{l} z_{l}$ to $C x_{p} y_{p} z_{p}$.

The sequence of three rotations is $\varphi \longleftarrow \theta \longleftarrow \psi$ [7]. The arrows indicate the direction of the sequence as: first, a rotation about $z_{l}$ by the angle $\psi$ generating an auxiliary frame $C x^{\prime}{ }_{p} y^{\prime}{ }_{p} z^{\prime} p$. Then, a second rotation is done about $y^{\prime}{ }_{l}$ by the angle $\theta$ generating the auxiliary frame $C x^{\prime \prime}{ }_{p} y^{\prime \prime}{ }_{p} z^{\prime \prime}{ }_{p}$. Finally, the third rotation is done about $x^{\prime \prime}$ to coincide with $C x_{p} y_{p} z_{p}$. There are 12 sets of Euler angle sequences of rotations to describe the rotational kinematics. However, the sequence of rotations $\varphi \longleftarrow \theta \longleftarrow \psi$ is one the most used transformations for satellites' rotational kinematics description. This transform provides the relationship between both $C x_{l} y_{l} z_{l}$ and $C x_{p} y_{p} z_{p}$ frames. The notation of the sequence used here is the same as $\varphi \longrightarrow \theta \longrightarrow \psi$. However, the first notation emphasizes the resulting structure of matrix multiplication when implementing the transformation from $C x_{l} y_{l} z_{l}$ to $C x_{p} y_{p} z_{p}$ frames as we are going to show next.

First rotation, about $z_{l}$

$$
\left\{\begin{array}{c}
x_{p}^{\prime}  \tag{12}\\
y_{p}^{\prime} \\
z_{p}^{\prime}
\end{array}\right\}=\left[\begin{array}{ccc}
c \psi & s \psi & 0 \\
-s \psi & c \psi & 0 \\
0 & 0 & 1
\end{array}\right]\left\{\begin{array}{l}
x_{l} \\
y_{l} \\
z_{l}
\end{array}\right\}
$$



(b)

Figure 4.
(a) Satellite on-orbit configuration with $C x_{p} y_{p} z_{p}$ misaligned from $C x_{l} y_{l} z_{l}$ and (b) the Euler sequence of rotations $\varphi \longrightarrow \theta \longrightarrow \psi$.

Second rotation, about $y_{p}^{\prime} \equiv y^{\prime \prime}{ }_{p}$

$$
\left\{\begin{array}{c}
x^{\prime \prime}{ }_{p}  \tag{13}\\
y^{\prime \prime}{ }_{p} \\
z^{\prime \prime}{ }_{p}
\end{array}\right\}=\left[\begin{array}{ccc}
c \theta & 0 & -s \theta \\
0 & 1 & 0 \\
s \theta & 0 & c \theta
\end{array}\right]\left\{\begin{array}{l}
x_{p}^{\prime} \\
y_{p}^{\prime} \\
z_{p}^{\prime}
\end{array}\right\}
$$

Third rotation, about $x^{\prime \prime}{ }_{p} \equiv x_{p}$

$$
\left\{\begin{array}{l}
x_{p}  \tag{14}\\
y_{p} \\
z_{p}
\end{array}\right\}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & c \varphi & s \varphi \\
0 & -s \varphi & c \varphi
\end{array}\right]\left\{\begin{array}{l}
x_{p}^{\prime \prime} \\
y_{p}^{\prime \prime} \\
z_{p}^{\prime \prime}
\end{array}\right\}
$$

By substituting Eq. (13) into Eq. (14) and substituting Eq. (12) into the result, we have:

$$
\left\{\begin{array}{l}
x_{p}  \tag{15}\\
y_{p} \\
z_{p}
\end{array}\right\}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & c \varphi & s \varphi \\
0 & -s \varphi & c \varphi
\end{array}\right]\left[\begin{array}{ccc}
c \theta & 0 & -s \theta \\
0 & 1 & 0 \\
s \theta & 0 & c \theta
\end{array}\right]\left[\begin{array}{ccc}
c \psi & s \psi & 0 \\
-s \psi & c \psi & 0 \\
0 & 0 & 1
\end{array}\right]\left\{\begin{array}{l}
x_{l} \\
y_{l} \\
z_{l}
\end{array}\right\}
$$

So, the structure is really like $\varphi \longleftarrow \theta \longleftarrow \psi$.
The final matrix allows writing the equations in the spacecraft fixed frame $C x_{p} y_{p} z_{p}$ in coordinates of $C x_{l} y_{l} z_{l}$ as:

$$
\left\{\begin{array}{l}
x_{p}  \tag{16}\\
y_{p} \\
z_{p}
\end{array}\right\}=\left[\begin{array}{ccc}
c \theta c \psi & c \theta s \psi & -s \theta \\
s \varphi s \theta c \psi-c \varphi s \psi & s \varphi s \theta s \psi+c \varphi c \psi & s \varphi c \theta \\
c \varphi s \theta c \psi+s \varphi s \psi & c \varphi s \theta s \psi-s \varphi c \psi & c \varphi c \theta
\end{array}\right]\left\{\begin{array}{l}
x_{l} \\
y_{l} \\
z_{l}
\end{array}\right\}={ }_{l}^{p} \boldsymbol{R}
$$

By transposing this matrix, we can write the kinematics' equation in the LVLH frame:

$$
\left\{\begin{array}{l}
\mathrm{x}_{1}  \tag{17}\\
\mathrm{y}_{1} \\
\mathrm{z}_{1}
\end{array}\right\}=\left[\begin{array}{ccc}
\mathrm{c} \theta \mathrm{c} \psi & \mathrm{c} \theta \mathrm{~s} \psi & -s \theta \\
\mathrm{~s} \varphi s \theta \mathrm{c} \psi-\mathrm{c} \varphi s \psi & \mathrm{~s} \varphi s \theta \mathrm{~s} \psi+\mathrm{c} \varphi \mathrm{c} \psi & \mathrm{~s} \varphi c \theta \\
\mathrm{c} \varphi s \theta \mathrm{c} \psi+\mathrm{s} \varphi s \psi & \mathrm{c} \varphi \mathrm{~s} \theta \mathrm{~s} \psi-\mathrm{s} \varphi \mathrm{c} \psi & \mathrm{c} \varphi \mathrm{c} \theta
\end{array}\right]^{\mathrm{T}}\left\{\begin{array}{l}
\mathrm{x}_{\mathrm{p}} \\
\mathrm{y}_{\mathrm{p}} \\
\mathrm{z}_{\mathrm{p}}
\end{array}\right\}={ }_{p}^{l} \mathrm{R}\{\mathrm{p}\}
$$

The relationships from $\{n\}$ to $\{0\}$ can be written as:

$$
\begin{equation*}
{ }_{n}^{0} T={ }_{1}^{0} T_{2}^{1} T_{3}^{2} T \ldots{ }_{n}^{n-1} T \tag{18}
\end{equation*}
$$

To write the kinematics of the spacecraft-like robot manipulator in the LVLH system of reference, we have to concatenate all the matrices. By using Eqs. (17) and (18) and Eq. (2), we can establish the relationships between $i$ the coordinate frames as:

$$
\begin{equation*}
{ }_{i}^{l} T={ }_{P}^{l} T_{0}^{p} T^{i-1} T \tag{19}
\end{equation*}
$$

where

$$
{ }_{p}^{l} T=\left[\begin{array}{cc}
{ }_{p}^{l} \mathbf{R}_{\mathbf{3 \times 1}} & \mathbf{0}_{\mathbf{3 \times 1}} \\
\mathbf{0}_{1 \times 3} & 1
\end{array}\right]=\left[\begin{array}{cccc}
c \theta c \psi & s \varphi s \theta c \psi-c \varphi s \psi & c \varphi s \theta c \psi+s \varphi s \psi & r_{c x} \\
c \theta s \psi & s \varphi s \theta s \psi+c \varphi c \psi & s \varphi c \theta & r_{c y} \\
-s \theta & s \varphi c \theta & c \varphi c \theta & r_{c z} \\
0 & 0 & 0 & 1
\end{array}\right] ;
$$

${ }_{0}^{p} \mathrm{~T}=\left[\begin{array}{ccc}-1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0\end{array}\right]$-this transform relates $\mathrm{Ox}_{\mathrm{O}} \mathrm{y}_{\mathrm{O}} \mathrm{z}_{\mathrm{O}}$ with $\mathrm{Cx}_{\mathrm{p}} \mathrm{y}_{\mathrm{p}} \mathrm{z}_{\mathrm{p}}$ (see Figure 3) ${ }_{i}^{i-1} T$ is given by Eq. (2)

$$
\mathrm{i}=1,2, \ldots, \mathrm{n}
$$

The vector $\left\{r_{c}\right\}=\left\{\begin{array}{lll}r_{c x} & r_{c y} & r_{c z}\end{array}\right\}^{T}$ represents the translation from the center of mass (CM) to the robot base or the $O x_{0} y_{0} z_{0}$ frame. This is a constant vector in this formulation. However, when the robot manipulator is in orbit operation, the links move, changing the location of the system CM, in other words, the CM location becomes a variable of the problem. By the time the space shuttle was in operation, this type of problem appeared. When it grasped significant massive target, the system CM motion affected the efficiency of the robot arm to put the target where it was planned. Another problem experienced by the space shuttle manipulator was the interaction between the attitude control system and the robot arm structural flexibility. The attitude control was in action to keep the shuttle stabilized while the manipulator was commanded to grasp a target. The structural flexibility of the long arms was excited by the attitude actuators and entered in elastic vibration mode causing problems to accomplish a safety grasping of the target. But this is another story and may be subject of research on another occasion.

Example 1. Consider the robot manipulator shown in Figure 3 where the space robot is stabilized with $C x_{l} y_{l} z_{l}$ and $C y_{p} z_{p}$ frames. Find the kinematics relationship written in the $O x_{0} y_{0} z_{0}$ frame. First, we built the D-H as shown in Table 1 for the problem.

By inspection in Figure 3, we can see that all the z-axes are parallel and the joints are revolute. So, the parameters $\alpha$ and $d$ are zeros. Following the D-H table:

$$
\begin{align*}
& { }_{1}^{0} T=\left[\begin{array}{cccc}
c \theta_{1} & -s \theta_{1} & 0 & 1 \\
s \theta_{1} & c \theta_{1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]  \tag{20}\\
& { }_{2}^{1} T=\left[\begin{array}{cccc}
c \theta_{2} & -s \theta_{2} & 0 & l_{1} \\
s \theta_{2} & c \theta_{2} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \tag{21}
\end{align*}
$$

| $i$ | $\alpha_{i-l}$ | $a_{i-1}$ | $d_{i}$ | $\theta_{i}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | $\theta_{l}$ |
| 2 | 0 | $l_{l}$ | 0 | $\theta_{2}$ |
| 3 | 0 | $l_{2}$ | 0 | $\theta_{3}$ |

Table 1.
D-H parameters for Example 1.

$$
{ }_{3}^{2} T=\left[\begin{array}{cccc}
c \theta_{3} & -s \theta_{3} & 0 & l_{2}  \tag{22}\\
s \theta_{3} & c \theta_{3} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

so

$$
{ }_{3}^{0} T={ }_{1}^{0} T_{2}^{1} T_{3}^{2} T=\left[\begin{array}{cccc}
c \theta_{1} & -s \theta_{1} & 0 & 1  \tag{23}\\
s \theta_{1} & c \theta_{1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
c \theta_{2} & -s \theta_{2} & 0 & l_{1} \\
s \theta_{2} & c \theta_{2} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
c \theta_{3} & -s \theta_{3} & 0 & l_{2} \\
s \theta_{3} & c \theta_{3} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Compacting the result through the definition of $c=\cos , s=\sin$, and $i=\theta_{i}, i=1,2,3$ we have

$$
{ }_{3}^{0} T=\left[\begin{array}{cccc}
c_{3} c_{12}-s_{3} s_{12} & -c_{3} s_{12}-s_{3} c_{12} & 0 & l_{1} c_{1}+l_{2} c_{12}  \tag{24}\\
c_{3} s_{12}+s_{3} c_{12} & c_{3} c_{12}-s_{3} s_{12} & 0 & l_{1} s_{1}+l_{2} s_{12} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]=\left[\begin{array}{cccc}
c_{123} & -s_{123} & 0 & l_{1} c_{1}+l_{2} c_{12} \\
s_{123} & c_{123} & 0 & l_{1} s_{1}+l_{2} s_{12} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

where

$$
\begin{gather*}
c_{123}=\cos \left(\sum_{i=1}^{3} \theta_{i}\right)=c_{3} c_{12}-s_{3} s_{12}  \tag{25}\\
s_{123}=\sin \left(\sum_{i=1}^{3} \theta_{i}\right)=c_{3} s_{12}+s_{3} c_{12}  \tag{26}\\
\mathrm{i}=1,2,3
\end{gather*}
$$

Note that we considered the spacecraft stable in attitude with the $C x_{p} y_{p} z_{p}$ aligned to the $C x_{l} y_{l} z_{l}$ frame. But be aware that if the manipulator moves in attitude, the kinematics' differential equations of the spacecraft shall account for the manipulator links of kinematics' differential equations. In particular, if the manipulator is to grasp an on-orbit target, the attitude of the manipulator-like spacecraft must be synchronized to that of the target so that the relative attitude of both spacecraft and target is zero. As the dynamic analysis is out of the scope of this chapter, we will assume that the robot arm kinematics' equations differ from ground robots only by $C x_{l} y_{l} z_{l}$ and $x_{p} y_{p} z_{p}$ frames. For orbital robots these frames are used to describe the kinematics differential equations related to orbit and attitude motions.

Example 2. Consider Figure 5 which illustrates a revolute-prismatic-revolute (RPR) manipulator. In this case, we have a rotation $\left(\theta_{1}\right)$, a translational variable $\left(d_{2}\right)$, and another rotation $\left(\theta_{2}\right)$ as illustrated in Table 2. The convention is that those degrees-of-freedom occur along z-axis.

For this case, we have one rotation of $\theta_{1}$, translation of $d_{2}$, and a rotation of $\theta_{3}$.
Following the D-H convention above, we should make a few comments. First, we have a rotation on z -axis. Then, we use the twist angle rotation to make a


Figure 5.
(a) RPR manipulator showing the joints, (b) D-H parameters, and (c) frames.
new z-axis for the joint variable $d_{2}$. The sequence of rotations is shown in Eqs. (18)-(20).

$$
\begin{align*}
& { }_{1}^{0} T=\left[\begin{array}{ccc}
c \theta_{1} & -s \theta_{1} & 0 \\
s \theta_{1} & c \theta_{1} & 0 \\
0 & 0 & a 1
\end{array}\right]  \tag{27}\\
& { }_{2}^{1} T=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & c \alpha_{1} & -s \alpha_{1} \\
0 & c \alpha_{1} & c \alpha_{1}
\end{array}\right]  \tag{28}\\
& { }_{3}^{2} T=\left[\begin{array}{ccc}
c \theta_{3} & -s \theta_{3} & 0 \\
s \theta_{3} & c \theta_{3} & 0 \\
0 & 0 & 1
\end{array}\right] \tag{29}
\end{align*}
$$

To account for the translation $d_{2}$, we can use the homogeneous transformation as:

$$
\begin{align*}
& {\left[\begin{array}{cccc}
c \theta_{1} & -s \theta_{1} & 0 & 0 \\
s \theta_{1} & c \theta_{1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]}  \tag{30}\\
& {\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & c \alpha_{1} & -s \alpha_{1} & 0 \\
0 & s \alpha_{1} & c \alpha_{1} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]}  \tag{31}\\
& {\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & d_{2} \\
0 & 0 & 0 & 0
\end{array}\right]\left(\alpha_{1}=90^{\circ}\right)}  \tag{32}\\
& {\left[\begin{array}{cccc}
c \theta_{3} & -s \theta_{3} & 0 & 0 \\
s \theta_{3} & c \theta_{3} & 0 & 0 \\
0 & 0 & 1 & l_{2} \\
0 & 0 & 0 & 1
\end{array}\right]} \tag{33}
\end{align*}
$$

Note that this notation of homogeneous matrix allows including the two translations of this problem. Also, note that the offset translation is along z. The transform matrix ( $\alpha_{2}=90^{\circ}$ ) yields:

$$
\begin{align*}
{\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & c \alpha_{1} & -s \alpha_{1} & 0 \\
0 & s \alpha_{1} & c \alpha_{1} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & d_{2} \\
0 & 0 & 0 & 0
\end{array}\right] } & =\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & d_{2} \\
0 & 0 & 0 & 0
\end{array}\right] \\
& =\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & -1 & -d_{2} \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \tag{34}
\end{align*}
$$

This result is a transformation, ${ }_{2}^{1} T^{2}$, that is, the transform from frame $\{2\}$ to frame $\{1\}$. Combining all the transformations, we can write from frame $\{3\}$ to frame $\{0\}$ as:

$$
\begin{align*}
{ }_{3}^{0} T={ }_{1}^{0} T_{2}^{1} T_{3}^{2} T & =\left[\begin{array}{cccc}
c \theta_{1} & -s \theta_{2} & 0 & 0 \\
s \theta_{2} & c \theta_{1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & -1 & -d_{2} \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
c \theta_{3} & -s \theta_{3} & 0 & 0 \\
s \theta_{3} & c \theta_{3} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \\
& =\left[\begin{array}{cccc}
c \theta_{1} c \theta_{3} & -c \theta_{1} s \theta_{3} & s \theta_{3} & s \theta_{1}\left(l_{2}+d_{2}\right) \\
s \theta_{1} c \theta_{3} & -s \theta_{1} s \theta_{3} & -c \theta_{1} & -c \theta_{1}\left(l_{2}+d_{2}\right) \\
s \theta_{3} & c \theta_{3} & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \tag{35}
\end{align*}
$$

We can also find the transpose of this transformation to have the transformation:

$$
\begin{array}{rl}
{ }_{0}^{3} T & ={ }_{2}^{3} T_{1}^{2} T_{0}^{1} T\left[\begin{array}{cccc}
c \theta_{3} & s \theta_{3} & 0 & 0 \\
-s \theta_{3} & c \theta_{3} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & -d_{2} \\
0 & -1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
c \theta_{1} & s \theta_{1} & 0
\end{array} 0\right. \\
-s \theta_{1} & c \theta_{1} \tag{36}
\end{array} 0
$$

## 3. Inverse kinematics

Inverse kinematics consists of finding the joint variables given the robot manipulator end-effector position and orientation with respect to the user workstation. The workstation means a known location and reference system. It could be the platform of the robotic system. In this chapter, the platform reference system is the frame $C x_{p} y_{p} z_{p}$ represented by $\{\mathrm{P}\}$. In general, such frame is defined in the center of mass of
the space robotic system. We know the location of that system of reference. Also, we know the location of the $C x_{l} y_{l} z_{l}$ frame because we know the space robot orbit. In the previous section, we considered the relationship between frames to write the equations in the $\{0\}$. In the inverse problem, we want to find joint variables given the specified position and orientation of the tool relative to $\{0\}$ or $\{p\}$. We assume that the robot attitude and orbit control subsystem keeps the space robot stabilized while it works. This is to simplify the formulation. This assumption is reasonable since this is exactly what must be done when the space robot is in operation. We have already presented and discussed the several frames defined to study the robot kinematics. We will refer to just one more, the frame defined on the tool, $\{T\}$.

There are some aspects of inverse kinematics that make it more complex than forward kinematics [5, 6]. We will briefly report them, but we will not go into too many details. In this chapter, our focus is on the solution methods for inverse kinematics problem.

One of the main aspects of the inverse kinematics is solvability because we have to face the problem of existence of solutions and of multiple solutions. Also, this problem brings to light the concept of manipulator workspace which is the volume of space that the end-effector of the manipulator can reach. For space robot, this problem is critical because if the object to be manipulated is beyond space robot workspace, the space mission may not accomplish goals like grasping a target, docking to another spacecraft, put a piece of structure in right location during assembling space structures, and so on. For a solution to exist, the point specified to be reached by the end-effector must be inside the manipulator workspace. Another problem related to the workspace of robots is to plan a trajectory [9] preventing collisions with objects, another robot, or astronaut inside the workspace. There are two useful definitions related to workspace. One is the dextrous workspace [5] and the other is the reachable workspace. The first refers to the space volume that the end-effector reaches with all orientation. The second is that volume of space that the robot can reach in at least one orientation. If the position and orientation specified for the robot task is inside the workspace, then at least one solution exists. Workspace also depends on the tool-frame transformation, since it is frequently the tool-tip that is discussed when we discuss reachable points in space. Details about the solvability problem for inverse kinematics may be seen in [5].

### 3.1 The inverse kinematics solution methods

In solving inverse problems, the first thing we must consider is that there are no general algorithms [5, 8, 9] that may be employed to solve manipulator kinematics. We state that a manipulator is solvable when the joint variables can be determined by an algorithm for a given position and orientation of the tool frame, $\{\mathrm{T}\}$.

The solutions may be classified as close solution and numerical solutions. Numerical solutions are in general slower than close solutions and would require another chapter for discussion. We will concentrate in the close solutions methods. These methods can be subdivided into algebraic and geometric solutions. This classification is somehow hazy since each solution method uses both algebraic and geometric kinematic formulations. In presenting and discussing the methods, we point out that according to the concept of solution we stated here, the revolute and prismatic manipulators having six degrees of freedom (DOF) in series chain are solvable.

### 3.2 Algebraic solution

Consider the robot manipulator mounted on the spacecraft platform and the onorbit configurations in the nominal attitude as shown in Figure 3. Let us apply the
algebraic solution. Note that the frame defined in the last link is the frame for $n=3$. So, the transform from frame $\{0\}$ to frame $\{\mathrm{N}\}$ is given by Eq. (24) repeated here for didactic reasons.

$$
{ }_{N}^{O} T=\left[\begin{array}{cccc}
c_{123} & -s_{123} & 0 & l_{1} c_{1}+l_{2} c_{12}  \tag{37}\\
s_{123} & c_{123} & 0 & l_{1} s_{1}+l_{2} s_{12} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Now consider that for inverse kinematics, the specified position of the endeffector is given:

$$
{ }_{N}^{O} T=\left[\begin{array}{cccc}
c \varphi & -s \varphi & 0 & x  \tag{38}\\
s \varphi & c \varphi & 0 & y \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Note that this specified orientation and position are the angle $\varphi$ and the Cartesian position ( $\mathrm{x}, \mathrm{y}, 0$ ) of the tool. As Eq. (37) must be equal to Eq. (38), the problem can be solved by comparing the elements of the matrices. The joint angles and the parameters $l_{i}, i=1,2$ are unknown. The specified orientation given by $\varphi$ and the components of the vector $\left\{\begin{array}{lll}x & y & z\end{array}\right\}^{T}$, in the planar case, x and y are known and represent the tool position with respect to $\{0\}$. By equating $a_{11}$ element of both matrices we have:

$$
\begin{gather*}
c \varphi=c_{123}=\cos \left(\sum_{i=1}^{3} \theta_{i}\right)  \tag{39}\\
s \varphi=s_{123}=\cos \left(\sum_{i=1}^{3} \theta_{i}\right)  \tag{40}\\
x=l_{1} c_{1}+l_{2} c_{12}  \tag{41}\\
y=l_{1} s_{1}+l_{2} s_{12} \tag{42}
\end{gather*}
$$

where

$$
\begin{aligned}
& c_{12}=c_{1} c_{2}-s_{1} s_{2} \\
& s_{12}=c_{1} s_{2}+s_{1} c_{2}
\end{aligned}
$$

The algebraic solution requires the solution of Eq. (39) to Eq. (42). We can compute the square of Eqs. (41) and (42) to obtain:

$$
\begin{equation*}
x^{2}+y^{2}=l_{1}^{2}+l_{2}^{2}+2 l_{1} l_{2} c_{2} \tag{43}
\end{equation*}
$$

Solving Eq. (43) by $c_{2}$, we compute $c_{2}$ as:

$$
\begin{equation*}
c_{2}=\frac{x^{2}+y^{2}-\left(l_{1}^{2}+l_{2}^{2}\right)}{2 l_{1} l_{2}} \tag{44}
\end{equation*}
$$

Important information can be extracted from Eq. (44). We know that the cosine function must be between -1 and +1 . By checking such constraint, we obtain information whether or not the solution exists. In case a solution does not exist, the meaning is that the point is not inside the robot manipulator workspace.

Let us assume that the orientation and position specified in inside the workspace. In this case, we can compute $s_{2}$ as:

$$
\begin{equation*}
s_{2}= \pm \sqrt{1-c_{2}^{2}} \tag{45}
\end{equation*}
$$

The joint angle can then be computed by:

$$
\begin{equation*}
\theta_{2}=\operatorname{Atan} 2\left(\frac{s_{2}}{c_{2}}\right) \tag{46}
\end{equation*}
$$

$\operatorname{Atan} 2\left(\frac{s_{2}}{c_{2}}\right)$ computes $\tan ^{-1}\left(\frac{s_{2}}{c_{2}}\right)$, but uses the signs of both $s_{2}$ and $c_{2}$ to identify the quadrant in which the resulting angle lies.

Note that there are signs to be considered in Eq. (45). The signs are related to multiple solutions.

Once we have obtained $\theta_{2}$, we can obtain $\theta_{1}$ by manipulating Eqs. (41) and (42). To solve the problem, we should define:

$$
\begin{gather*}
k_{1}=l_{1}+l_{2} c_{2}  \tag{47}\\
k_{2}=s_{2} \tag{48}
\end{gather*}
$$

and use the trigonometric identities

$$
\begin{align*}
& c_{12}=c_{1} c_{2}-s_{1} s_{2}  \tag{49}\\
& s_{12}=c_{1} s_{2}+s_{1} c_{2} \tag{50}
\end{align*}
$$

to rewrite Eqs. (41) and (42) as:

$$
\begin{align*}
& x=k_{1} c_{1}-k_{2} s_{1}  \tag{51}\\
& x=k_{1} s_{1}+k_{2} c_{1} \tag{52}
\end{align*}
$$

Next, we make a change of variable by writing $k_{1}$ and $k_{2}$ in the form:

$$
\begin{equation*}
r=+\sqrt{k_{1}^{2}+k_{2}^{2}} \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma=\operatorname{Atan} 2\left(k_{1}, k_{2}\right) \tag{54}
\end{equation*}
$$

Using these new variables, we can write Eqs. (51) and (52) as:

$$
\begin{align*}
& \frac{x}{r}=c \gamma c \theta_{1}-s \gamma c s \theta_{1}=c\left(\gamma+\theta_{1}\right)  \tag{55}\\
& \frac{y}{r}=c \gamma s \theta_{1}+s \gamma \theta_{1}=s\left(\gamma+\theta_{1}\right) \tag{56}
\end{align*}
$$

from which

$$
\begin{equation*}
\gamma+\theta_{1}=\operatorname{Atan} 2\left(\frac{y}{r}, \frac{x}{r}\right)=\operatorname{Atan} 2(y, x) \tag{57}
\end{equation*}
$$

Then, using the definition of $\gamma$, we obtain the expression for $\theta_{1}$ as:

$$
\begin{equation*}
\theta_{1}=\operatorname{Atan} 2(y, x)-\operatorname{Atan} 2\left(k_{1}, k_{2}\right) \tag{58}
\end{equation*}
$$

As we have $\theta_{1}$ and $\theta_{2}$, we can find $\theta_{3}$ by using Eqs. (39) and (40)

$$
\begin{equation*}
\sum_{i=1}^{3} \theta_{i}=\operatorname{Atan2} 2(s \varphi, c \varphi)=\varphi=\theta_{1}+\theta_{2}+\theta_{3} \tag{59}
\end{equation*}
$$

Once have $\theta_{1}$ and $\theta_{2}$, we obtain $\theta_{3}$ from Eq. (59).
Transcendental equations commonly arise when applying the algebraic approach. The greater the number of degrees of freedom of the robotic manipulator, the more laborious is the solution of the problem.

### 3.3 Geometric solution

By using this approach, we simply work the geometry of the arm. For the same problem, we may have the position of the joint associated to the frame $\{\mathrm{N}\}$ with respect to the origin of frame $\{O\}$ by using geometry. Frame $\{N\}$ refers to the frame attached to the last link of the manipulator. Consider Figure 6 showing the triangle formed by the geometrical configuration of the sides of the links and the line from the origin of the frame $\{\mathrm{O}\}$ to the origin of frame $\{\mathrm{N}\}$. Applying the law of cosines, we can write:

$$
\begin{gather*}
x^{2}+y^{2}=l_{1}^{2}+l_{2}^{2}-2 l_{1} l_{2} \cos \left(180-\theta_{2}\right)=l_{1}^{2}+l_{2}^{2}+2 l_{1} l_{2} c_{2}  \tag{60}\\
c_{2}=\frac{x^{2}+y^{2}-\left(l_{1}^{2}+l_{2}^{2}\right)}{2 l_{1} l_{2}} \tag{61}
\end{gather*}
$$

Again, this solution must be between 1 and -1 in order to have a valid solution. Assuming that the solution exists, then:

$$
\begin{equation*}
s_{2}=\sqrt{1-\left[\frac{x^{2}+y^{2}-\left(l_{1}^{2}+l_{2}^{2}\right)}{2 l_{1} l_{2}}\right]^{2}} \tag{62}
\end{equation*}
$$

Finally, we can write another solution for $\theta_{2}$ in terms of the tangent since we have both $\sin$ and cosine of the angle $\theta_{2}$

$$
\begin{equation*}
\theta_{2}=\operatorname{Atan} 2\left\{ \pm \sqrt{1-\left[\frac{x^{2}+y^{2}-\left(l_{1}^{2}+\ell_{2}^{2}\right)}{2 l_{1} l_{2}}\right]^{2}}, \frac{x^{2}+y^{2}-\left(l_{1}^{2}+l_{2}^{2}\right)}{2 l_{1} l_{2}}\right\} \tag{63}
\end{equation*}
$$



Figure 6.
Space robot manipulator-geometric solutions for the inverse kinematics.

Finally, we can write other solution for $\theta_{2}$ in terms of the tangent since we have both $\sin$ of and cosine of the angle $\theta_{2}$

Now Let us compute a solution for $\theta_{1}$

$$
\begin{equation*}
\beta=\operatorname{Atan} 2(y, x) \tag{64}
\end{equation*}
$$

For $\psi$, we use the law of cosines to obtain:

$$
\begin{equation*}
c \psi=\frac{x^{2}+y^{2}+l_{1}^{2}-l_{2}^{2}}{2 l_{1} l_{2}} \tag{65}
\end{equation*}
$$

Geometry yields then

$$
\begin{equation*}
\theta_{1}=\beta \pm \psi \tag{66}
\end{equation*}
$$

where $\beta=\operatorname{Atan} 2(y, x)$.
$\psi$ is obtained by using the law of cosines as $\ell_{2}^{2}=x^{2}+y^{2}+l_{1}{ }^{2}-2 \sqrt{x^{2}+y^{2}} l_{1} \cos \psi$
By solving this equation by cos $\psi$, we obtain Eq. (65). Finally, we use Eqs. (64) and (65), to obtain $\theta_{1}$ as in Eq. (66).

Now, we can compute $\theta_{3}$ from:

$$
\begin{equation*}
\sum_{i=1}^{3} \theta_{i}=\theta_{1}+\theta_{2}+\theta_{3}=\varphi \tag{67}
\end{equation*}
$$

Solving Eq. (67) for $\theta_{3}$, we complete the solution. Note that $\varphi$ is the specified orientation and we had already computed $\theta_{1}$ and $\theta_{2}$. Thus, the problem is solved.

### 3.4 Algebraic solution method involving working matrix algebra

Let us consider a six-DOF revolute manipulator. The transformation from frames $\{O\}$ to the $\{N\}(N=6)$ is

$$
{ }_{6}^{0} T=\left[\begin{array}{cccc}
a_{11} & a_{12} & a_{13} & p_{x}  \tag{68}\\
a_{21} & a_{22} & a_{23} & p_{y} \\
a_{31} & a_{32} & a_{33} & p_{z} \\
0 & 0 & 0 & 0
\end{array}\right]
$$

We know that this final matrix represents the following successive transforms

$$
\begin{equation*}
{ }_{6}^{0} T={ }_{1}^{0} T_{2}^{1} T_{3}^{2} T_{4}^{3} T_{5}^{4} T_{6}^{5} T \tag{69}
\end{equation*}
$$

Where, for the revolute manipulator

$$
{ }_{1}^{0} T=\left[\begin{array}{cccc}
c_{1} & -s_{1} & 0 & 0  \tag{70}\\
s_{1} & c_{1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

By premultiplying the left side of Eq. (68) by the inverse of Eq. (70), we obtain:

$$
\left[\begin{array}{cccc}
c_{1} & s_{1} & 0 & 0  \tag{71}\\
-s_{1} & c_{1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
a_{11} & a_{12} & a_{13} & p_{x} \\
a_{21} & a_{22} & a_{23} & p_{y} \\
a_{31} & a_{32} & a_{33} & p_{z} \\
0 & 0 & 0 & 0
\end{array}\right]={ }_{2}^{1} T_{3}^{2} T_{4}^{3} T_{5}^{4} T_{6}^{5} T
$$

By equating both sides of Eq. (71), we start identifying solutions by comparing the elements of matrices from both sides. Then, we continue by multiplying both sides, by the inverse of the ${ }_{2}^{1} T$ and repeat the process to identify more solutions to obtain:

$$
\left[\begin{array}{cccc}
c_{2} & s_{2} & 0 & -l_{1} c_{2}  \tag{72}\\
-s_{2} & c_{2} & 0 & l_{1} s_{2} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
c_{1} & -s_{1} & 0 & 0 \\
s_{1} & c_{1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
a_{11} & a_{12} & a_{13} & p_{x} \\
a_{21} & a_{22} & a_{23} & p_{y} \\
a_{31} & a_{32} & a_{33} & p_{z} \\
0 & 0 & 0 & 0
\end{array}\right]={ }_{3}^{2} T_{4}^{3} T_{5}^{4} T_{6}^{5} T
$$

By implementing this process, we can solve the inverse kinematics for the sixDOF revolute joints with all the z -axis parallels.

Consider Table 2 and the associated transformation matrix Eq. (36) for the RPR manipulator of Figure 5. Let us solve the inverse kinematics using the above method of matrix algebra. Al the matrix manipulations were computed by using the MATLAB ${ }^{\circledR}$ symbolic manipulator. The specified orientation and position is given by Eq. (68), by premultiplying the right side of this equation by inverse of Eq. (30), we obtain:

$$
\begin{align*}
& {\left[\begin{array}{cccc}
c_{1} & s_{1} & 0 & 0 \\
-s_{1} & c_{1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
a_{11} & a_{12} & a_{13} & p_{x} \\
a_{21} & a_{22} & a_{23} & p_{y} \\
a_{31} & a_{32} & a_{33} & p_{z} \\
0 & 0 & 0 & 0
\end{array}\right]=\left[\begin{array}{cccc}
c \theta_{3} & -s \theta_{3} & 0 & 0 \\
0 & 0 & -1 & -\left(l_{2}+d_{2}\right) \\
s \theta_{3} & c \theta_{3} & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]} \\
& =\left[\begin{array}{cccc}
a_{11} c \theta_{1}+a_{21} s \theta_{1} & a_{12} c \theta_{1}+a_{22} c s & a_{13} s \theta_{1} & p_{x} c \theta_{1}+p_{y} s \theta_{1} \\
a_{21} c \theta_{1}-a_{11} s \theta_{1} & a_{22} c \theta_{1}-a_{12} c \theta_{1} & a_{23} c \theta_{1}-a_{13} s \theta_{1} & p_{y} c \theta_{1}-p_{x} s \theta_{1} \\
a_{31} & a_{32} & a_{33} & p_{z} \\
0 & 0 & 0 & 1
\end{array}\right]={ }_{3}^{1} T \tag{73}
\end{align*}
$$

Comparing the resulting matrices, on the left and right, for the elements $(1,4)$ and $(2,4)$, respectively, we obtain:

| $i$ | $\alpha_{i-l}$ | $a_{i-1}$ | $d_{i}$ | $\theta_{i}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | $\theta_{1}$ |
| 2 | 90 | 0 | $d_{2}$ | 0 |
| 3 | 0 | 0 | $l_{2}$ | $\theta_{3}$ |

Table 2.
The D-H parameters and joint variables.

$$
\begin{gather*}
\theta_{1}=-\operatorname{Atan} 2\left(p_{x}, p_{y}\right)  \tag{74}\\
d_{2}=p_{x} s \theta_{1}-p_{y} c \theta_{1}-l_{2} \tag{75}
\end{gather*}
$$

Comparing elements from both sides yields

$$
\begin{equation*}
p_{z}=0 \tag{76}
\end{equation*}
$$

Premultiplying the result of left side again by the inverse of ${ }_{2}^{1} T$, we obtain:

$$
\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{77}\\
0 & 0 & 1 & 0 \\
0 & -1 & -d_{3} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
c_{1} & s_{1} & 0 & 0 \\
-s_{1} & c_{1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
a_{11} & a_{12} & a_{13} & p_{x} \\
a_{21} & a_{22} & a_{23} & p_{y} \\
a_{31} & a_{32} & a_{33} & p_{z} \\
0 & 0 & 0 & 0
\end{array}\right]=\left[\begin{array}{cccc}
c \theta_{3} & -s \theta_{3} & 0 & 0 \\
s \theta_{3} & c \theta_{3} & 0 & 0 \\
s \theta_{3} & c \theta_{3} & 1 & l_{2} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The left side yields

$$
\left[\begin{array}{cccc}
a_{11} c \theta_{1}+a_{21} s \theta_{1} & a_{12} c \theta_{1}+a_{22} s \theta_{1} & a_{13} c \theta_{1}+a_{23} s \theta_{1} & p_{x} c \theta_{1}+p_{y} s \theta_{1}  \tag{78}\\
a_{31} & a_{32} & a_{33} & p_{z} \\
a_{11} s \theta_{1}-a_{21} c \theta_{1} & a_{12} s \theta_{1}-a_{22} c \theta_{1} & a_{13} s \theta_{1}-a_{23} c \theta_{1} & p_{x} s \theta_{1}-p_{y} c \theta_{1}-d_{2} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

By comparing the matrix elements $(2,1)$ and $(2,2)$ for both sides, we can compute $\theta_{3}$ as:

$$
\begin{equation*}
a_{31}=s \theta_{3} \text { and } a_{32}=c \theta_{3} \tag{79}
\end{equation*}
$$

then, we obtain from $\tan \theta_{3}=\frac{a_{31}}{a_{32}} \Longrightarrow \theta_{3}=\operatorname{Atan} 2\left(a_{31}, a_{32}\right)$
Of course, this example is simple. When we have a six-DOF manipulator, the algebraic manipulation to solve the inverse kinematics is hard, and the solution may require using transformation of variables. The MATLAB ${ }^{\circledR}$ software package has applications that easier the hard algebraic manipulation such as the symbolic manipulator and some specific functions for forward and inverse kinematics computation. MATLAB ${ }^{\circledR}$ functions include kinematics, trajectory generation, dynamics, and control. The toolbox also includes Simulink ${ }^{\circledR}$ models to describe the evolution of arm or mobile robot state over time for the sake of control. Regarding this chapter, functions like manipulating and converting between data types such as vectors, rotation matrices, homogeneous transformations, and twists are very important. Some important functions related to this chapter are:

- angvec $2 \mathbf{r}$ that converts angle and vector orientation to a $3 \times 3$ rotation matrix;
- angvec2tr that converts angle and vector orientation to a $4 \times 4$ homogeneous transform;
- syms command that allows the definition of symbolic variables for rotation and homogeneous algebra. The symbolic manipulation allows include several commands to simplify results of matrix algebraic manipulation.
- eul2tr (phi, theta, psi, options) converts the Euler angles to a ( 4 x 4 ) homogeneous transformation matrix.
- rpy2tr (roll, pitch, yaw, options) command refers to the LVLH frame referred in this chapter and converts the roll-pitch-yaw angles to homogeneous transform.

There are several other commands/functions that are very useful for applications approached in this chapter and the reader is advised to see [10].

## 4. Conclusion

In this chapter, we have approached the forward and inverse kinematics for space robot manipulators via the D-H convention. In all cases presented here, the spacecraft nominal attitude was considered stabilized. Otherwise, it would be necessary to consider kinematics in terms of absolute position described in the LVLH or in the spacecraft fixed frame with variable attitude angles. Some examples are solved, and a related reference is provided. Al the algebraic matrix manipulations presented here were obtained by using the MATLAB ${ }^{\circledR}$ Symbolic tool box. Also, the chapter presented other features of the MATLAB ${ }^{\circledR}$ and Simulink ${ }^{\circledR}$ software related to the subject of the chapter. Despite its importance, differential kinematics is out of scope of this chapter and maybe the subject of future work.
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## Edited by Joseph Mizrahi

Numerous problems in engineering and biology can be described, characterized, and analyzed in kinematics terms. In classical machinery and robotics the most distinctive characteristic is constrained motion of multi-degree-of-freedom kinematic chains. Robotic arms and manipulators have become essential devices in industrial applications and medicine. This book provides the reader with an updated look at the current trends in kinematics methods and applications. Section 1 deals with kinematics of linkages and includes analysis of cam mechanisms and transformation of rotary motion into oscillation. Section 2 covers compliant mechanisms, whereby elastically deformable parts are part of the mechanism. Finally, Section 3 deals with kinematics of spacecrafts and satellites in the contexts of global navigation systems and of space robot analysis.

