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## Preface

Some things are absolute and some things are relative. This is a fact of life. If I look at the teapot on my desk, I see that it sits to the left of my cup. If you are sitting opposite me, you will see the teapot to the right of my cup. "Left" and "right" are relative. Whether or not an object is found to the left or to the right of another depends on the observer. While this may be true, if the cup is filled to the top with coffee, all observers should approve this as actual fact, no matter where they sit. That, it'd seem, is an absolute statement, independent of who makes the observation.

The theory of relativity usually incorporates two interconnected theories by Albert Einstein: special relativity and general relativity. Einstein's special theory of relativity (special relativity) conceived in 1905, available within the paper "On the Electrodynamics of Moving Bodies", is about what's relative and what's absolute about time, space, and motion.

General relativity centers on gravitational, electromagnetic, and velocity fields, as well as functions of space and time, and density distributions that define masses and charges. Space-time is that the arena within which these fields accomplish their combined evolutions. It's therefore clear that we must first grasp the structure and geometry of space-time. Unluckily, because the velocity of light is so big, routine experience leads us to amass various false impressions about the geometry of spacetime. This set of mistaken beliefs is known as Newtonian, or Galilean, space-time. The true (or truer) geometry of space-time was revealed through the improvement of Einstein's theory of special relativity. The foundation of this theory is the principle of relativity, in line with which the laws of physics are similar in all inertial reference frames. Einstein ran into the current principle by his investigation of Maxwell's equations.

Special relativity is restricted to things that are moving with regard to inertial frames of reference. That is, during a state of uniform motion with regard to each other, one cannot, by purely mechanical experiments, distinguish one from the opposite. Beginning with the behavior of light (and all other electromagnetic radiation), the theory of special relativity draws conclusions that conflict with daily knowledge, but is fully set by tests that examine subatomic particles at high speeds or measure minor changes between clocks traveling at different velocities. Special relativity discovered that the speed of light is a limit that cannot be reached by any material thing. It is the origin of the famous scientific equation $E=\mathrm{mc}^{2}$, which states that mass and energy are identical physical entities and might be changed one into the other.

Together with quantum mechanics, the theory of relativity is fundamental to modern physics.

This volume deals with extensions of special relativity, general relativity, and their applications in relation to intragalactic and extragalactic dynamics.

In addition, fundamental problems of these extensions are addressed, both classically and quantum mechanically, in Hamiltonian, Lagragian, and matrix formalisms by Richard P. Bocker and B. Roy Frieden in Chapter 2, Sikarin Yoo-Kong in Chapter 5, and Big-Alabo Akuro in Chapter 14, respectively.

Thus, extensions of special relativity are presented extensively by Richard Sauerheber in Chapter 3.

Extensions of general relativity are presented by Francis T.S. Yu in Chapter 6.
The foundations of these extensions are given special attention in the form of Lagrangian formalism by Kadiata Ba in Chapter 7, canonical formalism by Lawrence P. Horwitz in Chapter 9, and variational formalism by Giorgio Turchetti and Federico Panichi in Chapter 10.

In terms of applications, special attention is paid to the nature of light and dark matter, as well as dynamics involving exotic materials such as black holes, wormholes, and other structures involving special topologies. These topics are covered by Joás Venâcio and Carlos Batista in Chapter 1, S. D. Prijmenko and K.A. Lukin in Chapter 4, Maricel Agop et al. in Chapter 8, Giorgio Turchetti and Federico Panichi in Chapter 10, Radosz Andrzej in Chapters 11 and 12, and Fomin Igor in Chapter 13.

Calin Gheorghe Buzea
National Institute of Research and Development for Technical Physics, Iasi, Romania

# Quasinormal Modes of Dirac Field in Generalized Nariai Spacetimes 

Joás Venâncio and Carlos Batista


#### Abstract

The exact electrically charged solutions to the Dirac equation in higherdimensional generalized Nariai spacetimes are obtained. Using these solutions, the boundary conditions leading to quasinormal modes of the Dirac field are analyzed, and their correspondent quasinormal frequencies are analytically calculated.


Keywords: quasinormal modes, generalized Nariai spacetimes, Dirac field, boundary conditions

## 1. Introduction

Quasinormal modes (QNMs) are eigenmodes of dissipative systems. For instance, if a spacetime with an event or cosmological horizon is perturbed from its equilibrium state, QNMs arise as damped oscillations with a spectrum of complex frequencies that do not depend on the details of the excitation. In fact, these frequencies depend just on the charges of the black hole, such as the mass, electric charge, and angular momentum [1, 2]. QNMs have been studied for a long time, and its interest has been renewed by the recent detection of gravitational waves, inasmuch as these are the modes that survive for a longer time when a background is perturbed and, therefore, these are the configurations that are generally measured by experiments [3-29]. Mathematically, this discrete spectrum of QNMs stems from the fact that certain boundary conditions must be imposed to the physical fields propagating in such background [30]. In this chapter, we consider a higher-dimensional generalization of the charged Nariai spacetime [31], namely, $d S_{2} \times S^{2} \times \ldots \times S^{2}$, and investigate the dynamics of perturbations of the electrically charged Dirac field (spin 1/2). In such a geometry, the spinorial formalism [32-34] is used to show that the Dirac equation is separable [35] and can be reduced to a Schrödinger-like equation [36] whose potential is contained in the Rosen-Morse class of integrable potentials, which has the so-called Pöschl-Teller potential as a particular case [37, 38]. Finally, the boundary conditions leading to QNMs are analyzed, and the quasinormal frequencies (QNFs) are analytically obtained $[5,39]$.

## 2. Presenting the problem

In $D$ dimensions, the dynamics of general relativity in spacetimes with a cosmological constant $\Lambda$ is described by the Einstein-Hilbert action ${ }^{1}$

$$
\begin{equation*}
S=\frac{1}{16 \pi} \int d^{D} x \sqrt{|g|}[\mathcal{R}-(D-2) \Lambda]+S_{m} \tag{1}
\end{equation*}
$$

where $\mathcal{R}$ is the Ricci scalar and $S_{m}$ stands for the action of all matter fields $\left\{\boldsymbol{\Phi}_{i}\right\}$ coupled to gravity appearing in the theory, which can be scalar, spinorial, vectorial, and so on. The least action principle allows to find the equations of motion for the fields $g_{\mu \nu}$ and $\boldsymbol{\Phi}_{i}$ which are given, respectively, by

$$
\begin{equation*}
\mathcal{R}_{\mu \nu}-\frac{1}{2} \mathcal{R} g_{\mu \nu}+\frac{(D-2)}{2} \Lambda g_{\mu \nu}=8 \pi \mathcal{T}_{\mu \nu}, \quad \frac{\delta S_{m}}{\delta \boldsymbol{\Phi}_{i}}=0 \tag{2}
\end{equation*}
$$

where $\mathcal{T}_{\mu \nu}$ is the symmetric stress-energy tensor associated to $\boldsymbol{\Phi}_{i}$ defined by the equation

$$
\begin{equation*}
\mathcal{T}^{\mu \nu}=\frac{2}{\sqrt{|g|}} \frac{\delta S_{m}}{\delta g_{\mu \nu}} \tag{3}
\end{equation*}
$$

Since any symmetry has been imposed, the general solution of the system of Eq. (2) is some metric and fields in the background this metric

$$
\begin{equation*}
d s^{2}=g_{\mu \nu}(x) d x^{\mu} d x^{\nu}, \quad \boldsymbol{\Phi}_{i}=\boldsymbol{\Phi}_{i}(x) \tag{4}
\end{equation*}
$$

Now, let the pair $g_{\mu \nu}^{(0)}$ and $\boldsymbol{\Phi}_{i}^{(0)}$ be a solution for the equations of motion Eq. (2). Then, in order to study the perturbations around this particular solution, we write our fields as a sum of the unperturbed fields $g_{\mu \nu}^{(0)}$ and $\boldsymbol{\Phi}_{i}^{(0)}$ and the small perturbations $h_{\mu \nu}$ and $\boldsymbol{\Psi}_{i}$

$$
\begin{equation*}
g_{\mu \nu}=g_{\mu \nu}^{(0)}+h_{\mu \nu}, \quad \boldsymbol{\Phi}_{i}=\boldsymbol{\Phi}_{i}^{(0)}+\boldsymbol{\Psi}_{i}, \tag{5}
\end{equation*}
$$

where by "small" we mean that we neglect the quadratic and higher-order powers of the perturbation fields. Inserting the above equation into Eq. (2), we are left with a set of linear equations satisfied by the perturbed fields $h_{\mu \nu}$ and $\Psi_{i}$. In general, these equations are coupled, namely, $\boldsymbol{\Psi}_{i}$ is a source for $h_{\mu \nu}$ and vice versa. However, in the special case in which $\boldsymbol{\Phi}_{i}^{(0)}=0$, the equations governing the perturbed fields $\boldsymbol{\Psi}_{i}$ can be decoupled from the metric perturbation $h_{\mu \nu}$ and vice versa. The reason why this happen is that when $\boldsymbol{\Phi}_{i}^{(0)}=0$, the stress-energy tensor $\mathcal{T}_{\mu \nu}$ can be set to zero at first order in the perturbation, since $\mathcal{T}_{\mu \nu}$ is typically quadratic or of higher order in the matter fields and, therefore, can be neglected. Therefore, investigating the linear dynamics of generic small perturbations of the matter fields with $\mathcal{T}_{\mu \nu}=0$ is equivalent to studying the test fields $\Psi_{i}$ in the background $g_{\mu \nu}^{(0)}$.

In what follows, let us consider a specific matter field $\boldsymbol{\Psi}$ propagating in a generalized version of the Nariai spacetime described in Ref. [31]. Here, $\Psi$ is an

[^0]electrically charged spinorial field of mass $m$ that obeys the Dirac equation minimally coupled to an electromagnetic field in such spacetime. In $D=2 d$, this spacetime is formed from the direct product of the de Sitter space $d S_{2}$ with $(d-1)$ copies of the unit spheres $S^{2}$ possessing different radii $R_{j}$. Thus, the natural line element of the higher-dimensional version of the Nariai spacetime is given by
\[

$$
\begin{equation*}
d s^{2}=g_{\mu \nu}^{0} d x^{\mu} d x^{\nu}=-f(r) d t^{2}+\frac{1}{f(r)} d r^{2}+\sum_{j=2}^{d} R_{j}^{2} d \Omega_{j}^{2}, \tag{6}
\end{equation*}
$$

\]

where $f(r)$ is a function of the coordinate $r$ and $d \Omega_{j}^{2}$ is the line element of the $j$ th unit sphere $S^{2}$ as follows

$$
\begin{equation*}
f(r)=1-\frac{r^{2}}{R_{1}^{2}}, \quad d \Omega_{j}^{2}=d \theta_{j}^{2}+\sin ^{2} \theta_{j} d \phi_{j}^{2} . \tag{7}
\end{equation*}
$$

The radii $R_{1}$ and $R_{j}$ are given by

$$
\begin{equation*}
R_{1}=\left[\Lambda-\frac{1}{2} Q_{1}^{2}+\frac{Q}{2(D-2)}\right]^{-1 / 2}, R_{j}=\left[\Lambda+\frac{1}{2} Q_{j}^{2}+\frac{Q}{2(D-2)}\right]^{-1 / 2}, \tag{8}
\end{equation*}
$$

where $Q_{1}$ is an electric charge and $Q_{j}$ are magnetic charges, while $Q$ is defined by

$$
\begin{equation*}
Q=Q_{1}^{2}-\sum_{j=2}^{d} Q_{j}^{2} . \tag{9}
\end{equation*}
$$

This spacetime is a locally static solution of Einstein's equation with a cosmological constant $\Lambda$ and electromagnetic field $\mathscr{F}=d \mathcal{A}$ whose gauge field $\mathcal{A}$ is given by

$$
\begin{equation*}
\mathcal{A}=Q_{1} r d t+\sum_{j=2}^{d} Q_{j} R_{j}^{2} \cos \theta_{j} d \phi_{j} \tag{10}
\end{equation*}
$$

The coordinates in the metric are also called static, because they do not depend explicitly on the time coordinate $t$. One may notice that, in this coordinate system, this background has a local Killing vector $\partial_{t}$ whose norm vanishes at $r= \pm R_{1}$. Indeed, $r= \pm R_{1}$ define closed null surfaces that surround the observer at all times, known as event horizons. The boundary conditions defining QNMs in our spacetime will be posed at these surfaces, as discussed in [39]. For this reason, the dependence of all the components of the field $\Psi$ on the coordinates along the Killing vector $\partial_{t}$ is assumed to be of the form $e^{-i \omega t}$. Usually, the articles consider that the coordinate $r$ in de Sitter space assume values in the interval $r \in\left(0, R_{1}\right)$ [40-42]. However, this is just justified for de Sitter with $D>2$, but not for $D=2$; see [39] for more details. By this reason, our domain of interest will be $r \in\left(-R_{1}, R_{1}\right)$. In such domain, it is useful to introduce the tortoise coordinate $x$ defined by the equation

$$
\begin{equation*}
d x=\frac{1}{f(r)} d r \Rightarrow x=R_{1} \operatorname{arctanh}\left(\frac{r}{R_{1}}\right) \tag{11}
\end{equation*}
$$

in terms of which the line element Eq. (6) becomes


Figure 1.
Illustration of the boundary condition associated to QNMs in our spacetime. The wavy arrows represent the direction of the perturbation field at the boundaries $r= \pm R_{1}$, while the cones are the local light cones.
Mathematically, the wavy arrow pointing to the right represents $e^{-i \omega(t-x)}$, while the wavy arrow pointing to the left represents $e^{-i \omega(t+x)}$. For more details, see Ref. [39].

$$
\begin{equation*}
d s^{2}=\frac{1}{\cosh ^{2}\left(x / R_{1}\right)}\left(-d t^{2}+d x^{2}\right)+\sum_{j=2}^{d} R_{j}^{2} d \Omega_{j}^{2} \tag{12}
\end{equation*}
$$

and the gauge field can be rewritten as

$$
\begin{equation*}
\mathcal{A}=Q_{1} R_{1} \tanh \left(x / R_{1}\right) d t+\sum_{j=2}^{d} Q_{j} R_{j}^{2} \cos \theta_{j} d \phi_{j} \tag{13}
\end{equation*}
$$

In particular, note that the tortoise coordinate maps the domain between two horizons, $r \in\left(-R_{1}, R_{1}\right)$, into the interval $x \in(-\infty, \infty)$.

The QNMs accounting for an important class of fields are associated to $\Psi$ which are solutions to the equations of motion that satisfy specific boundary conditions imposed at the horizons of the spacetime in which the field is propagating; see [ $5,6,43,44$ ] for more details. In this chapter, we will use the boundary conditions as illustrated in Figure 1.

From the mathematical of view, since we are assuming that the time dependence of $\Psi$ is $e^{-i \omega t}$, this boundary condition means that near the horizons $r= \pm R_{1}$, that is, as $x \rightarrow \pm \infty$, the radial component of the field $\Psi$ should behave as $e^{-i \omega(t+x)}$ at $x \rightarrow \infty$, while it should go as $e^{-i \omega(t-x)}$ at $x \rightarrow-\infty$. The eigenfrequencies of this problem are complex, the reason why they are called QNFs. The real part of the QNFs is associated with the oscillation frequencies of the signal, while the imaginary part is related to its decay in time. This decay in time is closely related to the fact that the event horizon has a dissipative nature.

One interesting feature of this spacetime is that we can compute exactly the QNMs. The exactly solvable systems are usually limits of more realistic systems and allow us to study in detail some properties of a physical process and test some methods which can be used to analyze more complicated systems. Thus they are powerful tools in many research lines. Therefore we expect that the exactly computed QNFs for $D$-dimensional generalized Nariai spacetime may play an important role in future research [27].

## 3. Dirac equation in $D$-dimensional generalized Nariai spacetime

Let us present the construction of a solution to the Dirac equation minimally coupled to the electromagnetic field of $D$-dimensional generalized Nariai spacetime.

A field of spin $1 / 2$ with electric charge $q$ and mass $m$ propagating in such spacetime is a spinorial field obeying the following version of the Dirac equation:

$$
\begin{equation*}
\Gamma^{\alpha}\left(\nabla_{\alpha}-i q \mathcal{A}_{\alpha}\right) \boldsymbol{\Psi}=m \boldsymbol{\Psi}, \tag{14}
\end{equation*}
$$

where $\mathcal{A}_{\alpha}$ stands for the components of the background gauge field. In $D=2 d$ dimensions, the Dirac matrices $\Gamma^{\alpha}$ represent faithfully the Clifford algebra by $2^{d} \times$ $2^{d}$ matrices obeying the relation

$$
\begin{equation*}
\Gamma_{\alpha} \Gamma_{\beta}+\Gamma_{\beta} \Gamma_{\alpha}=\boldsymbol{g}\left(\boldsymbol{e}_{\alpha}, \boldsymbol{e}_{\beta}\right) \mathbb{I}_{d}, \tag{15}
\end{equation*}
$$

with $\mathbb{I}_{d}$ standing for the $2^{d} \times 2^{d}$ identity matrix. The index $\alpha, \beta, \gamma$ run from 1 to $2 d$ and label the vector fields of an orthonormal frame $\left\{\boldsymbol{e}_{\alpha}\right\}$. In order to solve the Dirac equation, we must introduce a suitable orthonormal frame of vector fields, which in the case of our background is given by

$$
\begin{align*}
& \boldsymbol{e}_{1}=-i \cosh \left(x / R_{1}\right) \partial_{t}, \boldsymbol{e}_{j}=\frac{1}{R_{j} \sin \theta_{j}} \partial_{\phi_{j}},  \tag{16}\\
& \boldsymbol{e}_{\tilde{1}}=\cosh \left(x / R_{1}\right) \partial_{x}, \boldsymbol{e}_{\tilde{j}}=\frac{1}{R_{j}} \partial_{\theta_{j},}
\end{align*}
$$

where the index $j$ ranges from 2 to $d$. In particular, note that

$$
\boldsymbol{g}\left(\boldsymbol{e}_{\alpha}, \boldsymbol{e}_{\beta}\right)=\delta_{\alpha \beta} \leftrightarrow\left\{\begin{array}{l}
\boldsymbol{g}\left(\boldsymbol{e}_{a}, \boldsymbol{e}_{b}\right)=\delta_{a b},  \tag{17}\\
\boldsymbol{g}\left(\boldsymbol{e}_{a}, \boldsymbol{e}_{\tilde{b}}\right)=0, \\
\boldsymbol{g}\left(\boldsymbol{e}_{\tilde{a}}, \boldsymbol{e}_{\tilde{b}}\right)=\delta_{\tilde{a} \tilde{b}},
\end{array}\right.
$$

where $a$ and $\tilde{a}$ are indices that range from 1 to $d$. The index $a$ labels the first $d$ vector fields of the orthonormal frame $\left\{\boldsymbol{e}_{a}\right\}$, while the index $\tilde{a}$ labels the remaining $d$ vectors of the frame $\left\{\boldsymbol{e}_{a}\right\}$. The derivatives of the frame vector fields determine the spin connection according to the following relation:

$$
\begin{equation*}
\nabla_{\alpha} \boldsymbol{e}_{\beta}=\omega_{\alpha \beta}{ }^{\gamma} \boldsymbol{e}_{\gamma} . \tag{18}
\end{equation*}
$$

Since the metric $g$ is a covariantly constant tensor, it follows that the coefficients of the spin connection with all low indices $\omega_{\alpha \beta \gamma}=\omega_{\alpha \beta}{ }^{\varepsilon} \delta_{\varepsilon \gamma}$ are antisymmetric in their two last indices, $\omega_{\alpha \beta \gamma}=-\omega_{\alpha \gamma \beta}$. Note that the indices of the spin connection are raised and lowered with $\delta_{\alpha \beta}$ and $\delta^{\alpha \beta}$, respectively, so that frame indices can be raised and lowered unpunished. In particular, $\omega_{\alpha}^{\beta \gamma}=\omega_{\alpha}^{[\beta \gamma]}$, where indices inside the square brackets are antisymmetrized. The covariant derivative of a spinorial field $\Psi$ is, then, given by

$$
\begin{equation*}
\nabla_{\alpha} \boldsymbol{\Psi}=\partial_{\alpha} \boldsymbol{\Psi}-\frac{1}{4} \omega_{\alpha}{ }^{\beta \gamma} \Gamma_{\beta} \Gamma_{\gamma} \boldsymbol{\Psi}, \tag{19}
\end{equation*}
$$

with $\partial_{\alpha}$ denoting the partial derivative along the vector field $\boldsymbol{e}_{\alpha}$.
Our aim is to separate the Dirac Eq. (14). In order to accomplish this, it is necessary to use a suitable representation for the Dirac matrices. We recall that

$$
\sigma_{1}=\left[\begin{array}{ll}
0 & 1  \tag{20}\\
1 & 0
\end{array}\right], \quad \sigma_{2}=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right], \quad \sigma_{3}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right],
$$

are the Hermitian Pauli matrices and $\mathbb{I}$ denote the $2 \times 2$ identity matrix. Using this notation, a convenient representation of the Dirac matrices is the following:

$$
\begin{align*}
& \Gamma_{a}=\underbrace{\sigma_{3} \otimes \ldots \otimes}_{(a-1) \text { times }} \sigma_{1} \underbrace{\otimes \mathbb{I} \otimes \ldots \otimes \mathbb{I}}_{(d-a) \text { times }}, \\
& \Gamma_{\tilde{a}}=\underbrace{\sigma_{3} \otimes \ldots \otimes}_{(a-1) \text { times }} \sigma_{2}  \tag{21}\\
& \underbrace{\otimes \mathbb{I} \otimes \ldots \otimes \mathbb{I}}_{(d-a) \text { times }},
\end{align*}
$$

where $\mathbb{I}$ stands for the $2 \times 2$ identity matrix. Indeed, we can easily check that the Clifford algebra given in Eq. (15) is properly satisfied by the above matrices. ${ }^{2}$ In this case, spinorial fields are represented by the column vectors on which these matrices act. We can introduce a basis of this representation by the direct products of spinors $\xi^{s}$ given by

$$
\xi^{+}=\left[\begin{array}{l}
1  \tag{22}\\
0
\end{array}\right], \quad \xi^{-}=\left[\begin{array}{l}
0 \\
1
\end{array}\right],
$$

which, under the action of the Pauli matrices, satisfy concisely the relations

$$
\begin{equation*}
\sigma_{1} \xi^{\xi}=\xi^{-s}, \quad \sigma_{2} \xi^{s}=i s \xi^{-s}, \quad \sigma_{3} \xi^{s}=s \xi^{\xi} . \tag{23}
\end{equation*}
$$

Indeed, in $D=2 d$ dimensions, a general spinor field has $2^{d}$ degrees of freedom and can be written as

$$
\begin{equation*}
\boldsymbol{\Psi}=\sum_{\{s\}} \boldsymbol{\Psi}^{\xi_{1} s_{2} \ldots s_{d}} \boldsymbol{\xi}_{1} \otimes \xi^{s_{2}} \otimes \ldots \otimes \xi^{s_{d}} \tag{24}
\end{equation*}
$$

where each of the indices $s_{a}$ can take the values " +1 " and " -1 ." Since every $s_{a}$ can take just two values, it follows that the sum over $\{s\} \equiv\left\{s_{1}, s_{2}, \ldots, s_{d}\right\}$ comprises $2^{d}$ terms, which is exactly the number of components of a spinorial field in $D=2 d$ dimensions.

In the representation (Eq. (21)), the operator $\Gamma^{\alpha} \nabla_{\alpha}$, called Dirac operator, is then represented by

$$
\begin{equation*}
\Gamma^{\alpha} \nabla_{\alpha}=\sum_{a=1}^{d}\left(\Gamma_{a} \nabla_{a}+\Gamma_{\tilde{a}} \nabla_{\tilde{a}}\right)=\sum_{a=1}^{d} \underbrace{\sigma_{3} \otimes \ldots \otimes}_{(a-1) \text { times }} D_{a} \underbrace{\otimes \mathbb{I} \otimes \ldots \mathbb{I}}_{(d-a) \text { times }}, \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{a}=\sigma_{1} \nabla_{a}+\sigma_{2} \nabla_{\tilde{a}}, \tag{26}
\end{equation*}
$$

is the Dirac operator on $\mathbb{R}^{2}$ with coordinates $\left\{x^{a}, y^{a}\right\}$. The spinorial basis introduced previously is very convenient, since the action of the Dirac matrices on the spinor fields can be easily computed. Indeed, using Eqs. (21), (23), and (24), we eventually arrive at the following equation

[^1]\[

$$
\begin{align*}
\Gamma_{a} \boldsymbol{\Psi}= & \sum_{\{s\}}\left(s_{1} s_{2} \ldots s_{a-1}\right) \boldsymbol{\Psi}^{s_{1} s_{2} \ldots s_{d}} \xi^{s_{1}} \otimes \xi^{s_{2}} \otimes \ldots \otimes \xi^{s_{a-1}} \otimes \xi^{-s_{a}} \otimes \xi^{s_{a+1}} \otimes \\
& \ldots \otimes \xi^{s_{d}}=\sum_{\{s\}}\left(s_{1} s_{2} \ldots s_{a}\right) \boldsymbol{\Psi}^{s_{2} s_{2} \ldots a_{a-1}\left(-s_{a}\right) s_{a+1} \ldots s_{d}} \xi^{s_{1}} \otimes \xi^{s_{2}} \otimes  \tag{27}\\
& \ldots \otimes \xi^{s_{a-1}} \otimes \xi^{s_{a}} \otimes \xi^{s_{a+1}} \otimes \ldots \otimes \xi^{s_{d}}
\end{align*}
$$
\]

where from the first to the second line we have changed the index $s_{a}$ to $-s_{a}$, which does not change the final result, since we are summing over all values of $s_{a}$, which comprise the same list of the values of $-s_{a}$. Moreover, we have used $\left(s_{a}\right)^{2}=1$. Analogously, we have:

$$
\begin{align*}
\Gamma_{\tilde{a}} \boldsymbol{\Psi}= & \sum_{\{s\}}\left(s_{1} s_{2} \ldots s_{a-1}\right)\left(i s_{a}\right) \boldsymbol{\Psi}^{s_{1} s_{2} \ldots s_{d}} \boldsymbol{\xi}^{\xi_{1}} \otimes \xi^{s_{2}} \otimes \ldots \otimes \xi^{s_{a-1}} \otimes \xi^{-s_{a}} \otimes \boldsymbol{\xi}^{s_{a+1}} \otimes \\
& \ldots \otimes \xi^{s_{d}}=-i \sum_{\{s\}}\left(s_{1} s_{2} \ldots s_{a}\right) s_{a} \boldsymbol{\Psi}^{s_{1} s_{2} \ldots s_{a-1}\left(-s_{a}\right) s_{a+1} \ldots s_{d}} \boldsymbol{\xi}^{s_{1}} \otimes \xi^{s_{2}} \otimes  \tag{28}\\
& \ldots \otimes \xi^{s_{a-1}} \otimes \xi^{\xi_{a}} \otimes \xi^{s_{a+1}} \otimes \ldots \otimes \xi^{s_{d}} .
\end{align*}
$$

All that was seen above are necessary tools to attack our initial problem of separating the general Eq. (14). In order to solve such an equation, we need to separate the degrees of freedom of the field, which can be quite challenging in general. Fortunately, the spacetime considered here is the direct product of twodimensional spaces of constant curvature, which is exactly the class of spaces studied in Ref. [39]. Indeed, in this latter paper, it is shown that the Dirac equation minimally coupled to an electromagnetic field is separable in such backgrounds. In particular, assuming that the components of the spinor field Eq. (24) can be decomposed in the form

$$
\begin{equation*}
\Psi^{\varsigma_{1} s_{2} \ldots s_{d}}=\Psi_{1}^{s_{1}}(t, x) \Psi_{2}^{s_{2}}\left(\Phi_{2}, \theta_{2}\right) \ldots \Psi_{d}^{s_{d}}\left(\Phi_{d}, \theta_{d}\right), \tag{29}
\end{equation*}
$$

where each index $s_{a}$ can take the values $s_{a}= \pm 1$, the fields $\Psi_{1}^{s_{1}}(t, x)$ satisfy the following differential equation (the reader is invited to demonstrate the equation below or consult more details in [39]):

$$
\begin{equation*}
\left[\partial_{\tilde{1}}+\frac{\omega_{1111}}{2}-i q \mathcal{A}_{\tilde{1}}-i s_{1}\left(\partial_{1}+\frac{\omega_{\tilde{1} 1 \tilde{1}}}{2}-i q \mathcal{A}_{1}\right)\right] \Psi_{1}^{s_{1}}=\left(L-i s_{1} m\right) \Psi_{1}^{-s_{1}} . \tag{30}
\end{equation*}
$$

The separation constant $L$ in the above equation depends on the angular modes. In particular, in the special case of vanishing magnetic charges $Q_{j}$, it is determined by the eigenvalues $\lambda_{j}$ of the Dirac operator on unit sphere $S^{2}$ according to the following relation

$$
\begin{equation*}
L=\sqrt{\lambda_{2}^{2}+\lambda_{3}^{2}+\ldots+\lambda_{d}^{2}} \quad, \quad \lambda_{j}= \pm 1, \pm 2, \pm 3, \ldots \tag{31}
\end{equation*}
$$

as demonstrated in Appendix A of Ref. [39]. In our frame of vectors, the only components of the spin connection that are potentially nonvanishing are

$$
\left\{\begin{array}{l}
\omega_{1 \tilde{1} 1}=-\omega_{111}=-\frac{1}{R_{1}} \sinh \left(x / R_{1}\right)  \tag{32}\\
\omega_{j \tilde{j}}=-\omega_{j \tilde{j}}=\frac{1}{R_{j}} \cot \theta_{j}
\end{array}\right.
$$

and the nonzero components of the gauge field can be written as

$$
\begin{equation*}
\mathcal{A}_{1}=-i Q_{1} R_{1} \sinh \left(x / R_{1}\right), \quad \mathcal{A}_{j}=Q_{j} R_{j} \cot \theta_{j} . \tag{33}
\end{equation*}
$$

Now, since the components of the metric are independents of the coordinate $t$, the vector $\partial_{t}$ is a Killing vector for this metric. So, it is useful to assume the following time dependence for the field $\Psi_{1}^{s_{1}}(t, x)$

$$
\begin{equation*}
\Psi_{1}^{s_{1}}(t, x)=e^{-i \omega t} \psi^{s_{1}}(x) . \tag{34}
\end{equation*}
$$

Inserting this field along with the gauge field Eq. (33), and taking into account the first relation of the Eq. (32) into the Eq. (30), we end up with the following coupled system of differential equations:

$$
\begin{equation*}
\left[\frac{d}{d x}+i s_{1} \omega+\left(i s q Q_{1} R_{1}-\frac{1}{2 R_{1}}\right) \tanh \left(x / R_{1}\right)\right] \psi^{s_{1}}=\frac{\left(L-i s_{1} m\right)}{\cosh \left(x / R_{1}\right)} \psi^{-s_{1}} . \tag{35}
\end{equation*}
$$

In order to solve these equations, we should first decouple the fields $\psi^{s_{1}}$ and $\psi^{-s_{1}}$. Eliminating $\psi^{-s_{1}}$ we obtain a second-order equation for $\psi^{s_{1}}$. Indeed, we can prove that the fields $\psi^{s_{1}}$ satisfy the following second-order ordinary differential equation

$$
\begin{equation*}
\left[\frac{d^{2}}{d x^{2}}+\omega^{2}-V(x)\right] \psi^{s_{1}}=0 \tag{36}
\end{equation*}
$$

which is a Schrödinger-like equation with $V$ being a potential of the form

$$
\begin{equation*}
V(x)=A+B \tanh \left(x / R_{1}\right)+\frac{C}{\cosh ^{2}\left(x / R_{1}\right)}, \tag{37}
\end{equation*}
$$

where the parameters $A, B$, and $C$ are given by

$$
\left\{\begin{array}{l}
A=\frac{1}{4 R_{1}^{2}}-q Q_{1}\left(i s_{1}+q Q_{1} R_{1}^{2}\right)  \tag{38}\\
B=-\frac{\omega}{R_{1}}\left(i s_{1}+2 q Q_{1} R_{1}^{2}\right) \\
C=m^{2}+L^{2}+\frac{1}{4 R_{1}^{2}}+q^{2} Q_{1}^{2} R_{1}^{2}
\end{array}\right.
$$

These are known as potentials of Rosen-Morse type, which are generalizations of the Pöschl-Teller potential [37, 38]. It is straightforward to see that this potential satisfies the following properties:

$$
V \rightarrow\left\{\begin{array}{lll}
A+B & \text { at } & x \rightarrow+\infty  \tag{39}\\
A-B & \text { at } & x \rightarrow-\infty .
\end{array}\right.
$$

In many cases, the potential function $V$ is regular at $r=0(x=0)$, in particular $V$ can be equal to a constant different from zero. In fact, in our case, we find that

$$
\begin{equation*}
V \rightarrow A+C \quad \text { at } \quad x \rightarrow 0 \tag{40}
\end{equation*}
$$

which clearly is regular. So, we point out that for this potential both limits (Eqs. (39) and (40)) are finite, and thus there is no reason to demand for a regular solution in this point.

Thus, the problem of finding the QNMs is reduced to the searching of the corresponding spectrum of QNFs $\omega$ of Eq. (36). Most of the problems concerning the QNMs fall into Schrödinger-like equation with real potentials which vanish at both horizons [5], highlighting the fact that the solutions can be taken to be plane waves. However, clearly this is not the case. Although it is possible to make field redefinitions in order to make the potential real, we shall not do this here. For such procedure we refer the reader to [36]. Once an analytical form for the QNFs of Rosen-Morse type potential is not known, we must find an analytical exact solution of Eq. (36) and impose physically appropriate boundary conditions at the horizons, $x \rightarrow \pm \infty$, which define the QNFs in a unique way.

In order to solve Eq. (36), let us make the following change of variable

$$
\begin{equation*}
y=\frac{1}{2}+\frac{1}{2} \tanh \left(x / R_{1}\right) . \tag{41}
\end{equation*}
$$

In particular, notice that $y$ is defined on the domain $y \in(0,1)$ with the boundaries $x \rightarrow \pm \infty$ being given by $y=0$ and $y=1$. In addition to this change of independent variable, if we now set the Ansatz

$$
\begin{equation*}
\psi^{s_{1}}(x)=y^{\alpha}(1-y)^{\beta} H^{s_{1}}(y) \tag{42}
\end{equation*}
$$

with the parameters $\alpha$ and $\beta$ being constants conveniently chosen as

$$
\begin{equation*}
\alpha=\frac{R_{1}}{2} \sqrt{A-B-\omega^{2}} \quad, \quad \beta=-\frac{R_{1}}{2} \sqrt{A+B-\omega^{2}} \tag{43}
\end{equation*}
$$

the functions $H^{s_{1}}$ must be solutions of the following differential equation

$$
\begin{equation*}
y(1-y) \frac{d^{2} H^{s_{1}}}{d y^{2}}+[2 \alpha+1-(2+2 \alpha+2 \beta) y] \frac{d H^{s_{1}}}{d y}-\left[C R_{1}^{2}+(\alpha+\beta)(1+\alpha+\beta)\right] H^{s_{1}} . \tag{44}
\end{equation*}
$$

This new variable as well as the Ansatz that we have been using are really interesting because in terms of these, it is immediate to see that the functions $H^{s_{1}}$ satisfy a hypergeometric equation. Indeed, comparing with the standard hypergeometric differential equation

$$
\begin{equation*}
y(1-y) \frac{d^{2} H^{s_{1}}}{d y^{2}}+[c-(1+a+b) y] \frac{d H^{s_{1}}}{d y}-a b H^{s_{1}}=0 \tag{45}
\end{equation*}
$$

we find that the constants $a, b$, and $c$ are given by

$$
\left\{\begin{array}{l}
a=\frac{1}{2}+\alpha+\beta+\sqrt{\frac{1}{4}-C R_{1}^{2}},  \tag{46}\\
b=\frac{1}{2}+\alpha+\beta-\sqrt{\frac{1}{4}-C R_{1}^{2}}, \\
c=2 \alpha+1 .
\end{array}\right.
$$

Such an equation admits two linearly independent solutions whose linear combination furnishes the following general solution:

$$
\begin{equation*}
H^{s_{1}}(y)=D_{2} F_{1}(a, b, c ; y)+E y{ }^{(1-c)}{ }_{2} F_{1}(1+a+c, 1+b+c, 2-c ; y), \tag{47}
\end{equation*}
$$

where ${ }_{2} F_{1}$ is the hypergeometric function and $D$ and $E$ are arbitrary integration constants. Given the hypergeometric solution for $H^{s_{1}}$ is known, one can immediately find the general solution for $\psi^{s_{1}}$. Indeed, from Eqs. (42), (46), and (47), we conclude that the solution of Eq. (36), which is regular at the origin, can be written as

$$
\begin{align*}
\psi^{s_{1}}= & (1-y)^{\frac{1}{2}(a+b-c)}\left[D y^{\frac{1}{2}(c-1)}{ }_{2} F_{1}(a, b, c ; y)\right.  \tag{48}\\
& \left.+E y^{-\frac{1}{2}(c-1)}{ }_{2} F_{1}(1+a-c, 1+b-c, 2-c ; y)\right] .
\end{align*}
$$

In order to fix the integration constants $D$ and $E$, we need to apply the appropriate boundary conditions. Inverting the Eq. (41) we find that, near the boundaries $x \rightarrow \pm \infty$, the relation between the coordinates $x$ and $y$ assumes the simpler form

$$
\begin{align*}
& y \simeq e^{+2 x / R_{1}} \text { at } \\
& 1-y \simeq-\infty,  \tag{49}\\
& \simeq e^{-2 x / R_{1}} \text { at } \\
& x \rightarrow+\infty .
\end{align*}
$$

Thus, taking into account the latter relation and using the fact that at $y=$ $0(x \rightarrow-\infty)$ the hypergeometric function ${ }_{2} F_{1}(a, b, c ; 0)=1$, one eventually obtains that near the boundary $x \rightarrow-\infty$ the field $\psi^{s_{1}}$ behaves as

$$
\begin{equation*}
\left.\psi^{s_{1}}\right|_{x \rightarrow-\infty} \simeq D e^{(c-1) x / R_{1}}+E e^{-(c-1) x / R_{1}} . \tag{50}
\end{equation*}
$$

On the other hand, in order to apply the boundary conditions at $y=1(x \rightarrow \infty)$, it is useful to write the hypergeometric functions as functions of $(1-y)$, so that they become united at the boundary. This can be done by rewriting the hypergeometric functions appearing in Eq. (48) by means of the following identity [45]:

$$
\begin{align*}
2 F(a, b, c ; y) & =\frac{\Gamma(c) \Gamma(c-a-b)}{\Gamma(c-a) \Gamma(c-b)_{2}} F(a, b, a+b-c+1 ; 1-y) \\
& +\frac{\Gamma(c) \Gamma(a+b-c)}{\Gamma(a) \Gamma(b)}(1-y)^{(c-a-b)}{ }_{2} F(c-a, c-b, c-a-b+1 ; 1-y), \tag{51}
\end{align*}
$$

where $\Gamma$ stands for the gamma function. Doing so, and using Eq. (49), we eventually arrive at the following behavior of the solution at $x \rightarrow+\infty$ :

$$
\begin{align*}
\left.\psi^{s_{1}}\right|_{x \rightarrow+\infty} & \simeq\left[D \frac{\Gamma(c-a-b) \Gamma(c)}{\Gamma(c-a) \Gamma(c-b)}+E \frac{\Gamma(c-a-b) \Gamma(2-c)}{\Gamma(1-a) \Gamma(1-b)}\right] e^{-(a+b-c) x / R_{1}}  \tag{52}\\
+ & {\left[D \frac{\Gamma(a+b-c) \Gamma(c)}{\Gamma(a) \Gamma(b)}+E \frac{\Gamma(a+b-c) \Gamma(2-c)}{\Gamma(a-c+1) \Gamma(b-c+1)}\right] e^{(a+b-c) x / R_{1}} . }
\end{align*}
$$

Now, from parameters Eqs. (38) and (43), we find that the constants appearing in the hypergeometric equation can be written as

$$
\begin{align*}
& a=i R_{1} \sqrt{\mu^{2}+q^{2} Q_{1}^{2} R_{1}^{2}+L^{2}}+\left(1+s_{1}\right)\left(\frac{1}{4}-i \omega \frac{R_{1}}{2}\right)-i\left(1-s_{1}\right) \frac{q Q_{1} R_{1}^{2}}{2}, \\
& b=-i R_{1} \sqrt{\mu^{2}+q^{2} Q_{1}^{2} R_{1}^{2}+L^{2}}+\left(1+s_{1}\right)\left(\frac{1}{4}-i \omega \frac{R_{1}}{2}\right)-i\left(1-s_{1}\right) \frac{q Q_{1} R_{1}^{2}}{2},  \tag{53}\\
& c=\frac{1}{2}+i s_{1}\left(q Q_{1} R_{1}^{2}-\omega R_{1}\right) .
\end{align*}
$$

In particular, the following relations hold

$$
\begin{gather*}
(c-1) / R_{1}=-i s_{1} \omega+i s_{1} q Q_{1} R_{1}-\frac{1}{2 R_{1}}  \tag{54}\\
(a+b-c) / R_{1}=-i \omega-i q Q_{1} R_{1}+s_{1} \frac{1}{2 R_{1}} . \tag{55}
\end{gather*}
$$

Now we are ready to impose the boundary conditions. Obviously, without loss of generality, we can consider that the spin $s_{1}$ is already chosen and fixed at $s_{1}=+$ or $s_{1}=-$ since the QNFs should not depend on the choice of $s_{1}= \pm$. Let us impose, for instance, the boundary conditions for the component $s_{1}=+$ of the spinorial field. In this case, using the identity Eq. (54) along with the Eq. (34), we eventually arrive at the following behavior of the solution at $x \rightarrow \infty$ :

$$
\begin{equation*}
\left.\Psi_{1}^{+}(t, x)\right|_{x \rightarrow-\infty}=D e^{-i \omega(t+x)} e^{\left(i q Q_{1} R_{1}-\frac{1}{2 R_{1}}\right) x}+E e^{-i \omega(t-x)} e^{-\left(i q Q_{1} R_{1}-\frac{1}{2 R_{1}}\right) x} \tag{56}
\end{equation*}
$$

Now, Figure 1 tells us that the field is assumed to move toward higher values of $x$ at the boundary $x \rightarrow-\infty$, while at the boundary $x \rightarrow-\infty$ it should move toward lower values of $x$. Then, since the time dependence of the field $\Psi_{1}^{+}$is of the type $e^{-i \omega t}$, this means that $\Psi_{1}^{+}$should behave as $e^{-i \omega(t-x)}$ at $x \rightarrow-\infty$, while it should go as $e^{-i \omega(t+x)}$ at $x \rightarrow+\infty$. Thus, from Eq. (55), we conclude that we must set $D=0$. In such a case, from Eq. (52), the field $\Psi_{1}^{+}$becomes

$$
\begin{align*}
\left.\Psi_{1}^{+}\right|_{x \rightarrow+\infty} & \simeq E\left[\frac{\Gamma(c-a-b) \Gamma(2-c)}{\Gamma(1-a) \Gamma(1-b)}\right] e^{-i \omega(t-x)} e^{\left(i q Q_{1} R_{1}-\frac{1}{2 R_{1}}\right) x} \\
& +E\left[\frac{\Gamma(a+b-c) \Gamma(2-c)}{\Gamma(a-c+1) \Gamma(b-c+1)}\right] e^{-i \omega(t+x)} e^{\left(-i q Q_{1} R_{1}+\frac{1}{2 R_{1}}\right) x} . \tag{57}
\end{align*}
$$

Finally, to satisfy the QNM boundary condition near the boundary at $x \rightarrow \infty$, we must eliminate the term $e^{-i \omega(t-x)}$ of the above equation. Since $E$ cannot be zero (as otherwise the field would vanish identically), we need the combination of the gamma functions to be zero. Now, once the gamma function has no zeros, the way to achieve this is to let the gamma functions in the denominator diverge, $\Gamma(1-a)=$ $\infty$ or $\Gamma(1-b)=\infty$. Since the gamma functions diverge only at nonpositive integers, we are led to the following constraint:

$$
\begin{equation*}
1-a=-n \quad \text { or } \quad 1-b=-n, \quad \text { where } \quad n \in\{0,1,2, \ldots\} . \tag{58}
\end{equation*}
$$

Using the Eq. (53), we find that these constraints translate to

$$
\begin{equation*}
\omega= \pm \sqrt{m^{2}+q^{2} Q_{1}^{2} R_{1}^{2}+L^{2}}+\frac{i}{R_{1}}\left(n+\frac{1}{2}\right), \tag{59}
\end{equation*}
$$

which are the QNFs of the Dirac field propagating in $D$-dimensional generalized Nariai spacetimes. The real part of a QNF is associated with the oscillation frequency, while the imaginary part is related to its decay rate. At this point, it is worth recalling that $L$ is a separation constant of the Dirac equation that is related to the angular mode of the field.

Likewise, imposing the boundary condition to the component $s_{1}=-$ of the spinorial field, we find that we must set $E=0$ at Eq. (50) and then $c-a=-n$ or $c-b=-n$, with $n$ being a nonnegative integer. This, in its turn, leads to the same spectrum obtained for the component $s_{1}=+$ as expected, namely, Eq. (59).

## 4. Conclusions

In this chapter we have investigated the perturbations on a spinorial field propagating in a generalized version of the charged Nariai spacetime. Besides the separability of the degrees of freedom of these perturbations, one interesting feature of this background is that the perturbations can be analytically integrated. They all obey a Schrödinger-like equation with an integrable potential that is contained in the Rosen-Morse class of integrable potentials. Such an equation admits two linearly independent solutions given in terms of standard hypergeometric functions. This is a valuable property, since even the perturbation potential associated to the humble Schwarzschild background is nonintegrable, despite the fact that it is separable. We have also investigated the QNMs associated to this spinorial field. Analyzing the Eq. (59), namely,

$$
\begin{equation*}
\omega_{D}= \pm \sqrt{m^{2}+q^{2} Q_{1}^{2} R_{1}^{2}+L^{2}}+\frac{i}{R_{1}}\left(n+\frac{1}{2}\right), \tag{60}
\end{equation*}
$$

it is interesting to note that the imaginary parts of the QNFs, which represent the decay rates, do not depend on any details of the perturbation; rather, they only depend on the charges of the gravitational background through the dependence on $R_{1}$. On the other hand, the real parts of the QNFs depend on the mass of the field and on the angular mode of the perturbations. Another fact worth pointing out is that the fermionic field always has a real part in its QNFs spectrum, meaning that it always oscillates. This is not reasonable. Indeed, for Klein-Gordon and Maxwell perturbations in the $D$-dimensional Nariai spacetime, their QNFs are equal to [39].

$$
\begin{align*}
& \omega_{K G}= \pm \sqrt{m^{2}+\sum_{j=2}^{d} \frac{\ell_{j}\left(\ell_{j}+1\right)}{R_{j}^{2}}-\frac{1}{4 R_{1}^{2}}}-\frac{i}{R_{1}}\left(n+\frac{1}{2}\right),  \tag{61}\\
& \omega_{M}= \pm \sqrt{\sum_{j=2}^{d} \frac{\ell_{j}\left(\ell_{j}+1\right)}{R_{j}^{2}}-\frac{1}{4 R_{1}^{2}}-\frac{i}{R_{1}}\left(n+\frac{1}{2}\right),}
\end{align*}
$$

where $\ell_{j}$ and $m_{j}$ are integers, $\left|m_{j}\right| \leq \ell_{j}$, and $\ell \geq 0$. Due to the negative factor $-1 /\left(4 R_{1}^{2}\right)$ inside the square root appearing in the bosonic spectrum, it follows that for small enough $R_{1}$, along with small enough mass and angular momentum, the argument of the square root can be negative, so that this term becomes imaginary.

To finish, we believe that a good exercise is to calculate the QNFs of the gravitational field in $D$-dimensional generalized charged Nariai spacetime. Research on the latter problem is still ongoing and, due to the great number of degrees of freedom in the gravitational field, shall be considered in a future work. The next interesting step is the investigation of superradiance phenomena for the spin $1 / 2$
field. Although bosonic fields like scalar, electromagnetic, and gravitational fields can exhibit superradiant behavior in four-dimensional Kerr spacetime [46], curiously, this is not the case for the Dirac field [36]. Thus, it would be interesting to investigate whether an analogous thing happens in the background considered here [47].
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# Eight-by-Eight Spacetime Matrix Operator and Its Applications 
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#### Abstract

A recent journal article by the authors introduced the eight-by-eight spacetime matrix operator $\hat{M}$ which played a key role in the formulation of Lorentz invariant matrix equations for both the classical electrodynamic Maxwell field equations and the quantum mechanical relativistic Dirac equation for free space. Those new equations we referred to as the Maxwell spacetime matrix and the Dirac spacetime matrix equations. These matrix equations will be briefly reviewed at the beginning of this chapter. Next we will show how the same matrix operator $\hat{M}$ plays a central role in the matrix formulation of other fundamental equations in both electromagnetic and quantum theories. These include the electromagnetic wave and charge continuity equations, the Lorentz conditions and electromagnetic potentials, the electromagnetic potential wave equations, and the quantum mechanical Klein-Gordon equation. In addition, a new generalized spacetime matrix equation, again employing the operator $\hat{M}$, will be described which is a generalization of the Maxwell and Dirac spacetime matrix equations. We will explore time-harmonic plane-wave solutions of this equation as well as the properties of these solutions.


Keywords: special theory of relativity, matrix operators, classical electrodynamics, relativistic quantum mechanics, matter waves, electromagnetic waves, optics, applied mathematics

## 1. Introduction

The eight-by-eight spacetime matrix operator $\hat{M}$ plays a key role in the matrix formulation of a number of well-known fundamental equations in both the fields of classical electrodynamics and relativistic quantum mechanics (see [1]). The spacetime matrix operator is defined by Eq. (1):

$$
\hat{M} \equiv\left[\begin{array}{cccccccc}
-\partial_{4} & 0 & 0 & 0 & 0 & -\partial_{3} & +\partial_{2} & -\partial_{1}  \tag{1}\\
0 & -\partial_{4} & 0 & 0 & +\partial_{3} & 0 & -\partial_{1} & -\partial_{2} \\
0 & 0 & -\partial_{4} & 0 & -\partial_{2} & +\partial_{1} & 0 & -\partial_{3} \\
0 & 0 & 0 & -\partial_{4} & +\partial_{1} & +\partial_{2} & +\partial_{3} & 0 \\
0 & +\partial_{3} & -\partial_{2} & +\partial_{1} & +\partial_{4} & 0 & 0 & 0 \\
-\partial_{3} & 0 & +\partial_{1} & +\partial_{2} & 0 & +\partial_{4} & 0 & 0 \\
+\partial_{2} & -\partial_{1} & 0 & +\partial_{3} & 0 & 0 & +\partial_{4} & 0 \\
-\partial_{1} & -\partial_{2} & -\partial_{3} & 0 & 0 & 0 & 0 & +\partial_{4}
\end{array}\right] .
$$

| Compact matrix equation | Compact matrix equation description |
| :--- | :--- |
| $\hat{M}\|f\rangle=\|o\rangle$ | Maxwell spacetime matrix equation for free space |
| $\hat{M}\|f\rangle=\|j\rangle$ | Maxwell matrix equation with charges and currents |
| $\hat{M} \hat{M}\|f\rangle=\hat{M}\|j\rangle$ | Charge continuity and electromagnetic wave equations |
| $\hat{M}\|a\rangle=\|f\rangle$ | Lorentz conditions and electromagnetic potentials |
| $\hat{M} \hat{M}\|a\rangle=\|j\rangle$ | Electromagnetic potential wave equations |
| $\hat{M}\|\phi\rangle+\kappa\|\phi\rangle=\|o\rangle$ | Dirac spacetime matrix equation for free space |
| $\hat{M} \hat{M}\|\phi\rangle-\kappa^{2}\|\phi\rangle=\|0\rangle$ | Klein-Gordon spacetime matrix equation for free space |
| $\hat{M}\|\psi\rangle+\kappa\|\psi\rangle=\|0\rangle$ | Generalized spacetime matrix equation for free space |

Table 1.
Compact matrix equations where the spacetime matrix operator $\hat{M}$ plays a central role.
The partial derivative symbols are defined by the following:

$$
\begin{equation*}
\partial_{1} \equiv \frac{\partial}{\partial x} \quad \partial_{2} \equiv \frac{\partial}{\partial y} \quad \partial_{3} \equiv \frac{\partial}{\partial z} \quad \partial_{4} \equiv \frac{1}{i c} \frac{\partial}{\partial t} . \tag{2}
\end{equation*}
$$

The imaginary quantity $i$ represents the square root of minus one, and the physical quantity $c$ corresponds to the speed of light in free space.

Eight compact matrix equations are listed in Table 1, each containing the spacetime matrix operator $\hat{M}$. Each of these equations, as well as the ket $\|\rangle$ vector appearing in these equations, will be discussed in greater detail in the following sections of this chapter. An excellent introduction to bra 〈 | and ket |〉 vector notation may be found in [2]. The Gaussian system of units (see [3], p. 781) is employed throughout this chapter.

## 2. Eight-by-eight spacetime matrix operator properties

The spacetime matrix operator $\hat{M}$, defined in Eq. (1), may also be expressed by the following equation:

$$
\begin{equation*}
\hat{M}=M_{1} \partial_{1}+M_{2} \partial_{2}+M_{3} \partial_{3}+M_{4} \partial_{4} . \tag{3}
\end{equation*}
$$

The four eight-by-eight matrices $M_{\mu}$, where $\mu=1,2,3,4$, are simply referred to as the spacetime matrices. These matrices have the following properties:

1. Each matrix $M_{\mu}$ is equal to its own multiplicative inverse

$$
\begin{equation*}
M_{\mu}=M_{\mu}^{-1} . \tag{4}
\end{equation*}
$$

2. These matrices satisfy the anti-commutation relation

$$
\begin{equation*}
M_{\mu} M_{\nu}+M_{\nu} M_{\mu}=2 \delta_{\mu \nu} I . \tag{5}
\end{equation*}
$$

3. Each matrix $M_{\mu}$ is Hermitian

$$
\begin{equation*}
M_{\mu}=M_{\mu}^{\dagger} . \tag{6}
\end{equation*}
$$

4.In addition

$$
\begin{equation*}
\hat{M} \hat{M}=\hat{M}^{2}=I \square^{2} . \tag{7}
\end{equation*}
$$

The symbol $\delta_{\mu \nu}$ is the Kronecker delta, and $I$ represents the eight-by-eight identity matrix. The d'Alembertian (see [4], p. 290) and the Laplacian (see [4], p. 15) operators are defined by

$$
\begin{equation*}
\square^{2} \equiv \nabla^{2}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}} \quad \text { and } \quad \nabla^{2} \equiv \frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}} . \tag{8}
\end{equation*}
$$

Some authors use the $\qquad$ symbol to represent the d'Alembertian operator.

## 3. Maxwell spacetime matrix equation

The Maxwell field equations play a fundamental role in both classical electrodynamics and physical optics. The propagations of electromagnetic waves through free space (see [4], pp. 514-522), nonconducting media (see [3], pp. 295-309), thin-film optical filters [5], and solid-state crystalline materials [6] are just a few examples where the Maxwell field equations play an important role.

### 3.1 Maxwell spacetime matrix equation for free space

An earlier eight-by-eight matrix representation of the Maxwell field equations was first introduced by the authors back in 1993 [7]. An improved updated version using the spacetime matrix operator $\hat{M}$ was published recently [1]. For free space, in the absence of charges and currents, this later version is given by

$$
\left[\begin{array}{cccccccc}
-\partial_{4} & 0 & 0 & 0 & 0 & -\partial_{3} & +\partial_{2} & -\partial_{1}  \tag{9}\\
0 & -\partial_{4} & 0 & 0 & +\partial_{3} & 0 & -\partial_{1} & -\partial_{2} \\
0 & 0 & -\partial_{4} & 0 & -\partial_{2} & +\partial_{1} & 0 & -\partial_{3} \\
0 & 0 & 0 & -\partial_{4} & +\partial_{1} & +\partial_{2} & +\partial_{3} & 0 \\
0 & +\partial_{3} & -\partial_{2} & +\partial_{1} & +\partial_{4} & 0 & 0 & 0 \\
-\partial_{3} & 0 & +\partial_{1} & +\partial_{2} & 0 & +\partial_{4} & 0 & 0 \\
+\partial_{2} & -\partial_{1} & 0 & +\partial_{3} & 0 & 0 & +\partial_{4} & 0 \\
-\partial_{1} & -\partial_{2} & -\partial_{3} & 0 & 0 & 0 & 0 & +\partial_{4}
\end{array}\right]\left[\begin{array}{c}
i E_{1} \\
i E_{2} \\
i E_{3} \\
0 \\
B_{1} \\
B_{2} \\
B_{3} \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right] .
$$

The compact matrix form of Eq. (9) is given by

$$
\begin{equation*}
\hat{M}|f\rangle=|o\rangle . \tag{10}
\end{equation*}
$$

The wave function $|f\rangle$ is an eight-by-one ket vector containing, in general, six nonzero scalar components associated with the electric field vector $\mathbf{E}=\left(E_{1} E_{2} E_{3}\right)$ and the magnetic induction vector $\mathbf{B}=\left(B_{1} B_{2} B_{3}\right)$. The elements $(4,1)$ and $(8,1)$ in $|f\rangle$ have purposely been set equal to zero. The case when these two elements are nonzero will be considered when the generalized spacetime matrix equation for free space is discussed. The ket vector $|0\rangle$ represents the eight-by-one null vector.

The Maxwell spacetime matrix equation (9) when expanded is equivalent to two divergences and two curl equations, namely,

$$
\begin{equation*}
\nabla \cdot \mathbf{E}=0 \quad \text { and } \quad \nabla \cdot \mathbf{B}=0 \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
\nabla \times \mathbf{E}+\frac{1}{c} \frac{\partial}{\partial t} \mathbf{B}=0 \quad \text { and } \quad \nabla \times \mathbf{B}-\frac{1}{c} \frac{\partial}{\partial t} \mathbf{E}=0 \tag{12}
\end{equation*}
$$

We recognize these four equations as the traditional Maxwell field equations (Gaussian units) for free space in the absence of charges, currents, and ordinary matter terms (see [8], pp. 362-368).

For electromagnetic waves, time-harmonic plane-wave solutions of the form

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}, t)=\mathbf{E}_{\mathbf{o}} \exp \{i(\mathbf{k} \cdot \mathbf{r}-\omega t)\} \quad \text { and } \quad \mathbf{B}(\mathbf{r}, t)=\mathbf{B}_{\mathbf{o}} \exp \{i(\mathbf{k} \cdot \mathbf{r}-\omega t)\} \tag{13}
\end{equation*}
$$

will next be substituted back into the previous four vector equations. This yields the following set of equations:

$$
\begin{array}{rll}
\mathbf{k} \cdot \mathbf{E}_{\mathbf{o}}=0 & \text { and } & \mathbf{k} \cdot \mathbf{B}_{\mathbf{o}}=0 \\
\mathbf{k} \times \mathbf{E}_{\mathbf{o}}=+\frac{\omega}{c} \mathbf{B}_{\mathbf{o}} & \text { and } & \mathbf{k} \times \mathbf{B}_{\mathbf{o}}=-\frac{\omega}{c} \mathbf{E}_{\mathbf{o}} . \tag{15}
\end{array}
$$

The quantities $\mathbf{k}$ and $\omega$ correspond to the wave vector and the angular frequency associated with the electromagnetic wave; $\mathbf{r}$ and $t$ represent the position vector and the instantaneous time. From the preceding equations, we find the vectors $\mathbf{E}_{o}, \mathbf{B}_{o}$, and $\mathbf{k}$ are mutually perpendicular. That is,

$$
\begin{equation*}
\mathbf{k} \perp \mathbf{E}_{\mathbf{o}} \quad \mathbf{E}_{\mathbf{o}} \perp \mathbf{B}_{\mathbf{o}} \quad \mathbf{k} \perp \mathbf{B}_{\mathbf{o}} . \tag{16}
\end{equation*}
$$

These properties represent transverse electromagnetic waves. We also obtain the important results

$$
\begin{equation*}
E_{o}=B_{o} \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega=k c \quad \lambda f=c \quad \text { where } \quad \omega=2 \pi f \quad k=2 \pi / \lambda . \tag{18}
\end{equation*}
$$

The quantities $k, f$, and $\lambda$ represent the wave number, the frequency, and the wavelength, respectively, associated with the electromagnetic wave. So for free space, the magnitudes of the electromagnetic field vectors $\mathbf{E}_{\mathbf{o}}$ and $\mathbf{B}_{\mathbf{o}}$ are equal, a well-known result in electromagnetic wave propagation. Recall we are using Gaussian units.

### 3.2 Maxwell spacetime matrix equation with charges and currents

The Maxwell spacetime matrix equation, with the addition of charge and current terms [1], is given by

$$
\left[\begin{array}{cccccccc}
-\partial_{4} & 0 & 0 & 0 & 0 & -\partial_{3} & +\partial_{2} & -\partial_{1}  \tag{19}\\
0 & -\partial_{4} & 0 & 0 & +\partial_{3} & 0 & -\partial_{1} & -\partial_{2} \\
0 & 0 & -\partial_{4} & 0 & -\partial_{2} & +\partial_{1} & 0 & -\partial_{3} \\
0 & 0 & 0 & -\partial_{4} & +\partial_{1} & +\partial_{2} & +\partial_{3} & 0 \\
0 & +\partial_{3} & -\partial_{2} & +\partial_{1} & +\partial_{4} & 0 & 0 & 0 \\
-\partial_{3} & 0 & +\partial_{1} & +\partial_{2} & 0 & +\partial_{4} & 0 & 0 \\
+\partial_{2} & -\partial_{1} & 0 & +\partial_{3} & 0 & 0 & +\partial_{4} & 0 \\
-\partial_{1} & -\partial_{2} & -\partial_{3} & 0 & 0 & 0 & 0 & +\partial_{4}
\end{array}\right]\left[\begin{array}{c}
i E_{1} \\
i E_{2} \\
i E_{3} \\
0 \\
B_{1} \\
B_{2} \\
B_{3} \\
0
\end{array}\right]=\frac{4 \pi}{c}\left[\begin{array}{c}
J_{e 1} \\
J_{e 2} \\
J_{e 3} \\
c \rho_{m} \\
i J_{m 1} \\
i J_{m 2} \\
i J_{m 3} \\
-i c \rho_{e}
\end{array}\right] .
$$

The compact matrix form of the Maxwell spacetime matrix equation is given by

$$
\begin{equation*}
\hat{M}|f\rangle=|j\rangle . \tag{20}
\end{equation*}
$$

Eq. (19), when expanded, is equivalent to two divergences and two curl equations. The resulting four vector equations are referred to as the microscopic Maxwell field equations (see [8], pp. 283-290). They are given by

$$
\begin{align*}
\nabla \cdot \mathbf{E} & =+4 \pi \rho_{e} & \text { and } & \nabla \cdot \mathbf{B}=+4 \pi \rho_{m}  \tag{21}\\
\nabla \times \mathbf{E}+\frac{1}{c} \frac{\partial}{\partial t} \mathbf{B} & =-\frac{4 \pi}{c} \mathbf{J}_{m} & \text { and } & \nabla \times \mathbf{B}-\frac{1}{c} \frac{\partial}{\partial t} \mathbf{E}=+\frac{4 \pi}{c} \mathbf{J}_{e} . \tag{22}
\end{align*}
$$

The various scalar and vector quantities appearing in the microscopic Maxwell vector equations are the electric field vector $\mathbf{E}=\left(E_{1} E_{2} E_{3}\right)$, the magnetic induction vector $\mathbf{B}=\left(B_{1} B_{2} B_{3}\right)$, the electric current density vector $\mathbf{J}_{e}=\left(J_{e 1} J_{e 2} J_{e 3}\right)$, the magnetic current density vector $\mathbf{J}_{m}=\left(J_{m 1} J_{m 2} J_{m 3}\right)$, the electric charge density $\rho_{e}$, the magnetic charge density $\rho_{m}$, and the speed of light $c$ in free space. Both magnetic charge and magnetic current density (see [8], pp. 283-290) have been included in the Maxwell vector equations for purposes of completeness. They, of course, may be set equal to zero since hypothetical magnetic monopoles have not been discovered in nature. The ket vector $|f\rangle$ represents the eight-by-one column vector on the left-hand side of Eq. (19). The ket vector $|j\rangle$ corresponds to the eight-by-one column vector on the right-hand side of Eq. (19) multiplied by the factor $4 \pi / \mathrm{c}$.

### 3.3 Charge continuity and electromagnetic wave equations

Charge continuity equations for electric (see [8], p. 15) and magnetic charges as well as the electromagnetic wave equations involving electric and magnetic charges and currents may be easily obtained by simply multiplying both sides of the Maxwell spacetime matrix equation in compact form (20) by the spacetime matrix operator $\hat{M}$. That is,

$$
\begin{equation*}
\hat{M} \hat{M}|f\rangle=\hat{M}|j\rangle . \tag{23}
\end{equation*}
$$

Expanding this single matrix equation yields the charge continuity and electromagnetic wave equations:

$$
\begin{array}{rll}
\nabla \cdot \mathbf{J}_{e}+\frac{\partial}{\partial t} \rho_{e}=0 & \text { and } & \nabla \cdot \mathbf{J}_{m}+\frac{\partial}{\partial t} \rho_{m}=0 \\
\square^{2} \mathbf{E}=\frac{4 \pi}{c^{2}} \frac{\partial}{\partial t} \mathbf{J}_{e}+4 \pi \nabla \rho_{e}+\frac{4 \pi}{c} \nabla \times \mathbf{J}_{m} & \text { and } & \square^{2} \mathbf{B}=\frac{4 \pi}{c^{2}} \frac{\partial}{\partial t} \mathbf{J}_{m}+4 \pi \nabla \rho_{m}-\frac{4 \pi}{c} \nabla \times \mathbf{J}_{e} . \tag{25}
\end{array}
$$

### 3.4 Lorentz conditions and electromagnetic potentials

By using the spacetime matrix operator $\hat{M}$, we can determine the relationship between electromagnetic fields and vector-scalar potentials as well as determine expressions for the Lorentz conditions (see [9], pp. 179-181) in a single matrix equation. The following matrix equation provides the desired relation:

$$
\left[\begin{array}{cccccccc}
-\partial_{4} & 0 & 0 & 0 & 0 & -\partial_{3} & +\partial_{2} & -\partial_{1}  \tag{26}\\
0 & -\partial_{4} & 0 & 0 & +\partial_{3} & 0 & -\partial_{1} & -\partial_{2} \\
0 & 0 & -\partial_{4} & 0 & -\partial_{2} & +\partial_{1} & 0 & -\partial_{3} \\
0 & 0 & 0 & -\partial_{4} & +\partial_{1} & +\partial_{2} & +\partial_{3} & 0 \\
0 & +\partial_{3} & -\partial_{2} & +\partial_{1} & +\partial_{4} & 0 & 0 & 0 \\
-\partial_{3} & 0 & +\partial_{1} & +\partial_{2} & 0 & +\partial_{4} & 0 & 0 \\
+\partial_{2} & -\partial_{1} & 0 & +\partial_{3} & 0 & 0 & +\partial_{4} & 0 \\
-\partial_{1} & -\partial_{2} & -\partial_{3} & 0 & 0 & 0 & 0 & +\partial_{4}
\end{array}\right]\left[\begin{array}{c}
-A_{e 1} \\
-A_{e 2} \\
-A_{e 3} \\
-\phi_{m} \\
-i A_{m 1} \\
-i A_{m 2} \\
-i A_{m 3} \\
i \phi_{e}
\end{array}\right]=\left[\begin{array}{c}
i E_{1} \\
i E_{2} \\
i E_{3} \\
0 \\
B_{1} \\
B_{2} \\
B_{3} \\
0
\end{array}\right] .
$$

The compact matrix form of Eq. (26) is given by

$$
\begin{equation*}
\hat{M}|a\rangle=|f\rangle \tag{27}
\end{equation*}
$$

The ket vector $|a\rangle$ corresponds to the eight-by-one column vector on the left-hand side of Eq. (26). Equation (26), when expanded, yields the Lorentz conditions and the relationship between electromagnetic fields and potentials:

$$
\begin{gather*}
\nabla \cdot \mathbf{A}_{e}+\frac{1}{c} \frac{\partial}{\partial t} \phi_{e}=0 \quad \text { and } \quad \nabla \cdot \mathbf{A}_{m}+\frac{1}{c} \frac{\partial}{\partial t} \phi_{m}=0  \tag{28}\\
\mathbf{E}=-\nabla \phi_{e}-\frac{1}{c} \frac{\partial}{\partial t} \mathbf{A}_{e}-\nabla \times \mathbf{A}_{m} \quad \text { and } \quad \mathbf{B}=-\nabla \phi_{m}-\frac{1}{c} \frac{\partial}{\partial t} \mathbf{A}_{m}+\nabla \times \mathbf{A}_{e} . \tag{29}
\end{gather*}
$$

The new scalar and vector quantities appearing in the above equations are the electric vector potential $\mathbf{A}_{e}=\left(A_{e 1} A_{e 2} A_{e 3}\right)$, the magnetic vector potential $\mathbf{A}_{m}=\left(A_{m 1} A_{m 2} A_{m 3}\right)$, the electric scalar potential $\phi_{e}$, and the magnetic scalar potential $\phi_{m}$. So again we see how the eight-by-eight spacetime matrix operator $\hat{M}$ plays a central role in tying together important electromagnetic relations.

### 3.5 Electromagnetic potential wave equations

It is well-known that the electromagnetic vector and scalar potentials satisfy wave equations (see [9], pp. 179-181). This can be easily shown by multiplying both sides of Eq. (27) by the spacetime matrix operator $\hat{M}$. This gives

$$
\begin{equation*}
\hat{M} \hat{M}|a\rangle=\hat{M}|f\rangle \tag{30}
\end{equation*}
$$

Next replace the term $\hat{M}|f\rangle$ by the ket vector $|j\rangle$ using Eq. (20). This yields

$$
\begin{equation*}
\hat{M} \hat{M}|a\rangle=|j\rangle . \tag{31}
\end{equation*}
$$

Expanding this single matrix equation yields eight partial differential equations which can be easily combined to form the following four potential wave equations:

$$
\begin{array}{rll}
\square^{2} \phi_{e} & =-4 \pi \rho_{e} & \text { and }
\end{array} \quad \square^{2} \phi_{m}=-4 \pi \rho_{m} .
$$

The single compact matrix (Eq. (31)) is therefore equivalent to these four potential wave equations.

## 4. Dirac spacetime matrix equation

The nonrelativistic Schrödinger wave equation (see [10], pp. 143-146) plays a fundamental role in quantum mechanical phenomena where the spin property of nonrelativistic particles may be ignored. This equation is usually first met in modern physics textbooks. However, when a particle with half-integer spin and/or moving at relativistic speeds is involved, the relativistic Dirac equation [11] comes into play.

### 4.1 Dirac spacetime matrix equation for free space

Using the spacetime matrix operator $\hat{M}$, the authors introduced in their most recent publication [1] a modified version of the traditional Dirac equation, referred to as the Dirac spacetime matrix equation. In the absence of electromagnetic potentials [11], the Dirac spacetime matrix equation for free space is given by

$$
\left[\begin{array}{cccccccc}
-\partial_{4} & 0 & 0 & 0 & 0 & -\partial_{3} & +\partial_{2} & -\partial_{1}  \tag{34}\\
0 & -\partial_{4} & 0 & 0 & +\partial_{3} & 0 & -\partial_{1} & -\partial_{2} \\
0 & 0 & -\partial_{4} & 0 & -\partial_{2} & +\partial_{1} & 0 & -\partial_{3} \\
0 & 0 & 0 & -\partial_{4} & +\partial_{1} & +\partial_{2} & +\partial_{3} & 0 \\
0 & +\partial_{3} & -\partial_{2} & +\partial_{1} & +\partial_{4} & 0 & 0 & 0 \\
-\partial_{3} & 0 & +\partial_{1} & +\partial_{2} & 0 & +\partial_{4} & 0 & 0 \\
+\partial_{2} & -\partial_{1} & 0 & +\partial_{3} & 0 & 0 & +\partial_{4} & 0 \\
-\partial_{1} & -\partial_{2} & -\partial_{3} & 0 & 0 & 0 & 0 & +\partial_{4}
\end{array}\right]\left[\begin{array}{c}
i U_{1} \\
i U_{2} \\
i U_{3} \\
0 \\
L_{1} \\
L_{2} \\
L_{3} \\
0
\end{array}\right]+\kappa\left[\begin{array}{c}
i U_{1} \\
i U_{2} \\
i U_{3} \\
0 \\
L_{1} \\
L_{2} \\
L_{3} \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right] .
$$

The compact matrix form of Eq. (34) is given by

$$
\begin{equation*}
\hat{M}|\phi\rangle+\kappa|\phi\rangle=|0\rangle . \tag{35}
\end{equation*}
$$

The wave function $|\phi\rangle$ is an eight-by-one ket vector containing, in general, six nonzero scalar components associated with two vector quantities $\mathbf{U}=\left(U_{1} U_{2} U_{3}\right)$ and $\mathbf{L}=\left(L_{1} L_{2} L_{3}\right)$. The elements $(4,1)$ and $(8,1)$ in $|\phi\rangle$ have purposely been set equal to zero. The case when these two elements are nonzero will also be considered when the generalized spacetime matrix equation for free space is discussed later in this chapter. The ket vector $|o\rangle$ represents the eight-by-one null vector. The constant $\kappa$ is defined by

$$
\begin{equation*}
\kappa \equiv m_{o} c / \hbar . \tag{36}
\end{equation*}
$$

Here $m_{o}$ represents the rest mass of the matter-wave particle under consideration, $c$ again is the speed of light in free space, and $\hbar$ is equal to the Planck constant $h$ divided by $2 \pi$.

The Dirac spacetime matrix equation (34) when expanded is equivalent to eight partial differential equations. These eight equations can be rewritten as two divergence and two curl equations [1], namely,

$$
\begin{array}{r}
\nabla \cdot \mathbf{U}=0 \quad \text { and } \quad \nabla \cdot \mathbf{L}=0 \\
\nabla \times \mathbf{U}=-\frac{1}{c} \frac{\partial}{\partial t} \mathbf{L}-i \kappa \mathbf{L} \quad \text { and } \quad \nabla \times \mathbf{L}=+\frac{1}{c} \frac{\partial}{\partial t} \mathbf{U}-i \kappa \mathbf{U} . \tag{38}
\end{array}
$$

We refer to these equations as the Dirac spacetime vector equations for free space. It is noted that these equations resemble the four Maxwell field equations for free space in the absence of charge, current, and ordinary matter terms.

The simplest solutions of these vector equations are time-harmonic plane-wave solutions of the form

$$
\begin{equation*}
\mathbf{U}(\mathbf{r}, t)=\mathbf{U}_{\mathbf{o}} \exp \{i(\mathbf{p} \cdot \mathbf{r}-E t) / \hbar\} \quad \text { and } \quad \mathbf{L}(\mathbf{r}, t)=\mathbf{L}_{\mathbf{o}} \exp \{i(\mathbf{p} \cdot \mathbf{r}-E t) / \hbar\} . \tag{39}
\end{equation*}
$$

The quantities $\mathbf{p}$ and $E$ correspond to the linear momentum and the total energy of the associated matter-wave particle; $\mathbf{r}$ and $t$ represent the position vector and the instantaneous time. For particles with nonzero rest mass $m_{o}$, the following special theory of relativity equations (see [10], pp. 21-25) may also be useful:

$$
\begin{equation*}
E=\gamma m_{o} c^{2} \quad p=\gamma m_{o} v \quad \text { where } \quad \gamma=1 / \sqrt{1-\beta^{2}} \quad \beta=v / c . \tag{40}
\end{equation*}
$$

The quantities $\gamma$ and $\beta$ are known as the Lorentz factor and the speed parameter, respectively. The symbol $v$ represents the relativistic speed of the matter-wave particle. Substitution of the preceding time-harmonic plane-wave solutions back into the Dirac spacetime vector equations yield the following set of vector equations for matter waves:

$$
\begin{array}{r}
\mathbf{p} c \cdot \mathbf{U}_{\mathbf{o}}=0 \quad \text { and } \quad \mathbf{p} c \cdot \mathbf{L}_{\mathbf{o}}=0 \\
\mathbf{p} c \times \mathbf{U}_{\mathbf{o}}=+E \frac{(\gamma-1)}{\gamma} \mathbf{L}_{\mathbf{o}} \quad \text { and } \quad \mathbf{p} c \times \mathbf{L}_{\mathbf{o}}=-E \frac{(\gamma+1)}{\gamma} \mathbf{U}_{\mathbf{o}} . \tag{42}
\end{array}
$$

From the previous equations we find the three vectors $\mathbf{U}_{o}, \mathbf{L}_{o}$, and $\mathbf{p} c$ are mutually perpendicular. That is,

$$
\begin{equation*}
\mathbf{p} c \perp \mathbf{U}_{\mathbf{o}} \quad \mathbf{U}_{\mathbf{o}} \perp \mathbf{L}_{\mathbf{o}} \quad \mathbf{p} c \perp \mathbf{L}_{\mathbf{o}} \tag{43}
\end{equation*}
$$

These properties represent transverse waves. In addition, we also obtain the important result:

$$
\begin{equation*}
(\gamma+1) U_{o}^{2}=(\gamma-1) L_{o}^{2} \tag{44}
\end{equation*}
$$

The magnitudes of the vectors $\mathbf{U}_{o}$ and $\mathbf{L}_{o}$ are related through the Lorentz factor $\gamma$, which depends on the speed parameter $\beta$, which ultimately depends on the speed $v$ of the nonzero rest-mass particle. Note, for $\gamma$ much greater than unity, characteristic of a relativistic particle, the magnitudes of the vectors $\mathbf{U}_{o}$ and $\mathbf{L}_{o}$ are nearly equal. On the other hand, for $\gamma$ close to unity, characteristic of a nonrelativistic particle, the magnitude of the vector $\mathbf{L}_{o}$ is much greater than the magnitude of the vector $\mathbf{U}_{o}$. One other important result is

$$
\begin{equation*}
E^{2}=p^{2} c^{2}+m_{o}^{2} c^{4} \quad \text { which implies } \quad E= \pm \sqrt{p^{2} c^{2}+m_{o}^{2} c^{4}} \tag{45}
\end{equation*}
$$

The $\pm$ sign is associated with the quantum mechanical energy $E$ of a matterwave particle, like a half-integer spin electron. This was first interpreted by Paul A. M. Dirac. He recognized the negative energy levels predicted by his relativistic equation could not be ignored. This led to his concept of a hole theory of positrons. For a detailed discussion on negative energy states (see [11]).

### 4.2 Klein-Gordon spacetime matrix equation

The Klein-Gordon equation (see [12], pp. 118-129) is yet another quantum mechanical relativistic equation which is the field equation of the quanta associated
with spin-less (spin-0) particles. An example of a spin-less particle is the recently discovered Higgs boson.

A version of the Klein-Gordon equation can be easily derived by simply starting with the compact matrix form of the Dirac spacetime matrix equation for free space, namely, Eq. (35). Multiply both sides by the spacetime matrix operator $\hat{M}$. This gives

$$
\begin{equation*}
\hat{M} \hat{M}|\phi\rangle+\kappa \hat{M}|\phi\rangle=|o\rangle . \tag{46}
\end{equation*}
$$

Next replace the term $\hat{M}|\phi\rangle$ with $-\kappa|\phi\rangle$ using Eq. (35). We obtain

$$
\begin{equation*}
\hat{M} \hat{M}|\phi\rangle-\kappa^{2}|\phi\rangle=|o\rangle . \tag{47}
\end{equation*}
$$

We refer to this equation as the Klein-Gordon spacetime matrix equation for free space. Using the fourth property of the spacetime matrix operator $\hat{M}$, it can be easily shown that Eq. (47) is equivalent to the following two equations involving the vectors $\mathbf{U}$ and $\mathbf{L}$ :

$$
\begin{equation*}
\square^{2} \mathbf{U}-\kappa^{2} \mathbf{U}=0 \quad \text { and } \quad \square^{2} \mathbf{L}-\kappa^{2} \mathbf{L}=0 . \tag{48}
\end{equation*}
$$

Therefore, the vectors $\mathbf{U}$ and $\mathbf{L}$ also satisfy Klein-Gordon type equations.

## 5. Generalized spacetime matrix equation

In this section, we will introduce for the first time a new matrix equation where again the spacetime operator $\hat{M}$ plays a central role. We will refer to this equation as the generalized spacetime matrix equation for free space.

### 5.1 Big unanswered questions and mysteries in physics and astronomy

The number of unanswered questions and mysteries regarding the universe from the smallest to the largest, in the fields of physics and astronomy, is unimaginable. There are many references, too numerous to list here, which address this topic. However, an excellent comprehensive list of unsolved problems in physics appears in [13] for various broad areas of physics. These areas include general physics, quantum physics, cosmology, general relativity, quantum gravity, highenergy physics, particle physics, astronomy, astrophysics, nuclear physics, atomic physics, molecular physics, optical physics, classical mechanics, condensed matter physics, plasma physics, and biophysics. The following is a partial list of some of the most important questions and mysteries being addressed today by physicists and astronomers around the globe:

How did the universe begin and what is the ultimate fate of the universe?
Is the universe infinite or just very big?
Why is there more matter than antimatter in the universe?
What came before the big bang?
Why are the galaxies distributed in clumps and filaments?
Are there additional dimensions?
Is spacetime fundamentally continuous or discrete?
How can we create a quantum theory of gravity?
What is dark energy and dark matter?
Do dark gravity, dark charge, and dark antimatter exist?

What happens inside a black hole and do naked singularities exist?
Why does time seem to flow only in one direction?
Is time travel really possible?
Is string theory or M-theory a viable theory of everything?
What kind of physics underlies the standard model?
Are there really just three generations of leptons and quarks?
Do gravitons exist?
Are protons unstable?
Do magnetic monopoles exist?
What are the masses of neutrinos?
Do the quarks or leptons have any substructure?
Do tachyons exist and can information travel faster than light?
Why do the particles have the precise masses they do?
Do fundamental physical constants vary over time?
Why are the strengths of the fundamental forces what they are?
Do parallel universes exist and is there a multiverse?
Was our spatially 3-D universe formed out of a vacuum by a 2-D hologram?
Was the hologram formed by a flow of information? If so, what form?
Does pair production formed, spontaneously, out of a vacuum?
Are they likewise formed out of a flow of information?
Do life processes, such as ion flows through cell membranes, form likewise as
flows of information?
As we can see, even with all of the discoveries made over the past several hundred years, there is so much we do not understand and so much yet to be discovered about our universe and possibly beyond.

So far we have described the first seven compact matrix equations listed in Table 1 where the spacetime matrix operator $\hat{M}$ plays a fundamental role. We found that each of these seven equations correspond to a variety of fundamental equations, in both classical electrodynamics and relativistic quantum mechanics. In the next subsection, we will discuss in detail the eighth compact matrix equation listed in Table 1. This eighth equation is associated with a new matrix equation which we will refer to as the generalized spacetime matrix equation for free space. As we will see, there are several theoretical implications resulting from our study of the generalized spacetime matrix equation which perhaps may be added as unanswered questions or mysteries to the preceding list.

### 5.2 Generalized spacetime matrix equation for free space

We define the generalized spacetime matrix equation for free space by the following equation:

$$
\left[\begin{array}{cccccccc}
-\partial_{4} & 0 & 0 & 0 & 0 & -\partial_{3} & +\partial_{2} & -\partial_{1}  \tag{49}\\
0 & -\partial_{4} & 0 & 0 & +\partial_{3} & 0 & -\partial_{1} & -\partial_{2} \\
0 & 0 & -\partial_{4} & 0 & -\partial_{2} & +\partial_{1} & 0 & -\partial_{3} \\
0 & 0 & 0 & -\partial_{4} & +\partial_{1} & +\partial_{2} & +\partial_{3} & 0 \\
0 & +\partial_{3} & -\partial_{2} & +\partial_{1} & +\partial_{4} & 0 & 0 & 0 \\
-\partial_{3} & 0 & +\partial_{1} & +\partial_{2} & 0 & +\partial_{4} & 0 & 0 \\
+\partial_{2} & -\partial_{1} & 0 & +\partial_{3} & 0 & 0 & +\partial_{4} & 0 \\
-\partial_{1} & -\partial_{2} & -\partial_{3} & 0 & 0 & 0 & 0 & +\partial_{4}
\end{array}\right]\left[\begin{array}{l}
\Delta_{1} \\
\Delta_{2} \\
\Delta_{3} \\
\Delta_{4} \\
\Omega_{1} \\
\Omega_{2} \\
\Omega_{3} \\
\Omega_{4}
\end{array}\right]+\kappa\left[\begin{array}{l}
\Delta_{1} \\
\Delta_{2} \\
\Delta_{3} \\
\Delta_{4} \\
\Omega_{1} \\
\Omega_{2} \\
\Omega_{3} \\
\Omega_{4}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right] .
$$

The compact matrix form of Eq. (49) is given by

$$
\begin{equation*}
\hat{M}|\psi\rangle+\kappa|\psi\rangle=|o\rangle . \tag{50}
\end{equation*}
$$

This is the eighth compact matrix equation in Table 1. Note the similarity between the generalized spacetime matrix equation for free space and the Dirac spacetime matrix equation for free space (34) when $\kappa=m_{o} c / \hbar$ and the Maxwell spacetime matrix equation for free space (9) when $\kappa=0$. In those equations we purposely set the $(4,1)$ and $(8,1)$ elements in the ket vectors identically equal to zero. Doing so allowed us to convert those matrix equations to vector equations (involving three-dimensional vectors only) which are described in greater detail in [1].

In Eq. (49), we no longer restrict elements $(4,1)$ and $(8,1)$ to be equal to zero. The wave function $|\psi\rangle$ can be thought of as being composed of two fourdimensional vectors $\Delta=\left(\Delta_{1} \Delta_{2} \Delta_{3} \Delta_{4}\right)$ and $\Omega=\left(\Omega_{1} \Omega_{2} \Omega_{3} \Omega_{4}\right)$. The implications by avoiding the earlier restrictions on elements $(4,1)$ and $(8,1)$ will be investigated shortly. We will find some new predictions and surprises by removing these restrictions.

### 5.3 Eigenvalue spacetime matrix equations

Our primary goal now is to determine the properties of time-harmonic plane-wave solutions satisfying the generalized spacetime matrix (Eq. (49)) for free space. The approach we will take is to cast Eq. (49) into an eigenvalue equation and use the methods of linear algebra to determine the set of orthonormal eigenvectors and corresponding eigenvalues satisfying this eigenvalue equation. (For an excellent book on linear algebra and the solution of eigenvalue equations; see [14], pp. 189-190.) For now let $\kappa=m_{o} c / \hbar$, the same constant in the Dirac spacetime matrix equation. Later on we will look at the special case when $\kappa=0$.

We first multiply Eq. (49) by the factor $\hbar c M_{4}$. The matrix $M_{4}$ is the fourth of the spacetime matrices first introduced in Eq. (3). After doing so, with minor algebraic manipulation, we obtain the following matrix equation:

$$
\hbar c\left[\begin{array}{cccccccc}
-\kappa & 0 & 0 & 0 & 0 & +\partial_{3} & -\partial_{2} & +\partial_{1}  \tag{51}\\
0 & -\kappa & 0 & 0 & -\partial_{3} & 0 & +\partial_{1} & +\partial_{2} \\
0 & 0 & -\kappa & 0 & +\partial_{2} & -\partial_{1} & 0 & +\partial_{3} \\
0 & 0 & 0 & -\kappa & -\partial_{1} & -\partial_{2} & -\partial_{3} & 0 \\
0 & +\partial_{3} & -\partial_{2} & +\partial_{1} & +\kappa & 0 & 0 & 0 \\
-\partial_{3} & 0 & +\partial_{1} & +\partial_{2} & 0 & +\kappa & 0 & 0 \\
+\partial_{2} & -\partial_{1} & 0 & +\partial_{3} & 0 & 0 & +\kappa & 0 \\
-\partial_{1} & -\partial_{2} & -\partial_{3} & 0 & 0 & 0 & 0 & +\kappa
\end{array}\right]\left[\begin{array}{c}
\Delta_{1} \\
\Delta_{2} \\
\Delta_{3} \\
\Delta_{4} \\
\Omega_{1} \\
\Omega_{2} \\
\Omega_{3} \\
\Omega_{4}
\end{array}\right]=i \hbar \frac{\partial}{\partial t}\left[\begin{array}{c}
\Delta_{1} \\
\Delta_{2} \\
\Delta_{3} \\
\Delta_{4} \\
\Omega_{1} \\
\Omega_{2} \\
\Omega_{3} \\
\Omega_{4}
\end{array}\right] .
$$

The compact matrix form of this equation is given by

$$
\begin{equation*}
\hat{H}|\psi\rangle=i \hbar \frac{\partial}{\partial t}|\psi\rangle . \tag{52}
\end{equation*}
$$

This equation has the same identical form as the nonrelativistic Schrödinger equation (see [12], pp. 118-129). However, the Hamiltonian matrix operator $\hat{H}$ is entirely different. This equation represents the canonical form of the generalized spacetime matrix (Eq. (49)).

For time-harmonic plane-wave solutions, the ket vector $|\psi\rangle$ may be expressed as

$$
\begin{equation*}
|\psi\rangle=\left|\psi_{o}\right\rangle \exp [+i(\mathbf{p} \cdot \mathbf{r}-E t) / \hbar] . \tag{53}
\end{equation*}
$$

Again the quantities $\mathbf{p}$ and $E$ correspond to the linear momentum vector and the total energy; $\mathbf{r}$ and $t$ represent the position vector and the instantaneous time. After substituting the eight-by-one ket vector $|\psi\rangle$ back into Eq. (51), we obtain the following eigenvalue equation:

$$
p c\left[\begin{array}{cccccccc}
-\mu & 0 & 0 & 0 & 0 & +i \alpha_{3} & -i \alpha_{2} & +i \alpha_{1}  \tag{54}\\
0 & -\mu & 0 & 0 & -i \alpha_{3} & 0 & +i \alpha_{1} & +i \alpha_{2} \\
0 & 0 & -\mu & 0 & +i \alpha_{2} & -i \alpha_{1} & 0 & +i \alpha_{3} \\
0 & 0 & 0 & -\mu & -i \alpha_{1} & -i \alpha_{2} & -i \alpha_{3} & 0 \\
0 & +i \alpha_{3} & -i \alpha_{2} & +i \alpha_{1} & +\mu & 0 & 0 & 0 \\
-i \alpha_{3} & 0 & +i \alpha_{1} & +i \alpha_{2} & 0 & +\mu & 0 & 0 \\
+i \alpha_{2} & -i \alpha_{1} & 0 & +i \alpha_{3} & 0 & 0 & +\mu & 0 \\
-i \alpha_{1} & -i \alpha_{2} & -i \alpha_{3} & 0 & 0 & 0 & 0 & +\mu
\end{array}\right]\left[\begin{array}{c}
\Delta_{1} \\
\Delta_{2} \\
\Delta_{3} \\
\Delta_{4} \\
\Omega_{1} \\
\Omega_{2} \\
\Omega_{3} \\
\Omega_{4}
\end{array}\right]=E\left[\begin{array}{c}
\Delta_{1} \\
\Delta_{2} \\
\Delta_{3} \\
\Delta_{4} \\
\Omega_{1} \\
\Omega_{2} \\
\Omega_{3} \\
\Omega_{4}
\end{array}\right] .
$$

We will refer to Eq. (54) as the eigenvalue spacetime matrix equation. The compact matrix form of Eq. (54) is represented by

$$
\begin{equation*}
H|\psi\rangle=E|\psi\rangle . \tag{55}
\end{equation*}
$$

The eight-by-eight matrix $H$ is Hermitian which implies the eigenvalues $E$ are real (see [14], p. 222). The following equations define various quantities appearing in Eq. (54):

$$
\begin{equation*}
\mu \equiv m_{o} c^{2} / p c \quad \text { and } \quad \mathbf{p} \equiv p\left(\alpha_{1} \alpha_{2} \alpha_{3}\right) . \tag{56}
\end{equation*}
$$

The quantity $p$ is the magnitude of the linear momentum vector $\mathbf{p}$, and $\alpha_{1}, \alpha_{2}, \alpha_{3}$ represent the direction cosines, associated with the direction of the linear momentum vector $\mathbf{p}$.

### 5.4 Wave propagation along the $+z$ direction for $\kappa=m_{o} c / \hbar$

Without loss of generality, let us consider matter-wave propagation along the $+z$ direction, that is,

$$
\mathbf{p}=p\left(\begin{array}{lll}
0 & 0 & 1 \tag{57}
\end{array}\right)
$$

Eq. (54) reduces to the following simplified form:

$$
\left[\begin{array}{cccccccc}
-E_{o} & 0 & 0 & 0 & 0 & +i p c & 0 & 0  \tag{58}\\
0 & -E_{o} & 0 & 0 & -i p c & 0 & 0 & 0 \\
0 & 0 & -E_{o} & 0 & 0 & 0 & 0 & +i p c \\
0 & 0 & 0 & -E_{o} & 0 & 0 & -i p c & 0 \\
0 & +i p c & 0 & 0 & +E_{o} & 0 & 0 & 0 \\
-i p c & 0 & 0 & 0 & 0 & +E_{o} & 0 & 0 \\
0 & 0 & 0 & +i p c & 0 & 0 & +E_{o} & 0 \\
0 & 0 & -i p c & 0 & 0 & 0 & 0 & +E_{o}
\end{array}\right]\left[\begin{array}{c}
\Delta_{1} \\
\Delta_{2} \\
\Delta_{3} \\
\Delta_{4} \\
\Omega_{1} \\
\Omega_{2} \\
\Omega_{3} \\
\Omega_{4}
\end{array}\right]=E\left[\begin{array}{c}
\Delta_{1} \\
\Delta_{2} \\
\Delta_{3} \\
\Delta_{4} \\
\Omega_{1} \\
\Omega_{2} \\
\Omega_{3} \\
\Omega_{4}
\end{array}\right]
$$

where

$$
\begin{equation*}
E_{o} \equiv m_{o} c^{2} . \tag{59}
\end{equation*}
$$

The matrix in Eq. (58) is an eight-by-eight square matrix. A compact matrix version of Eq. (58) may be expressed as follows:

$$
\begin{equation*}
H\left|\psi_{n}\right\rangle=E_{n}\left|\psi_{n}\right\rangle \quad n=1,2,3, \ldots 8 . \tag{60}
\end{equation*}
$$

At this point we are now in a position to determine eight eigenvectors $\left|\psi_{n}\right\rangle$ and the corresponding eigenvalues $E_{n}$ satisfying the eigenvalue (Eq. (58)). We chose to use the matrix software program MATLAB [15] for determining the eigenvalues and eigenvectors. As it turns out, there are only two unique eigenvalues given by

$$
\begin{equation*}
E_{+}=+E \quad \text { and } \quad E_{-}=-E \quad \text { where } \quad E=\sqrt{E_{o}^{2}+p^{2} c^{2}} \tag{61}
\end{equation*}
$$

From the special theory of relativity (see [10], pp. 21-25), the following relations may also be of use:

$$
\begin{equation*}
E=\gamma E_{o} \quad p=\gamma m_{o} v \quad p c=\gamma \beta E_{o} \quad \gamma=1 / \sqrt{1-\beta^{2}} \quad \beta=v / c . \tag{62}
\end{equation*}
$$

As before, $\gamma$ and $\beta$ are referred to as the Lorentz factor and speed parameter, respectively. For each of the two eigenvalues, there are four unique eigenvectors. The eight eigenvectors $\left|\psi_{n}\right\rangle$ form an orthonormal set, that is,

$$
\begin{equation*}
\left\langle\psi_{m} \mid \psi_{n}\right\rangle=\delta_{m n} . \tag{63}
\end{equation*}
$$

The symbol $\delta_{m n}$ represents the Kronecker delta. In Table 2 is a summary of the eigenvalues and orthonormal eigenvectors satisfying the eigenvalue spacetime matrix (Eq. (58)).

The constants $a$ and $b$ appearing in Table 2 are defined by

$$
\begin{equation*}
a \equiv \frac{\sqrt{2}}{2} \sqrt{\frac{\gamma+1}{\gamma}} \quad a^{2}+b^{2}=1 \quad b \equiv \frac{\sqrt{2}}{2} \sqrt{\frac{\gamma-1}{\gamma}} . \tag{64}
\end{equation*}
$$

Inspection of the contents of Table 2 reveals the following important results:

1. $\left|\psi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle$ represent transverse waves with positive energy $+\gamma E_{0}$.
2. $\left|\psi_{3}\right\rangle$ and $\left|\psi_{4}\right\rangle$ represent transverse waves with negative energy $-\gamma E_{o}$.
3. $\left|\psi_{5}\right\rangle$ and $\left|\psi_{6}\right\rangle$ represent non-transverse waves with positive energy $+\gamma E_{o}$.
4. $\left|\psi_{7}\right\rangle$ and $\left|\psi_{8}\right\rangle$ represent non-transverse waves with negative energy $-\gamma E_{0}$.

For wave propagation in the $+z$ direction, the transverse waves have eigenvector solutions $|\psi\rangle$ where elements $(3,1),(4,1),(7,1)$, and $(8,1)$ are identically equal to zero. In other words, $\Delta=\left(\begin{array}{lll}\Delta_{1} \Delta_{2} & 0 & 0\end{array}\right)$ and $\Omega=\left(\begin{array}{ll}\Omega_{1} \Omega_{2} & 0\end{array}\right)$. For this case, $\Delta_{1}, \Delta_{2}$ and $\Omega_{1}, \Omega_{2}$ correspond to the $x$ and $y$ components. Thus, for wave propagation in the $+z$ direction, the transverse wave solutions only have $x$ and $y$ vector components characteristic of a transverse wave in three dimensions.

| $\boldsymbol{E}_{\boldsymbol{n}}$ | $\boldsymbol{E}_{\mathbf{1}}$ | $\boldsymbol{E}_{2}$ | $\boldsymbol{E}_{3}$ | $\boldsymbol{E}_{4}$ | $\boldsymbol{E}_{5}$ | $\boldsymbol{E}_{6}$ | $\boldsymbol{E}_{7}$ | $\boldsymbol{E}_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E$ | $+\gamma E_{o}$ | $+\gamma E_{o}$ | $-\gamma E_{o}$ | $-\gamma E_{o}$ | $+\gamma E_{o}$ | $+\gamma E_{o}$ | $-\gamma E_{o}$ | $-\gamma E_{o}$ |
| $\left\|\psi_{n}\right\rangle$ | $\left\|\psi_{1}\right\rangle$ | $\left\|\psi_{2}\right\rangle$ | $\left\|\psi_{3}\right\rangle$ | $\left\|\psi_{4}\right\rangle$ | $\left\|\psi_{5}\right\rangle$ | $\left\|\psi_{6}\right\rangle$ | $\left\|\psi_{7}\right\rangle$ | $\left\|\psi_{8}\right\rangle$ |
| $\Delta_{1}$ | 0 | $+b$ | 0 | $+a$ | 0 | 0 | 0 | 0 |
| $\Delta_{2}$ | $+i b$ | 0 | $+i a$ | 0 | 0 | 0 | 0 | 0 |
| $\Delta_{3}$ | 0 | 0 | 0 | 0 | $+b$ | 0 | $+a$ | 0 |
| $\Delta_{4}$ | 0 | 0 | 0 | 0 | 0 | $+i b$ | 0 | $+i a$ |
| $\Omega_{1}$ | $-a$ | 0 | $+b$ | 0 | 0 | 0 | 0 | 0 |
| $\Omega_{2}$ | 0 | $-i a$ | 0 | $+i b$ | 0 | 0 | 0 | 0 |
| $\Omega_{3}$ | 0 | 0 | 0 | 0 | 0 | $-a$ | 0 | $+b$ |
| $\Omega_{4}$ | 0 | 0 | 0 | 0 | $-i a$ | 0 | $+i b$ | 0 |

Table 2.
Eigenvalues and orthonormal eigenvectors associated with the generalized spacetime matrix equation for wave propagation in the $+z$ direction when $\kappa=m_{o} c / \hbar$.

On the other hand, for wave propagation in the $+z$ direction, the non-transverse waves have eigenvector solutions $|\psi\rangle$ where elements $(1,1),(2,1),(5,1)$, and $(6,1)$ are identically equal to zero. That is to say, $\Delta=\left(\begin{array}{lll}0 & 0 & \Delta_{3} \Delta_{4}\end{array}\right)$ and $\Omega=\left(\begin{array}{lll}0 & 0 & \Omega_{3} \Omega_{4}\end{array}\right)$. This implies, $\Delta_{3}$ and $\Omega_{3}$ represent $z$-components. $\Delta_{4}$ and $\Omega_{4}$ represent the fourth components (unknown origin) in a four-dimensional space. Thus, for wave propagation in the $+z$ direction, the non-transverse wave solutions have a $z$ vector component (longitudinal in nature) and a fourth vector component (neither transverse nor longitudinal in nature, perhaps a "time" component) of a non-transverse wave in four dimensions.

### 5.5 Traditional Dirac equation

The authors, in their most recent publication [1], indicated solutions of their Dirac spacetime matrix equation for free space could be mapped into solutions satisfying the traditional Dirac matrix equation. We wish to explore this in greater detail. The traditional Dirac equation, in the absence of electromagnetic potential terms, is given by

$$
\left[\begin{array}{cccc}
+\partial_{4} & 0 & -i \partial_{3} & -\partial_{2}-i \partial_{1}  \tag{65}\\
0 & +\partial_{4} & +\partial_{2}-i \partial_{1} & +i \partial_{3} \\
+i \partial_{3} & +\partial_{2}+i \partial_{1} & -\partial_{4} & 0 \\
-\partial_{2}+i \partial_{1} & -i \partial_{3} & 0 & -\partial_{4}
\end{array}\right]\left[\begin{array}{c}
\Sigma_{1} \\
\Sigma_{2} \\
\Sigma_{3} \\
\Sigma_{4}
\end{array}\right]+\kappa\left[\begin{array}{c}
\Sigma_{1} \\
\Sigma_{2} \\
\Sigma_{3} \\
\Sigma_{4}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

This equation corresponds to the special case employing the Dirac representation (see [12], pp. 694-706) for details. The compact matrix form of Eq. (65) is given by

$$
\begin{equation*}
\hat{D}|\sigma\rangle+\kappa|\sigma\rangle=|0\rangle \tag{66}
\end{equation*}
$$

The Dirac matrix operator $\hat{D}$ represents the four-by-four matrix operator on the left-hand side of Eq. (65), $|\sigma\rangle$ is the four-by-one ket vector appearing twice
on the left-hand side, and $|0\rangle$ is the four-by-one null ket vector appearing on the right-hand side. For time-harmonic plane-wave solutions, the ket vector $|\sigma\rangle$ may be expressed as

$$
\begin{equation*}
|\sigma\rangle=\left|\sigma_{o}\right\rangle \exp [+i(\mathbf{p} \cdot \mathbf{r}-E t) / \hbar] . \tag{67}
\end{equation*}
$$

Substituting this time-harmonic plane-wave solution back into the traditional Dirac equation (65) ultimately leads to the corresponding eigenvalue equation:

$$
p c\left[\begin{array}{cccc}
+\mu & 0 & +\alpha_{3} & -i \alpha_{2}+\alpha_{1}  \tag{68}\\
0 & +\mu & +i \alpha_{2}+\alpha_{1} & -\alpha_{3} \\
+\alpha_{3} & -i \alpha_{2}+\alpha_{1} & -\mu & 0 \\
+i \alpha_{2}+\alpha_{1} & -\alpha_{3} & 0 & -\mu
\end{array}\right]\left[\begin{array}{c}
\Sigma_{1} \\
\Sigma_{2} \\
\Sigma_{3} \\
\Sigma_{4}
\end{array}\right]=E\left[\begin{array}{c}
\Sigma_{1} \\
\Sigma_{2} \\
\Sigma_{3} \\
\Sigma_{4}
\end{array}\right] .
$$

For the special case of wave propagation in the $+z$ direction, the preceding eigenvalue equation reduces to the following simplified form:

$$
\left[\begin{array}{cccc}
+E_{o} & 0 & +p c & 0  \tag{69}\\
0 & +E_{o} & 0 & -p c \\
+p c & 0 & -E_{o} & 0 \\
0 & -p c & 0 & -E_{o}
\end{array}\right]\left[\begin{array}{c}
\Sigma_{1} \\
\Sigma_{2} \\
\Sigma_{3} \\
\Sigma_{4}
\end{array}\right]=E\left[\begin{array}{c}
\Sigma_{1} \\
\Sigma_{2} \\
\Sigma_{3} \\
\Sigma_{4}
\end{array}\right] .
$$

Again using the matrix software MATLAB, the four orthonormal eigenvectors and corresponding eigenvalues satisfying Eq. (69) are listed in the Table 3.

The quantities $a$ and $b$ appearing in Table 3 are defined by

$$
\begin{equation*}
a \equiv \frac{\sqrt{2}}{2} \sqrt{\frac{\gamma+1}{\gamma}} \quad a^{2}+b^{2}=1 \quad b \equiv \frac{\sqrt{2}}{2} \sqrt{\frac{\gamma-1}{\gamma}} . \tag{70}
\end{equation*}
$$

Note, the quantities $a$ and $b$ appearing in the traditional Dirac equation eigenvectors listed in Table 3 are the same $a$ and $b$ quantities appearing in the generalized spacetime matrix equation eigenvectors listed in Table 2 for $\kappa=m_{o} c / \hbar$.

| $\boldsymbol{E}_{\boldsymbol{n}}$ | $\boldsymbol{E}_{\mathbf{1}}$ | $\boldsymbol{E}_{2}$ | $\boldsymbol{E}_{3}$ | $\boldsymbol{E}_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $E$ | $+\gamma E_{o}$ | $+\gamma E_{o}$ | $-\gamma E_{o}$ | $-\gamma E_{o}$ |
| $\left\|\sigma_{n}\right\rangle$ | $\left\|\sigma_{1}\right\rangle$ | $\left\|\sigma_{2}\right\rangle$ | $\left\|\sigma_{3}\right\rangle$ | $\left\|\sigma_{4}\right\rangle$ |
| $\Sigma_{1}$ | $-\frac{\sqrt{2}}{2} a$ | $-\frac{\sqrt{2}}{2} a$ | $+\frac{\sqrt{2}}{2} b$ | $+\frac{\sqrt{2}}{2} b$ |
| $\Sigma_{2}$ | $-\frac{\sqrt{2}}{2} a$ | $+\frac{\sqrt{2}}{2} a$ | $+\frac{\sqrt{2}}{2} b$ | $-\frac{\sqrt{2}}{2} b$ |
| $\Sigma_{3}$ | $-\frac{\sqrt{2}}{2} b$ | $-\frac{\sqrt{2}}{2} b$ | $-\frac{\sqrt{2}}{2} a$ | $-\frac{\sqrt{2}}{2} a$ |
| $\Sigma_{4}$ | $+\frac{\sqrt{2}}{2} b$ | $-\frac{\sqrt{2}}{2} b$ | $+\frac{\sqrt{2}}{2} a$ | $-\frac{\sqrt{2}}{2} a$ |

Table 3.
Eigenvalues and orthonormal eigenvectors associated with the traditional Dirac equation for wave propagation in the $+z$ direction when $\kappa=m_{0} c / \hbar$.

### 5.6 Linear transformation equation

For the special case of a matter wave traveling through free space in the $+z$ direction, we found the orthonormal set of eigenvectors and corresponding eigenvalues, for both the generalized spacetime matrix (Eq. (49)) and the traditional Dirac equation (65), when $\kappa=m_{o} c / \hbar$. These two sets of orthonormal eigenvectors are related [1] through the following linear transformation matrix equation:

$$
\left[\begin{array}{c}
\Sigma_{1}  \tag{71}\\
\Sigma_{2} \\
\Sigma_{3} \\
\Sigma_{4}
\end{array}\right]=\frac{\sqrt{2}}{2}\left[\begin{array}{cccccccc}
0 & 0 & 0 & 0 & +1 & -i & +1 & -i \\
0 & 0 & 0 & 0 & +1 & +i & -1 & -i \\
-1 & +i & -1 & +i & 0 & 0 & 0 & 0 \\
-1 & -i & +1 & +i & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\Delta_{1} \\
\Delta_{2} \\
\Delta_{3} \\
\Delta_{4} \\
\Omega_{1} \\
\Omega_{2} \\
\Omega_{3} \\
\Omega_{4}
\end{array}\right] .
$$

The compact matrix form of Eq. (71) is given by

$$
\begin{equation*}
|\sigma\rangle=Z|\psi\rangle \tag{72}
\end{equation*}
$$

When we substitute each the eight eigenvectors $\left|\psi_{n}\right\rangle$ from Table 2 back into Eq. (71), we obtain the following results:

1. The four transverse eigenvectors in Table 2 map into the four eigenvectors in Table 3:

$$
\begin{equation*}
\left|\sigma_{1}\right\rangle=Z\left|\psi_{1}\right\rangle \quad\left|\sigma_{2}\right\rangle=Z\left|\psi_{2}\right\rangle \quad\left|\sigma_{3}\right\rangle=Z\left|\psi_{3}\right\rangle \quad\left|\sigma_{4}\right\rangle=Z\left|\psi_{4}\right\rangle . \tag{73}
\end{equation*}
$$

2. The four non-transverse eigenvectors in Table 2 map into the same four eigenvectors in Table 3:

$$
\begin{equation*}
\left|\sigma_{1}\right\rangle=Z\left|\psi_{5}\right\rangle \quad\left|\sigma_{2}\right\rangle=Z\left|\psi_{6}\right\rangle \quad\left|\sigma_{3}\right\rangle=Z\left|\psi_{7}\right\rangle \quad\left|\sigma_{4}\right\rangle=Z\left|\psi_{8}\right\rangle . \tag{74}
\end{equation*}
$$

Therefore, whether we use the four transverse eigenvector solutions or the four non-transverse eigenvector solutions satisfying the generalized spacetime matrix (Eq. (49)), the same four eigenvector solutions satisfying the traditional Dirac equation (65) are obtained using Eq. (71). It is noted the four transverse eigenvector solutions could have been obtained from the four Dirac vector equations (37) and (38).

### 5.7 Wave propagation along the $+z$ direction for $\kappa=0$

For the special case of wave propagation in the $+z$ direction, when $\kappa=0$, time-harmonic plane-wave solutions satisfying the generalized spacetime matrix equation for free space (49) yield the set of eigenvectors and eigenvalues presented in Table 4. The eight eigenvectors $\left|\psi_{n}\right\rangle$ also form an orthonormal set, that is,

$$
\begin{equation*}
\left\langle\psi_{m} \mid \psi_{n}\right\rangle=\delta_{m n} . \tag{75}
\end{equation*}
$$

| $\boldsymbol{E}_{\boldsymbol{n}}$ | $\boldsymbol{E}_{\mathbf{1}}$ | $\boldsymbol{E}_{\mathbf{2}}$ | $\boldsymbol{E}_{3}$ | $\boldsymbol{E}_{\mathbf{4}}$ | $\boldsymbol{E}_{5}$ | $\boldsymbol{E}_{6}$ | $\boldsymbol{E}_{7}$ | $\boldsymbol{E}_{\mathbf{8}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{n} c$ | $+p c$ | $+p c$ | $-p c$ | $-p c$ | $+p c$ | $+p c$ | $-p c$ | $-p c$ |
| $\left\|\psi_{n}\right\rangle$ | $\left\|\psi_{1}\right\rangle$ | $\left\|\psi_{2}\right\rangle$ | $\left\|\psi_{3}\right\rangle$ | $\left\|\psi_{4}\right\rangle$ | $\left\|\psi_{5}\right\rangle$ | $\left\|\psi_{6}\right\rangle$ | $\left\|\psi_{7}\right\rangle$ | $\left\|\psi_{8}\right\rangle$ |
| $\Delta_{1}$ | 0 | $+b$ | 0 | $+a$ | 0 | 0 | 0 | 0 |
| $\Delta_{2}$ | $+i b$ | 0 | $+i a$ | 0 | 0 | 0 | 0 | 0 |
| $\Delta_{3}$ | 0 | 0 | 0 | 0 | $+b$ | 0 | $+a$ | 0 |
| $\Delta_{4}$ | 0 | 0 | 0 | 0 | 0 | $+i b$ | 0 | $+i a$ |
| $\Omega_{1}$ | $-a$ | 0 | $+b$ | 0 | 0 | 0 | 0 | 0 |
| $\Omega_{2}$ | 0 | $-i a$ | 0 | $+i b$ | 0 | 0 | 0 | 0 |
| $\Omega_{3}$ | 0 | 0 | 0 | 0 | 0 | $-a$ | 0 | $+b$ |
| $\Omega_{4}$ | 0 | 0 | 0 | 0 | $-i a$ | 0 | $+i b$ | 0 |
| $v_{n}$ | $v_{1}$ | $v_{2}$ | $v_{3}$ | $v_{4}$ | $v_{5}$ | $v_{6}$ | $v_{7}$ | $v_{8}$ |
|  | $+c$ | $+c$ | $-c$ | $-c$ | $+c$ | $+c$ | $-c$ | $-c$ |

Table 4.
Eigenvalues and orthonormal eigenvectors associated with the generalized spacetime matrix equation for wave propagation in the $+z$ direction when $\kappa=0$.

The constants $a$ and $b$ appearing in Table 4 are now defined by

$$
\begin{equation*}
a \equiv \frac{\sqrt{2}}{2} \quad a^{2}+b^{2}=1 \quad b \equiv \frac{\sqrt{2}}{2} \tag{76}
\end{equation*}
$$

Inspection of the contents of Table 4 reveals the following important results:

1. $\left|\psi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle$ represent transverse waves moving with speed +c .
2. $\left|\psi_{3}\right\rangle$ and $\left|\psi_{4}\right\rangle$ represent transverse waves moving with speed -c.
3. $\left|\psi_{5}\right\rangle$ and $\left|\psi_{6}\right\rangle$ represent non-transverse waves moving with speed +c .
4. $\left|\psi_{7}\right\rangle$ and $\left|\psi_{8}\right\rangle$ represent non-transverse waves moving with speed -c.

For wave propagation in the $+z$ direction, the transverse waves have eigenvector solutions $|\psi\rangle$ where elements $(3,1),(4,1),(7,1)$, and $(8,1)$ are identically equal to zero. In other words, $\Delta=\left(\begin{array}{lll}\Delta_{1} \Delta_{2} & 0 & 0\end{array}\right)$ and $\Omega=\left(\begin{array}{ll}\Omega_{1} \Omega_{2} & 0\end{array}\right)$. For this case, $\Delta_{1}, \Delta_{2}$ and $\Omega_{1}, \Omega_{2}$ correspond to the $x$ and $y$ components. Thus, for wave propagation in the $+z$ direction, the transverse wave solutions only have $x$ and $y$ vector components, characteristic of a transverse wave in three dimensions. Only those waves propagating at a speed in free space of $+c$ represent real electromagnetic waves.

On the other hand, for wave propagation in the $+z$ direction, the non-transverse waves have eigenvector solutions $|\psi\rangle$ where elements $(1,1),(2,1),(5,1)$, and $(6,1)$ are identically equal to zero. That is to say, $\Delta=\left(\begin{array}{lll}0 & 0 & \Delta_{3}\end{array} \Delta_{4}\right)$ and $\Omega=\left(\begin{array}{lll}0 & 0 & \Omega_{3} \Omega_{4}\end{array}\right)$. This implies, $\Delta_{3}$ and $\Omega_{3}$ represent $z$-components. $\Delta_{4}$ and $\Omega_{4}$ represent the fourth components in a four-dimensional space. Thus, for wave propagation in the $+z$ direction, the non-transverse wave solutions have $\mathrm{a} z$ vector component (longitudinal in nature) and a fourth vector component (neither transverse nor longitudinal in nature) of a non-transverse wave in four dimensions. Perhaps there is new physics regarding these additional solutions.

### 5.8 Unresolved issues regarding the generalized spacetime matrix equation

The eigenvectors and eigenvalues associated with the generalized spacetime matrix equation, for the special case of a time-harmonic plane-wave propagating in free space in the $+z$ direction, have been determined for both $\kappa=m_{o} c / \hbar$ and $\kappa=0$. The following are the key points found in this analysis:

1. For the case when $\kappa=m_{o} c / \hbar$, we found there were four orthonormal eigenvectors (two having positive energy eigenvalues $+\gamma E_{o}$ and two having negative energy eigenvalues $-\gamma E_{o}$ ) describing waves having transverse properties. From Table 2, each of these four eigenvectors have components $\Delta_{3}=\Delta_{4}=\Omega_{3}=\Omega_{4}=0$. Using the linear transformation equation (71), these eigenvectors map nicely into four orthonormal eigenvectors satisfying the traditional Dirac equation.
2. For the case when $\kappa=m_{o} c / \hbar$, we found there were also four orthonormal eigenvectors (again two having positive energy eigenvalues $+\gamma E_{o}$ and two having negative energy eigenvalues $-\gamma E_{o}$ ) describing waves having nontransverse properties. From Table 2, each of these four eigenvectors have components $\Delta_{1}=\Delta_{2}=\Omega_{1}=\Omega_{2}=0$. Again, using the linear transformation equation (71), these four eigenvectors map nicely into the same four orthonormal eigenvectors satisfying the traditional Dirac equation as mentioned in Case 1.
3. Therefore, for the case when $\kappa=m_{o} c / \hbar$, the generalized spacetime matrix equation (49) for free space provides eight orthonormal eigenvector solutions (both transverse and non-transverse) which map into four orthonormal eigenvector solutions satisfying the traditional Dirac equation (65).
4.For the case when $\kappa=0$, we found there were four orthonormal eigenvectors (two associated with waves propagating in free space with speed $+c$ and two associated with waves propagating in free space with speed $-c$ ) describing waves having transverse properties. From Table 4, each of these four eigenvectors have components $\Delta_{3}=\Delta_{4}=\Omega_{3}=\Omega_{4}=0$. For the case of transverse waves propagating with $+c$, these eigenvectors are associated with real electromagnetic waves predicted by the traditional Maxwell equations.
4. For the case when $\kappa=0$, we found there were also four orthonormal eigenvectors (two associated with waves propagating in free space with speed $+c$ and two associated with waves propagating in free space with speed $-c$ ) describing waves having non-transverse properties. From Table 4, each of these four eigenvectors has components $\Delta_{1}=\Delta_{2}=\Omega_{1}=\Omega_{2}=0$.
6.The generalized spacetime matrix equation for $\kappa=0$ when $\Delta_{4} \equiv 0$ and $\Omega_{4} \equiv 0$ is simply the Maxwell spacetime matrix equation for free space. The generalized spacetime matrix equation for $\kappa=m_{o} c / \hbar$ when $\Delta_{4} \equiv 0$ and $\Omega_{4} \equiv 0$ is simply the Dirac spacetime matrix equation for free space. In addition, the Dirac spacetime matrix equation for free space is equivalent to the four Dirac spacetime vector equations (37) and (38) for free space resembling the four Maxwell vector equations (11) and (12) for free space.

In the de Broglie-Bohm picture of quantum mechanics, Hardy [16] and Bell [17] suggest empty waves represented by wave functions propagating in spacetime, but not carrying energy or momentum, can exist. This same concept was called ghost waves or ghost fields by Albert Einstein (see [18]). The controversy as to whether matter waves correspond to real waves or ghost waves has been and is still a subject of debate and controversy.

In Section 5.1, we mentioned that the number of unanswered questions and mysteries regarding the universe from the smallest to the largest, in the fields of physics and astronomy, is unimaginable. Allowing the elements $\Delta_{4}$ and $\Omega_{4}$ to have nonzero values in the generalized spacetime matrix equation certainly raises a number of unanswered questions. The following is the author's list of 12 unanswered questions and mysteries regarding our analysis of the generalized spacetime matrix equation for free space:

For relativistic quantum mechanics-matter waves:
What class of particles do the transverse eigenvectors represent?
Do the transverse eigenvectors represent real or ghost waves?
What class of particles do the non-transverse eigenvectors represent?
Do non-transverse eigenvectors represent real or ghost waves?
Are the transverse and non-transverse eigenvectors equivalent in some way?
For classical electrodynamics-electromagnetic waves:
What can be said about those waves propagating with speed $-c$ ?
Do these represent a new type of electromagnetic wave?
What can be said about those waves having a longitudinal component?
What can be said about those waves having a fourth component?
Could these be associated with undiscovered electromagnetic waves?
And two last questions:
Why do the Dirac and Maxwell vector equations resemble each other?
Does the spacetime matrix operator $\hat{M}$ have more surprises in store?

## 6. Conclusions

1. The four classical electromagnetic microscopic Maxwell field equations have been rewritten as a single matrix equation, referred to as the Maxwell spacetime matrix equation, using the spacetime matrix operator $\hat{M}$. The Maxwell spacetime matrix equation is relativistic invariant under a Lorenz transformation.
2. The square eight-by-eight matrix operator $\hat{M}$ has several benefits as summarized next. Other fundamental equations of electromagnetic theory have also been expressed as single matrix equations using the spacetime matrix operator $\hat{M}$, namely, the electromagnetic wave and charge continuity equations, the Lorentz conditions and electromagnetic potentials, and the electromagnetic potential wave equations.
3. The traditional relativistic Dirac equation for free space has been expressed as a new matrix equation, referred to as the Dirac spacetime matrix equation for free space, using the same spacetime matrix operator $\hat{M}$. The Dirac spacetime matrix equation is also relativistic invariant under a Lorenz transformation.
4. Solutions of the new Dirac spacetime matrix equation can be easily transformed into solutions satisfying the traditional relativistic Dirac equation using the linear transformation matrix $Z$.
5. The Dirac spacetime matrix equation is equivalent to four new relativistic quantum mechanical vector equations. We referred to these equations as the Dirac spacetime vector equations. In the absence of electromagnetic potentials, these vector equations resemble the four classical electromagnetic microscopic Maxwell field vector equations in the absence of charge and current densities.
6. Multiplication of the Dirac spacetime matrix equation by the spacetime matrix operator $\hat{M}$ leads to the relativistic Klein-Gordon spacetime matrix equation.
7. Four transverse orthonormal eigenvectors as well as the four non-transverse orthonormal eigenvectors satisfying the Dirac spacetime matrix equation map, via the linear transformation matrix $Z$, into the same set of four orthonormal eigenvectors satisfying the traditional Dirac equation.
8. A new generalized spacetime matrix equation employing the operator $\hat{M}$ was introduced. This equation is a generalization of the Maxwell and Dirac spacetime matrix equations for free space. We explored time-harmonic planewave solutions of this equation as well as their properties. Some of results obtained may suggest new physics.
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## Chapter 3

# Clarifying Special Relativity 

Richard Sauerheber


#### Abstract

Special relativity for light requires substantial correction. The notion that time dilates for observers in motion has been disproven theoretically, experimentally, and mathematically. Absolute time is not altered by the motion of objects or human activity. The original concept used distance and light velocity improperly to compute time. When the displacement of objects in relation to the traveling direction of a photon of light is considered properly, both stationary and moving observers compute time for any particular event that is equal. Light photons travel at intrinsic speed cin the propagation direction but have component velocities less than c . Although light velocity c cannot be altered by motion of its source in the propagation direction, photons from a lateral moving source experience a lateral velocity component and angle travel from the source at speed c in that direction. Due to motion of the earth in its orbit, objects that are seen are images from a former location when the light departed. More or less time is required for light to traverse objects in motion than when stationary. This is not due to dilation of absolute time. Fixed light speed ensures that differing distances require differing times for light to travel.


Keywords: light, time, relative measurements, nature of light

## 1. Introduction to relativity

Most all measurements in the physical world are subject to relativity. Any object viewed from a distance appears smaller than its size seen at a closer distance. Its actual size however is the same, independent of the distance from which it is viewed. Likewise, time can feel very long when one is bored but very short when one is entertained, when the actual time is the same independent of such feelings. Relativity is this fact that perceptions for a particular object or event can differ for different observers and can depend on one's vantage point.

It is true that different observers watching a given event will describe that event differently. In this way relativity can be of particular value. The different disciples' accounts of Jesus reflect features differently that present a more complete picture for those reading the gospels. In other cases, relativity may be a hindrance that must be adjusted for, such as when determining the actual true value of a scientific measurement. Relativity can cause a measurement to be made incorrectly. Even though the absolute time for an event itself does not respond to physical changes of matter and is independent of whether matter exists or not, a long-held notion called time dilation is widely taught as fact in many Physics texts and must be explained. Time dilation stemmed from thoughts regarding the use of light and physical objects to attempt to measure time. Some examples use a lateral moving "light box" containing a light source that is represented to measure time, and other instances use a linear moving rod or train car that must be traversed by light. In all cases, observers
moving with the device perceive a different distance of travel than that for observers who are stationary who notice the motion of the device. In reality, light must travel farther to reach a receding target or less to reach an approaching target, whether a box, train, or rod that moves during the photon travel time, all while the time required to travel that distance is a single correct value. The true time for any event is not affected by one's position to observe the event. Umpires not in a position to observe well a play in a sports event often make incorrect decisions. Likewise measurement of time using fixed-speed light that interacts with matter depends on the relative motion of that matter. If it is observed easily, the correct time may be determined. If not, and not properly corrected, a meaningless time will result.

All scientific instruments must be calibrated for variables that affect readings, or the readings will be incorrect, and this includes the measurement of time using light. A watch with a lead weight placed on its hands ticks more slowly and reports a wrong time for an event. And this does not change the actual time required for the event to occur! Time cannot be measured correctly with a moving light box, or train or rod UNLESS the direction and magnitude of motion of the box or rod or train in relation to the propagating photon are known, and used to determine actual displacement of the light in the direction at which its velocity is known. Any light clock velocity unequal to zero, or moisture in the air that slows light speed, causes light clocks to report a time that is not the correct time. Real time for an event is not subject to motion of a device attempting to measure it. Real time is determined by the event itself, independent of whether an observer runs away, runs toward, or remains still with respect to the event. Twins are the same age, whether one runs differently than the other or travels in spacecraft.

## 2. Light is massless and propagates at fixed speed c

A photon of light is electromagnetic energy that can only exist while traveling at a fixed fast speed in a given medium and that propagates in perpetuity if uninterrupted by physical matter. James Clerk Maxwell (1865) successfully derived mathematically the speed with which light must propagate in a given medium from the point in space at which it is produced, where $\mathbf{c}=\mathbf{E} / \mathbf{B}=1 /(\varepsilon v)^{1 / 2} . E$ and $\mathbf{B}$ are the amplitudes of the electrical and magnetic field orthogonal components of light, and $\varepsilon$ and $v$ are the electrical permittivity and magnetic permeability of the particular translucent medium in which light propagates. In vacuum, the speed of light is approximately $\mathrm{c}=2.99792 \times 10^{8} \mathrm{~m} / \mathrm{s}$. The Nobel prize-winning American physicist from Poland, Albert Michelson, directly measured the speed of light experimentally in the San Gabriel mountains of California in 1926. The round-trip for light to travel from Mount Wilson near Pasadena to Lookout mountain at Mt. Baldy (Mt. San Antonio) near Alta Loma is a ground distance of 44 miles. Knowing the rotation speed of a rotating slotted set of mirrors and thus the time between successive slots through which light passed, the speed of light was computed to 6 digit accuracy at $2.99792 \times 10^{8} \mathrm{~m} / \mathrm{s}$, confirming experimentally the correctness of the Maxwell theoretic derivation. We now know that because the earth orbits the sun and light travels in fixed straight paths at a speed that does not add to that of the earth, that the true time to travel this 44 mile round-trip is slightly different because the total travel distance is larger due to the earth's motion during the photon travel time.

## 3. Time for light to traverse a moving object is relative: one-dimensional case

The distance between two trees along the ground is $\mathbf{D}$ km (Figure 1). Because the speed of light in its propagation direction is c from the spatial coordinate at which


Figure 1.
The ground distance traveled by a photon from one tree to another tree differs from the actual distance the photon travels because the trees move along with the orbiting earth while the speed of light is nevertheless constant.
it departs its source (that is, a stationary point in space) then the time required for a light photon to travel from the pine to the oak here would be $t=\mathbf{D} / \mathrm{c}$ if the earth were stationary. However the earth orbits the sun at $30 \mathrm{~km} / \mathrm{s}$ and, ignoring any contribution from any translational or rotational motion of the solar system, the more accurate distance the photon actually travels between the trees is directed distance $\mathbf{D}$ plus the distance the earth moves parallel to $\mathbf{D}$ (in the direction the photon travels) during the photon travel time between the trees, where $t=(\mathbf{D}+30 \mathrm{t}) / \mathrm{c}$ so that $t=\mathbf{D} /(c-\mathbf{v})=\mathbf{D} /(c-30)$. Thus the true time for an event involving light interacting with material mass must be computed with proper vector algebra where the actual distance of travel must be known. Moreover, a stationary observer on earth easily computes an incorrect time as $\mathbf{D} / \mathrm{c}$ because it is simple to assume the actual distance traveled is only $\mathbf{D}$ when it is not. The total distance is greater than $\mathbf{D}$ when the earth moves in the direction the photon travels and less than $\mathbf{D}$ when the earth moves opposite to the photon. Note that c in this case is the magnitude of the velocity of the photon in its travel direction and thus c and $\mathbf{D}$ are both vector quantities in this case.

The original notion of time dilation derived from thoughts regarding a forward moving rod traversed by light. It was assumed that an observer on the rod would compute the time for light to traverse the rod forward and then backward again as $2 \mathrm{~L} / \mathrm{c}$ where L is the length of the rod. A stationary observer watching the moving rod would notice the distance traveled by the rod while light was traversing it and would compute a different time than $2 \mathbf{L} / \mathrm{c}$. On closer inspection it is clear that the actual time required for light to make such a round trip on a moving rod depends on the velocity of the rod $(1,3)$ and when computed properly by the moving observer matches the time computed by the stationary observer. If the rod were to move at very fast sub-light speeds, the light would not reach the end of the rod for a long time interval but using a clock instead of the length of the rod by the moving observer would report that prolonged time correctly. It was mistakenly assumed that the shorter time for light to return to the rod, where the relative velocity would be $\mathbf{c}+\mathbf{v}$ when the rod approaches the light, would cancel the longer time the light requires to reach the end of the receding rod on the forward trip. This is not the case, where the total travel round-trip time is given by $t=\mathbf{D} /(c-\mathbf{v})+\mathbf{D} /(c+\mathbf{v})=2 \mathbf{D} /\left(c-\mathbf{v}^{2} / c\right)$. Notice that if $\mathbf{v}=\mathrm{c}$, t would be infinite since the light would not catch the rod end. When $v$ is zero then $t=2 D / c$, the time for a round-trip travel for light on a stationary rod. The faster the $\mathbf{v}$ of the rod, the longer is the time required to round-trip the rod. There is no dilation of absolute time, simply a longer time is required for a longer trip to be completed.

This system involves both classical and special relativity to understand. Classically distances traveled by any object moving at a particular speed toward a target that is also moving always depend on the relative motion of the target. The actual distance traveled may be greater or less than the original distance to the target at the time the light departs its source. The actual distance traveled by a photon to the target is relative to the distance moved by the target. One may perceive the photon only traveled the distance of separation between the source and target, when in actuality the photon travels a different path since the target moved during the time of travel for the light, while light speed is fixed.

Also in the light trees example here, since light speed is fixed at c with respect to a stationary coordinate in space, this special behavior of light requires one only use this speed or its proper component in relation to the travel directions of the light and the moving target. The speed of light is fixed in a given medium, unlike physical objects which pick up additional speed and energy $1 / 2 \mathrm{mv}^{2}$ from moving sources. Both sound waves and light waves also travel at a fixed speed even from moving sources. The frequency and wavelength of the sound or light are changed, but not the speed which is the product of frequency $f$ times wavelength $\lambda$ and for light we write $\mathrm{c}=f \lambda$. Although the frequency of light and its intrinsic energy $\mathrm{E}=\mathrm{h} f$ where h is Planck's constant are increased by a source moving in its propagation direction, it is not possible to increase its speed which is fixed at c. A rifle bullet travels between the two trees on the moving earth at a combined speed of muzzle velocity plus earth orbit velocity, so the time to reach the target tree is simply $\mathbf{D}$ divided by the muzzle velocity because the extra distance moved by the trees during the bullet travel time is matched and overcome by the extra velocity the bullet has from the moving earth. This is not the case for light which must travel at fixed speed c independent of motion of its source or the target toward which it speeds. This is the key aspect of special relativity. Light, but not true for physical objects, emanating from moving sources requires different times to travel to a target in motion than when stationary.

Another special property of light is that it is massless and its propagation speed c is not exceeded by any object having mass. However before proceeding to the two dimensional light box case, it must be emphasized that light velocity is simple to exceed, because light is only velocity c specifically in its travel direction [1]. Velocity components for a light ray are less than c and may be easily exceeded by physical objects. Merely point a laser light North and you walk East and you will reach an Eastern target that the light does not, because you exceeded the Eastward component velocity of the light ray.

From the above relativity considerations, to compute time for an event that involves using light interacting with physical objects, it is necessary to match distance and velocity vectors, or the computed time will simply be incorrect. The original concept of time dilation unfortunately did not consider vector algebra when computing time for theoretic light timing devices in either the linear or lateral motion cases and these have now been corrected. The concept of dilation of time, presumed to occur when light is used as a time piece, has been disproven, theoretically, mathematically, and experimentally (1-3).

### 3.1 Two-dimensional case: a light box

A light photon in a stationary light box travels the height of the box $\mathbf{d}$ in time d/c (Figure 2).

However, in a lateral moving light box, a photon must have a horizontal component velocity equal to that of the box $\mathbf{v}$ in order to hit the moving box top spot. A stationary observer sees the true path $\mathbf{r}$ of the photon (Figure 3) and calculates the correct time $\mathbf{r} / \mathrm{c}$.

## d $\uparrow$

Figure 2.
The arrow represents the path a photon could take from its source to the top of a box with height $\boldsymbol{d}$ that is imagined to be stationary.


Figure 3.
The arrow represents the path of a photon emitted from its source to the top of the box of height d when the box is imagined to be moving rapidly laterally. The path distance to reach the to of the box is now length $r$.

The vector $\mathbf{r}$ does not represent a beam of light, but rather the path traced by a single photon. This is because the photon that arrives at the top of the box left the source when it was at its leftward position earlier as shown. The source at the time of arrival is vertically directly under the arriving photon in the box, and photons leaving the source at that time begin their angled path from this new source location and will arrive at the target after it shifts to another location. So photons all angle travel with this bearing and arrive at the target later at another shifted position. Several photons produced in succession cause the illusion that all traveled vertically to the target, when actually all angle travel distance $\mathbf{r}$ to arrive. An observer inside the box who only notices the vertical component of the photons could falsely compute time as if it were $\mathbf{d} / \mathrm{c}$. But light photons in the moving box did not follow the path along vector d. Each actually follows a vector parallel to $\mathbf{r}$ to reach the moving spot on the box top. $\mathbf{d} / \mathrm{c}$ is false because it is a vector mismatch. Correct displacements for light must be determined not by appearance, but by truth, before time can be calculated correctly. Just like a virtual image is not a real image, the appearance that light followed $\mathbf{d}$ for the moving box is a mirage, not the real displacement path $\mathbf{r}$. Notice that a stationary observer far to the right might also assume the photons only moved upward distance $\mathbf{d}$ and could compute time incorrectly, so the incorrect computation has nothing to do with motion (or not) of an observer.

It is improper to claim that time "slows down" for some event simply because an observer moves during that event. Light cannot sense that an observer is in motion, to adjust its time required to travel a particular distance. Stated simply, a longer distance requires a longer travel time for light at a fixed velocity than a shorter distance, regardless of the state of motion of any observer.

To avoid a vector algebra blunder, it is always mathematically necessary to couple the correct light velocity component with the vector component actually traveled with that velocity. In this way, time calculated for any particular event is the same for any observer, regardless of their state of motion. Note that in time $\mathbf{d} / \mathrm{c}$, the photon above travels distance $\mathbf{d}$ (since velocity c times time $t$ equals distance: $\mathbf{d}=\mathrm{c}(\mathbf{d} / \mathrm{c})=\mathbf{d})$. This means that the photon traveling along vector $\mathbf{r}$ travels a distance $\mathbf{d}$ in time $\mathbf{d} / \mathrm{c}$ but of course has not yet reached the box top at $\mathbf{r}$.

Experiments conducted at Palomar Community College with a laser light [1-3] demonstrate that light photons that propagate at speed c pick up lateral velocity when produced by a lateral moving source and thus have a component velocity


Light travel path from source to target as the earth orbits:


Figure 4.
Diagram depicting the experiment conducted with a laser light continuously illuminating a target 30 m distant while on the rotating and orbiting earth. Light photons travel north to the target, while earth and target orbit 65,000 mph laterally around the Sun. This experiment proves that light photons angle-travel in a straight line and catch the target on earth which shifts laterally 1.3 mm during the time it takes for the photon to arrive. The photons do not simply travel 30 m north and miss the center of the target. Because the earth spins like a twirling figure skater also circling a rink, the 3 mm shift is east of its original position when the photon left the source at midnight but 3 mm west of its original position when a photon leaves at noon. The light continuously on for 24 h periods nevertheless always lands on the center of the target. The photon travel path is thus always larger than the 30 m distance along the ground to the target, because the earth never stops orbiting. Thus photons take longer to reach the target because the earth target is always shifting away from the light. This extension of travel time is not a "dilation" of absolute time due to the motion, but is simply due to the longer distance traveled compared to the time to travel 30 m if the earth were not moving. Anyone who computes time as $30 / \mathrm{c}$ rather than $(30+d) / c$ is sincere, but wrong. Time does not slow down or dilate when objects move. Motion has nothing to do with the fact that absolute time marches on. The special theory of relativity is here modified to indicate that time dilation does not exist, while light remains special in propagating at fixed forward speed independent of motion of the source.
equal to that of the source (Figure 4). While a photon travels at speed c 30 m to a target, an observer on earth, orbiting with the source and target, would be incorrect to computer time as $30 / \mathrm{c}$ because the photon actually travels farther than the ground distance to the target. Since the earth orbits at $30 \mathrm{~km} / \mathrm{s}$, the target and source move laterally 3 mm West at noon (or 3 mm East at midnight) during the time required for a photon to propagate 30 m North. Thus the true travel time to arrive at the new target position is slightly longer than if the earth were stationary. A stationary observer in outer space could see such an angled travel path, while a moving observer on earth would not and the photon travel distance would then
need to be calculated. This distance must be used by either stationary or moving observers in order to compute a correct time interval when using light to measure time. Light boxes are inferior timepieces because physical objects on the orbiting rotating earth are always in motion.

Light speed in fog is slower than in dry air. So the number of light box ticks (photon round-trips) in fog is always less than for dry air, for any specific event being timed by a 'light clock". Twins 1 year from now will not be different in age simply because one lives in fog and measures time with a foggy light box. This foggy clock reports a different time for an event compared to what a dry clock reports, not because the actual time is different, but because the clock is affected. Light "clocks" must be calibrated for humidity, or else the reported time is incorrect.

As for any scientific instrument, all variables affecting its operation must be calibrated. Light boxes are affected by lateral velocity from the point at which the light leaves its source. The equation for this dependence is correctly derived in Physics textbooks as: $t=\mathbf{d} /\left(c^{2}-v^{2}\right)^{1 / 2}$, where $v$ is the lateral velocity of the box with respect to a stationary point. At $\mathbf{v}=0$, the box is stationary, and the time reported by the clock is $\mathbf{d} / \mathrm{c}$ for the event where light travels $\mathbf{d}$. But the clock in motion reports a smaller number of ticks (or round-trips for a light photon inside the box) for that same given event being timed. The observer inside the box who usest $=\mathbf{d} / \mathrm{c}$ for the moving box has wrongly placed 0 for $v$ into the formula. The formula must be followed to obtain a correct time, and $\mathbf{v}$ is not 0 for the moving box. $\mathbf{d} / \mathrm{c}$ is a nonsensical computation for a moving box because more time is required for a tick at the longer distance required by light to travel. Time doesn't slow, it is simply that it takes longer for light to arrive.

Only when velocity of the box (and humidity of the air inside) is calibrated can a correct time interval be reported. Humidity is needed to know the value of $c$, and $\mathbf{v}$ is needed to know the displacement distance that photons travel before the clock registers a tick.

The typical Physics textbook conclusion, that since a moving light box ticks more slowly then absolute time itself "slows" [4] does not appreciate that the clock operation is altered by its own motion, similar to being slowed when operating in fog. The explanations of the Hafele-Keating experiment with atomic clocks in airplanes, environmental muon lifespans, the perihelion progression of the planet Mercury, or the actual meaning of the Michelson-Morley split light beam interferometer data have all been presented earlier without need to invent the notion of time dilation [2].

An additional proper way to calculate $t$ for the moving observer inside a light box, moving lateral with velocity $\mathbf{v}_{\mathbf{x}}$, is to match the vertical net displacement $\mathbf{d}$ with the velocity component for the photon in that vertical direction, which is $\mathbf{v}_{\mathrm{y}}=\operatorname{csin} \theta$ (where $\theta$ is the angle made by the vector $\mathbf{r}$ from the horizontal). Here $\sin \theta$ is $\mathbf{d} / \mathbf{r}$. Time then becomes $t=\mathbf{d} / \mathrm{c} \sin \theta=\mathbf{d} /(\mathbf{c} / \mathbf{r})=\mathrm{r} / \mathrm{c}$, the same time as properly computed by the stationary observer. Although there are several other possible incorrect ways to compute time for this event, these are not further discussed here.

Note that if the light box moves in the direction of the long axis of the box, the box top recedes from the propagating photon, and the equation for time is $t=\mathbf{d} /(\mathbf{c}-\mathbf{v})$ (from Einstein, 1905) [5]. This is because the relative, net velocity of the photon toward the top of the box, $\mathbf{c}-\mathbf{v}$, depends directly on the receding velocity $\mathbf{v}$ of the box. The equation becomes very complicated if the box velocity is neither perpendicular nor parallel to the orientation of the box. If the box were to remain aligned with the Y axis, then the time for a photon to traverse the moving box with horizontal velocity $\mathbf{v}_{\mathrm{x}}$ and $\mathbf{v}_{\mathrm{y}}$ is $\left.\mathrm{t}=\left[2 \mathbf{v}_{\mathrm{y}} \pm\left(4 \mathbf{v}_{\mathrm{y}}{ }^{2}+4 \mathbf{d}^{2}+\mathrm{c}^{2}=\mathbf{v}_{\mathrm{x}}{ }^{2}=\mathbf{v}_{\mathrm{y}}{ }^{2}\right)\right)^{1 / 2}\right] / \mathrm{c}$. If the box velocity involves three dimensions, the equation becomes even more complex, which proves that a light box is an improper device for measuring the time for an event. (A light box is however a good motion detector since light arrives at a position other than a target spot when only slight motion of the source with respect to the detector occurs).

## 4. Simultaneity is not relative

A similar problem affects textbook examples attempting to prove that simultaneity is somehow dependent on motion of an observer [6]. Either two events occurred at the same time $t$, or they occurred at two different times. For example, two light waves or sound waves of fixed speed, produced at the same instant, arrive at an observer at different times if the observer is in motion and shifts from the midpoint. This is due to different distances for each wave to reach him. This does not mean that the waves were themselves produced at different times, but that they traveled different distances to reach him. The stationary observer directly at the midpoint between the two sources would of course conclude correctly that the waves were produced simultaneously. A moving observer must adjust the distance to the source origins by the amount he shifted from the midpoint during the wave travel time, to know whether they were simultaneously produced.

## 5. Special relativity

Relativity for light is indeed special because light is special. Unlike for objects with mass, light speed from its origin in space in the propagation direction is fixed in a given medium. Firing a bullet inside a lateral moving box similar to the light box example does not change the time required for the bullet to reach the top of the box. This is because for physical objects that have no fixed speed, the intrinsic muzzle speed provided by the source adds to the additional velocity provided by the moving box so that the total speed is greater. Thus the time to arrive at the top of the box, traveling the additional distance due to motion of the box, is the same as that required to reach the top of the box when stationary, $\mathbf{d} / \mathbf{v}$ where $\mathbf{v}$ is the intrinsic velocity in the vertical direction for the bullet. Whether the box is moving or not, $\mathbf{v}$ in the vertical direction remains the same. The horizontal component is in addition to its intrinsic component in the vertical direction, so the bullet has more kinetic energy due to the added lateral velocity. Light however must travel at fixed intrinsic speed $\mathbf{c}=\mathbf{E} / \mathbf{B}$ which is always a constant in a given medium in the direction it propagates, regardless of motion of its source. Indeed, sunlight from the edge of the spinning sun that recedes from view is redshifted compared to light from the edge spinning toward the earth which is blue shifted, while the various colors of light all travel at the same intrinsic speed c. A forward moving light source produces light with greater energy but it is not kinetic energy and is rather intrinsic electromagnetic energy. Light reflected or scattered from physical objects, such as the well-known Compton scattering, loses some energy and departs with a lower energy and lower frequency but travels with a longer wavelength, again at required speed c. These properties of light mean that a light box would be a useful device for measuring relative motions of objects, such as during earthquakes or the ground motion associated with tidal drift, but would not be useful to measure time because light speed does not add to source speed.

## 6. General relativity

General relativity usually centers on the notion that force fields can be indistinguishable in some experiments and attempts to explain the nature of gravity. But it is mistaken to extrapolate that force fields, whether due to gravity or due to contact forces, are identical and indistinguishable. For example, gravity requires no physical contact with the object being accelerated, as Newton wrote gravity generates forces
from great distances. Contact forces that replicate that magnitude of acceleration do require physical contact. If a box were accelerated laterally by either gravity or a physically applied force, then differences would be simple to notice. A weight hanging on a string from the roof for example would not accelerate together with the box if an applied force were responsible for accelerating of the box, while the ball and string would accelerate along with the box if gravity were the responsible agent. There is no solid evidence for general relativity that is non-classical.

The notion is also mistaken that light has mass and is subject to gravity. The expression $\mathrm{E}=\mathrm{mc}^{2}$ reflects the fact that mass contains latent energy. This was proven directly with the atomic bomb where annihilated mass in a nuclear reaction causes the release of vast amounts of energy per gram of matter. Radiant energy from the sun likewise is produced from the annihilation of mass due to nuclear fusion reactions. And in reverse, the formation of mass when the universe of matter was Created must have been from the conversion of massive amounts of energy. However the formula is not a statement of congruence, and rather is a relation expressing equal magnitudes but not necessarily quality of energy. For example, the radiant energy from the sun's mass becomes fast traveling light photons, and light is not mass. And mass is not light. So the relation is being misused when one assumes that $\mathrm{m}=\mathrm{E} / \mathrm{c}^{2}$ somehow proves that "light has mass." Likewise mass is not light, even though the relation was used properly by deBroglie to help prove that electrons with mass oscillate in orbitals around nuclei with wavelengths much like light has. Although the calculated deBroglie wavelengths for an electron in a hydrogen atom match the circumferences of orbitals in the hydrogen atom, mass is not light, just as light is not mass and is not subject to gravity as masses are. Light of course can be bent or refracted by the sun's corona matter, but gravity alone cannot act on light because light has no mass.

Recent photographs of a structure in deep space referred to as a black hole is not a hole. The belief is that material inside it is so dense that light is prevented from escaping it, but if matter is in its center then it is not a black hole, but rather a black body. And there is no proof that light is absent in it since light is invisible unless it is detected by either an eye or a camera. The object appears to block light behind it much like an eclipse, and there is no proof that light is swallowed into it, rather than either being extinguished by absorption or blocked forming a shadow. Again, gravity acts on masses, not light which is massless.

## 7. Nature of gravity

Earlier work [7] discussed the uniqueness of gravity that is distinct from electric or magnetic fields and from light. Gravity emanates from all objects with mass. Important characteristics of gravity are what it is not. Gravity is not energy, does not require loss of mass or loss of energy to exist around an object [8], is not a wave or a force, and is not spatially reducible. Gravity is an accelerating region in which masses produce a force. Gravity is not diffracted or reflected like light and is not attenuated or diminished by objects in its presence like electric fields are. Even a miniscule electron has gravity emanating around it because electrons have mass. Two neutrons separated by distance $\mathbf{r}$ have a gravitational force between them of $\mathbf{F}=\mathrm{Gm}^{2} / \mathbf{r}^{2}$ where m is the mass of a neutron and $G$ is the universal gravitation constant. There is no region in space around one neutron where the other neutron is able to escape the gravitation from the other. This is found by experiment and indicates that gravity should not be considered a force field characterized with field lines since this could imply that at some distance $\mathbf{r}$ from the mass that there could be a spatial position at that distance where that gravity might be absent.

Gravity intensity at a given distance from a mass is spatially irreducible. This is because even a miniscule electron senses its presence at any position at which it is located at a distance $\mathbf{r}$. Pluto is a huge 6 billion km from the sun and nevertheless is smoothly turned by gravity at every position in its orbit, not only preventing its escape into space but also causing the tracing of an orbit that follows an elliptic mathematical function. Gravity is not reducible at any spatial position along the orbit. All planets in the solar system fall endlessly in perpetuity along elliptic paths in a dynamic equilibrium that is always striving to increase entropy while minimizing orbital energy [9]. Orbiting bodies around the sun instantly detect changes in gravity from the wobbling travel pattern of the sun even at great distances, which causes the bodies to change speed to travel in a smooth elliptic orbit. Galaxies in the universe may also behave in such a way, where each are gravitationally attracted to maintain order in the universe of matter where rotating galaxies maintain relative positions possibly in a dynamic equilibrium steady state.

## 8. Position is relative

The question, where are you?, requires context and relativity to answer. If the position of a person is desired in relation to the longitude and latitude coordinates on earth's surface, or in relation to a street address or city on earth, then an answer can be given because the spatial coordinate is provided in relation to a particular described position. However since the earth and all objects in the solar system are in constant motion, the true spatial coordinate of where one is located is not actually known with respect to a theoretic stationary 3-D ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) coordinate in space that one might refer to as an origin from which other coordinates may be measured and stated. And even if the entire universe of matter (as a whole unit) were not rotating or undergoing translational motion so that an origin point in space could be defined, the answer would also depend on time. Due to motion of the particular galaxy and solar system on which one might be located, the position one provides is technically only true at the particular time when the answer was given. The spatial coordinate is quickly changing while one provides the answer. Finally, the definition of you is also relative, where the position in space of the head is different than the feet or the body's center of mass, all at different elevations in 3-D space.

Figure 5 shows the position of the moon in perigee (at its closest approach to the earth) in relation to a tree on earth as a function of time. The moon shifts toward the tree about $5^{\circ}$ of angular rotation in 20 min . This observation cannot distinguish whether the shift is caused by the orbiting motion of the moon (that does not spin), being accelerated while continuously changing its direction, or rather is due to either the spinning or to the orbiting motions of the earth. However, with extra data it is indeed possible to determine the major contributor. The moon orbits the earth and returns to its full moon position again in 28.3 days, at an angular velocity of 9.4 h


Figure 5.
Photographs of the full moon Feb 23, 2019 traversing behind a pine tree as time proceeds.
to shift $5^{\circ}$. The earth spins or rotates on its own axis $360^{\circ}$ in 24 h , or 20 min for $5^{\circ}$, and thus is mostly responsible for the observed shift. In reality of course the actual observed shift is also affected by the fact that the moon and earth co-orbit around a common barycenter. In any event, the specific causes of effects that involve general relativity can indeed be determined by collection of additional information.

## 9. Nature of light

Unlike gravity that contains no energy itself, light is composed of individual photons of electromagnetic energy hf, formed from electrons that drop to lower energy levels in a source such as the sun, or a tungsten filament in a bulb, or a radio antenna. Light consists of orthogonal electric and magnetic field components that self-induce and self-annihilate rhythmically in perpetuity when uninterrupted. Thomas Young (1801) first demonstrated the wave nature of light which thus can undergo diffraction and interference and can be reflected, scattered, refracted, and absorbed by various media. Light in the visible frequency range is actually not visible to the naked eye. For example most light from the sun emanates into outer space and is not seen. Only light that reaches one's eyes is sensed. This means that anything assumed to be seen is actually a sensed image made by light reflected from the object at an earlier time. Since physical objects in the universe and on earth are always in a state of motion, objects are actually in a different spatial position at the time their light image is sensed. For example it takes 7.5 min for sunlight to reach the earth, so sunrise and sunset actually occurred 7.5 min before these events are actually sensed or "seen".

Photographs of light reflected from a candle prove that light emanates in all three dimensional space even though that light cannot be directly seen (Figure 6). The mirror reflects light directly toward the camera for detection from any position, reflecting light that was produced by the candle on the right while the light that exists on the left is invisible. The light on the left is made visible upon reflection by the mirror relocated on the left, while the original light that still exists on the right remains invisible.

Similarly, because light from sources such as stars propagates in all dimensional space even though it cannot be seen, distances to stars can be directly and conclusively determined by parallax. A star is at a particular time of night from an earth location positioned among background stars in shifted locations depending on the location of earth in its orbit. At summertime, the earth shown on the right in Figure 7 detects light emanated from a star, while light from that star of course exists on the left but is invisible, being not reflected to the eye. In the winter when the earth is positioned on the left, the light is detected from the star while light on the right still exists but remains invisible. From the shifted relative position of the star between summer and winter, the distance to that star can be properly computed


Figure 6.
Light from a source propagates in all directions in space but is invisible. It is sensed by either directly entering the eye (as seen here directly from the candle) or after reflecting the invisible light from the candle to the eye.


Figure 7.
Earth view of star in relation to distant background stars at summer and winter.
by triangulation. For example the secant of the elevation angle is $\mathbf{r} /(1 \mathrm{AU})$ where $\mathbf{r}$ is the distance from the earth to the star and 1 AU is 93 million miles. The picture is distorted intentionally for clarity, where the nearest star to the sun is the Alpha Centauri group at 4.37 light years away ( 25.6 trillion miles or 266,000 AUs) so that its elevation angle is actually greater than $89.9^{\circ}$. The farthest stars capable of being triangulated with modern space telescopes have a parallax angle so close to $0^{\circ}$ that the distance is over 6000 light years. This means the these stars, where light is now arriving here on earth from them, must be at least as old as 6000 years and are at a distance of about 35 quadrillion miles from earth [(6000 years) ( 365 days/year) ( $24 \mathrm{~h} /$ day) $(3600 \mathrm{~s} / \mathrm{h})(186,000 \mathrm{miles} / \mathrm{s})$ ].

Newton first proved in 1665 at Woolsthorpe Manor in England that light beams are actually composed of individual units he called corpuscles which we now call photons. Light has no mass since each photon must propagate in a given medium at a fixed speed $\mathrm{c}=\mathrm{E} / \mathrm{B}$ determined by properties of that medium. Photons speed up upon entering a more favorable medium and slow and retain that lesser fixed speed cin a less favorable medium. Photons follow one another in succession along a fixed bearing in cases where the light source is either stationary (which does not exist in nature since all galaxies rotate, and perhaps undergo translational motion and may vibrate with respect to each other over time, etc.) or moving in the direction photons propagate. Most light from either natural or artificial sources is actually composed of photons that are traveling in directions determined by the lateral motion of its source. This is because the first photon is emitted when the source is at location ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) but the next photon is produced when the source is at a slightly shifted location due to star or galactic motion. A laser light beam directed to a target while the source and target are in lateral motion consists of photons that traveled different paths to arrive at the


Figure 8.
A light ray made visible in a steam cloud. Over the distance of $0.25 m$ there are approximately 500,000 photons ( $=0.25 \mathrm{~m} / 500 \times 10^{-9} \mathrm{~m}$ per wavelength) that illuminate the field in about 0.9 ns . Because the speed of the orbiting earth is small compared to light, each photon travels one after another forming a light ray where the paths of each successive photon essentially overlap. If the light source moved at near light speeds, the linear ray would be composed of photons having the same bearing but from shifted locations in space, where the photon arriving at the target on the right traveled the longest distance to arrive there, having left the source when at an earlier position. The photon on the left was produced last from the position where the source is now located. This is essential to understand why lateral moving light clocks do not prove that time dilates, but rather that travel distances for light depend on the relative motion of the source and target.


Figure 9.
Light produced by a lateral moving source actually forms a ray consisting of photons having slightly different travel path histories. Each photon departs from the moving source at different spatial coordinates. The photon shown arriving at the target actually left the source when it was at the leftward position. Photons produced from the source when the original photon arrives at the target are produced from the source in its pictured location and will arrive at the target when at its future shifted location further rightward.
shifted target because each photon departs from a different location during the lateral motion of the source [3]. A ray in a steam cloud (Figure 8) made continuously visible by reflection to an observer appears to have traveled in a direct, follow-the-leader path by an observer moving along with the source and target. A theoretic observer at some fixed coordinate could notice the actual travel path the photons all followed along linear but shifted diagonals if the source were moving laterally (if light could be made visible). Like an airplane that points at an angle skewed from a runway when a lateral wind is present, light photons would point toward a bearing other than the direction the ray follows. But since earth and planetary speeds are miniscule compared to that for light, this effect would not be observable but could be computed. Although Physics texts commonly claim that the illusion sensed by the moving observer means that time dilates for him, it is simply that a longer time is required for light to reach a shifting target, because the actual path traveled is determined by the photons, not the observer. Here each photon travels slightly further than 0.25 m because each leaves the source at propagation direction speed c from different coordinates, while forming a ray having a component velocity less than c [3]. The fact that photons in a linear ray would have distinct travel path histories if the source were moving laterally at near light speed (which is of course not actually possible for sources with mass) is diagrammed in Figure 9.

## 10. Intrinsic and relative velocity

From the photographs of the moon it is clear that the earth rotates on its axis $10^{\circ}$ every 20 min . Since the earth latitude radius is $6372 \mathrm{~km}(3960 \mathrm{mi})$ in Southern California, then the tangential velocity of the observer due to earth rotation is $\mathbf{v}=\mathbf{r} \omega=1036 \mathrm{mi} / \mathrm{h}$. However the relative motion between the moon and earth do not detect the additional velocity of the earth and moon system that co-orbits with the sun around their common barycenter near the edge of the sun, at $30 \mathrm{~km} / \mathrm{s}$. Further, the rotation of the Milky Way galaxy must add to the total velocity of the observer, and it is very possible that the entire universe of matter exhibits a translational velocity while drifting through space although this is not known for certain. Therefore the actual velocity of the observer with respect to some stationary point from which it travels is far different than the particular velocity due to earth's rotation alone. In most cases the total velocity of objects with mass are not actually known with certainty. However, as is evident from the above discussion, for light which has an intrinsic speed in its propagation direction of constant c in a given medium, since physical motions of its source cannot alter light speed c , this means that light velocity with respect to its spatial point of origin is fixed and known. This is the intrinsic speed of light c . The intrinsic velocity of light however is relative to the direction in which it is desired to be used, where component intrinsic velocities of light have magnitudes that are less than c.

Moreover, relative speed and velocity are different from c for light when detectors (not sources) move toward or away from the light front. Otis first reported that detectors moving toward light in its propagation direction detect a higher frequency of light, while the source does not change the wavelength of the light produced and the intrinsic speed of light remains c [6]. Thus from velocity (in the propagation direction) $c^{\prime}=f \lambda$, a higher (or lower) frequency causes a higher ( $c^{\prime}=\mathbf{c}+\mathbf{v}$ ) (or lower, $\mathrm{c}^{\prime}=\mathrm{c}-\mathbf{v}$ ) relative velocity $\mathrm{c}^{\prime}$ between the detector and light front due to the velocity $\mathbf{v}$ of the source. The simplistic notion that light speed cannot be exceeded also needs to be clarified. Two light beams traveling in opposite directions illuminate space at speed 2c, while each beam propagates at fried intrinsic speed c,


Figure 10.
Palomar Community College Library Learning Resource Center, San Marcos, CA.
as shown by experiment earlier [2]. Further, evidence has been presented that changing gravity magnitude may be sensed between two distant masses at a speed greater than $\mathrm{c}[7,9]$.

The new Palomar Community College library pictured in Figure 10 is about 300 feet long situated East-West. The time required for light to travel from one end to the other if the earth were stationary would be about 0.3 ms . Since the earth travels this Eastward direction at 65,000 miles $/ \mathrm{h}$ at midnight, the time required to reach the other end is longer by 0.03 ns because the library retreats from the light 9.2 mm Eastward while light traverses the building. Because the earth also rotates on its own axis, the time required would be 0.03 ns less at noon when the earth orbits Westward, like a twirling figure skater who also orbits a rink. Moreover, rotation of the galaxy plus any translational motion of the universe of matter would also alter the actual time. These effects seem small but nevertheless emphasize that all matter in the universe is in constant motion with variable velocity components, while massless light is fixed at propagation speed c from a stationary coordinate from which it departs. A ray travels speed cacross the library but has a vertical component of velocity $\mathbf{v}_{\mathrm{y}}=0$. A ray shined upward would travel up at speed c with a horizontal component of velocity $\mathbf{v}_{\mathbf{x}}=0$, where light velocity, but not speed in its travel direction, varies from -c to 0 to +c depending on the direction of interest used in a problem.

## 11. Conclusion

To avoid misunderstanding or false conclusions, relativity must be considered for most questions asked in Physics. Christians are to be grateful for Creation, and gratitude is expressed here for gravity which keeps us from drifting into deep space, and for light that allows us to see.
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# Radiation and Energy Flux of Electromagnetic Fields by a Segment of Relativistic Electron Beam Moving Uniformly in Vacuum 

Sergey Prijmenko and Konstantin Lukin


#### Abstract

A finite-length segment of filamentous relativistic electron beam (REB), moving uniformly in vacuum, radiates hybrid electromagnetic waves, compound of potential and vortex electric fields, as well as a vortex magnetic field. The strengths of electric and magnetic fields radiated by the segment edges have the opposite signs. The electromagnetic fields in the wave zone are considered as superposition of the electromagnetic waves radiated by the beginning and the end of the REB segment, which, in particular, leads to formation of the field's interference components. In both the near and the intermediate zones, there is a flow of electrical energy due to the electric potential field and the field of displacement current.


Keywords: relativistic electron beam or REB segment, potential field, vortex field, radiation of EM waves, near field zone, intermediate zone and far field (wave) zone, EM energy flux

## 1. Introduction

The physics of charged particle beam is an area where relativistic effects manifest themselves substantially. Here, one has to deal with a moving object, so both a fixed (laboratory) coordinate system and a moving coordinate system are to be used. A charged particle moves relative to the laboratory coordinate system, while in the moving coordinate system, it is at rest. Hence, in a laboratory coordinate system, the problem is to be considered as an electrodynamical one, and in a moving coordinate system, the problem belongs to the area of electrostatics. Thus, electrostatic phenomena in a charged particle set at rest are transformed into electrodynamic ones when it moves. Electromagnetic fields in these two inertial reference systems are tied via the Lorentz transform ([1], p. 79).

In the wave zone, the dynamic component of the electric field strength and the axially symmetric magnetic field form both a constant flux into a given solid angle, i.e., electromagnetic radiation, and a flux per time unit directed along the normal to the conical surface of the solid angle. The potential component of the electric field, directed along the radius, and the axially symmetric magnetic field form a flux oriented along the polar direction, i.e., along the normal to the above conical surface. The fluxes crossing the conical surface do not depend on the distance between the source point and the observation point. In the wave zone, the
radiations from the beginning and end of the REB segment are added up, while the fluxes through the above conical surface caused by dynamic and potential components of electric field, are subtracted.

To date, the issue of influence of the finite length of a charged particle beam, moving uniformly in vacuum on the radiation of electromagnetic fields remains poorly studied, with an exception of publication [2], where its experimental part deserves special attention.

This chapter presents the results of our theoretical analysis of the electromagnetic field radiated by a finite-length segment of filamentous relativistic electron beam (REB). The REB segment moves uniformly in vacuum along its own axis which we will address as the longitudinal direction. The stepped varying of the charge density at the edges of the REB segment creates point-like sources of the potential electric field; the strength of which is inversely proportional to the distance between the source point and the observation point. In addition, the time variation of the REB current density forms at the REB edges the point-like sources of both potential and vortex electric fields, as well as the vortex magnetic field, with their strengths being also inversely proportional to the distance between the source point and the observation point [3].

The filamentary REB edges are considered as relativistic point-like radiators of the electromagnetic energy propagating to the wave zone. The presence of a potential electric field in the wave zone is due to the fact that the electric scalar potential in the wave zone is proportional to the electric monopole moment ([4], p. 51), which equals to the total charge in the selected volume ([5], p. 280). As follows from the Jefimenko's generalization of the Coulomb law ([3], p. 246), the potential electric field strength in the wave zone is proportional to the time derivative of the electric monopole moment.

In the intermediate zone, there is a flow of electrical field energy, due to the electric potential field and the field of the displacement current. The electrical energy flux in the intermediate zone is due to the electric potential field and field of the displacement current. The REB part with a constant charge density between its edges forms a quasi-static electromagnetic field in the near zone.

Note that a similar problem has been considered in [6], but it was devoted to similarity of the solutions obtained with the help of two different methods: retarded field integral and transformation equations of the special theory of relativity. Unlike our work, it does not contain expressions for scalar and vector potentials, as well as the electromagnetic energy flux.

## 2. Formulation of the problem

Consider a filamentary REB segment of length $L$ and electric charge density $Q$ moving uniformly along its axis direction with velocity $\boldsymbol{v}_{e}$. Charge density of the REB segment may be written as follows:

$$
\begin{equation*}
\rho(t, r(x, y, z))_{L}=\frac{Q}{L} \delta(x) \cdot \delta(y) \cdot\left[h\left(z-v_{e} t\right)-h\left(z-\left(v_{e} t+L\right)\right)\right] \tag{1}
\end{equation*}
$$

where $\boldsymbol{h}(\boldsymbol{x})$ is Heaviside step function; $\boldsymbol{\delta}(\boldsymbol{x})$ and $\boldsymbol{\delta}(\boldsymbol{y})$ are Dirac delta functions of coordinates. The electric scalar potential $\boldsymbol{\psi}(\boldsymbol{t}, r)$ and vector potential $\overrightarrow{\boldsymbol{A}}(\boldsymbol{t}, \boldsymbol{r})$, taking into account Eq. (1), satisfy the wave equations [3, 7]:

$$
\begin{equation*}
\left[\text { divgrad }-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\right] \boldsymbol{\psi}(t, r)=-\frac{\rho(t, r)}{\varepsilon_{0}} \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\left[\text { graddiv }- \text { rotrot }-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\right] \vec{A}(t, r)=-\mu_{0} \rho(t, r) v_{e} \vec{k}_{0} \tag{3}
\end{equation*}
$$

where $\boldsymbol{\varepsilon}_{0}$ and $\boldsymbol{\mu}_{0}$ are the dielectric and magnetic permeability of vacuum, respectively; and $\vec{k}_{0}$ is the unit vector along the REB axis, the Oz axis.

## 3. Potentials

A potential part of the vector potential $\overrightarrow{\boldsymbol{A}}^{p}(\boldsymbol{t}, r)$ is related to the scalar potential by the Lorentz calibration [3, 7]:

$$
\begin{equation*}
\operatorname{div} \vec{A}^{p}(t, r)=-\frac{1}{c^{2}} \frac{\partial}{\partial t} \psi(t, r), \tag{4}
\end{equation*}
$$

Using the Green's function for the wave equation ([3], p. 243), we obtain:

$$
\begin{align*}
& \begin{array}{l}
\psi\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
=-\left.\frac{\boldsymbol{Q}}{L 4 \pi \varepsilon_{0}} \int_{v_{e} t^{\prime}}^{v_{e} t^{\prime}+L} \frac{\boldsymbol{d} z^{\prime}}{\sqrt{\boldsymbol{x}^{2}+y^{2}+\left(z-\boldsymbol{z}^{\prime}\right)^{2}}}\right|_{t^{\prime}=t-\frac{\left|\vec{r}-\vec{r}^{\prime}\right|}{c}}, \\
\vec{A}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
=-\left.\frac{Q \mu_{0}}{v_{e} t^{\prime}+L} \int_{v_{e} t^{\prime}} \frac{d z^{\prime}}{\sqrt{x^{2}+y^{2}+\left(z-z^{\prime}\right)^{2}}}\right|_{t=t-\frac{\left|\vec{r}-\vec{v}^{\prime}\right|}{c}},
\end{array},
\end{align*}
$$

where the hatched coordinates refer to the source point at the time instant $t^{\prime}$ of the field radiation, and the non-hatched coordinates refer to the observation point at the time instant $t$.

The formula for the scalar potential can be obtained in the closed form using the table integral ([8], p. 34):

$$
\begin{gather*}
\psi\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right) \\
=\frac{Q}{L 4 \pi \varepsilon_{0}} \ln \left|\left(z-\left(v_{e} t^{\prime}+L\right)\right)+\sqrt{x^{2}+y^{2}+\left(z-\left(v_{e} t^{\prime}+L\right)\right)^{2}}\right|_{\left\lvert\, t^{\prime}=t-\frac{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}=z_{e} t^{\prime}+L\right)\right|}{c}\right.} \\
-\frac{Q}{L 4 \pi \varepsilon_{0}} \ln \left|\left(z-v_{e} t^{\prime}\right)+\sqrt{x^{2}+y^{2}+\left(z-v_{e} t^{\prime}\right)^{2}}\right|_{\left.\right|_{t^{\prime}=t-\frac{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}=v_{e} t^{\prime}\right)\right|}{c}}} \tag{7}
\end{gather*}
$$

where the expressions in the first and second summands refer to the REB segment end and its beginning, respectively.

## 4. The electromagnetic field strengths

For estimation of the electric and magnetic fields, we use standard formulas ([7], p. 432):

$$
\begin{gather*}
\vec{E}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
=-\frac{\partial \vec{A}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)}{\partial t}- \\
-\operatorname{grad}_{r} \psi\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right),  \tag{8}\\
\vec{H}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
=\frac{1}{\mu_{0}} \operatorname{rot}_{r} \vec{A}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right), \tag{9}
\end{gather*}
$$

where it is necessary to perform the differentiation over the coordinates of the observation point, taking into account the retardation effect ([7], p. 432) and ([4], p. 43) as well as the differentiation of integrals by the integration limits and by the parameter ([9], p. 58). Using Eqs. (5), (6), and (8), we get:

$$
\begin{align*}
& E_{x}^{p}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
& =\left.\frac{Q v_{e}}{L 4 \pi \varepsilon_{0} c} \frac{\cos \left[\alpha_{x}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\kappa\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|}\right|_{t^{\prime}=t-\frac{\mid \vec{r}-\vec{r}^{\prime}\left(t^{\prime} x^{\prime}=z^{\prime}=e^{\prime}\right)}{c}}- \\
& -\frac{Q v_{e}}{L 4 \pi \varepsilon_{0} c} \frac{\cos \left[\alpha_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|_{t^{\prime}=t-\frac{\mid \vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}=v_{e} t^{\prime}+L\right)}{c}}^{c}}+ \\
& +\frac{Q}{L 4 \pi \varepsilon_{0}} \int_{v_{c} t^{\prime}}^{v_{c} t^{\prime}+L} \frac{\cos \left[\alpha_{x}\left(z^{\prime}\right)\right]}{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}\right)\right|_{\left\lvert\, t^{\prime}=t-\frac{\mid \vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}\right)}{c}\right.}^{2}}, d z^{\prime}  \tag{10}\\
& E_{y}^{p}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
& =\left.\frac{Q v_{e}}{L 4 \pi \varepsilon_{0} c} \frac{\cos \left[\alpha_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\kappa\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|}\right|_{t^{\prime}=t-\frac{\mid \vec{r}-\vec{r}^{\prime}\left(t^{\prime} t^{\prime}=e^{\prime} e^{\prime}\right)}{c}}- \\
& -\left.\frac{Q v_{e}}{L 4 \pi \varepsilon_{0} c} \frac{\cos \left[\alpha_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|}\right|_{t^{\prime}=t-\frac{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}=e_{e} t^{\prime}+L\right)\right|}{c}}+ \\
& +\left.\frac{Q}{L 4 \pi \varepsilon_{0}} \int_{v_{c} t^{\prime}}^{v_{c} t^{\prime}+L} \frac{\cos \left[\alpha_{y}\left(z^{\prime}\right)\right]}{\left|\vec{r}-\overrightarrow{r^{\prime}}\left(t^{\prime}, z^{\prime}\right)\right|^{2}}\right|_{t^{\prime}=t-\frac{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}\right)\right|}{c}}, d z^{\prime}  \tag{11}\\
& E_{z}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
& =\left.\frac{Q v_{e}}{L 4 \pi \varepsilon_{0} c} \frac{\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\kappa\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|}\right|_{t^{\prime}=t-\frac{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}=v_{e} t^{\prime}\right)\right|}{c}}- \\
& -\left.\frac{Q v_{e}}{L 4 \pi \varepsilon_{0} c} \frac{\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|}\right|_{t^{\prime}=t-\frac{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}=z_{e} t^{\prime}+L\right)\right|}{c}} ^{c}-
\end{align*}
$$

$$
\begin{gather*}
-\frac{Q \mu_{0} v_{e}{ }^{2}}{L 4 \pi} \frac{1}{\kappa\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|_{t^{\prime}=t-\frac{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}=e_{e} t^{\prime}\right)\right|}{c}}^{c}}+ \\
+\left.\frac{Q \mu_{0} v_{e}^{2}}{L 4 \pi} \frac{1}{\kappa\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|}\right|_{t^{\prime}=t-t \frac{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime} x^{\prime}=v_{e^{\prime}+t}+L\right)\right|}{c}}+ \\
\quad+\frac{Q}{L 4 \pi \varepsilon_{0}} \int_{v_{e} t^{\prime}}^{v_{e} t^{\prime}+L} \frac{\cos \left[\alpha_{z}\left(z^{\prime}\right)\right]}{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}\right)\right|_{\left\lvert\, t^{\prime}=t-\frac{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}\right)\right|}{c}\right.}, d z^{\prime}} \tag{12}
\end{gather*}
$$

where

$$
\begin{gather*}
\cos \left[\alpha_{x}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]=\left.\frac{x}{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|}\right|_{t^{\prime}=t-\frac{\mid \vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}=z^{\prime}=e^{\prime}\right)}{c}} ^{c},  \tag{13}\\
\cos \left[\alpha_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]=\left.\frac{x}{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|}\right|_{t^{\prime}=t-\frac{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}=z_{e} t^{\prime}+L\right)\right|}{c}},  \tag{14}\\
\cos \left[\alpha_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]=\left.\frac{y}{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|}\right|_{t^{\prime}=t-\frac{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime} t^{\prime}==e^{\prime} t^{\prime}\right)\right|}{c}},  \tag{15}\\
\cos \left[\alpha_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]=\left.\frac{y}{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|}\right|_{t^{\prime}=t-\frac{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}=z_{e} t^{\prime}+L\right)\right|}{c}} ^{c} \tag{16}
\end{gather*},
$$

and

$$
\begin{gather*}
\kappa\left(z^{\prime}=v_{e} t^{\prime}\right)=\left[1-\frac{v_{e}}{c} \cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right],\right.  \tag{19}\\
\kappa\left(z^{\prime}=v_{e} t^{\prime}+L\right)=\left[1-\frac{v_{e}}{c} \cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]\right. \tag{20}
\end{gather*}
$$

are the retardation factors ([3], p. 246).
The transverse components of the electric field strength $E_{x}^{p}\left(t^{\prime}, r^{\prime}\left(x^{\prime}, y^{\prime}, z^{\prime}\left(t^{\prime}\right)\right)\right.$; $t, r(x, y, z))$ and $E_{y}^{p}\left(t^{\prime}, r^{\prime}\left(x^{\prime}, y^{\prime}, z^{\prime}\left(t^{\prime}\right)\right) ; t, r(x, y, z)\right)$ are potential relative to the space coordinates, and the longitudinal component $E_{z}\left(t^{\prime}, r^{\prime}\left(x^{\prime}, y^{\prime}, z^{\prime}\left(t^{\prime}\right)\right) ; t, r(x, y, z)\right)$ consists of both a potential component relative to the space coordinates and a dynamic component.

The transverse components of the magnetic field strength $H_{x}\left(t^{\prime}, r^{\prime}\left(x^{\prime}, y^{\prime}, z^{\prime}\left(t^{\prime}\right)\right)\right.$; $t, r(x, y, z))$ and $H_{y}\left(t^{\prime}, r^{\prime}\left(x^{\prime}, y^{\prime}, z^{\prime}\left(t^{\prime}\right)\right) ; t, r(x, y, z)\right)$, according to the Eq. (6) and (9), are:

$$
\begin{align*}
& H_{x}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
& =-\left.\frac{Q v_{e}^{2}}{L 4 \pi c} \frac{\cos \left[\alpha_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\kappa\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|}\right|_{t^{\prime}=t-\frac{\mid \vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}=v_{e} e^{\prime}\right)}{c}} \\
& +\left.\frac{Q v_{e}^{2}}{L 4 \pi c} \frac{\cos \left[\alpha_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa\left(z^{\prime}=v_{e} t^{\prime}+L\right) \mid \vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)}\right|_{t^{\prime}=t-\frac{\mid \vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}=v_{e} t^{\prime}+L\right)}{c}} \\
& -\left.\frac{Q v_{e}}{L 4 \pi} \int_{v_{e} t^{\prime}}^{v_{e} t^{\prime}+L} d z^{\prime} \frac{\cos \left[\alpha_{y}\left(z^{\prime}\right)\right]}{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}\right)\right|^{2}}\right|_{t^{\prime}=t-\frac{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime}\right)\right|}{c}}  \tag{21}\\
& H_{y}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
& =\left.\frac{Q v_{e}^{2}}{L 4 \pi c} \frac{\cos \left[\alpha_{x}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\kappa\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|}\right|_{t^{\prime}=t-\frac{\left|\vec{r}-\overrightarrow{r^{\prime}}\left(t^{\prime} z^{\prime}==v_{e} t^{\prime}\right)\right|}{c}}- \\
& -\left.\frac{Q v_{e}{ }^{2}}{L 4 \pi c} \frac{\cos \left[\alpha_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa\left(z^{\prime}=v_{e} t^{\prime}+L\right) \mid \vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)}\right|_{t^{\prime}=t-\frac{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime} z^{\prime} z_{e} t^{\prime}+L\right)\right|}{c}}+ \\
& +\frac{Q v_{e}}{L 4 \pi} \int_{v_{e} t^{\prime}}^{v_{e} t^{\prime}+L} d z^{\prime} \frac{\cos \left[\alpha_{x}\left(z^{\prime}\right)\right]}{\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}\right)\right|_{\mid t^{\prime}=t-}^{2}} \tag{22}
\end{align*}
$$

The strengths of the electric fields in Eqs. (10)-(12) and magnetic fields with Eqs. (21) and (22), formed by the ends and the main part of the beam, decrease inversely proportional to the first and second powers of the distance from the source point to the observation point.

## 5. Displacement current

We take into account that the displacement current density $\vec{j}_{d}(t, r)$ ([7], p. 87):

$$
\begin{equation*}
\vec{j}_{d}(t, r)=\frac{\partial}{\partial t} \vec{D}_{d}(t, r)=\frac{\partial}{\partial t} \varepsilon_{0} \vec{E}(t, r), \tag{23}
\end{equation*}
$$

where the $\vec{D}_{d}(t, r)=\varepsilon_{0} \vec{E}(t, r)$ is the electric displacement vector. Taking into account the Eqs. (10)-(12) and (23), we get

$$
\begin{gathered}
j_{d x}^{p}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
=\frac{Q v_{e}^{2}}{L 4 \pi c} \cos \left[\alpha_{x}\left(z^{\prime}=v_{e} t^{\prime}\right)\right] \cdot \cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right] \cdot \frac{1}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|^{2}} \\
+\frac{Q v_{e}^{3}}{L 4 \pi c^{2}} \frac{\cos \left[\alpha_{x}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\kappa^{3}\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|^{3}}\left[\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|\right.
\end{gathered}
$$

$$
\begin{align*}
& \left.-\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]\left(z-v_{e} t^{\prime}\right)\right]+ \\
& +\frac{Q v_{e}^{2}}{L 4 \pi c} \frac{\cos \left[\alpha_{x}\left(z^{\prime}=v_{e} t^{\prime}\right)\right] \cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|^{2}}- \\
& -\frac{2 Q v_{e}{ }^{2}}{L 4 \pi c} \frac{\cos \left[\alpha_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right] \cdot \cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|^{2}}- \\
& -\frac{Q v_{e}{ }^{3}}{L 4 \pi c^{2}} \frac{\cos \left[\alpha_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa^{3}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|^{3}} \\
& \cdot\left[\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|-\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right] \cdot\left(z-\left(v_{e} t^{\prime}+L\right)\right)\right]+ \\
& +\frac{Q v_{e}}{L 4 \pi} \frac{\cos \left[\alpha_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|^{2}}- \\
& -\frac{Q v_{e}}{L 4 \pi} \cdot \frac{\cos \left[\alpha_{x}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|^{2}}  \tag{24}\\
& j_{d y}^{p}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
& =\frac{Q v_{e}{ }^{2}}{L 4 \pi c} \cos \left[\alpha_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)\right] \cdot \cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right] . \\
& \frac{1}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|^{2}}+\frac{Q v_{e}^{3}}{L 4 \pi c^{2}} \frac{\cos \left[\alpha_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\kappa^{3}\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|^{3}} \\
& {\left[\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|-\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]\left(z-v_{e} t^{\prime}\right)\right]+} \\
& +\frac{Q v_{e}^{2}}{L 4 \pi c} \frac{\cos \left[\alpha_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)\right] \cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\left.\left.\left.\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}\right) \mid \vec{r}-=v_{e} t^{\prime}\right)\right]\left(z-v_{e} t^{\prime}\right)\right]\left.\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|^{2}} \\
& -\frac{2 Q v_{e}^{2}}{L 4 \pi c} \frac{\cos \left[\alpha_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right] \cdot \cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|^{2}}-\frac{Q v_{e}^{3}}{L 4 \pi c^{2}} \\
& \frac{\cos \left[\alpha_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa^{3}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|^{3}}\left[\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|\right. \\
& \left.-\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right] \cdot\left(z-\left(v_{e} t^{\prime}+L\right)\right)\right] \\
& +\frac{Q v_{e}}{L 4 \pi} \frac{\cos \left[\alpha_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|^{2}} \\
& -\frac{Q v_{e}}{L 4 \pi} \frac{\cos \left[\alpha_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|^{2}}  \tag{25}\\
& j_{d z}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
& =\frac{-Q v_{e}{ }^{2}}{L 4 \pi c} \sin ^{2}\left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right] .
\end{align*}
$$

$$
\begin{align*}
& \frac{1}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|^{2}}+\frac{Q v_{e}^{3}}{L 4 \pi c^{2}} \frac{\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\kappa^{3}\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|^{3}} . \\
& \cdot\left[\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|-\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]\left(z-v_{e} t^{\prime}\right)\right] \\
& +\frac{Q v_{e}^{2}}{L 4 \pi c} \frac{\cos ^{2}\left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|^{2}} \\
& -\frac{Q v_{e}^{2}}{L 4 \pi c} \frac{\sin ^{2}\left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|^{2}}+\frac{Q v_{e}^{3}}{L 4 \pi c^{2}} . \\
& \cdot \frac{\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|^{3}} \\
& \cdot\left[\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|-\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right] .\right. \\
& \left.\cdot\left(z-\left(v_{e} t^{\prime}+L\right)\right)\right]+\frac{Q v_{e}^{2}}{L 4 \pi c} \frac{\cos ^{2}\left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|^{2}}- \\
& \frac{Q v_{e}{ }^{4}}{L 4 \pi c^{3}} \frac{1}{\kappa^{3}\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|^{3}}\left[\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|-\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]\left(z-v_{e} t^{\prime}\right)\right]- \\
& -\frac{Q v_{e}^{3}}{L 4 \pi c^{2}} \frac{\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|^{2}} \\
& +\frac{Q v_{e}^{4}}{L 4 \pi c^{3}} \frac{1}{\kappa^{3}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|^{3}} . \\
& \cdot\left[\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|-\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]\left(z-\left(v_{e} t^{\prime}+L\right)\right)\right]+ \\
& +\frac{Q v_{e}^{3}}{L 4 \pi c^{2}} \frac{\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right]}{\kappa^{2}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)\right|^{2}} \\
& -\frac{Q v_{e}}{L 4 \pi} \frac{\cos \left[\alpha_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)\right]}{\kappa\left(z^{\prime}=v_{e} t^{\prime}\right)\left|\vec{r}-\vec{r}^{\prime}\left(t^{\prime}, z^{\prime}=v_{e} t^{\prime}\right)\right|^{2}} \tag{26}
\end{align*}
$$

The transverse components of the displacement current density $j_{d x}^{p}\left(t^{\prime}, r^{\prime}\left(x^{\prime}, y^{\prime}, z^{\prime}\left(t^{\prime}\right)\right) ; t, r(x, y, z)\right)$ and $j_{d y}^{p}\left(t^{\prime}, r^{\prime}\left(x^{\prime}, y^{\prime}, z^{\prime}\left(t^{\prime}\right)\right) ; t, r(x, y, z)\right)$ are potential with respect to space coordinates, and the longitudinal component $j_{d z}\left(t^{\prime}, r^{\prime}\left(x^{\prime}, y^{\prime}, z^{\prime}\left(t^{\prime}\right)\right) ; t, r(x, y, z)\right)$ consists of potential and dynamic components.
Displacement current densities are decreasing inversely proportional to the second power of the distance from the source point to the observation point.

## 6. Flux of electrical energy

The electrical energy flux density per unit time $\vec{S}^{\psi}(t, r)$, according to ([10], p. 125) Eq. (15) and [11] Eqs. (7) and (8), has the form

$$
\begin{equation*}
\vec{S}^{\psi \prime}(t, r)=\psi(t, r) \cdot \vec{j}_{d}(t, r) \tag{27}
\end{equation*}
$$

Taking into account the Eq. (5) or the Eq. (7) and the Eqs. (24)-(26), we can write

$$
\begin{align*}
& S_{x}^{\psi}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
& =\psi\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right) . \\
& j_{d x}^{p}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)  \tag{28}\\
& S_{y}^{\psi}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
& =\psi\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right) . \\
& \cdot j_{d y}^{p}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)  \tag{29}\\
& S_{z}^{\psi}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
& =\psi\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right) . \\
& j_{d z}^{p}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right) \tag{30}
\end{align*}
$$

The electrical energy flux density $\vec{S}^{\mu \prime}(t, r)$ decreases inversely proportional to the third power of the distance from the source point to the observation point. The electrical energy flux per unit time into a given solid angle decreases inversely proportional to the first power of the distance from the source point to the observation point. The flux takes place both in the near and the intermediate zones.

## 7. Pointing vector

The Poynting vector or the flux density of electromagnetic energy per unit time is determined by the formula ([3], p. 259)

$$
\begin{equation*}
\vec{S}(t, r)=\vec{E}(t, r) \times \vec{H}(t, r) \tag{31}
\end{equation*}
$$

The Poynting vector along the $O x$ axis estimated according to Eq. (31) with the help of Eqs. (12) and (22) may be written as follows:

$$
\begin{gather*}
S_{x}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)= \\
=-E_{z}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right) . \\
\cdot H_{y}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right) \\
=-\left\{E_{z}^{p}\left(z^{\prime}=v_{e} t^{\prime}\right)+E_{z}^{p}\left(z^{\prime}=v_{e} t^{\prime}+L\right)\right. \\
\left.+E_{z}^{r}\left(z^{\prime}=v_{e} t^{\prime}\right)+E_{z}^{r}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)\right\} . \\
\left\{H_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)+H_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)++H_{y}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)\right\} \tag{32}
\end{gather*}
$$

where the summands in curly brackets are defined by Eq. (12) and Eq. (22), respectively. Rewriting the Eq. (32) in the following form:

$$
\begin{align*}
& S_{x}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right) \\
& \quad={ }^{i} S_{x}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)+{ }^{p i} S_{x}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \\
& \quad+{ }^{f} S_{x}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \tag{33}
\end{align*}
$$

where the ${ }^{i} S_{x}\left(\boldsymbol{z}^{\prime}=\boldsymbol{v}_{e} \boldsymbol{t}^{\prime}, \boldsymbol{z}^{\prime}=\boldsymbol{v}_{e} \boldsymbol{t}^{\prime}+\boldsymbol{L}\right)$ there is a flux of electromagnetic energy in a unit time that goes into the wave zone, the ${ }^{p i} S_{x}\left(\boldsymbol{z}^{\prime}=\boldsymbol{v}_{e} \boldsymbol{t}^{\prime}, \boldsymbol{z}^{\prime}=\boldsymbol{v}_{e} \boldsymbol{t}^{\prime}+\right.$ $\left.\boldsymbol{L}, \boldsymbol{v}_{e} \boldsymbol{t}^{\prime}<\boldsymbol{z}^{\prime}<\boldsymbol{v}_{e} \boldsymbol{t}^{\prime}+\boldsymbol{L}\right)$ there is a flux of electromagnetic energy in the intermediate zone, the ${ }^{f} \boldsymbol{S}_{x}^{c}\left(\boldsymbol{v}_{e} t^{\prime}<\boldsymbol{z}^{\prime}<\boldsymbol{v}_{e} \boldsymbol{t}^{\prime}+\boldsymbol{L}\right)$ there is a flux of electromagnetic energy in the near zone. As this takes place

$$
\begin{gather*}
{ }^{i} S_{x}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)={ }^{i} S_{x}\left(z^{\prime}=v_{e} t^{\prime}\right)+ \\
+{ }^{i} S_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right)+{ }^{i} S_{x}^{\mu A}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right),  \tag{34}\\
{ }^{i} S_{x}\left(z^{\prime}=v_{e} t^{\prime}\right)={ }^{i} S_{x}^{\mu A}\left(z^{\prime}=v_{e} t^{\prime}\right)+{ }^{i} S_{x}^{A}\left(z^{\prime}=v_{e} t^{\prime}\right)= \\
=-E_{z}^{p}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)-E_{z}^{r}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}\right),  \tag{35}\\
{ }^{i} S_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right)={ }^{i} S_{x}^{\mu A}\left(z^{\prime}=v_{e} t^{\prime}+L\right)+{ }^{i} S_{x}^{A}\left(z^{\prime}=v_{e} t^{\prime}+L\right)= \\
-E_{z}^{p}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)-E_{z}^{r}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right),  \tag{36}\\
{ }^{i} S_{x}^{\mu A}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)=-E_{z}^{p}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)-E_{z}^{p}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \\
\\
\quad \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)-E_{z}^{r}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)  \tag{37}\\
\\
-E_{z}^{r}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}\right) .
\end{gather*}
$$

The energy fluxes, ${ }^{i} S_{x}\left(z^{\prime}=v_{e} t^{\prime}\right),{ }^{i} S_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right),{ }^{i} S_{x}^{\mu A}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)$, are determined by point sources of radiation at the REB segment beginning, the REB segment end, and the REB segment interference, respectively.

$$
\begin{gather*}
{ }^{i} S_{x}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)= \\
-E_{z}^{p}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{y}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)-E_{z}^{p}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \cdot H_{y}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \\
-E_{z}^{r}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{y}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)-E_{z}^{r}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{y}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \\
E_{z}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)-E_{z}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right) . \tag{38}
\end{gather*}
$$

$$
\begin{equation*}
{ }^{f} S_{x}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)=-E_{z}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \cdot H_{y}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) . \tag{39}
\end{equation*}
$$

The Poynting vector along the $O y$ axis, taking into account Eqs. (12), (21), (31), similarly to Eqs. (33)-(39), is represented by:

$$
\begin{gather*}
S_{y}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)={ }^{i} S_{y}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)+ \\
+^{p i} S_{y}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)+{ }^{f} S_{y}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right),  \tag{40}\\
{ }^{i} S_{y}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=\right. \\
\left.v_{e} t^{\prime}+L\right)={ }^{i} S_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)+{ }^{i} S_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)+  \tag{41}\\
+{ }^{i} S_{y}^{\mu A}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)
\end{gather*}
$$

$$
\begin{gather*}
{ }^{i} S_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)={ }^{i} S_{y}^{\mu A}\left(z^{\prime}=v_{e} t^{\prime}\right)+{ }^{i} S_{y}^{A}\left(z^{\prime}=v_{e} t^{\prime}\right)= \\
=E_{z}^{p}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}\right)+E_{z}^{r}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}\right)  \tag{42}\\
{ }^{i} S_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)={ }^{i} S_{y}^{\mu A}\left(z^{\prime}=v_{e} t^{\prime}+L\right)+{ }^{i} S_{y}^{A}\left(z^{\prime}=v_{e} t^{\prime}+L\right)= \\
=E_{z}^{p}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right)+E_{z}^{r}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right),  \tag{43}\\
{ }^{i} S_{y}^{\mu A}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)=E_{z}^{p}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right)+E_{z}^{p}\left(z^{\prime}=v_{e} t^{\prime}+L\right) . \\
\cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}\right)+E_{z}^{r}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right)+E_{z}^{r}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}\right),  \tag{44}\\
p i \\
S_{y}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)= \\
E_{z}^{p}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{x}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)+E_{z}^{p}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \cdot H_{x}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)+ \\
+E_{z}^{r}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{x}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)+E_{z}^{r}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{x}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)+  \tag{45}\\
+E_{z}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}\right)+E_{z}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right),  \tag{46}\\
{ }^{S_{y}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)=-E_{z}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \cdot H_{x}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) .}
\end{gather*}
$$

The Poynting vector along the $O z$ axis, taking into account Eqs. (10), (11), (21), (22), and (31), may be written as follows:

$$
\begin{gather*}
S_{z}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L ; t, r(x, y, z)\right)={ }^{i} S_{z}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)+ \\
+{ }^{p i} S_{z}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)+{ }^{f} S_{z}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right), \\
{ }^{i} S_{z}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)={ }^{i} S_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)+ \\
+{ }^{i} S_{z}\left(z^{\prime}=v_{e} t^{\prime}+L\right)+{ }^{i} S_{z}^{\psi A}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right) \\
{ }^{i} S_{z}\left(z^{\prime}=v_{e} t^{\prime}\right)={ }^{i} S_{z}^{\mu A}\left(z^{\prime}=v_{e} t^{\prime}\right)= \\
=E_{x}^{p}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)-E_{y}^{p}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}\right) \\
{ }^{i} S_{z}\left(z^{\prime}=v_{e} t^{\prime}+L\right)={ }^{i} S_{z}^{\psi A}\left(z^{\prime}=v_{e} t^{\prime}+L\right)= \\
=E_{x}^{p}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)-E_{y}^{p}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \\
{ }^{i} S_{z}^{\psi A}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L\right)=E_{x}^{p}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)+ \\
+E_{x}^{p}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)-E_{y}^{p}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right)- \\
\quad-E_{y}^{p}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}\right) \\
p i S_{z}\left(z^{\prime}=v_{e} t^{\prime}, z^{\prime}=v_{e} t^{\prime}+L, v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)= \\
E_{x}^{p}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{y}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)+E_{x}^{p}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \cdot H_{y}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)+ \\
+E_{x}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}\right)+E_{x}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \cdot H_{y}\left(z^{\prime}=v_{e} t^{\prime}+L\right)- \\
-E_{y}^{p}\left(z^{\prime}=v_{e} t^{\prime}\right) \cdot H_{x}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)-E_{y}^{p}\left(z^{\prime}=v_{e} t^{\prime}+L\right) \cdot H_{x}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)- \\
-E_{y}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}\right)-E_{y}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \cdot H_{x}\left(z^{\prime}=v_{e} t^{\prime}+L\right), \tag{52}
\end{gather*}
$$

$$
\begin{gather*}
{ }^{f} S_{z}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)=E_{x}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \cdot H_{y}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right)- \\
-E_{e}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) \cdot H_{x}^{c}\left(v_{e} t^{\prime}<z^{\prime}<v_{e} t^{\prime}+L\right) . \tag{53}
\end{gather*}
$$

## 8. Numerical results

We have considered the filamentary REB of the length $L=3 \mathrm{~m}$, moving along the $O z$ axis with velocity $v_{e}=0.94 c$ ( $c$ is the speed of light) and having overall charge $Q=(-1) \cdot 10^{-10} C$.

In the laboratory coordinate system, the dependence of the electric field strength $E_{x}^{p}\left(t^{\prime}=0, x^{\prime}=0, y^{\prime}=0, z^{\prime}=0 ; t, r(x, y=0, z=0)\right)$, radiated by the beginning of the REB segment $r^{\prime}\left(x^{\prime}=0, y^{\prime}=0, z^{\prime}=0\right)$, on the transverse coordinate $x$ was calculated using Eq. (10), (Figure 1). The signal radiation time $t^{\prime}$ was selected equal to zero $t^{\prime}=0$. The observation point $r(x, y=0, z=0)$ was selected in the cross section $z=0$ at $y=0$. The observation time $t$ was determined by the formula $t=\frac{|x|}{c}$.

The dependence of the potential electric field strength $E_{x}^{p}\left(t^{\prime}, x^{\prime}=0, y^{\prime}=0, z^{\prime}=\right.$ $v_{e} t^{\prime} ; t, r(x=0.3 m, y=0, z=0)$ ), radiated by the beginning of the REB segment $r^{\prime}\left(x^{\prime}=0, y^{\prime}=0, z^{\prime}=v_{e} t^{\prime}\right)$, on the signal generation time $t^{\prime}$ calculated with the help of Eq. (10), is represented in Figure 2 where $r(x=0.3 m, y=0, z=0)$ is the observation point coordinates.

The dependence of the magnetic field strength $H_{y}\left(t^{\prime}=0, x^{\prime}=0, y^{\prime}=0, z^{\prime}=\right.$ $L ; t, r(x, y=0, z=0))$ radiated by the REB segment end $r^{\prime}\left(x^{\prime}=0, y^{\prime}=0, z^{\prime}=L\right)$ on the transverse coordinate $x$ was calculated using Eq. (22) (Figure 3). The signal


Figure 1.
The potential electric field strength $\boldsymbol{E}_{\boldsymbol{x}}^{p}\left(\boldsymbol{t}^{\prime}=\mathbf{0}, \boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}, \boldsymbol{z}^{\prime}=\mathbf{0} ; \boldsymbol{t}, \boldsymbol{r}(\boldsymbol{x}, \boldsymbol{y}=\mathbf{0}, \boldsymbol{z}=\mathbf{0})\right)$ radiated by the REB segment beginning.


Figure 2.
The potential electric field strength $\boldsymbol{E}_{\boldsymbol{x}}^{p}\left(\boldsymbol{t}^{\prime}, \boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}, \boldsymbol{z}^{\prime}=\boldsymbol{v}_{\boldsymbol{e}} \boldsymbol{t}^{\prime} ; \boldsymbol{t}, \boldsymbol{r}(\boldsymbol{x}=\mathbf{0} .3 m, \boldsymbol{y}=\mathbf{0}, \boldsymbol{z}=\mathbf{0})\right)$ radiated by the REB segment beginning.


Figure 3.
Magnetic field strength $\boldsymbol{H}_{\boldsymbol{y}}\left(\boldsymbol{t}^{\prime}=\mathbf{0}, \boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}, \boldsymbol{z}^{\prime}=\boldsymbol{L} ; \boldsymbol{t}, r(\boldsymbol{x}, \boldsymbol{y}=\mathbf{0}, \boldsymbol{z}=\mathbf{0})\right)$ radiated by the REB segment end.


Figure 4.
Magnetic field strength $\boldsymbol{H}_{\boldsymbol{y}}\left(\boldsymbol{t}^{\prime}, \boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}, \boldsymbol{z}^{\prime}=\boldsymbol{v}_{\boldsymbol{e}} \boldsymbol{t}^{\prime}+\boldsymbol{L} ; \boldsymbol{t}, \boldsymbol{r}(\boldsymbol{x}=\mathbf{0} .3 \boldsymbol{m}, \boldsymbol{y}=\mathbf{0}, \boldsymbol{z}=\mathbf{0})\right)$ radiated by the REB segment end.
generation time $t^{\prime}$ was selected equal to the zero, $t^{\prime}=0$ where $r(x=0.3 m, y=0, z=0)$ is the observation point coordinates. The observation time $t$ was determined by the formula $t=\frac{\sqrt{x^{2}+L^{2}}}{c}$.

The dependence of the magnetic field strength $\boldsymbol{H}_{\boldsymbol{y}}\left(\boldsymbol{t}^{\prime}, \boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}\right.$, $\left.\boldsymbol{z}^{\prime}=\boldsymbol{v}_{e} t^{\prime}+\boldsymbol{L} ; \boldsymbol{t}, r(\boldsymbol{x}=\mathbf{0} .3 \boldsymbol{m}, \boldsymbol{y}=\mathbf{0}, \boldsymbol{z}=\mathbf{0})\right)$, radiated by the REB segment end $r^{\prime}\left(\boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}, \boldsymbol{z}^{\prime}=\boldsymbol{v}_{e} \boldsymbol{t}^{\prime}+\boldsymbol{L}\right)$, on the signal radiation time $\boldsymbol{t}^{\prime}$ calculated using Eq.(22), is represented in Figure 4 where $r(x=0.3 m, y=0, z=0)$ is the observation point coordinates.

The dependence of the electromagnetic energy flux ${ }^{i} \boldsymbol{S}_{\boldsymbol{z}}\left(\boldsymbol{t}^{\prime}=\mathbf{0}, \boldsymbol{x}^{\prime}=\mathbf{0}\right.$, $\left.y^{\prime}=0, z^{\prime}=0 ; t, r(x, y=0, z=0)\right)$, radiated by the REB segment beginning $r^{\prime}\left(\boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}, \boldsymbol{z}^{\prime}=\mathbf{0}\right)$, on the transverse coordinate $\boldsymbol{x}$ was calculated with the help of Eqs. (49), (10), (11), (21), and (22) (Figure 5). The signal generation time $t^{\prime}$ was selected equal to the zero, $\boldsymbol{t}^{\prime}=\mathbf{0}$. The $\boldsymbol{r}(\boldsymbol{x}, \boldsymbol{y}=\mathbf{0}, \boldsymbol{z}=\mathbf{0})$ is the observation point coordinates. The observation time $t$ was determined by the formula $t=\frac{|x|}{c}$.

The dependence of the electromagnetic energy flux ${ }^{i} \boldsymbol{S}_{z}\left(\boldsymbol{t}^{\prime}, \boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}\right.$, $\left.\boldsymbol{z}^{\prime}=\boldsymbol{v}_{e} \boldsymbol{t}^{\prime} ; \boldsymbol{t}, r(\boldsymbol{x}=\mathbf{0} .3 m, \boldsymbol{y}=\mathbf{0}, \boldsymbol{z}=\mathbf{0})\right)$, radiated by the REB segment $r^{\prime}\left(\boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}, \boldsymbol{z}^{\prime}=\boldsymbol{v}_{e} \boldsymbol{t}^{\prime}\right)$, on the signal generation time $\boldsymbol{t}^{\prime}$, calculated by Eqs. (49),

## Progress in Relativity



Figure 5.
The electromagnetic energy flux ${ }^{i} \boldsymbol{S}_{\boldsymbol{z}}\left(\boldsymbol{t}^{\prime}=\mathbf{0}, \boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}, \boldsymbol{z}^{\prime}=\mathbf{0} ; \boldsymbol{t}, \boldsymbol{r}(\boldsymbol{x}, \boldsymbol{y}=\mathbf{0}, \boldsymbol{z}=\mathbf{0})\right)$ radiated by the $R E B$ segment beginning.


Figure 6.
The electromagnetic energy flux ${ }^{i} S_{z}\left(\boldsymbol{t}^{\prime}, \boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}, \boldsymbol{z}^{\prime}=\boldsymbol{v}_{e} \boldsymbol{t}^{\prime} ; \boldsymbol{t}, r(\boldsymbol{x}=\mathbf{0} .3 m, \boldsymbol{y}=\mathbf{0}, \boldsymbol{z}=\mathbf{0})\right)$ radiated by the $R E B$ segment beginning.


Figure 7.
The electromagnetic energy flux ${ }^{i} \boldsymbol{S}_{\boldsymbol{z}}\left(\boldsymbol{t}^{\prime}=\mathbf{0}, \boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}, \boldsymbol{z}^{\prime}=\boldsymbol{L} ; \boldsymbol{t}, r(\boldsymbol{x}, \boldsymbol{y}=\mathbf{0}, \boldsymbol{z}=\mathbf{0})\right)$ radiated by the $R E B$ segment end.


Figure 8.
The electromagnetic energy flux ${ }^{i} S_{z}\left(\boldsymbol{t}^{\prime}, \boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}, \boldsymbol{z}^{\prime}=\boldsymbol{v}_{\boldsymbol{e}} \boldsymbol{t}^{\prime}+\boldsymbol{L} ; \boldsymbol{t}, \boldsymbol{r}(\boldsymbol{x}=\mathbf{0} .3 \boldsymbol{m}, \boldsymbol{y}=\mathbf{0}, \boldsymbol{z}=\mathbf{0})\right)$ radiated by the REB segment end.
(10), (11), (21), (22), is shown in Figure 6. The observation point coordinate is $r(x=0.3 m, y=0, z=0)$.

The dependence of the electromagnetic energy flux ${ }^{i} \boldsymbol{S}_{\boldsymbol{z}}\left(\boldsymbol{t}^{\prime}=\mathbf{0}, \boldsymbol{x}^{\prime}=\mathbf{0}\right.$, $\left.y^{\prime}=0, z^{\prime}=L ; t, r(x, y=0, z=0)\right)$, radiated by the REB segment end $r^{\prime}\left(\boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}, \boldsymbol{z}^{\prime}=\boldsymbol{L}\right)$, on the transverse coordinate $\boldsymbol{x}$ was calculated with the help of Eqs. (50), (10), (11), (21), (22) (Figure 7). The signal radiation time $t^{\prime}$ was selected equal to the zero $\boldsymbol{t}^{\prime}=\mathbf{0}$. The $\boldsymbol{r}(\boldsymbol{x}, \boldsymbol{y}=\mathbf{0}, \boldsymbol{z}=\mathbf{0})$ is the observation point coordinates. The observation time $\boldsymbol{t}$ was determined by the formula $\boldsymbol{t}=\frac{\sqrt{x^{2}+L^{2}}}{c}$.

The dependence of the electromagnetic energy flux ${ }^{i} \mathbf{S}_{z}\left(\boldsymbol{t}^{\prime}, \boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}\right.$, $\boldsymbol{z}^{\prime}=\boldsymbol{v}_{\boldsymbol{e}} \boldsymbol{t}^{\prime}+\boldsymbol{L} ; \boldsymbol{t}, \boldsymbol{r}(\boldsymbol{x}=\mathbf{0} .3 \boldsymbol{m}, \boldsymbol{y}=\mathbf{0}, \boldsymbol{z}=\mathbf{0})$ ), radiated by the REB segment end $\boldsymbol{r}^{\prime}\left(\boldsymbol{x}^{\prime}=\mathbf{0}, \boldsymbol{y}^{\prime}=\mathbf{0}, \boldsymbol{z}^{\prime}=\boldsymbol{v}_{e} \boldsymbol{t}^{\prime}+\boldsymbol{L}\right)$, on the signal radiation time $\boldsymbol{t}^{\prime}$, calculated according to Eqs. (50), (10), (11), (21), (22), is shown in Figure 8 where $\boldsymbol{r}(\boldsymbol{x}=\mathbf{0} .3 \boldsymbol{m}$, $\boldsymbol{y}=\mathbf{0}, \boldsymbol{z}=\mathbf{0}$ ) is the observation point coordinates.

## 9. Conclusions

The applicability of relativity in the physics of charged particle beams has been shown from the example of radiation by a filamentary REB segment uniformly moving in vacuum along a linear direction.

In electrodynamics, in a moving coordinate system, the relative distance between a charged object and an observer does not change. The phenomenon of relativity associated with the field dynamics degenerates to electrostatic processes. In rest, or laboratory, coordinate system, the relative distance is changing with time, the charge density also varies with the time, and as a result, the retardation phenomena came to the scene and the Poisson equation is to be substituted by the wave equation.

The expressions have been obtained to describe the strengths of the electric and magnetic fields and the electric and electromagnetic energy fluxes in all three zones: near field zone, intermediate, and wave zones. The filamentary REB edges are relativistic point-like sources of electromagnetic energy propagating in the wave zone. The REB edges form a potential component of the electric field strength, which is inversely proportional to the distance from the source point to the observation point. In the wave zone, strength of this field is comparable with that of the dynamic component of the electric field.

The dynamic component of the electric field strength and the axially symmetric magnetic field form both a constant flux into the given solid angle, i.e. electromagnetic radiation, and a flux per time unit directed along the normal to the conical surface of the above solid angle. The potential component of the electric field, directed along the radius, and the axially symmetric magnetic field form a flux oriented along the polar direction, i.e., along the normal to the conical surface. The fluxes crossing the above conical surface are independent of the distance between the source point and the observation point. In the wave zone, the radiations from the beginning and end of the REB segment are added up, while the fluxes through the above conical surface caused by dynamic and potential components of electric field, are subtracted.

Relativistic point-like sources create in the wave zone the vortex components of the magnetic field. The REB edges radiate hybrid electromagnetic waves, comprising of potential and vortex electric fields, as well as a vortex magnetic field. The electric and magnetic field strengths radiated by the REB segment edges have opposite signs. In the wave zone, the radiated electromagnetic field fluxes are compound of the electromagnetic energy fluxes, produced by both the REB segment beginning and its end, as well as of their interference components. In the intermediate zone, the electrical energy flux takes place due to the electric potential field and the displacement current. The REB segment, between the beam edges, having a constant charge density, produces a quasi-static electromagnetic field in the near zone.
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# On the Nonuniqueness of the Hamiltonian for Systems with One Degree of Freedom 

Sikarin Yoo-Kong


#### Abstract

The alternative Hamiltonians for systems with one degree of freedom are solved directly from the Hamilton's equations. These new Hamiltonians produce the same equation of motion with the standard one (called the Newtonian Hamiltonian). Furthermore, new Hamiltonians come with an extra-parameter, which can be used to recover the standard Hamiltonian.
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## 1. Introduction

It was well known that the Lagrangian possesses the nonuniqueness property. It means that the constant can be added or multiplied into the Lagrangian:
$L_{N}(\dot{x}, x) \rightarrow \alpha L_{N}(\dot{x}, x)+\beta$
Furthermore, the total derivative term can also be added to the Lagrangian without alternating the equation of motion: $L_{N}(\dot{x}, x) \rightarrow \alpha L_{N}(\dot{x}, x)+\beta+d f / d t$,
where $=f(x, t)$. This fact can be seen immediately from the variational principle with the action functional:

$$
\begin{equation*}
S[x]=\int_{0}^{T} d t\left(\alpha L_{N}(\dot{x}, x)+\beta+\frac{d f}{d t}\right)=\int_{0}^{T} d t\left(\alpha L_{N}(\dot{x}, x)+\beta\right)+f(T)-f(0) \tag{1}
\end{equation*}
$$

Obviously, the last two terms contribute only at the boundary. Then the variation $x \rightarrow x+\delta x$ on the action and $\delta S[x]=0$, with conditions $\delta x(0)=\delta x(T)$ $=0$, give us the same Euler-Lagrange equation:

$$
\begin{equation*}
\frac{\partial}{\partial x} L_{N}(\dot{x}, x)-\frac{d}{d t} \frac{\partial}{\partial \dot{x}} L_{N}(\dot{x}, x)=0 \tag{2}
\end{equation*}
$$

The standard Lagrangian takes the form

$$
\begin{equation*}
L_{N}(\dot{x}, x)=T(\dot{x})-V(x) \tag{3}
\end{equation*}
$$

where $T(\dot{x})$ is the kinetic energy and $V(x)$ is the potential energy of the system. For a system with one degree of freedom, the kinetic energy is $T(\dot{x})=m \dot{x}^{2} / 2$. The equation of motion associated with the Lagrangian Eq. (1) is

$$
\begin{equation*}
\ddot{x}=-(1 / m) d V(x) / d x \stackrel{\text { def }}{=} Q \tag{4}
\end{equation*}
$$

Recently, it has been found that actually there is an alternative form of the Lagrangian called the multiplicative form [1-3]: $L(\dot{x}, x)=F(\dot{x}) G(x)$, where F and G are to be determined. Putting this new Lagrangian into the Euler-Lagrange Eq. (2), we obtained

$$
\begin{equation*}
L_{\lambda}(\dot{x}, x)=m \lambda^{2}\left[e^{-\frac{E(x, x)}{m \lambda^{2}}}+\frac{\dot{x}}{\lambda^{2}} \int_{0}^{\dot{x}} e^{-\frac{E(x, \dot{x})}{m \lambda^{2}}} d \dot{q}\right] \tag{5}
\end{equation*}
$$

where $E(x, \dot{x})=m \dot{x}^{2} / 2+V(x)$ is the energy function and $m \lambda^{2}$ is in the energy unit. We find that under the limit $\lambda$ which is very large $\lim _{\lambda \rightarrow \infty}\left(L_{\lambda}(\dot{x}, x)-m \lambda^{2}\right)=$ $L_{N}(\dot{x}, x)$, we recover the standard Lagrangian. The derivation of Eq. (5) can be found in the Appendix. Interestingly, this new Lagrangian can be treated as a generating function producing an infinite hierarchy of the Lagrangian:

$$
\begin{equation*}
L_{\lambda}(\dot{x}, x)=\sum_{j=0}^{\infty} \frac{1}{j!}\left(\frac{-1}{m \lambda^{2}}\right)^{j-1} L_{j}(\dot{x}, x) \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{j}(\dot{x}, x)=\sum_{k=0}^{j}\left(\frac{j!T^{j-k} V^{k}}{(j-k)!k!(2 j-(2 k+1))}\right) \tag{7}
\end{equation*}
$$

These new Lagrangians $L_{j}(\dot{x}, x)$, however, produce the same equation of motion. Equations (6) and (7) provide an alternative way to modify the Lagrangian Eq. (3).

The problem studied in [1-3] that is actually related to the inverse problem of calculus of variations in the one-dimensional case. The well-known result can be dated back to the work of Sonin [4] and Douglas [5].

Theorem (Sonin): For every function $Q$, there exists a solution $(g, L)$ of the equation:

$$
\begin{equation*}
g(Q-\ddot{x})=\frac{\partial}{\partial x} L(\dot{x}, x)-\frac{d}{d t} \frac{\partial}{\partial \dot{x}} L(\dot{x}, x) \cdot \text { whereg }=\frac{\partial^{2}}{\partial \dot{x}^{2}} L(\dot{x}, x) \neq 0 \tag{8}
\end{equation*}
$$

What we did in [1-3] is that we went further to show that actually Eq. (8) admits infinite solutions.

In the present chapter, we will construct the Hamiltonian hierarchy for the system with one degree of freedom. In Section 2, the multiplicative Hamiltonian will be solved directly from Hamilton's equations. In Section 3, the physical meaning of the parameter $\lambda$ will be discussed. In Section 4, the redundancy of the Hamiltonians and Lagrangians will be explained. In the last section, a summary will be delivered.

## 2. The multiplicative Hamiltonian

To obtain the Hamiltonian, we may use the Legendre transformation:

$$
\begin{equation*}
H_{N}(p, x)=p \dot{x}-L_{N}(\dot{x}, x) \tag{9}
\end{equation*}
$$

where $p=\partial L / \partial \dot{x}=m \dot{x}$ is the momentum variable. The standard form of the Hamiltonian is

$$
\begin{equation*}
H_{N}(p, x)=\frac{p^{2}}{2 m}+V(x) \tag{10}
\end{equation*}
$$

which is nothing but the total energy of the system. The action is then

$$
\begin{equation*}
S[p, x]=\int_{0}^{T} d t\left(p \dot{x}-H_{N}(p, x)\right) \tag{11}
\end{equation*}
$$

With the variations $x \rightarrow x+\delta x$ and $p \rightarrow p+\delta p$, with conditions $\delta x(0)=$ $\delta x(T)=0$, the least action principle $\delta S[x]=0$ gives us

$$
\begin{equation*}
\dot{x}=\frac{\partial}{\partial p} H_{N}(p, x), \dot{p}=-\frac{\partial}{\partial x} H_{N}(p, x) \tag{12}
\end{equation*}
$$

which are known as a set of Hamilton's equations.
We now introduce a new Hamiltonian, called the multiplicative Hamiltonian, in a form

$$
\begin{equation*}
\mathrm{H}(p, x)=K(p) W(x), \tag{13}
\end{equation*}
$$

where $K(p)$ and $W(x)$ are to be determined. Equations (12) and (3) give us a new equation:

$$
\begin{equation*}
0=\frac{1}{m} \frac{\partial}{\partial x} H_{N}(p, x)+\dot{p} \frac{\partial^{2}}{\partial p^{2}} H_{N}(p, x)+\frac{p}{m} \frac{\partial^{2}}{\partial x \partial p} H_{N}(p, x) \tag{14}
\end{equation*}
$$

Replacing $H_{N}$ by $H$ and inserting Eqs. (13) into (14), we obtain

$$
\begin{equation*}
0=\frac{d^{2} K}{d p^{2}}+\frac{1}{m \dot{p} W} \frac{d W}{d x}\left(p \frac{d K}{d p}+K\right) \tag{15}
\end{equation*}
$$

Now we define

$$
\begin{equation*}
A \xlongequal{\text { def }} \frac{1}{m \dot{p} W} \frac{d W}{d x} \tag{16}
\end{equation*}
$$

where $A$ is a constant to be determined. Equation (16) can be immediately solved and result in

$$
\begin{equation*}
W(x)=a e^{-m A V(x)} \tag{17}
\end{equation*}
$$

where $a$ is a constant of integration. Substituting Eq. (17) into Eq. (15), we find that the function $K(p)$ is in the form

$$
\begin{equation*}
K(p)=b e^{-\frac{A p^{2}}{2}} \tag{18}
\end{equation*}
$$

where $b$ is another constant. Then the multiplicative Hamiltonian Eq. (13) becomes

$$
\begin{equation*}
H(p, x)=c e^{-\frac{A p^{2}}{2}-m A V(x)} \tag{19}
\end{equation*}
$$

where $c=a b$. If we now choose $c=-m \lambda^{2}$ and $A=1 / m^{2} \lambda^{2}$, the Hamiltonian Eq. (19) becomes

$$
\begin{equation*}
H_{\lambda}(p, x)=-m \lambda^{2} e^{-\frac{H_{N}(p, x)}{m \lambda^{2}}} \tag{20}
\end{equation*}
$$

Inserting Eq. (20) into Eq. (14), we find that

$$
\begin{align*}
-\frac{d V(x)}{d x}\left(-\frac{p^{2}}{m^{2} \lambda^{2}}+1\right) & =\dot{p}\left(-\frac{p^{2}}{m^{2} \lambda^{2}}+1\right)  \tag{21}\\
-\frac{d V(x)}{d x} & =\dot{p}
\end{align*}
$$

which is the equation of motion of the system. Then this new Hamiltonian Eq. (20) gives us the same equation of motion as Eq. (10).

For the case $m \lambda^{2} \gg H_{N}(p, x)$, we find that the multiplicative Hamiltonian

$$
\begin{equation*}
H_{\lambda}(p, x) \approx-m \lambda^{2}+H_{N}(p, x) \tag{22}
\end{equation*}
$$

gives back the standard Hamiltonian. The constant $-m \lambda^{2}$ does not alter the equation of the motion of the system.

We find that the multiplicative Hamiltonian Eq. (20) can also be directly obtained from the Legendre transformation:

$$
\begin{equation*}
H_{\lambda}(p, x)=p_{\lambda} \dot{x}-L_{\lambda}(\dot{x}, x) \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{\lambda}=\frac{\partial}{\partial \dot{x}} L_{\lambda}(\dot{x}, x)=\frac{1}{\lambda^{2}} \int_{0}^{p} e^{-\frac{\zeta^{2}}{2 m^{2} \lambda^{2}}} \frac{d \zeta}{m} \tag{24}
\end{equation*}
$$

Inserting Eqs. (24) and (5) into Eq. (23), we obtain

$$
\begin{align*}
H_{\lambda}(p, x)= & m \lambda^{2}\left[\left(\frac{1}{\lambda^{2}} \int_{0}^{p} e^{-\frac{\zeta^{2}}{2 m^{2} \lambda^{2}}} \frac{d \zeta}{m}\right) \frac{p}{m}\right. \\
& \left.-m \lambda^{2}\left(e^{-\frac{p^{2}}{2 m \lambda^{2}}}+\frac{p}{m^{2} \lambda^{2}} \int_{0}^{p} e^{-\frac{\zeta^{2}}{2 m^{2} \lambda^{2}}} \frac{d \zeta}{m}\right)\right] e^{-\frac{V(x)}{m \lambda^{2}}} \\
= & -m \lambda^{2} e^{-\frac{H_{N}(p, x)}{m \lambda^{2}}} \tag{25}
\end{align*}
$$

which is identical to Eq. (20).
Furthermore, we can rewrite the multiplicative Hamiltonian Eq. (20) in terms of the series:

$$
\begin{equation*}
H_{\lambda}(p, x)=\sum_{j=0}^{\infty} \frac{1}{j!}\left(\frac{-1}{m \lambda^{2}}\right)^{j-1} H_{j}(p, x) \tag{26}
\end{equation*}
$$

where $H_{j}(p, x) \equiv H_{N}^{j}=\left(p^{2} / 2 m+V(x)\right)^{j}$. It is not difficult to see that $H_{j}(p, x)$ produces exactly the equation of motion Eq. (21).

From the structure of Eqs. (26) and (6), it must be a hierarchy of the Legendre transformation. To establish such hierarchy, we start to rewrite the momentum Eq. (24) in the form

$$
\begin{equation*}
p_{\lambda}=\frac{1}{\lambda^{2}} \int_{0}^{p} e^{-\frac{\zeta^{2}}{2 m^{2} \lambda^{2}}} \frac{d \zeta}{m}=\sum_{j=0}^{\infty} \frac{1}{j!}\left(\frac{-1}{m \lambda^{2}}\right)^{j-1} p_{j} \tag{27}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{j}(p, x)=j!\left[p_{j-1} V(x)+\frac{p^{2 j-1}}{(j-1)\left(2^{j-1}\right)(2 j-1) m^{j-1}}\right], j \geq 1 \text { and } p=m \dot{x} \tag{28}
\end{equation*}
$$

Then the Legendre transformation Eq. (23) becomes

$$
\begin{equation*}
0=\sum_{j=0}^{\infty} \frac{1}{j!}\left(\frac{-1}{m \lambda^{2}}\right)^{j-1}\left[L_{j}(\dot{x}, x)-p_{j} \dot{x}+H_{j}(p, x)\right] \tag{29}
\end{equation*}
$$

Eq. (29) holds if

$$
\begin{equation*}
L_{j}(\dot{x}, x)=p_{j} \dot{x}+H_{j}(p, x) \tag{30}
\end{equation*}
$$

which are the Legendre transformations for each pair of the Hamiltonian $H_{j}(p, x)$ and Lagrangian $L_{j}(\dot{x}, x)$ in the hierarchy.

Next, we consider the total derivative $d H_{j}(p, x)=d\left(p_{j} \dot{x}\right)-d L_{j}(\dot{x}, x)$ resulting in

$$
\begin{equation*}
d x\left(\frac{\partial H_{j}}{\partial x}+\dot{p} \frac{\partial p_{j}}{\partial p}\right)+d p\left(\frac{\partial H_{j}}{\partial p}-\dot{x} \frac{\partial p_{j}}{\partial p}\right)=0 \tag{31}
\end{equation*}
$$

Eq. (31) holds if

$$
\begin{equation*}
\frac{\partial H_{j}}{\partial x}=-\dot{p} \frac{\partial p_{j}}{\partial p}, \frac{\partial H_{j}}{\partial p}=\dot{x} \frac{\partial p_{j}}{\partial p} \tag{32}
\end{equation*}
$$

Eq. (32) can be considered as the modified Hamilton's equations for each $H_{j}(p, x)$ in the hierarchy. Obviously, for $j=1$, we retrieve the standard Hamilton's Eq. (12), since $p_{1}=p=m \dot{x}$.

From the structure of the multiplicative Hamiltonian Eq. (20), it seems to suggest that the exponential of the function, defined on phase space, is always a solution of the Eq. (14). Then we now introduce an ansatz form of the Hamiltonian as

$$
\begin{equation*}
H_{a, b}(p, x)=b e^{a Z(p, x)} \tag{33}
\end{equation*}
$$

where $a$ and $b$ are constants to be determined. Substituting Eq. (33) into Eq. (14), we obtain

$$
\begin{equation*}
0=\frac{1}{m} \frac{\partial Z}{\partial x}+\dot{p} \frac{\partial^{2} Z}{\partial p^{2}}+\frac{p}{m} \frac{\partial^{2} Z}{\partial x \partial p}+a\left[\dot{p}\left(\frac{\partial Z}{\partial p}\right)^{2}+\frac{p}{m} \frac{\partial Z}{\partial p} \frac{\partial Z}{\partial x}\right] \tag{34}
\end{equation*}
$$

We find that if we take $H_{N}(p, x)=Z(p, x)$ to be the standard Hamiltonian, the first three terms in Eq. (34) give us back Eq. (14). Then the last bracket must vanish and gives us an extra-relation:

$$
\begin{equation*}
0=\dot{p}\left(\frac{\partial H_{N}}{\partial p}\right)^{2}+\frac{p}{m} \frac{\partial H_{N}}{\partial p} \frac{\partial H_{N}}{\partial x} \tag{35}
\end{equation*}
$$

or

$$
\begin{equation*}
0=\dot{p} \frac{\partial H_{N}}{\partial p}+\frac{p}{m} \frac{\partial H_{N}}{\partial x} \tag{36}
\end{equation*}
$$

We immediately see that actually Eq. (36) is a consequence of the conservation of the energy of the system:

$$
\begin{equation*}
0=\frac{d H_{N}}{d t}=\frac{\partial H_{N}}{\partial p} \frac{\partial p}{\partial t}+\frac{\partial H_{N}}{\partial x} \frac{\partial x}{\partial t}=\dot{p} \frac{\partial H_{N}}{\partial p}+\frac{p}{m} \frac{\partial H_{N}}{\partial x} \tag{37}
\end{equation*}
$$

Then what we have here is another equation that can be used to determine for the Hamiltonian subject to the equation of motion Eq. (21). To see this, we may start with the standard form of the Hamiltonian $H_{N}(p, x)=T(p)+V(x)$, where $T(p)$ is a function of the momentum and to be determined. Inserting the Hamiltonian into Eq. (36), we obtain

$$
\begin{equation*}
0=\dot{p} \frac{d T}{d p}+\frac{p}{m} \frac{d V}{d x} \tag{38}
\end{equation*}
$$

Using Eqs. (21) and (38), it can be rewritten in the form

$$
\begin{equation*}
0=\dot{p}\left(\frac{d T}{d p}-\frac{p}{m}\right) \tag{39}
\end{equation*}
$$

Since $\dot{p} \neq 0$, it means that the term inside the bracket must be zero and

$$
\begin{equation*}
\int d T=\int \frac{p}{m} d p \rightarrow T(p)=\frac{p^{2}}{2 m}+C \tag{40}
\end{equation*}
$$

where $C$ is a constant which can be chosen to be zero. So we successfully solved the standard Hamiltonian.

Next, we put $Z(p, x)=K(p) W(x)$ which is in the multiplicative form Eq. (13) into Eq. (36), and we obtain

$$
\begin{equation*}
0=W\left[\dot{p}\left(W \frac{d K}{d p}\right)+\frac{p}{m}\left(K \frac{d W}{d x}\right)\right] \tag{41}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{m}{K p} \frac{d K}{d p}=\frac{1}{W} \frac{d W}{d V} \tag{42}
\end{equation*}
$$

We see that both sides of Eq. (42) are independent to each other. Then Eq. (42) holds if both sides equal to a constant $\beta$. We have now for the left-hand side

$$
\begin{gather*}
\frac{m}{K p} \frac{\partial K}{\partial p}=\beta \\
\int \frac{d K}{K}=\beta \int \frac{p}{m} d p \rightarrow K(p)=C_{1} e^{\beta T(p)} \tag{43}
\end{gather*}
$$

where $C_{1}$ is a constant to be determined. Next, we consider the right-hand side

$$
\begin{gather*}
\frac{1}{W} \frac{d W}{d V}=\beta \\
\int \frac{d W}{W}=\beta \int d V \rightarrow W(x)=C_{2} e^{\beta V(x)} \tag{44}
\end{gather*}
$$

where $C_{2}$ is a constant to be determined. Then finally the function $Z(p, x)$ becomes

$$
\begin{equation*}
Z(p, x)=C_{1} C_{2} e^{\beta H_{N}(p, x)} \tag{45}
\end{equation*}
$$

where $H_{N}(p, x)$ is the standard Hamiltonian. If we now choose $C_{1} C_{2}=-m \lambda^{2}$ and $\beta=-1 / m \lambda^{2}$, the function $Z(p, x)$ is exactly the same with Eq. (20).

We see that with Eq. (36) the Hamiltonian can be easily determined. Here we come with the conclusion that in every function $Q^{\prime}=-\frac{d V}{d x}$, there exist infinite Hamiltonians of equation

$$
\begin{equation*}
Q^{\prime}-\dot{p}=\dot{p} \frac{\partial H}{\partial p}+\frac{p}{m} \frac{\partial H}{\partial x} \tag{46}
\end{equation*}
$$

The existence of solutions of Eq. (46) implies that actually we can do an inverse problem of the Hamiltonian for the systems with one degree of freedom.

Remark: The perspective on nonuniqueness of Hamiltonian, as well as Lagrangian, here in the present work is quite different from those in AubryMather theory $[6,7]$ (see also [8]). What they had been investigating is the modification of the Tonelli Lagrangian $L_{\eta}:=L-\hat{\eta}$, where mechanical Lagrangian $L_{N}(\dot{x}, x)=T(\dot{x})-V(x)$ is one of Tonelli Lagrangians. Here $\hat{\eta}=\langle\eta(x), \dot{x}\rangle$ : $T M \rightarrow \mathbb{R}$ and $\eta(x)$ is a closed 1-from on the manifold $M$. This means that $\int d t L_{\eta}$ and $\int d t L$ will have the same extremals and therefore the same Euler-Lagrange evolution, since $\delta \int d t \hat{\eta}=0$. Thus for a fixed $L$, the extreamise of the action will depend only on the de Rham cohomology class $c=[\eta] \in H^{1}(M, \mathbb{R})$. Then we have a family of modified Lagrangians, parameterized over $H^{1}(M, \mathbb{R})$. With the modified Tonelli Lagrangian $L_{\eta}$, one can easily find the associated Hamiltonian $H_{\eta}(x, p)=$ $H(x, \eta(x)+p)$, where the momentum is altered: $p \rightarrow p+\eta(x)$. Then we also have a family of modified Hamiltonians, parameterized over $H^{1}(M, \mathbb{R})$. To make all this more transparent, we better go with a simplest example. Consider the modified Lagrangian $L_{\epsilon}:=L_{N}+\epsilon \dot{x}$, where $\epsilon$ is a constant. We find that a new action differs from an old action by a constant depending on the endpoints, $\int_{a}^{b} d t L_{\epsilon}=\int_{a}^{b} d t L_{N}+$ $\epsilon(x(b)-x(a)$ ), and they give exactly the same Euler-Lagrange equation (see also Eq. (1)). With this new Lagrangian $L_{\epsilon}$, we can directly obtain the Hamiltonian $H_{\epsilon}(x, p)=H_{N}(x, p+\epsilon)$.

## 3. Harmonic oscillator

In this section, we give an explicit example, e.g., the harmonic example, and also give the physical interpretation of the parameter $\lambda$. The standard Hamiltonian for the harmonic oscillator reads

$$
\begin{equation*}
H(p, x)=\frac{p^{2}}{2 m}+\frac{k x^{2}}{2} \tag{47}
\end{equation*}
$$

Then the multiplicative Hamiltonian for the harmonic oscillator is

$$
\begin{equation*}
H_{\lambda}(p, x)=-m \lambda^{2} e^{-\frac{1}{m \lambda^{2}}\left(\frac{p^{2}}{2 m}+\frac{k x^{2}}{2}\right)} \tag{48}
\end{equation*}
$$

Now we introduce $\eta=(x, p)$, and then we consider

$$
\begin{equation*}
\frac{\mathrm{d} \eta}{\mathrm{dt}_{\lambda}}=J \frac{\partial \mathrm{H}_{\lambda}}{\partial \eta} \text { where } \frac{\partial}{\partial \eta}=\binom{\partial / \partial x}{\partial / \partial p} \tag{49}
\end{equation*}
$$

where $t_{\lambda}$ is a time variable associated with the multiplicative Hamiltonian and $J$ is the symplectic matrix given by

$$
J=\left(\begin{array}{cc}
0 & 1  \tag{50}\\
-1 & 0
\end{array}\right)
$$

Inserting Eq. (48) into Eq. (49), we obtain

$$
\begin{equation*}
\frac{d \eta}{d t_{\lambda}}=\sum_{k=0}^{\infty} \frac{1}{k!}\left(\frac{-1}{m \lambda^{2}}\right)^{k-1} J \frac{\partial H^{k}}{\partial \eta} \stackrel{\text { def }}{=} \sum_{k=0}^{\infty} \frac{d \eta}{d t_{k}} \tag{51}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{d}{d t_{k}}=\frac{E^{k-1}}{(k-1)!\left(m \lambda^{2}\right)^{k-1}} \frac{d}{d t} \tag{52}
\end{equation*}
$$

where $E=T+V$ is the energy function and $t$ is the standard time variable associated with the Hamiltonian Eq. (47). Equation (51) suggests that the $\lambda$-flow is comprised of infinite different flows on the same trajectory on the phase space (see Figure 1).

This means that we can choose any Hamiltonian in the hierarchy to work with. The physics of the system remains the same but with a different time scale. Then we may say that the parameter $\lambda$ plays a role of scaling in the Hamiltonian flow on the phase space. From Eq. (52), we see that as $m \lambda^{2} \rightarrow \infty$, only the standard flow survives, and of course we retrieve the standard evolution $t_{1}=t$ of the system on phase space.

Next we consider the standard Lagrangian of the harmonic oscillator

$$
\begin{equation*}
L_{N}(\dot{x}, x)=\frac{m \dot{x}^{2}}{2}-\frac{k x^{2}}{2} \tag{53}
\end{equation*}
$$

and the multiplicative Lagrangian is
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Figure 1.
Differential flows on the same trajectory on the phase space.

$$
\begin{equation*}
L_{\lambda}(\dot{x}, x)=m \lambda^{2}\left[e^{-\frac{E(x, \dot{x})}{m \lambda^{2}}}+\frac{\dot{x}}{\lambda^{2}} \int_{0}^{\dot{x}} e^{-\frac{E(x, \dot{q})}{m \lambda^{2}}} d \dot{q}\right] \tag{54}
\end{equation*}
$$

where $E(x, \dot{x})=m \dot{x}^{2} / 2+k x^{2} / 2$ is the energy function. We know that Lagrangian Eq. (54) can be rewritten in the form

$$
\begin{equation*}
L_{\lambda}(\dot{x}, x)=\sum_{j=0}^{\infty} \frac{1}{j!}\left(\frac{-1}{m \lambda^{2}}\right) L_{j}(\dot{x}, x) \tag{55}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{j}(\dot{x}, x)=\sum_{k=0}^{j}\left(\frac{j!\left(m \dot{x}^{2} / 2\right)^{j-k}\left(k x^{2} / 2\right)^{k}}{(j-k)!k!(2 j-(2 k+1))}\right) \tag{56}
\end{equation*}
$$

The action of the system is given by

$$
\begin{equation*}
S[x]=\int_{0}^{T} d t L_{\lambda}(\dot{x}, x)=\sum_{j=1}^{\infty} \int_{0}^{T} d t_{j} L_{j}(\dot{x}, x) \tag{57}
\end{equation*}
$$

where

$$
\begin{equation*}
d t_{j}=\frac{1}{j!}\left(\frac{1}{m \lambda^{2}}\right)^{k-1} d t \tag{58}
\end{equation*}
$$

The variation $x \rightarrow x+\delta x$ with conditions $\delta x(0)=\delta x(T)=0$ results in

$$
\begin{equation*}
\delta S[x]=\sum_{j=1}^{\infty} \int_{0}^{T} d t_{j}\left(\frac{\partial L_{j}}{\partial x}-\frac{d}{d t_{j}} \frac{\partial L_{j}}{\partial x_{j}}\right) \tag{59}
\end{equation*}
$$

where $x_{j}=d x / d t_{j}$. Least action principle $\delta S[x]=0$ gives infinite Euler-Lagrange equations

$$
\begin{equation*}
0=\frac{\partial L_{j}}{\partial x}-\frac{d}{d t_{j}} \frac{\partial L_{j}}{\partial x_{j}}, j=1,2,3 \tag{60}
\end{equation*}
$$

which produce the equation of motions

$$
\begin{equation*}
\frac{d^{2} x}{d t_{j}^{2}}=-\frac{k x}{m} \tag{61}
\end{equation*}
$$

associated with different time variables. Again in this case, we have the same structure of equation of motion for each Lagrangian in hierarchy but with a different time scale. From Eq. (58), we see that as $m \lambda^{2} \rightarrow \infty$, only the standard flow survives, and of course we retrieve the standard evolution $t_{1}=t$ of the system. Then the parameter $\lambda$ also plays the role of scaling in the Lagrangian structure.

## 4. Redundancy

From previous sections, we see that there are many forms of the Hamiltonian that you can work with. One may start with the assumption that any new Hamiltonian is written as a function of the standard Hamiltonian $H_{N}: H=f\left(H_{N}\right)$. Inserting this new Hamiltonian into Hamilton's equations, we obtain

$$
\begin{equation*}
f^{\prime}(E) \frac{\partial H}{\partial x}=-\frac{\partial p}{\partial \tau}, f^{\prime}(E) \frac{\partial H}{\partial p}=\frac{\partial x}{\partial \tau} \tag{62}
\end{equation*}
$$

where $f^{\prime}(E)=d f\left(H_{N}\right) / H_{N}$ with fixing $H_{N}=E$ and $t=f^{\prime}\left(H_{N}\right) \tau$ is the rescaling of time parameter. This result agrees with what we have in Section 3, rescaling the time evolution of the system. However, there are some major different features as follows. The first thing is that our new Hamiltonians contain a parameter $\lambda$, since the explicit forms of the Hamiltonian are obtained. With this parameter, it makes our rescaling much more interesting with the fact that the rescaling time variables depend on also the parameter (see Eq. (52)). Then it means that we know how to move from one scale to another scale and of course we know how to obtain the standard time evolution by playing with the limit of the parameter $\lambda$. Without explicit form of the new Hamiltonian, which contains a parameter, we cannot see this fine detail of family of rescaling time variables, since there is only a fixed parameter $E$. The second thing is that actually the new Hamiltonian Eq. (20), which is a function of the standard Hamiltonian, can be obtained from the Lagrangian Eq. (5) by means of Legendre transformation. What we have seen is that Lagrangian Eq. (5) is nontrivial and is not a function of the standard Lagrangian. Again this new Lagrangian contains a parameter $\lambda$, the same with the one in the new Hamiltonian. With this parameter, the Lagrangian hierarchy Eq. (7) is obtained. What we have here is a family of nontrivial Lagrangians to work with, producing the same equation of motion, as a consequence of nonuniqueness property. An importance thing is that there is no way you can guess the form of this family of Lagrangian without our mechanism in the appendix. This means that the Hamiltonian in the form $H=f\left(H_{N}\right)$ cannot deliver all these fine details. The explicit form of the Hamiltonian Eq. (20) allows us to study in more detail and is definitely richer than the standard one.

## 5. Summary

We show that actually there exist infinite Hamiltonian functions for the systems with one degree of freedom. We may conclude that there exists the reverse
engineering of the calculus of variation on phase space (see Eq. (44)). Furthermore, the solution of Eq. (44) exists not only as one but infinite. Interesting fact here is that these new Hamiltonians come with the extra-parameter called $\lambda$. We give the interpretation that the term $m \lambda^{2}$ involves the time scaling of the system. This means that we can pick any Hamiltonian or Lagrangian to study the system, but the evolution will be in different scales.

In the case of many degrees of freedom, the problem turns out to be very difficult. Even in the case of two degrees of freedom, the problem is already hard to solve from scratch. We may start with an anzast form of the Lagrangian: $L(\dot{x}, \dot{y}, x, y)=F(\dot{x}, \dot{y}) G(x, y)$. This difficulty can be seen from the fact that we have to solve a non-separable coupled equation. A mathematical trig or further assumptions might be needed for solving $F(\dot{x}, \dot{y})$ and $G(x, y)$. The investigation is now monitored.

Furthermore, promoting the Hamiltonian Eq. (20) to be a quantum operator in the context of Schrodinger's equation is also an interesting problem. This seems to suggest that an alternative form of the wave function for a considering system is possibly obtained. This can be seen as a result from that fact that with new Hamiltonian operator, we need to solve a different eigenvalue equation, and of course a new appropriate eigenstate is needed. From the Lagrangian point of view, extension to the quantum realm in the context of Feynman path integrals is quite natural to address. However, this problem is not easy to deal with since the Lagrangian multiplication is not in the quadratic form. Then a common procedure for deriving the propagator is no longer applicable. Further study is on our program of investigation.
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## Notes

The content in this chapter is collected from a series of papers [1-3].

## Appendix

In this section, we will demonstrate how to solve the multiplicative Lagrangian Eq. (5). We introduce here again the Lagrangian $L(\dot{x}, x)=F(\dot{x}) G(x)$, where F and G are to be determined. Inserting the Lagrangian into the action and performing the variation $x \rightarrow x+\delta x$, with conditions $\delta x(0)=\delta x(T)=0$, we obtain

$$
\begin{equation*}
\delta S[x]=\int_{0}^{T} d t\left(-\frac{d}{d t}\left(G \frac{d F}{d \dot{x}}\right)+F \frac{d G}{d x}\right) \delta x \tag{63}
\end{equation*}
$$

The least action principle states that the system will follow the path which $\delta S=0$ resulting in

$$
\begin{equation*}
-\frac{d}{d t}\left(G \frac{d F}{d \dot{x}}\right)+F \frac{d G}{d x}=0 \tag{64}
\end{equation*}
$$

Eq. (64) can be rewritten in the form

$$
\begin{equation*}
\frac{d^{2} F}{d \dot{x}^{2}}-\frac{1}{\ddot{x} G} \frac{d G}{d x}\left(F-\dot{x} \frac{d F}{d \dot{x}}\right)=0 \tag{65}
\end{equation*}
$$

Using equation of motion, we observe that the coefficient of the second term depends only $x$ variable. Then we may set

$$
\begin{equation*}
\frac{1}{\ddot{x} G} \frac{d G}{d x} \stackrel{\text { def }}{=} A \rightarrow \frac{1}{G} \frac{d G}{d x}=-\frac{A}{m} \frac{d V}{d x} \tag{66}
\end{equation*}
$$

We find that it is not difficult to see that the function $G$ that satisfies Eq. (66) is

$$
\begin{equation*}
G(x)=\alpha_{1} e^{-A V(x) / m} \tag{67}
\end{equation*}
$$

where $\alpha_{1}$ is a constant to be determined. Inserting Eq. (66) into Eq. (65), we obtain

$$
\begin{equation*}
\frac{d^{2} F}{d \dot{x}^{2}}-A\left(F-\dot{x} \frac{d F}{d \dot{x}}\right)=0 \tag{68}
\end{equation*}
$$

and the solution $F$ is given by

$$
\begin{equation*}
F(\dot{x})=\alpha_{2} \dot{x}-\alpha_{3}\left(e^{-A \dot{x}^{2} / 2}+\dot{x} A \int_{0}^{\dot{x}} d v e^{-A v^{2} / 2}\right) \tag{69}
\end{equation*}
$$

where $\alpha_{2}$ and $\alpha_{3}$ are constants. Then the multiplicative Lagrangian is

$$
\begin{equation*}
L(\dot{x}, x)=\left[k_{1} \dot{x}-k_{2}\left(e^{-A \dot{x}^{2} / 2}+\dot{x} A \int_{0}^{\dot{x}} d v e^{-A v^{2} / 2}\right)\right] e^{-A V(x) / m} \tag{70}
\end{equation*}
$$

where $k_{1}=\alpha_{1} \alpha_{2}$ and $k_{2}=\alpha_{1} \alpha_{3}$ are new constants to be determined. We find that if we choose $k_{1}=0, A=1 / \lambda^{2}$ which is a unit of inverse velocity squared and $k_{2}=-m \lambda^{2}$ which is in energy unit, Lagrangian Eq. (70) can be simplified to

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty}\left(L_{\lambda}(\dot{x}, x)-m \lambda^{2}\right)=\frac{m \dot{x}^{2}}{2}-V(x)=L_{N}(\dot{x}, x) \tag{71}
\end{equation*}
$$

the standard Lagrangian at the limit $\lambda$ approaching to infinity. Therefore, the Lagrangian Eq. (70) is now written in the form

$$
\begin{equation*}
L_{\lambda}(\dot{x}, x)=m \lambda^{2}\left(e^{-\dot{x}^{2} / 2 \lambda^{2}}+\frac{\dot{x}}{\lambda^{2}} \int_{0}^{\dot{x}} d v e^{-\nu^{2} / 2 \lambda^{2}}\right) e^{-V(x) / m \lambda^{2}} \tag{72}
\end{equation*}
$$

which can be considered as the one-parameter extended class of the standard Lagrangian.
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## Chapter 6

# From Relativity to Creation of Temporal ( $\mathrm{t}>0$ ) Universe 

Francis T.S. Yu


#### Abstract

One of the important aspects of science must be the substantiated physical realities, which were built by the fundamental laws of physics that cannot be simply substituted by unsubstantiated virtual reality. In writing this chapter we have mostly based on the constraints of the current laws of physics to illustrate the enigmatic time as the origin for creating our physical space (i.e., temporal universe). The differences between physical reality and virtual reality are that physical reality is existing within the rule of time and supported by the laws of science, while virtual reality is created without the constraints of time and mostly not substantiated by the laws of physics. One of the important aspects of temporal (i.e., $\mathrm{t}>0$ ) space is that any emerging science has to be proven to exist within our temporal universe; otherwise it is fictitious and virtual as mathematics is.


Keywords: relativity theory, Einstein energy equation, temporal space, creation of universe, time and space

## 1. Introduction

One of the most intriguing variables in science must be time. Without time, there would be no physical substances, no space, and no life. In other words, time and substance have to coexist. In the chapter, I will start with Einstein's relativity theory to show his famous energy equation, derived from in which we will show that energy and mass can be traded. Since mass is equivalent to energy and energy is equivalent to mass, we see that mass can be treated as an energy reservoir. We will show any physical space cannot be embedded in an absolute empty space and it cannot have any absolute empty subspace in it and empty space is a timeless (i.e., $t=0)$ space. We will show that every physical space has to be fully packed with substances (i.e., energy and mass), and we will show that our universe is a subspace within a more complex space. We see that our universe could have been one of the many universes outside our universal boundary. We will also show that it takes time to create a subspace, and it cannot bring back the time that has been used for the creation. Since all physical substances exist with time, all subspaces are created by time and substances (i.e., energy and mass). This means that our cosmos was created by time with a gigantic energy explosion, for which every subspace coexists with time. This means that without time the creation of substances would not have happened. We see that our universe is in a temporal (i.e., $t>0$ ) space, and it is still expanding based on current observation. This shows that our universe has not reached its half-life yet, as we have accepted the big bang creation. We are not alone
with almost absolute certainty. Someday, we may find a planet that once upon a time had harbored a civilization for a period of light-years. In short, the burden of a scientific postulation is to prove a solution exists within our temporal universe; otherwise it is not real or virtual as mathematics is.

Professor Hawking was a world renowned astrophysicist, a respected cosmic scientist, and a genius who passed away last year on March 14, 2018. As you will see, our creation of universe was started with the same root of the big bang explosion, but it is not a sub-universe of Hawking's. You may see from this chapter that the creation of temporal universe is somewhat different from Hawking's creation.

## 2. Relativity to Einstein energy equation

The essence of Einstein's special theory of relativity [1] is that time is a relative quantity with respect to velocity as given by

$$
\begin{equation*}
\Delta t^{\prime}=\frac{\Delta t}{\sqrt{1-\mathrm{v}^{2} / c^{2}}} \tag{1}
\end{equation*}
$$

where $\Delta t^{\prime}$ is the relativistic time window as compared with a standstill subspace, $\Delta t$ is the time window of the standstill subspace, $v$ is the velocity of a moving subspace, and $c$ is the velocity of light.

We see that the time window $\Delta t^{\prime}$ of a moving subspace, with respect to the time window $\Delta t$ of a standstill subspace, appears to be wider as velocity of the moving subspace increases. In other words, velocity of a moving subspace changes the relative time speed as with respect to a standstill subspace. For instance, the time speed goes slower for a moving subspace as with respect to a standstill subspace. We see that time speed within the subspaces is invariant or constant. In other words, the speed of time goes as it is within the subspaces but is relatively different between the subspaces at different velocities. As a matter of fact, the speed of time within a subspace is governed by the speed of light (such as $1 \mathrm{~s}, 2 \mathrm{~s}$, etc.) as will be seen in how our temporal universe was created.

Equivalently, Einstein's relativity equation can be shown in terms of relative mass as given by

$$
\begin{equation*}
m=\frac{m_{0}}{\sqrt{\left(1-\mathrm{v}^{2} / c^{2}\right)}}=m_{0}\left(1-\mathrm{v}^{2} / c^{2}\right)^{-1 / 2} \tag{2}
\end{equation*}
$$

where $m$ is the effective mass (or mass in motion) of a particle, $m_{o}$ is the rest mass of the particle, $v$ is the velocity of the moving particle, and $c$ is the speed of light. In other words, the effective mass (or mass in motion) of a particle increases at the same amount with respect to when the relative time window increases.

With reference to the binomial expansion, Eq. (2) can be written as

$$
\begin{equation*}
m=m_{0}\left(1+\frac{1}{2} \cdot \frac{\mathrm{v}^{2}}{c^{2}}+\text { terms of order } \frac{\mathrm{v}^{4}}{c^{4}}\right) \tag{3}
\end{equation*}
$$

By multiplying the preceding equation with the velocity of light $\mathrm{c}^{2}$ and noting that the terms with the orders of $\mathrm{v}^{4} / \mathrm{c}^{2}$ are negligibly small, the above equation can be approximated by

$$
\begin{equation*}
m \approx m_{0}+\frac{1}{2} m_{0} \mathrm{v}^{2} \frac{1}{c^{2}} \tag{4}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
\left(m-m_{0}\right) c^{2} \approx \frac{1}{2} m_{0} \mathrm{v}^{2} \tag{5}
\end{equation*}
$$

The significance of the preceding equation is that $m-m_{o}$ represents an increase in mass due to motion, which is the kinetic energy of the rest mass $\mathrm{m}_{\mathrm{o}}$. And ( $m-m_{o}$ ) $c^{2}$ is the extra energy gain due to motion.

What Einstein postulated, as I remembered, is that there must be energy associated with the mass even at rest. And this was exactly what he had proposed:

$$
\begin{equation*}
\varepsilon \approx m c^{2} \tag{6}
\end{equation*}
$$

where $\varepsilon$ represents the total energy of the mass and

$$
\begin{equation*}
\varepsilon_{o} \approx m_{0} c^{2} \tag{7}
\end{equation*}
$$

the energy of the mass at rest, where $\mathrm{v}=0$ and $m \approx m_{o}$.
We see that Eq. (6) or equivalently Eq. (7) is the well-known Einstein energy equation.

## 3. Time and energy

One of the most enigmatic variables in the laws of science must be "time." So what is time? Time is a variable and not a substance. It has no mass, no weight, no coordinate, and no origin, and it cannot be detected or even be seen. Yet time is an everlasting existing variable within our known universe. Without time there would be no physical matter, no physical space, and no life. The fact is that every physical matter is associated with time which includes our universe. Therefore, when one is dealing with science, time is one of the most enigmatic variables that are ever present and cannot be simply ignored. Strictly speaking, all the laws of science as well every physical substance cannot exist without the existence of time.

On the other hand, energy is a physical quantity that governs every existence of substance which includes the entire universe. In other words without the existence of energy, there would be no substance and no universe! Nonetheless based on our current laws of science, all the substances were created by energy, and every substance can also be converted back to energy. Thus energy and substance are exchangeable, but it requires some physical conditions (e.g., nuclei and chemical interactions and others) to make the conversion start. Since energy can be derived from mass, mass is equivalent to energy. Hence every mass can be treated as an energy reservoir. The fact is that our universe is compactly filled with mass and energy. Without the existence of time, the trading (or conversion) between mass and energy could not have happened.

## 4. Time-dependent energy equation

Let us now start with Einstein's energy equation which was derived by his special theory of relativity [1] as given by

$$
\begin{equation*}
\varepsilon \approx m c^{2} \tag{8}
\end{equation*}
$$

where $m$ is the rest mass and $c$ is the velocity of light.

Since all the laws in science are approximations, for which we have intentionally used an approximated sign. Strictly speaking the energy equation should be more appropriately presented with an inequality sign as described by

$$
\begin{equation*}
\varepsilon<m c^{2} \tag{9}
\end{equation*}
$$

This means that in practice, the total energy should be smaller or at most approaching to the rest mass $m$ times square of light speed (i.e., $c^{2}$ ).

In view of Einstein's energy equation of Eq. (8), we see that it is a singularitypoint approximation and timeless equation (i.e., $t=0$ ). In other words, the equation needs to convert into a temporal (i.e., $\mathrm{t}>0$ ) representation or timedependent equation for the conversion to take place from mass into energy. We see that, without the inclusion of time variable, the conversion would not have taken place. Nonetheless, Einstein's energy equation represents the total amount of energy that can be converted from a rest mass $m$. Every mass can be viewed as an energy reservoir. Thus by incorporating with the time variable, the Einstein's energy equation can be represented by a partial differential equation as given by [2]

$$
\begin{equation*}
\frac{\partial \varepsilon(t)}{\partial t}=c^{2} \frac{\partial m(t)}{\partial t}, \mathrm{t}>0 \tag{10}
\end{equation*}
$$

where $\partial \varepsilon(t) / \partial t$ is the rate of increasing energy conversion, $\partial m(t) / \partial t$ is the corresponding rate of mass reduction, $c$ is the speed of light, and $t>0$ represents a forward time variable. We see that a time-dependent equation exists at time $\mathrm{t}>0$, representing a forward time variable that only occurs after time excitation at $t=0$. Incidentally, this is a well-known causality constraint (i.e., $t>0$ ) [3] as imposed by our universe.

## 5. Trading mass and energy

One of the important aspects in Eq. (10) must be that energy and mass can be traded, for which the rate of energy conversion from a mass can be written in terms of electromagnetic (EM) radiation or Radian Energy as given by [4]

$$
\begin{equation*}
\frac{\partial \varepsilon}{\partial t}=c^{2} \frac{\partial m}{\partial t}=[\nabla \cdot S(\mathrm{v})]=-\frac{\partial}{\partial t}\left[\frac{1}{2} \in E^{2}(\mathrm{v})+\frac{1}{2} \mu H^{2}(\mathrm{v})\right], \mathrm{t}>0 \tag{11}
\end{equation*}
$$

where $\epsilon$ and $\mu$ are the permittivity and the permeability of the physical space, respectively, v is the radian frequency variable, $E^{2}(v)$ and $\mathrm{H}^{2}(v)$ are the respective electric and magnetic field intensities, the negative sign represents the outflow energy per unit time from a unit volume, $(\nabla)$ is the divergent operator, and $S$ is known as the Poynting vector or energy vector of an electromagnetic radiator [4] as can be shown by $S(v)=E(v) \times H(v)$. Again we note that it is a time-dependent equation with $t>0$ added to present the causality constraint. In view of the preceding equation, we see that radian energy (i.e., radiation) diverges from the mass, as mass reduces with time. In other words we see that Eq. (11) is not just a piece of mathematical formula; it is a symbolic representation, a description, a language, a picture, or even a video as can be seen that it has transformed from a point-singularity approximation to a three-dimensional representation and it is continually expanding as time moves on.

Similarly the conversion from energy to mass can also be presented as

$$
\begin{equation*}
\frac{\partial m}{\partial t}=\frac{1}{c^{2}} \frac{\partial \varepsilon}{\partial t}=-\frac{1}{c^{2}}[\nabla \cdot S(\mathrm{v})]=\frac{1}{c^{2}} \frac{\partial}{\partial t}\left[\frac{1}{2} \epsilon E^{2}(\mathrm{v})+\frac{1}{2} \mu H^{2}(\mathrm{v})\right], \mathrm{t}>0 \tag{12}
\end{equation*}
$$

The major difference of this equation, as compared with Eq. (11), must be the energy convergent operator $-\nabla \cdot \mathrm{S}(v)$, where we see that the rate of energy as in the form of EM radiation converges into a small volume for the mass creation, instead of diverging from the mass. Since mass creation is inversely proportional to $c^{2}$, it requires a huge amount of energy to produce a small quantity of mass. Nevertheless in view of the cosmological environment, availability of huge amount of energy has never been a problem.

Incidentally, black hole [5, 6] can be considered as one of the energy convergent operators. Instead the convergent force is relied more on the black hole's intense gravitational field. The black hole still remains an intriguing physical substance to be known. Its gravitational field is so intense even light cannot be escaped.

By the constraints of the current laws of science, the observation is limited by the speed of light. If light is totally absorbed by the black hole, it is by no means that the black hole is an infinite energy sink [6]. Nonetheless, every black hole can actually be treated as an energy convergent operator, which is responsible for the eventuality in part of energy to mass conversion, where an answer remained to be found.

## 6. Physical substances and subspaces

In our physical world, every matter is a substance which includes all the elemental particles; electric, magnetic, and gravitation fields; and energy. The reason is that they were all created by means of energy or mass. Our physical space (e.g., our universe) is fully compacted with substances (i.e., mass and energy) and left no absolute empty subspace within it. As a matter of fact, all physical substances exist with time, and no physical substance can exist forever or without time, which includes our universe. Thus, without time there would be no substance and no universe. Since every physical substance described itself as a physical space and it is constantly changing with respect to time. The fact is that every physical substance is itself a temporal space (or a physical subspace), as will be discussed in the subsequent sections.

In view of physical reality, every physical substance cannot exist without time; thus if there is no time, all the substances which include all the building blocks in our universe and the universe itself cannot exist. On the other hand, time cannot exist without the existence of substance or substances. Therefore, time and substance must mutually coexist or inclusively exist. In other words, substance and time have to be simultaneously existing (i.e., one cannot exist without the other). Nonetheless, if our universe has to exist with time, then our universe will eventually get old and die. So the aspects of time would not be as simple as we have known. For example, for the species living in a far distant galaxy moving closer to the speed of light, their time goes somewhat slower relatively to ours [1]. Thus, we see that the relativistic aspects of time may not be the same at different subspaces in our universe (e.g., at the edge of our universe).

Since substances (i.e., mass) were created by energy, energy and time have to simultaneously exist. As we know every conversion, either from mass to energy or from energy to mass, cannot get started without the inclusion of time. Therefore, time and substance (i.e., energy and mass) have to simultaneously exist. Thus we see that all the physical substances, including our universe and us, are coexisting with time (or function of time).

## 7. Absolute empty and physical subspaces

Let us define various subspaces in the following, as they will be used in the subsequence sections:

An absolute empty space has no time, no substance, and no coordinate and is not event bounded or unbounded. It is a virtual space and timeless space (i.e., $t=0$ ), and it does not exist in practice.

A physical space is a space described by dimensional coordinates, which existed in practice, compactly filled with substances, supported by the current laws of science and the rule of time (i.e., time can only move forward and cannot move backward; $\mathrm{t}>0$ ). Physical space and absolute empty space are mutually exclusive. In other words, a physical space cannot be embedded in an absolute empty space, and it cannot have absolute empty subspace in it. In other words, physical space is a temporal space in which time is a forward variable (i.e., $t>0$ ), while absolute empty space is a timeless space (i.e., $\mathrm{t}=0$ ) in which nothing is in it.

A temporal space is a time-variable physical space supported by the laws of science and rule of time (i.e., $\mathrm{t}>0$ ). In fact, all physical spaces are temporal spaces (i.e., t > 0).

A spatial space is a space described by dimensional coordinates and may not be supported by the laws of science and the rule of time (e.g., a mathematical virtual space).

A virtual space is an imaginary space, and it is generally not supported by the laws of science and the rule of time. Only mathematicians can make it happen.

As we have noted, absolutely empty space cannot exist in physical reality. Since every physical space needs to be completely filled with substances and left no absolutely empty subspace within it, every physical space is created by substances. For example, our universe is a gigantic physical space created by mass and energy (i.e., substances) and has no empty subspaces in it. Yet, in physical reality all the masses (and energy) existed with time. Without the existence of time, then there would be no mass, no energy, and no universe. Thus, we see that every physical substance coexists with time. As a matter of fact, every physical subspace is a temporal subspace (i.e., $\mathrm{t}>0$ ), which includes us and our universe.

Since a physical space cannot be embedded within an absolute empty space and it cannot have any absolute empty subspace in it [7], our universe must be embedded in a more complex physical space. If we accepted our universe is embedded in a more complex space, then our universe must be a bounded subspace.

How about time? Since our universe is embedded in a more complex space, the complex space may share the same rule of time (i.e., $t>0$ ). However, the complex space that embeds our universe may not have the same laws of science as ours but may have the same rule of time (i.e., $t>0$ ); otherwise our universe would not be bounded. Nevertheless, whether our universe is bounded or not bounded is not the major issue of our current interest, since it takes a deeper understanding of our current universe before we can move on to the next level of complex space revelation. It is however our aim, abiding within our current laws of science, to investigate the essence of time as the enigma origin of our universe.

## 8. Time and physical space

One of the most intriguing questions in our life must be the existence of time. So far, we know that time comes from nowhere, and it can only move forward, not backward, not even stand still (i.e., $t=0$ ). Although time may somewhat relatively slow down, based on Einstein's special theory of relativity [1], so far time cannot
move backward and cannot even stand still. As a matter of fact, time is moving at a constant rate within our subspace, and it cannot move faster or slower. We stress that time moves at the same rate within any subspace within the universe even closer the boundary of our universe, but the difference is the relativistic time. Since time is ever existing, then how do we know there is a physical space? One answer is that there is a profound connection between time and physical space. In other words, if there is no time, then there would be no physical space. A physical space is in fact a temporal (i.e., $\mathrm{t}>0$ ) space, in contrast to a virtual space. Temporal space can be described by time, while virtual space is an imaginary space without the constraint of time. Temporal space is supported by the laws of science, while virtual space is not.

A television video image is a typical example of trading time for space. For instance, each TV displayed an image of ( $\mathrm{dx}, \mathrm{dy}$ ) which takes an amount of time to be displayed. Since time is a forward-moving variable, it cannot be traded back at the expense of a displayed image ( $\mathrm{dx}, \mathrm{dy}$ ). In other words, it is time that determines the physical space, and it is not the physical space that can bring back the time that has been expended. And it is the size (or dimension) of space that determines the amount of time required to create the space ( $\mathrm{dx}, \mathrm{dy}$ ). Time is distance and distance is time within a temporal space. Based on our current constraints of science, the speed of light is the limit. Since every physical space is created by substances, a physical space must be described by the speed of light. In other words, the dimension of a physical space is determined by the velocity of light, where the space is filled with substances (i.e., mass and energy). And this is also the reason that speed of time (e.g., $1 \mathrm{~s}, 2 \mathrm{~s}$, etc.) is determined by the speed of light.

Another issue is why the speed of light is limited. It is limited because our universe is a gigantic physical space that is filled with substances that cause a time delay on an EM wave's propagation. Nevertheless, if there were physical substances that travel beyond the speed of light (which remains to be found), their velocities would also be limited, since our physical space is fully compacted with physical substances and it is a temporal (i.e., $\mathrm{t}>0$ ) space. Let me further note that a substance can travel in space without a time delay if and only if the space is absolutely empty (i.e., timeless; $\mathrm{t}=0$ ), since distance is time (i.e., $\mathrm{d}=\mathrm{ct}, \mathrm{t}=0$ ). However, absolute empty space cannot exist in practice, since every physical space (including our universe) has to be fully filled with substances (i.e., energy and mass), with no empty subspace left within it. Since every physical subspace is temporal (i.e., $\mathrm{t}>0$ ), in which we see that timeless and temporal spaces are mutually exclusive.

## 9. Electromagnetic and laws of physics

Strictly speaking, all our laws of physics are evolved within the regime of EM science. Besides, all physical substances are part of EM-based science, and all the living species on Earth are primarily dependent on the source of energy provided by the sun. About $78 \%$ of the sunlight that reaches the surface of our planet is well concentrated within a narrow band of visible spectrum. In response to our species' existence, which includes all living species on Earth, a pair of visible eyes (i.e., antennas) evolved in us humans, which help us for our survival. And this narrow band of visible light led us to the discovery of an even wider band of EM spectral distribution in nature. It is also the major impetus allowing us to discover all the physical substances that are part of EM-based physics. In principle, all physical substances can be observed or detected with EM interaction, and the speed of light is the current limit.

Then there is question to be asked, why is the speed of light limited? A simple answer is that our universe is filled with substances that limit the speed of light. The energy velocity of an electromagnetic wave is given by [3]

$$
\begin{equation*}
\mathrm{v}=\frac{1}{\sqrt{\mu \varepsilon}} \tag{13}
\end{equation*}
$$

where $(\mu, \varepsilon)$ are the permeability and the permittivity of the medium. We see that the velocity of light is shown by

$$
\begin{equation*}
c=\frac{1}{\sqrt{\mu_{0} \varepsilon_{0}}} \tag{14}
\end{equation*}
$$

where ( $\mu_{0}, \varepsilon_{0}$ ) are the permeability and the permittivity of the space.
In view of Eq. (13), it is apparent that the velocity of electromagnetic wave (i.e., speed of light) within an empty subspace (i.e., timeless space) is instant (or infinitely large) since distance is time (i.e., $\mathrm{d}=\mathrm{ct}, \mathrm{t}=0$ ).

A picture that is worth more than a thousand words [8] is a trivial example to show that EM observation is one of the most efficient aspects in information transmission. Yet, the ultimate physical limitation is also imposed by limitation of the EM regime, unless new laws of science emerge. The essence of Einstein's energy equation shows that mass and energy are exchangeable. It shows that energy and mass are equivalent and energy is a form of EM radiation in view of Einstein's equation. We further note that all physical substances within our universe were created from energy and mass, which include the dark energies [9] and dark matter [10]. Although the dark substances may not be observed directly using EM interaction, we may indirectly detect their existence, since they are basically energy-based substances (i.e., EM-based science). It may be interesting to note that our current universe is composed of $72 \%$ dark energy, $23 \%$ dark matter, and $5 \%$ other physical substances. Although dark matter contributes about $23 \%$ of our universe, it represents a total of $23 \%$ of gravitational fields. With reference to Einstein's energy equation (Eq. (8)), dark energy and dark matter dominate the entire universal energy reservation, well over $95 \%$. Furthermore, if we accept the big bang theory for our universe creation [11], then creation could have been started with Einstein's time-dependent energy formula of Eq. (11) as given by

$$
\begin{equation*}
\frac{\partial \varepsilon}{\partial t}=c^{2} \frac{\partial M}{\partial t}=[\nabla \cdot S(\mathrm{v})]=-\frac{\partial}{\partial t}\left[\frac{1}{2} \in E^{2}(\mathrm{v})+\frac{1}{2} \mu H^{2}(\mathrm{v})\right], \mathrm{t}>0 \tag{15}
\end{equation*}
$$

where $[\nabla \cdot S(v)]$ represents a divergent energy operation. In this equation, we see that a broad spectral band intense radian energy diverges (i.e., explodes) at the speed of light from a compacted matter $M$, where $M$ represents a gigantic mass of energy reservoir. It is apparent that the creation is ignited by time and the exploded debris (i.e., matter and energy) starts to spread out in all directions, similar to an expanding air balloon. The boundary (i.e., radius of the sphere) of the universe expands at the speed of light, as the created debris is disbursed. It took about 15 billion chaotic light-years [12-14] to come up with the present state of constellation, in which the boundary is still expanding at the speed of light beyond the current observation. With reference to a recent report using the Hubble Space Telescope, we can see galaxies about 15 billion light-years away from us. This means that the creation process is not stopping yet and at the same time the universe might have started to de-create itself, since the big bang started, due to intense convergent gravitational forces from all the newly created debris of matter (e.g., galaxies and
dark matter). To wrap up this section, we would stress that one of the viable aspects of Eq. (15) is the transformation from a spatially dimensionless equation to a spacetime function (i.e., $\nabla \cdot S$ ); it describes how our universe was created with a huge explosion. Furthermore, the essence of Eq. (15) is not just a piece of mathematical formula; it is a symbolic representation, a description, a language, a picture, or even a video as may be seen from its presentation. We can visualize how our universe was created, from the theory of relativity to Einstein's energy equation and then to temporal space creation.

## 10. Trading time and subspace

Let us now take one of the simplest connections between physical subspace and time [15]:

$$
\begin{equation*}
d=\mathrm{v} t \tag{16}
\end{equation*}
$$

where d is the distance, v is the velocity, and t is the time variable. Notice that this equation may be one of the most profound connections between time and physical space (or temporal space). Therefore, a three-dimensional (Euclidean) physical (or temporal) subspace can be described by

$$
\begin{equation*}
(d x, d y, d z)=(\mathrm{v} x, \mathrm{v} y, \mathrm{vz}) t \tag{17}
\end{equation*}
$$

where ( $\mathrm{v} x, \mathrm{v} y, \mathrm{vz}$ ) are the velocities' vectors and t is the time variable. Under the current laws of science, the speed of light is the limit. Then, by replacing the velocity vectors equal to the speed of light c , a temporal space can be written as

$$
\begin{equation*}
(d x, d y, d z)=(c t, c t, c t) \tag{18}
\end{equation*}
$$

Thus, we see that time can be traded for space and space cannot be traded for time, since time is a forward variable (i.e., $t>0$ ). In other words, once a section of time $\Delta t$ is expended, we cannot get it back. Needless to say, a spherical temporal space can be described by

$$
\begin{equation*}
\mathrm{r}=c t \tag{19}
\end{equation*}
$$

where radius $r$ increases at the speed of light. Thus, we see that the boundary (i.e., edge) of our universe is determined by radius $r$, which is limited by the light speed, as illustrated in a composite temporal space diagram of Figure 1. In view of this figure, we see that our universe is expanding at the speed of light well beyond the current observable galaxies. Figure 2 shows a discrete temporal space diagram, in which we see that the size of our universe is continuously expanding as time moves forward (i.e., $\mathrm{t}>0$ ). Assuming that we have already accepted the big bang creation, sometime in the future (i.e., billions of light-years later), our universe will eventually stop expanding and then start to shrink back, preparing for the next cycle of the big bang explosion. The forces for the collapsing universe are mainly due to the intense gravitational field, mostly from giant black holes and matter that were derived from merging (or swallowing) with smaller black holes and other debris (i.e., physical substances). Since a black hole's gravitational field is so intense, even light cannot escape; however, a black hole is by no means an infinite energy reservoir. Eventually, the storage capacity of a black hole will reach a limit for explosion, as started for the mass to energy and debris creation.


Figure 1.
Composite temporal space universe diagram. $r=c t, r$ is the radius of our universe, $t$ is time, $c$ is the velocity of light, and $\varepsilon_{o}$ and $\mu_{o}$ are the permittivity and permeability of the space.


Figure 2.
Discrete temporal universe diagrams; $t$ is time.

In other words, there will be one dominant giant black hole within the shrinking universe, to initiate the next cycle of universe creation. Therefore, every black hole can be treated as a convergent energy sink, which relies on its intense gravitation field to collect all the debris of matter and energies. Referring to the big bang creation, a gigantic energy explosion was the major reason for the universe's creation. In fact, it can be easily discerned that the creating process has never slowed down since the birth of our universe, as we see that our universe is still continuingly expanding even today. This is by no means an indication that all the debris created came from the big bang's energy (e.g., $\mathrm{mc}^{2}$ ); there might have been some leftover debris from a preceding universe. Therefore, the overall energy within our universe
cannot be restricted to just the amount that came from the big bang creation. In fact, the conversion processes between mass and energy have never been totally absent since the birth of our universe, but they are on a much smaller scale. In fact, right after birth, our universe started to slow down the divergent process due to the gravitational forces produced by the created matter. In other words, the universe will eventually reach a point when overall divergent forces will be weaker than the convergent forces, which are mostly due to gravitational fields coming from the newly created matter, including black holes. As we had mentioned earlier, our universe currently has about $23 \%$ dark matter, which represents about $23 \%$ of the gravitational fields within the current universe. The intense localized gravitational field could have been produced from a group or a giant black hole, derived from merging with (or swallowing up) some smaller black holes, nearby dark matter, and debris. Since a giant black hole is not an infinite energy sink, eventually it will explode for the next cycle of universal creation. And it is almost certain that the next big bang creation will not occur at the same center of our present universe. One can easily discern that our universe will never shrink to a few inches in size, as commonly speculated. It will, however, shrink to a smaller size until one of the giant black holes (e.g., swallowed-up sufficient physical debris) reaches the big bang explosive condition to release its gigantic energy for the next cycle of universal creation. The speculation of a possible collapsing universe remains to be observed. Nonetheless, we have found that our universe is still expanding, as observed by the Doppler shifts of the distant galaxies at the edge of our universe, about 15 billion light-years away [12-14]. This tells us that our universe has not reached its half-life yet. In fact, the expansion has never stopped since the birth of our universe, and our universe has also been started to de-create since the big bang started, which is primarily due to convergent gravitational forces from the newly created debris (e.g., galaxies, black holes, and dark matter).

## 11. Relativistic time and temporal ( $t>0$ ) space

Relativistic time at a different subspace within a vast universal space may not be the same as that based on Einstein's special theory of relativity [1]. Let us start with the relativistic time dilation as given by

$$
\begin{equation*}
\Delta t^{\prime}=\frac{\Delta t}{\sqrt{1-\mathrm{v}^{2} / c^{2}}} \tag{20}
\end{equation*}
$$

where $\Delta \mathrm{t}^{\prime}$ is the relativistic time window, compared with a standstill subspace, $\Delta \mathrm{t}$ is the time window of a standstill subspace, $v$ is the velocity of a moving subspace, and c is the velocity of light. We see that time dilation $\Delta \mathrm{t}^{\prime}$ of the moving subspace, relative to the time window of the standstill subspace $\Delta \mathrm{t}$, appears to be wider as velocity increases. For example, a 1-s time window $\Delta \mathrm{t}$ is equivalent to the 10 -s relative time window $\Delta t^{\prime}$. This means that a 1 -s time expenditure within the moving subspace is relative to about a 10 -s time expenditure within the standstill subspace. Therefore, for the species living in an environment that travels closer to the speed of light (e.g., at the edge of the universe), their time appears to be slower than ours, as illustrated in
Figure 3. In this figure, we see an old man traveling at a speed closer to the velocity of light; his relative observation time window appears to be wider as he is looking at us, and the laws of science within his subspace may not be the same as ours.

Two of the most important pillars in modern physics must be Einstein's relativity theory and Schrödinger's quantum mechanics [15]. One is dealing with very large objects (e.g., universe), and the other is dealing with very small particles


Figure 3.
Effects on relativistic time.
(e. g., atoms). Yet, there exists a profound connection between them, by means of the Heisenberg's uncertainty principle [16]. In view of the uncertainty relation, we see that every temporal subspace takes a section of time $\Delta t$ and an amount of energy $\Delta \mathrm{E}$ to create. Since we cannot create something from nothing, everything needs an amount of energy $\Delta \mathrm{E}$ and a section of time $\Delta \mathrm{t}$ to make it happen. By referring to the Heisenberg uncertainty relation as given by

$$
\begin{equation*}
\Delta \mathrm{E} \cdot \Delta \mathrm{t} \geq \mathrm{h} \tag{21}
\end{equation*}
$$

where h is the Planck's constant. We see that every subspace is limited by $\Delta \mathrm{E}$ and $\Delta \mathrm{t}$. In other words, it is the h region, but not the shape, that determines the boundary condition. For example, the shape can be either elongated or compressed, as long as it is larger than the $h$ region.

Incidentally, the uncertainty relationship of Eq. (21) is also the limit of reliable bit information transmission as pointed out by Gabor in [17]. Nonetheless, the connection with the special theory of relativity is that the creation of a subspace near the edge of our universe will take a short relative time with respect to our planet earth, since $\Delta t$ ' $>\Delta t$. The "relativistic" uncertainty relationship within the moving subspace, as with respect to a standstill subspace, can be shown as

$$
\begin{equation*}
\Delta \mathrm{E} \cdot \Delta \mathrm{t}^{\prime}\left[1-(\mathrm{v} / \mathrm{c})^{2}\right]^{1 / 2} \geq \mathrm{h} \tag{22}
\end{equation*}
$$

where we see $\Delta \mathrm{E}$ energy is conserved. Thus a narrower time-width can be achieved as with respect to standstill subspace. It is precisely possible that one can exploit for time-domain digital communication, as from ground station to satellite information transmission.

On the other hand, as from satellite to ground station information transmission, we might want to use digital bandwidth (i.e., $\Delta v$ ) instead. This is a frequencydomain information transmission strategy, as in contrast with time domain, which has not been exploited yet. The "relativistic" uncertainty relationship within the standstill subspace as with respect to the moving subspace can be written as

$$
\begin{equation*}
\frac{\Delta E \Delta t}{\sqrt{1-\left(\frac{\mathrm{v}}{c}\right)^{2}}} \geq h \tag{23}
\end{equation*}
$$

Or equivalently we have

$$
\begin{equation*}
\frac{\Delta \mathrm{v} \cdot \Delta t}{\sqrt{1-\left(\frac{\mathrm{v}}{c}\right)^{2}}} \geq 1 \tag{24}
\end{equation*}
$$

in which we see that a narrower bandwidth $\Delta v$ can be in principle use for frequency-domain communication.

## 12. Time and physical space

Every physical (or temporal) subspace is created by substances (i.e., energy and mass), and substances coexist with time. In this context, we see that our universe was essentially created by time and energy and the universe is continuously evolving (i.e., changing) with time. Although relativistic time may not be the same at the different subspaces within our universe, the rule of time may remain the same. As for the species living closer to the speed of light, relativistic time may not be noticeable to them, but their laws of science within their subspace may be different from ours. Nonetheless, our universe was simultaneously created by time with a gigantic energy explosion. Since our universe cannot be embedded in an empty space, it must be embedded in a more complex space that remains to be found. From an inclusive point of view, mass is energy or energy is mass, which was discovered by Einstein almost a century ago [1]. And it is this basic fundamental law of physics that we have used for investigating the origin of time. Together with a huge energy explosion (i.e., big bang theory [11]), time is the igniter for the creation of our universe. As we know, without the existence of time, the creation of our universe would not have happened. As we have shown, time can be traded for space, but space cannot be traded for time. Our universe is in fact a temporal physical subspace, and it is continuously evolving or changing with time (i.e., $\mathrm{t}>0$ ). Although every temporal subspace is created by time (and substances), it is not possible for us to trade any temporal subspace for time. Since every physical substance has a life, our universe (a gigantic substance) cannot be excluded. With reference to the report from a recent Hubble Space Telescope observation [12-14], we are capable of viewing galaxies about 15 billion light-years away and have also learned that our universe is still by no means slowing down in expansion. In other words, our universe has still not reached its half-life, based on our estimation. As we have shown, time ignited the creation of our universe, yet the created physical substances presented to us the existence of time.

## 13. Essence of our temporal (i.e., $t>0$ ) universe

In view of the preceding discussion, we see that our universe is a time-invariant system (i.e., from system theory stand point); as in contrast with an empty space, it is a not a time-invariant system and it is a timeless or no-time space. We see that timeless solution cannot be directly implemented within our universe. Since science is a law of approximation and mathematics is an axiom of absolute certainty, using exact math to evaluate inexact science cannot guarantee its solution to exist within our temporal (i.e., $\mathrm{t}>0$ ) universe. One important aspect of temporal universe is that one cannot get something from nothing: There is always a price to pay; every piece of temporal subspace (or every bit of information [7]) takes an amount of energy (i.e., $\Delta \mathrm{E}$ ) and a section of time (i.e., $\Delta \mathrm{t}$ ) to create. And the subspace
[i.e., $f(x, y, z ; t), t>0$ ] is a forward time-variable function. In other words, time and subspace coexist or are mutually inclusive. This is the boundary condition and constrain of our temporal universe [i.e., $f(x, y, z ; t), t>0$ ], in which every existence within our universe has to comply with this condition. Otherwise it is not existing within our universe, unless new law emerges since laws are made to be broken. Thus we see that any emerging science has to be proven to exist within our temporal universe [i.e., $\mathrm{f}(\mathrm{x}, \mathrm{y}, \mathrm{z} ; \mathrm{t}), \mathrm{t}>0$ ]. Otherwise it is a fictitious science, unless it can be validated by repeated experiments.

In mathematics, we see that the burden of a postulation is first to prove if there exists a solution and then search for a solution. Although we hardly have had, there is an existent burden in science. Yet, we need to prove that a scientific postulation is existing within our temporal universe [i.e., $f(x, y, z ; t), t>0$ ]; otherwise it is not real or virtual as mathematics is. For example such as the superposition principle in quantum mechanics, in which we have proven [18] it is not existed within our temporal universe (i.e., $\mathrm{t}>0$ ), since Schrödinger's quantum mechanics is timeless as mathematics is.

There is however an additional constrain as imposed by our temporal universe which is the affordability. As we have shown that everything (e.g., any physical subspace) existed within our universe has a price tag, in terms of an amount of energy $\Delta \mathrm{E}$ and a section of time $\Delta \mathrm{t}$ (i.e., $\Delta \mathrm{E}, \Delta \mathrm{t}$ ). To be precise, the price tag also includes an amount of "intelligent" information $\Delta I$ or an equivalent amount of entropy $\Delta \mathrm{S}$ (i.e., $\Delta \mathrm{E}, \Delta \mathrm{t}, \Delta \mathrm{I}$ ) [7]. For example, creation of a piece of simple facial tissue will take a huge amount of energy $\Delta \mathrm{E}$, a section of time $\Delta \mathrm{t}$, and an amount of information $\Delta \mathrm{I}$ (i.e., equivalent amount of entropy $\Delta \mathrm{S}$ ). We note that on this planet Earth, only humans can make it happen. Thus we see that every physical subspace (or equivalently substance) within our universe has a price $\operatorname{tag}$ (i.e., $\Delta \mathrm{E}, \Delta \mathrm{t}, \Delta \mathrm{S}$ ), and the question is that can we afford it?

## 14. Are we not alone?

Within our universe, we can easily estimate there were billions and billions of civilizations that had emerged and faded away in the past 15 billion light-years. Our civilization is one of the billions and billions of current consequences within our universe, and it will eventually disappear. We are here, and will be here, for just a very short moment. Hopefully, we will be able to discover substances that travel well beyond the limit of light before the end of our existence, so that a better observational instrument can be built. If we point the new instrument at the right place, we may see the edge of our universe beyond the limit of light. We are not alone with almost absolute certainty. By using the new observational equipment, we may find a planet that once upon a time had harbored a civilization for a period of twinkle thousands of (Earth) years.

## 15. Remarks

We have shown that time is one of the most intriguing variables in the universe. Without time, there would be no physical substances, no space, and no life. With reference to Einstein's energy equation, we have shown that energy and mass can be traded. In other words, mass is equivalent to energy, and energy is equivalent to mass, for which all mass can be treated as an energy reservoir. We have also shown that a physical space cannot be embedded in an absolute empty space or a timeless (i.e., $\mathrm{t}=0$ ) space, and it cannot even have any absolute empty subspace in it. In
reality, every physical space has to be fully packed with physical substances (i.e., energy and mass). Since no physical space can be embedded in an absolute empty space, it is reasonable to assume that our universe is a subspace within a more complex space, which remains to be found. In other words, our universe could have been one of the many universes outside our universal boundary, which comes and goes like bubbles. We have also shown that it takes time to create a physical space and the time that has been used for the creation cannot be brought back. Since all physical substances exist with time, all physical spaces are created by time and substances (i.e., energy and mass). This means that our cosmos was created by time and a gigantic energy explosion, in which we see that every substance coexists with time. That is, without time, the creation of physical substances would not have happened. We have further noted that our universe is in a temporal space and it is still expanding based on current observation. This shows that our universe has not reached its half-life yet, as we have accepted the big bang creation. And it is noted that we are not alone with almost absolute certainty. Someday, we may find a planet that once upon a time had harbored a civilization for a period of light-years. We have further shown that the burden of a scientific postulation is to prove it exists within our temporal universe [i.e., $f(x, y, z ; t), t>0$ ]; otherwise it is not real or virtual as mathematics is.

Finally, I would like to take this opportunity to say a few words on behalf of Professor Stephen Hawking, who passed away last year on March 14, 2018. Professor Hawking was a world-renowned astrophysicist, a respected cosmic scientist, and a genius. Although the creation of temporal universe started with the same root of the big bang explosion, it is not a subspace of Professor Hawking's universe. You may see from the preceding presentation that the creation of temporal universe is somewhat different from Hawking's creation. One of the major differences may be at the origin of big bang creation. My temporal universe was started with a big bang creation within a "non-empty" space, instead within of an empty space which was normally assumed.
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# Hot Compression Tests Using Total Lagrangian SPH Formulation in Energy-Based Framework 

Kadiata Ba


#### Abstract

Limitations of the finite element method (FEM) in some cases involving large deformations as in forging or high compression tests are overcome nowadays by meshless methods such as the smoothed particle hydrodynamic (SPH) method. This paper presents a corrected total Lagrangian SPH formulation for problems encountering large deformations in solid mechanics. The continuum is modeled as a Hamiltonian system of particles (energy-based framework). The total Lagrangian formulation proposed overcomes some problems faced by standard SPH in simulating solid mechanic problems such as tensile instability. Numerical applications compared with experimental results are presented to show the capabilities of this novel formulation.
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## 1. Introduction

The use of the smoothed particle hydrodynamic (SPH) method [1-5] (Figure 1) in solid mechanics is quite recent (in the 1990s) compared to the SPH fluid formulation. Libersky and Petschek [6] and Libersky et al. [4] are cited as the first to use SPH in solid mechanics, for impacts modeling at high speeds and phenomena of rupture, perforation, and fragmentation. As SPH is a meshless method, there is no mesh to distort; it can efficiently handle large deformations. SPH is an efficient numerical method for applications in forging processes [7], machining [8-10], and welding [11]. Classical approach is widely used to describe SPH equations but faces drawbacks such as lack of completeness and tensile instability (numerical fragmentation). Total Lagrangian corrected SPH formulation is then used to fix the cited problems. In this paper, a Hamiltonian formulation is proposed for dynamic and steady-state problem simulation focusing on numerical efficiency such as accuracy and simulation time. The governing equations are derived following a Lagrangian variational principle leading to a Hamiltonian system of particles [12-14]. With the Hamiltonian SPH formulation, local conservation of momentum between particles is respected, and they remain locally ordered during the process as wanted in solid mechanic problems.

Total Lagrangian formulation reduces also the computational time by avoiding the search for neighboring particles for the construction of the kernel function at


Figure 1.
(a) Schematic representation of the discretization of the domain $\Omega$ by a set of points $i$ [15] and (b) seen in the space of a $B$-spline [16].
each time step. Through axial and lateral compression tests, the accuracy of the new formulation is shown. Results are compared to a classical formulation based on differential equations for solid mechanic applications.

## 2. Discrete equations of motion from energy-based formulation

The governing equations are derived following a Lagrangian variational principle leading to a Hamiltonian system of particles (energy-based) [12, 17-19] where the motion of each particle is given by the classical Lagrange equations. Therefore, as explained by Bonet et al. [18], constants of the motion such as linear and angular momentum are conserved.

For each particle, the physical quantities are calculated through interpolation over neighbor particles. Every particle is considered as a moving thermodynamic subsystem [12]. The volume of each particle is given by

$$
\begin{equation*}
V_{i}=m_{i} / \rho_{i} \tag{1}
\end{equation*}
$$

where $m_{i}$ is the mass of the particle and $\rho_{i}$ its density.
To proceed with a variational formulation of the equations of motion of the continuum, the kinetic K , internal $\prod_{i n t}$, and external energy $\prod_{\text {ext }}$ of the system need to be defined.

With dissipative effects such as plasticity, the equations of motion of the system of particles representing the continuum can be evaluated following the classical Lagrangian formalism. For more details, readers can refer to Ba and Gakwaya [12]:

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial L}{\partial \mathbf{v}_{i}}-\frac{\partial L}{\partial \mathbf{x}_{i}}=-\frac{\partial \Pi_{d i s}}{\partial \mathbf{v}_{i}} \tag{2}
\end{equation*}
$$

where $\mathbf{x}_{i}$ and $\mathbf{v}_{i}$ are the spatial position and velocity of the particle $\mathrm{i}, \Pi_{d i s}$ is the dissipative energy, and $L$ is the Lagrangian given by

$$
\begin{equation*}
L\left(\mathbf{x}_{i}, \mathbf{v}_{i}\right)=K\left(\mathbf{v}_{i}\right)-\Pi_{e x t}\left(\mathbf{x}_{i}\right)-\Pi_{\text {int }}\left(\mathbf{x}_{i}\right) \tag{3}
\end{equation*}
$$

By substituting Eq. (3) into Eq. (2), it leads to

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial K}{\partial \mathbf{v}_{i}}=-\frac{\partial \Pi_{\text {ext }}}{\partial \mathbf{x}_{i}}-\frac{\partial \Pi_{i n t}}{\partial \mathbf{x}_{i}}-\frac{\partial \Pi_{\text {dis }}}{\partial \mathbf{v}_{i}} \tag{4}
\end{equation*}
$$

The total kinetic energy of the system can be approximated as the sum of the kinetic energy of each particle:

$$
\begin{equation*}
K=\frac{1}{2} \sum_{i} m_{i}\left(\mathbf{v}_{i} \cdot \mathbf{v}_{i}\right) \tag{5}
\end{equation*}
$$

For a common case where the external forces result from a gravitational field $\mathbf{g}$, the total external energy is

$$
\begin{equation*}
\Pi_{e x t}=-\sum_{i} m_{i}\left(\mathbf{x}_{i} \cdot \mathbf{g}\right) \tag{6}
\end{equation*}
$$

The total internal energy can be expressed as the sum of the products of particle masses by the amount of energy accumulated per unit mass $\pi$ that depends on the deformation, density, or other constitutive parameters:

$$
\begin{equation*}
\Pi_{i n t}=\sum_{i} m_{i} \pi\left(\rho_{i}, \ldots\right) \tag{7}
\end{equation*}
$$

The dissipative energy can also be expressed as

$$
\begin{equation*}
\Pi_{\text {disp }}=\sum_{i=1} m_{i} \pi_{d i s p}(\mathbf{d}) \tag{8}
\end{equation*}
$$

where $\pi_{\text {disp }}$ is the dissipative energy per unit mass and $\mathbf{d}$ is the rate of deformation tensor.

$$
\begin{equation*}
\mathbf{d}=\frac{1}{2}\left(\nabla \mathbf{v}+\nabla \mathbf{v}^{T}\right) \tag{9}
\end{equation*}
$$

with the velocity gradient given by

$$
\begin{equation*}
\nabla \mathbf{v}_{i}=\sum_{j} \frac{m_{j}}{\rho_{j}}\left(\mathbf{v}_{j}-\mathbf{v}_{i}\right) \nabla W\left(\mathbf{x}_{i}-\mathbf{x}_{j}, h\right) \tag{10}
\end{equation*}
$$

where $W\left(\mathbf{x}_{i}-\mathbf{x}_{j}, h\right)$ is the SPH kernel function and $h$ is the smoothing length.

## 3. Corrected total Lagrangian SPH formulation for solid mechanics

Total Lagrangian formulation [20,21] is well suited for solid mechanic problems as the SPH particles change less often their neighbors than in fluid mechanics [12]. The SPH kernels and their gradients are then expressed in the initial configuration (material coordinates $\mathbf{X}$ are used). The proposed corrected kernel is to address the lack of completeness and interpolation consistency; the smoothing length $h$ is considered as a functional variable in the calculation of the gradient of the kernel function $\nabla W$ [19].

Lagrangian and spatial coordinates are connected through the gradient of deformation tensor $\mathbf{F}$ :

$$
\begin{equation*}
\mathbf{F}=\frac{\partial \mathbf{x}}{\partial \mathbf{X}}=\frac{\partial(\mathbf{X}+\mathbf{u})}{\partial \mathbf{X}} \tag{11}
\end{equation*}
$$

where $\mathbf{u}$ is the displacement of a material point.
The expression of the corrected gradient of deformation tensor $\mathbf{F}$, in total Lagrangian formulation, is given by

$$
\begin{equation*}
\left\langle\mathbf{F}_{i}\right\rangle=\left(-\sum_{j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right) \otimes \nabla_{\mathbf{x}_{j}} W\left(\mathbf{X}_{i}-\mathbf{X}_{j}, h_{0}\right) V_{j}^{0}\right) \mathbf{B}+I \tag{12}
\end{equation*}
$$

where $\nabla_{\mathbf{X}_{j}}$ is the gradient with respect to a material point $\mathbf{X}, V_{j}^{0}$ is the initial volume of particle $\mathbf{j}, h_{0}$ is the initial smoothing length, and $\mathbf{I}$ is the identity matrix.
$\mathbf{B}$ is the expression of the correction of the gradient expressed as [20]

$$
\begin{equation*}
\mathbf{B}=\left(\sum_{j} \frac{m_{j}}{\rho_{j}}\left(\mathbf{X}_{i}-\mathbf{X}_{j}, h_{0}\right) \otimes \nabla_{\mathbf{x}_{i}} W\left(\mathbf{X}_{i}-\mathbf{X}_{j}, h_{0}\right)\right)^{-1} \tag{13}
\end{equation*}
$$

The corrected mass conservation equation for particle i is

$$
\begin{equation*}
\rho_{0 i}=\rho_{i} J=\rho_{i} \operatorname{det}^{2} \tag{14}
\end{equation*}
$$

where $J$ and $\rho_{0}$ are the Jacobian and the initial density.
The corrected momentum equation for a particle $i$ is

$$
\begin{equation*}
\left\langle\mathbf{a}_{i}\right\rangle=\left(-\sum_{j}\left(\mathbf{P}_{j}-\mathbf{P}_{i}\right) \otimes \nabla_{\mathbf{X}_{j}} \tilde{W}\left(\mathbf{X}_{i}-\mathbf{X}_{j}, h_{0}\right) V_{j}^{0}+\mathbf{f}_{i}\right): \mathbf{B} \tag{15}
\end{equation*}
$$

where $\mathbf{a}, \tilde{W}$, and $\mathbf{f}_{i}$ are the acceleration, the normalized smoothing function, and the body force.
$\mathbf{P}$ is the first Piola-Kirchhoff stress.

$$
\begin{equation*}
\mathbf{P}=J \boldsymbol{\sigma} \mathbf{F}^{-T} \tag{16}
\end{equation*}
$$

where $\boldsymbol{\sigma}$ is the Cauchy stress tensor and $\mathbf{F}^{-T}$ is the inverse of the transpose of the gradient of deformation tensor.

The corrected energy conservation equation for particle $i$ is

$$
\begin{equation*}
\left\langle\dot{\mathbf{e}}_{i}\right\rangle=\mathbf{P}_{j}:\left[\binom{-\sum_{j} \frac{m_{j}}{\rho_{i} \rho_{j}}\left(\mathbf{v}_{j}-\mathbf{v}_{i}, h_{0}\right) \otimes \nabla_{\mathbf{x}_{i}} W\left(\mathbf{X}_{i}-\mathbf{X}_{j}, h_{0}\right) V_{j}^{0}}{+k \nabla T_{i}+r_{p l}} \mathbf{B}\right] \tag{17}
\end{equation*}
$$

where $\dot{\mathbf{e}}$ is the energy rate, $r_{p l}$ is the mechanical contribution (heat generated by the plastic dissipation), k is the conductivity, and T is the temperature of the particle.

The equation of motion and the equation of the thermal energy of each particle can be put after discretization and evaluation of all the interactions in the following forms:

$$
\begin{gather*}
\mathbf{a}_{i}=\ddot{\mathbf{u}}_{i}=\frac{1}{\mathbf{m}_{i}}\left(\mathbf{f}_{e x t}(i)-\mathbf{f}_{\mathrm{int}(i)}\right)  \tag{18}\\
\dot{\mathbf{T}}_{i}=\frac{1}{\mathbf{C}_{i}}\left(\mathbf{h}_{\operatorname{ext}(i)}^{k}-\mathbf{h}_{\operatorname{int}(i)}^{k}\right) \tag{19}
\end{gather*}
$$

where $\mathbf{f}_{\text {int }(i)}$ and $\mathbf{f}_{\text {ext }(i)}$ are the internal and external forces, $\mathbf{h}_{\text {int }(i)}^{k}$ and $\mathbf{h}_{\operatorname{ext}(i)}^{k}$ are the internal and the external heat flux, and $\mathbf{C}$ is the capacitance matrix.

The expression for the internal force for a given particle can be expressed by differentiating the internal energy per unit mass with respect to the nodal positions as

$$
\begin{equation*}
\mathbf{f}_{\mathrm{int}(i)}=\sum_{j=1}^{n} V_{j}^{0} \mathbf{P}_{j} \mathbf{G}_{i}\left(\mathbf{X}_{j}\right) \tag{20}
\end{equation*}
$$

where $\mathbf{G}$ is the gradient function and contains the corrected kernel gradients $\nabla^{\sim W}$ at the initial reference configuration.

$$
\begin{equation*}
\mathbf{G}_{i}\left(\mathbf{X}_{j}\right)=V_{i} \stackrel{\sim}{\nabla} \mathbf{W}_{i}\left(\mathbf{X}_{j}\right) \tag{21}
\end{equation*}
$$

Internal heat flux can be expressed as

$$
\begin{equation*}
\mathbf{h}_{\mathrm{int}(i)}=\mathbf{k}_{i} \mathbf{T}_{i} \tag{22}
\end{equation*}
$$

where $\mathbf{k}$ is the heat conductivity matrix and $\mathbf{T}$ the vector of nodal temperatures.
Explicit finite difference method is used to solve numerically the differential equation presented in this section through explicit dynamic algorithm to update the velocity, position, and temperature of each SPH particle.

## 4. Temporal integration scheme

A typical integration scheme used for integrating SPH equations is the leapfrog algorithm (Figure 2), an extension of the Verlet algorithm with low storage memory during computation.

The heat transfer equations are integrated using the explicit forward-difference time integration rule [22].

$$
\begin{equation*}
\mathbf{T}_{(t+\Delta t)}=\mathbf{T}_{(t)}+\Delta t_{(t+1)} \dot{\mathbf{T}}_{(t)} \tag{23}
\end{equation*}
$$

$\dot{\mathrm{T}}_{t}$ is computed at the beginning of the increment by

$$
\begin{equation*}
\dot{\mathbf{T}}_{(t)}=\mathbf{C}^{-1}\left(\mathbf{h}_{e x t}^{t}-\mathbf{h}_{\mathrm{int}}^{t}\right) \tag{24}
\end{equation*}
$$

The stability time is given by

$$
\begin{equation*}
\Delta t_{T} \approx \frac{\Delta r_{\min }^{2}}{2 \alpha} \tag{25}
\end{equation*}
$$

where $\Delta r_{\text {min }}$ is the smallest interparticle distance and $\alpha$ is the diffusivity of the material.

$$
\begin{equation*}
\alpha=\frac{k}{\rho s} \tag{26}
\end{equation*}
$$

where $k$ is the conductivity and $s$ is the specific heat.
For the mechanical part, an explicit central-difference integration rule is used to integrate the equation of motion. The nodal accelerations $\ddot{u}$ at time t is given by

$$
\begin{equation*}
\ddot{\mathbf{u}}_{(t)}=\mathbf{M}^{-1}\left(\mathbf{P}_{(t)}-\mathbf{I}_{(t)}\right) \tag{27}
\end{equation*}
$$

where $\mathbf{M}, \mathbf{P}_{(t)}$, and $\mathbf{I}_{(t)}$ represent the mass matrix and the external and internal forces.

The integration leads to the nodal velocity $\dot{\mathbf{u}}$ (Eq. 28) and the nodal displacement $\mathbf{u}$ (Eq. 29).

$$
\begin{gather*}
\dot{\mathbf{u}}_{\left(t+\frac{\Delta t}{2}\right)}=\dot{\mathbf{u}}_{\left(t-\frac{\Delta t}{2}\right)}+\frac{\left(\Delta t_{(t+\Delta t)}+\Delta t_{(t)}\right)}{2} \ddot{\mathbf{u}}_{(t)}  \tag{28}\\
\mathbf{u}_{(t+\Delta t)}=\mathbf{u}_{(t)}+\Delta t_{(t+\Delta t)} \dot{\mathbf{u}}_{\left(t+\frac{\Delta t}{2}\right)} \tag{29}
\end{gather*}
$$

The stable time is calculated as follows:

$$
\begin{equation*}
\Delta t=\min \left(\frac{L_{e}}{c_{d}}\right) \tag{30}
\end{equation*}
$$

where $L_{e}$ and $c_{d}$ are, respectively, the characteristic length of the element and the dilatational wave speed of the material.


Figure 2.
SPH code structure [23].

The whole thermomechanical problem is solved by explicit coupling; both the forward-difference (for the thermal problem) and central-difference (for the mechanical problem) integrations are explicit.

The structure of the SPH code is described below (Figure 2). The time integration routine is the main subroutine. It calculates the new variables (density, acceleration, external force, internal force).

## 5. Material behavior

Johnson-Cook model [24-26] is used in this work, and the flow stress is expressed as follows:

$$
\begin{equation*}
\sigma_{f}=\left[A+B\left(\varepsilon_{p}\right)^{n}\right]\left[1+C \ln \left(\frac{\varepsilon_{p}}{\dot{\varepsilon_{p 0}}}\right)\right]\left(1-\left(\frac{T-T_{r}}{T_{m}-T_{r}}\right)^{m}\right) \tag{31}
\end{equation*}
$$

where $\varepsilon$ is the plastic strain, $\dot{\varepsilon}\left(s^{-1}\right)$ is the plastic strain rate, $\dot{\varepsilon}_{0}\left(s^{-1}\right)$ is the reference plastic strain rate, $T_{m}$ is the melting temperature, $T_{r}$ is the reference temperature, $T$ is the current temperature, $A$ is the yield stress, $B$ is the coefficient of strain hardening, $C$ is the coefficient of strain rate hardening, n is the strain hardening exponent, and $m$ is the thermal softening exponent.

The material used for the simulations (see Section 6) is an $\mathrm{Al}-\mathrm{Zn}-\mathrm{Mg}-\mathrm{Cu}$ aluminum alloy. The Johnson-Cook material parameters are shown in Table 1.

| $\mathbf{A}(\mathbf{M P a})$ | $\mathbf{B}(\mathbf{M P a})$ | $\mathbf{c}$ | $\mathbf{n}$ | $\mathbf{m}$ | $\dot{\varepsilon_{\mathbf{0}}}\left(\mathbf{s}^{-\mathbf{1}}\right)$ | $\mathbf{T m}\left({ }^{\circ} \mathrm{C}\right)$ | $\mathbf{T r}\left({ }^{\circ} \mathrm{C}\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 420 | 465 | 0.862 | 0.5088 | 0.081 | 0.1 | 641 | 25 |

Table 1.
Johnson-Cook material parameters [12].

## 6. Applications

### 6.1 Axial compression test

A cylindrical sample (diameter, 25.4 mm ; length, 25.4 mm ) was subjected to the uniaxial compression test at constant velocity ( $2.54 \mathrm{~mm} \mathrm{~s}^{-1}$ ) and high temperature $\left(400^{\circ} \mathrm{C}\right)$. Both experimental and numerical tests were performed (Figure 3). The aim of this test is to demonstrate the efficiency of the proposed total Lagrangian SPH formulation. We compared the numerical stress-strain curve with the


Figure 3.
Axial compression test setup in SPH.
experimental ones to verify the accuracy and the stability of the code
(see Figure 4). To confirm the validity of the experimental result, the tests were repeated three times.

### 6.2 Lateral compression test

Lateral compression test is performed in this section (Figure 5). Eulerian and Lagrangian simulation time are compared, and tensile instability is verified. The test is carried out at $30 \mathrm{~mm} \mathrm{~s}^{-1}$, and cylindrical sample (diameter 25.4 mm , length 25.4 mm ) with 5313 particles was used. This is a case of a large deformation test; the


Figure 4.
Stress-strain curves: experimental vs. SPH.


Figure 5.
Lateral compression test: Eulerian vs. Lagrangian.

|  | Simulation time | Number of particles |
| :--- | :---: | :---: |
| Eulerian SPH | 4 h 04 min | 5313 |
| Lagrangian SPH | 1 h 36 min | 5313 |

Table 2.
Simulation time comparison.
initial diameter of the sample was reduced over $50 \%$ during the test. See comparison of results at Table 2.

### 6.3 Discussion

Figures 4 and 5 and Table 2 gather the tests results. From Figure 4 (axial compression test), we can see that the SPH result is very accurate compared to the experimental ones. Less than $5 \%$ of error is noted between the curves. The simulated sample shows no clustered particles, meaning there is no tensile instability.

Figure 5 and Table 2 show the results of the lateral compression test and confirm the previous result. Even in very large deformation test, particles keep their initial neighbors and do not suffer from tensile instability. In addition, the simulation time is very interesting compared to classical SPH formulation; simulation time is reduced drastically (from 4 h 04 min to 1 h 36 min ); a good numerical efficiency is reached.

## 7. Conclusion

A corrected SPH particle approximation in energy-based framework is presented. Stability (no tensile instability), accuracy, and fast result production are shown leading to the conclusion that the total Lagrangian SPH formulation is very well suited to simulate solid mechanic problems. This is particularly interesting in simulating large deformation problems with physical fragmentation where the numerical fragmentation (tensile instability) will not corrupt the results.
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# Dynamics of Biostructures on a Fractal/Multifractal Space-Time Manifold 

Maricel Agop, Calin Buzea, Decebal Vasincu and Daniel Timofte


#### Abstract

A theory of space-time is built on a fractal/multifractal variety. Thus, considering that both the spatial coordinates and the time are fractal/multifractal, it is shown that both the energy and the non-differentiable mass of any biostructure depend on both the "state" of the biostructure and a speed limit of constant value. For the dynamics on Peano fractal/multifractal curves and Compton scale resolutions, it is shown that our results are reduced to those of Einstein relativity. In such a context, it has been shown that the "chameleon effect" of cholesterol corresponds to the HDL-LDL state transfer dictated by the spontaneous symmetry breaking through a fractal/multifractal tunnel effect. Then both HDL and LDL become distinct states of the same biostructure as in nuclear physics where proton and neutron are distinct states of the same nucleon.


Keywords: fractal/multifractal tunnel effect, biostructures, cholesterol, spontaneous symmetry breaking, chameleon effect

## 1. Mathematical model

### 1.1 Time as a fractal/multifractal

Analyzing the nonrelativistic dynamics of a particle in a fractal/multifractal space [1-4], we observe a big discrepancy between the space coordinates and the temporal one (considered as affine parameter of motion curve). If the space coordinates are fractal/multifractal, the temporal coordinate is not a fractal/multifractal. This discrepancy has an important consequence: the particle travels on an infinite length curve in a finite time span, and so, it has an infinite velocity. In order to eliminate this contradiction, in the following we will assume that not only the space coordinates are fractal/multifractal but also the temporal one is a fractal/ multifractal. Practically, we shall build dynamics of biostructures on a nondifferentiable space-time manifold. In this framework, the most important elements from the nonrelativistic approach of scale relativity theory with arbitrary constant fractal dimension, as described in [5-7], remain valid, but the time differential element $d t$ is now replaced by the proper time differential element $d \tau$. In this way, not only the space but the entire space-time continuum is considered to be non-differentiable and, therefore, fractal/multifractal.

### 1.2 Consequences of non-differentiability on a space-time manifold

Let us suppose that on a space-time manifold, the motions of biostructures take place on continuous but non-differentiable curves (in particular fractal/multifractal curves). The non-differentiability of motion curves implies the following [2]:
(i) Any continuous but non-differentiable curve is explicitly scale dependent (which will be referred as $\delta \tau$ ). In other words, its length tends to infinity when its proper time interval, $\Delta \tau$, tends to zero (an extension of the Lebesgue theorem on a space-time manifold). Consequently, in this limit, a curve in a space-time manifold is zigzagged as one can imagine. Thus, it exhibits the property of self-similarity in all its points of a space-time manifold, which can be translated into an extension property of holography (every part of a space-time manifold reflects the whole of the same space-time manifold).

Then a continuous but non-differentiable space-time is fractal/multifractal in Mandelbrot's sense:
(ii) The differential proper time reflection invariance of any variable is broken. For example, the proper time derivative of four-coordinate $X^{\mu}$, where $\mu=0$, $1,2,3$, can be written two fold:

$$
\begin{align*}
& {\left[\frac{d X^{\mu}}{d \tau}\right]_{+}=\lim _{\Delta \tau \rightarrow 0_{+}} \frac{X^{\mu}(\tau+\Delta \tau)-X^{\mu}(\tau)}{\Delta \tau}} \\
& {\left[\frac{d X^{\mu}}{d \tau}\right]_{-}=\lim _{\Delta \tau \rightarrow 0_{-}} \frac{X^{\mu}(\tau)-X^{\mu}(\tau-\Delta \tau)}{\Delta \tau}} \tag{1}
\end{align*}
$$

These relations are equivalent in the differentiable case, $\Delta \tau \rightarrow-\Delta \tau$. In the nondifferentiable case, the previous definitions fail since the limits $\Delta \tau \rightarrow 0 \pm$ are no longer defined. In the approach of the non-differentiable model, the biophysical phenomena are related to the behavior of the function during the "zoom" operation on the proper time resolution $\delta \tau$ : then, by means of the substitution principle, $\delta \tau$ will be identified with the differential element $d \tau$, i.e., $\delta \tau \equiv d \tau$, and will be considered as independent variable. Thus, every classical variable $Q(\tau)$ is replaced by the nondifferentiable variable $Q(\tau, d \tau)$ explicitly dependent on the proper time resolution interval whose derivative is undefined only in the limit, $\Delta \tau \rightarrow 0$. As a consequence, two derivatives of every non-differentiable variable as explicit functions of $\tau$ and $d \tau$ will be defined. For example, the two derivatives of the four-coordinate $X^{\mu}(\tau, \Delta \tau)$ takes the following form:

$$
\begin{align*}
\frac{d_{+} X^{\mu}}{d \tau} & =\lim _{\Delta \tau \rightarrow 0_{+}} \frac{X^{\mu}(\tau+\Delta \tau, \Delta \tau)-X^{\mu}(\tau, \Delta \tau)}{\Delta \tau} \\
\frac{d_{-} X^{\mu}}{d \tau} & =\lim _{\Delta \tau \rightarrow 0_{-}} \frac{X^{\mu}(\tau, \Delta \tau)-X^{\mu}(\tau-\Delta \tau, \Delta \tau)}{\Delta \tau} \tag{2}
\end{align*}
$$

The sign + corresponds to the forward biophysical process and the sign - to the backward one:
(iii) The differential of four-coordinate $d X^{\mu}(\tau, \Delta \tau)$ can be expressed as the sum of two differentials, one not scale dependent (differentiable part $d_{ \pm} x^{\mu}(\tau)$ ) and other scale dependent (non-differentiable part $d_{ \pm} \xi^{\mu}(\tau, d \tau)$ ), i.e.,

$$
\begin{equation*}
d_{ \pm} X^{\mu}(\tau, \Delta \tau)=d_{ \pm} x^{\mu}(\tau)+d_{ \pm} \xi^{\mu}(\tau, \Delta \tau) \tag{3}
\end{equation*}
$$

(iv) The non-differentiable part of the four-coordinate satisfies the nondifferentiable equation

$$
\begin{equation*}
d_{ \pm} \xi^{\mu}(\tau, \Delta \tau)=\lambda_{ \pm}^{\mu}(d \tau)^{1 / D_{F}} \tag{4}
\end{equation*}
$$

where $\lambda_{ \pm}{ }^{\mu}$ are constant coefficients whose statistical significance will be given in what follows and $D_{F}$ is the fractal dimension of the motion curves from the spacetime manifold.

In our opinion, the complexity of the biophysical processes implies dynamics on geodesics with various fractal dimensions. Precisely, $D_{F}=2$ is a characteristic to the biophysical processes of quantum type, $D_{F}<2$ is a characteristic to the biophysical processes of correlative type, while $D_{F}>2$ is a characteristic to the biophysical processes of non-correlative type. Since such dynamics simultaneously are operational on a given biophysical system, the space-time manifold will exhibit multifractal type properties [2].
(v) The differential proper time reflection invariance is recovered by combining the derivatives $d_{+} / d \tau$ and $d_{-} / d \tau$ in the non-differentiable operator:

$$
\begin{equation*}
\frac{\hat{d}}{d \tau}=\frac{1}{2}\left(\frac{d_{+}+d_{-}}{d \tau}\right)-\frac{i}{2}\left(\frac{d_{+}-d_{-}}{d \tau}\right) \tag{5}
\end{equation*}
$$

This specific procedure is called, according to [8], "differentiability by extension in complex on a space-time manifold" (Cresson's theorem). Applying now the nondifferentiable operator to the four-coordinate $X^{\mu}$ yields the complex velocity:

$$
\begin{gather*}
\hat{V}^{\mu}=\frac{\hat{d} X^{\mu}}{d \tau}=\frac{1}{2}\left(\frac{d_{+} X^{\mu}+d_{-} X^{\mu}}{d \tau}\right)-\frac{i}{2}\left(\frac{d_{+} X^{\mu}-d_{-} X^{\mu}}{d \tau}\right) \\
=\frac{1}{2}\left(\frac{d_{+} x^{\mu}+d_{-} x^{\mu}}{d \tau}+\frac{d_{+} \xi^{\mu}+d_{-} \xi^{\mu}}{d \tau}\right)-\frac{i}{2}\left(\frac{d_{+} x^{\mu}-d_{-} x^{\mu}}{d \tau}+\frac{d_{+} \xi^{\mu}-d_{-} \xi^{\mu}}{d \tau}\right)=V^{\mu}-i U^{\mu} \tag{6}
\end{gather*}
$$

with

$$
\begin{equation*}
V^{\mu}=\frac{1}{2}\left(v_{+}^{\mu}+v_{-}^{\mu}\right), U^{\mu}=\frac{1}{2}\left(v_{+}^{\mu}-v_{-}^{\mu}\right), v_{+}^{\mu}=\frac{d_{+} x^{\mu}+d_{+} \xi^{\mu}}{d \tau}, v_{-}^{\mu}=\frac{d_{-} x^{\mu}+d_{-} \xi^{\mu}}{d \tau} \tag{7}
\end{equation*}
$$

The real part $V^{\mu}$ is differentiable and scale resolution independent, while the imaginary one $U^{\mu}$ is non-differentiable and scale resolution dependent.
(vi) An infinite number of geodesics can be found relating any pair of points of a space-time manifold, and this is true on all scale resolutions of the dynamics of biostructures. Then, in the space-time manifold, all the entities of the biostructures are substituted with the geodesics themselves so that any external constraint can be interpreted as a selection of geodesics in the same space-time manifold. The infinity of geodesics in the bundle, their non-differentiability, the two values of the derivative, etc., imply a generalized statistical fluidlike description (fractal/multifractal fluid). In this way, one provides the fractalization/multifractalization type through stochastic processes. From such a perspective, averages, variances, covariances, etc. of the fractal/multifractal fluid variables (by means of which now we can describe the dynamics of the biostructures) must be considered in the sense of the stochastic process associated with fractalization/multifractalization. In such a context, the choice of the average of $d_{ \pm} X^{i}$ in the form

$$
\begin{equation*}
\left\langle d_{ \pm} X^{i}\right\rangle \equiv d_{ \pm} x^{i} \tag{8}
\end{equation*}
$$

implies through (3)

$$
\begin{equation*}
\left\langle d_{ \pm} \xi^{i}\right\rangle=0 \tag{9}
\end{equation*}
$$

### 1.3 Motion non-differentiable operator on a space-time manifold

Let us now consider that the movement curves (continuous and non-
differentiable) are immersed in the space-time and that $X^{\mu}$ are the four coordinates of a point on the curve. We also consider a variable $Q\left(X^{\mu}, \tau\right)$ and the following Taylor expansion, up to the second order

$$
\begin{equation*}
d_{ \pm} Q\left(X^{\mu}, \tau, d \tau\right)=\partial_{\tau} Q d \tau+\partial_{\mu} Q d_{ \pm} X^{\mu}+\frac{1}{2} \partial_{\mu} \partial_{\nu} Q d_{ \pm} X^{\mu} d_{ \pm} X^{\nu} \tag{10}
\end{equation*}
$$

where

$$
\partial_{\tau}=\frac{\partial}{\partial_{\tau}}, \partial_{\mu}=\frac{\partial}{\partial X^{\mu}}, \partial_{\mu} \partial_{\nu}=\frac{\partial^{2}}{\partial X^{\mu} \partial X^{\nu}}
$$

Relations (10) are valid in any point of the space-time manifold and more for the points " $X^{\mu}$ " on the non-differentiable curve which we have selected in relation (10).

From here, forward and backward average values of (10) become

$$
\begin{equation*}
\left\langle d_{ \pm} Q\left(X^{\mu}, \tau, d \tau\right)\right\rangle=\left\langle\partial_{\tau} Q d \tau\right\rangle+\left\langle\partial_{\mu} Q d_{ \pm} X^{\mu}\right\rangle+\frac{1}{2} \partial_{\mu} \partial_{\nu} Q\left\langle d_{ \pm} X^{\mu} d_{ \pm} X^{\nu}\right\rangle \tag{11}
\end{equation*}
$$

We make the following stipulations: the average values of the variables $Q\left(X^{\mu}, \tau, d \tau\right)$ and its derivatives coincide with themselves, and the differentials $d_{ \pm} X^{\mu}$ and $d \tau$ are independent. Therefore, the average of their products coincides with the product of their averages. In these conditions, (11) takes the form

$$
\begin{equation*}
d_{ \pm} Q\left(X^{\mu}, \tau, d \tau\right)=\partial_{\tau} Q d \tau+\partial_{\mu} Q\left\langle d_{ \pm} X^{\mu}\right\rangle+\frac{1}{2}\left\langle\partial_{\mu} \partial_{\nu} Q d_{ \pm} X^{\mu} d_{ \pm} X^{\nu}\right\rangle \tag{12}
\end{equation*}
$$

or using (3), (8), and (9)

$$
\begin{equation*}
d_{ \pm} Q\left(X^{\mu}, \tau, d \tau\right)=\partial_{\tau} Q d \tau+\partial_{\mu} Q d_{ \pm} x^{\mu}+\frac{1}{2} \partial_{\mu} \partial_{\nu} Q\left(d_{ \pm} x^{\mu} d_{ \pm} x^{\nu}+\left\langle d_{ \pm} \xi^{\mu} d_{ \pm} \xi^{\nu}\right\rangle\right) \tag{13}
\end{equation*}
$$

Even the average values of the 4-non-differentiable coordinate $d_{ \pm} \xi^{\mu}$ is null, for the higher order of the four-non-differentiable coordinate average, the situation can be different. Let us focus now on the mean $\left\langle d_{ \pm} \xi^{\mu} d_{ \pm} \xi^{\nu}\right\rangle$. Using (4), we can write

$$
\begin{equation*}
\left\langle d_{ \pm} \xi^{\mu} d_{ \pm} \xi^{\nu}\right\rangle= \pm \lambda_{ \pm}^{\mu} \lambda_{ \pm}^{\nu}(d \tau)^{\left(2 / D_{F}-1\right)} d \tau \tag{14}
\end{equation*}
$$

using the convention that the sign + corresponds to $d \tau>0$, while the sign corresponds to $d \tau<0$.

Then (13) takes the form:

$$
\begin{equation*}
d_{ \pm} Q\left(X^{\mu}, \tau, d \tau\right)=\partial_{\tau} Q d \tau+\partial_{\mu} Q d_{ \pm} x^{\mu}+\frac{1}{2} \partial_{\mu} \partial_{\nu} Q d_{ \pm} x^{\mu} d_{ \pm} x^{\nu} \pm \frac{1}{2} \partial_{\mu} \partial_{\nu} Q \lambda_{ \pm}^{\mu} \lambda_{ \pm}^{\nu}(d \tau)^{\left(2 / D_{F}-1\right)} d \tau \tag{15}
\end{equation*}
$$

If we divide by $d \tau$ and neglect the terms that contain differential factors, using the method from [5-7], we obtain:

$$
\begin{equation*}
\frac{d_{ \pm} Q\left(X^{\mu}, \tau, d \tau\right)}{d \tau}=\partial_{\tau} Q+\nu_{ \pm}^{\mu} \partial_{\mu} Q \pm \frac{1}{2} \lambda_{ \pm}^{\mu} \lambda_{ \pm}^{\nu}(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\mu} \partial_{\nu} Q \tag{16}
\end{equation*}
$$

These relations also allow us to define the operators:

$$
\begin{equation*}
\frac{d_{ \pm}}{d \tau}=\partial_{\tau}+\nu_{ \pm}^{\mu} \partial_{\mu} \pm \frac{1}{2} \lambda_{ \pm}^{\mu} \lambda_{ \pm}^{\nu}(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\mu} \partial_{\nu} \tag{17}
\end{equation*}
$$

Under these circumstances, let us calculate $\hat{d} / d \tau$. Taking into account (5), (6), and (17), we obtain:

$$
\begin{align*}
\frac{\hat{d} Q}{d \tau} & =\frac{1}{2}\left[\left(\frac{d_{+} Q+d_{-} Q}{d \tau}\right)-i\left(\frac{d_{+} Q-d_{-} Q}{d \tau}\right)\right] \\
& =\partial_{\tau} Q+\hat{V}^{\mu} \partial_{\mu} Q+\frac{1}{4}(d \tau)^{\left(2 / D_{F}-1\right)} D^{\mu \nu} \partial_{\mu} \partial_{\nu} Q \tag{18}
\end{align*}
$$

where

$$
\begin{gather*}
D^{\mu \nu}=d^{\mu \nu}-i \bar{d}^{\mu \nu} \\
d^{\mu \nu}=\lambda_{+}^{\mu} \lambda_{+}^{\nu}-\lambda_{-}^{\mu} \lambda_{-}^{\nu}, \bar{d}^{\mu \nu}=\lambda_{+}^{\mu} \lambda_{+}^{\nu}+\lambda_{-}^{\mu} \lambda_{-}^{\nu}, i=\sqrt{-1} \tag{19}
\end{gather*}
$$

The relation also allows us to define the motion non-differentiable operator:

$$
\begin{equation*}
\frac{\hat{d}}{d \tau}=\partial_{\tau}+\hat{V}^{\mu} \partial_{\mu}+\frac{1}{4}(d \tau)^{\left(2 / D_{F}-1\right)} D^{\mu \nu} \partial_{\mu} \partial_{\nu} \tag{20}
\end{equation*}
$$

If the non-differentiability of motion curves is realized through Markov type stochastic process $[2,4]$.

$$
\begin{equation*}
\lambda_{+}^{\mu} \lambda_{+}^{\nu}=\lambda_{-}^{\mu} \lambda_{-}^{\nu}=-\lambda \eta^{\mu \nu} \tag{21}
\end{equation*}
$$

where $\eta^{\mu \nu}$ is the Minkowski metric and $\lambda$ is the coefficient associated with the differentiable-non-differentiable transition, then the motion non-differentiable operator takes the form

$$
\begin{equation*}
\frac{\hat{d}}{d \tau}=\partial_{\tau}+\hat{V}^{\mu} \partial_{\mu}+i \frac{\lambda}{2}(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\mu} \partial^{\mu} \tag{22}
\end{equation*}
$$

If the non-differentiability of motion curves is realized through non-Markov type stochastic process [2, 4].

$$
\begin{gather*}
\lambda_{+}^{\mu} \lambda_{+}^{\nu}-\lambda_{-}^{\mu} \lambda_{-}^{\nu}=\lambda_{1} \eta^{\mu \nu} \\
\lambda_{+}^{\mu} \lambda_{+}^{\nu}+\lambda_{-}^{\mu} \lambda_{-}^{\nu}=-\lambda_{2} \eta^{\mu \nu} \tag{23}
\end{gather*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ are two coefficients associated with the differentiable-non-differentiable transition, then the motion non-differentiable operator takes the form

$$
\begin{equation*}
\frac{\hat{d}}{d \tau}=\partial_{\tau}+\hat{V}^{\mu} \partial_{\mu}+\frac{1}{4}\left(\lambda_{1}+i \lambda_{2}\right)(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\mu} \partial^{\mu} \tag{24}
\end{equation*}
$$

### 1.4 Non-differentiable geodesics on a space-time manifold

In what follows, let us consider the functionality of the scale covariance principle [5-7]: the biophysics laws are simultaneously invariant both with respect to the four-coordinate transformation and with respect to scale transformations. Then the passage from differentiable biophysics in a space-time manifold to the nondifferentiable biophysics in a same space-time, manifold which is considered here, can be implemented by replacing the standard derivative $d / d \tau$ by the nondifferentiable operator $\hat{d} / d \tau$. This operator plays the role of a "covariant derivative operator," namely, it is used to write the fundamental equations of dynamics of biostructures under the same form as in the classical (differentiable) case. Thus, applying the operator (20) to the complex velocity (6), the geodesics equation becomes:

$$
\begin{equation*}
\frac{\hat{d} \hat{V}^{\mu}}{d \tau}=\partial_{\tau} \hat{V}^{\mu}+\hat{V}^{\nu} \partial_{\nu} \hat{V}^{\mu}+\frac{1}{4}(d \tau)^{\left(2 / D_{F}-1\right)} D^{\alpha \beta} \partial_{\alpha} \partial_{\beta} \hat{V}^{\mu} \equiv 0 \tag{25}
\end{equation*}
$$

or, also using (6), through separation of motions on scale resolutions (the real part from the imaginary one):

$$
\begin{align*}
\frac{\hat{d} V^{\mu}}{d \tau}= & \partial_{\tau} V^{\mu}+V^{\nu} \partial_{\nu} V^{\mu}-U^{\nu} \partial_{\nu} U^{\mu}+\frac{1}{4}(d \tau)^{\left(2 / D_{F}-1\right)} d^{\alpha \beta} \partial_{\alpha} \partial_{\beta} V^{\mu} \\
& -\frac{1}{4}(d \tau)^{\left(2 / D_{F}-1\right)} \bar{d}^{\alpha \beta} \partial_{\alpha} \partial_{\beta} U^{\mu}=0 \\
\frac{\hat{d} U^{\mu}}{d \tau}= & \partial_{\tau} U^{\mu}+V^{\nu} \partial_{\nu} U^{\mu}+U^{\nu} \partial_{\nu} V^{\mu}+\frac{1}{4}(d \tau)^{\left(2 / D_{F}-1\right)} d^{\alpha \beta} \partial_{\alpha} \partial_{\beta} U^{\mu} \\
& +\frac{1}{4}(d \tau)^{\left(2 / D_{F}-1\right)} \bar{d}^{\alpha \beta} \partial_{\alpha} \partial_{\beta} V^{\mu}=0 \tag{26}
\end{align*}
$$

For motions on non-differentiable curves realized through Markov type stochastic process [1, 2, 4], the geodesics equation takes the form

$$
\begin{equation*}
\frac{\hat{d} \hat{V}^{\mu}}{d \tau}=\partial_{\tau} \hat{V}^{\mu}+\hat{V}^{\nu} \partial_{\nu} \hat{V}^{\mu}-i \frac{\lambda}{2}(d \tau)^{\left(2 / D_{F}-1\right)} \partial^{\nu} \partial_{\nu} \hat{V}^{\mu}=0 \tag{27}
\end{equation*}
$$

or through separation of motions on scale resolutions:

$$
\begin{align*}
& \frac{\hat{d} V^{\mu}}{d \tau}=\partial_{\tau} V^{\mu}+V^{\nu} \partial_{\nu} V^{\mu}-\left(U^{\nu}-\frac{\lambda}{2}(d \tau)^{\left(2 / D_{F}-1\right)} \partial^{\nu}\right) \partial_{\nu} U^{\mu}=0 \\
& \frac{\hat{d} U^{\mu}}{d \tau}=\partial_{\tau} U^{\mu}+V^{\nu} \partial_{\nu} U^{\mu}+\left(U^{\nu}-\frac{\lambda}{2}(d \tau)^{\left(2 / D_{F}-1\right)} \partial^{\nu}\right) \partial_{\nu} V^{\mu}=0 \tag{28}
\end{align*}
$$

For motions on non-differentiable curves realized through non-Markov type stochastic process [1, 2, 4], the geodesics equation becomes

$$
\begin{equation*}
\frac{\hat{d} \hat{V}^{\mu}}{d \tau}=\partial_{\tau} \hat{V}^{\mu}+\hat{V}^{\nu} \partial_{\nu} \hat{V}^{\mu}+\frac{1}{4}\left(\lambda_{1}+i \lambda_{2}\right)^{\left(2 / D_{F}-1\right)} \partial_{\nu} \partial^{\nu} \hat{V}^{\mu}=0 \tag{29}
\end{equation*}
$$

or through separation of motions on scale resolutions:

$$
\begin{align*}
& \frac{\hat{d} V^{\mu}}{d \tau}=\partial_{\tau} V^{\mu}+V^{\nu} \partial_{\nu} V^{\mu}-\left(U^{\nu}-\frac{\lambda_{2}}{4}(d \tau)^{\left(2 / D_{F}-1\right)} \partial^{\nu}\right) \partial_{\nu} U^{\mu}+\frac{\lambda_{1}}{4}(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\nu} \partial^{\nu} V^{\mu}=0 \\
& \frac{\hat{d} U^{\mu}}{d \tau}=\partial_{\tau} U^{\mu}+V^{\nu} \partial_{\nu} U^{\mu}+\left(U^{\nu}-\frac{\lambda_{2}}{4}(d \tau)^{\left(2 / D_{F}-1\right)} \partial^{\nu}\right) \partial_{\nu} V^{\mu}+\frac{\lambda_{1}}{4}(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\nu} \partial^{\nu} U^{\mu}=0 \tag{30}
\end{align*}
$$

### 1.5 Non-differentiable geodesics in terms of the scalar complex field on a space-time manifold

Let us choose $\hat{V}^{\mu}$ in terms of the scalar complex field $\Psi$ :

$$
\begin{equation*}
\hat{V}^{\alpha}=i \lambda(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\alpha} \ln \Psi \tag{31}
\end{equation*}
$$

Then the geodesics equation (27) becomes

$$
\begin{gather*}
\frac{\hat{d} \hat{V}_{\alpha}}{d \tau}=\lambda(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\tau} \partial_{\alpha} \ln \Psi \\
+\left[i \lambda(d \tau)^{\left(2 / D_{F}-1\right)} \partial^{\mu} \ln \Psi+i \frac{\lambda}{2}(d \tau)^{\left(2 / D_{F}-1\right)} \partial^{\mu}\right] \partial_{\mu} \partial_{\alpha}\left[i \lambda(d \tau)^{\left(2 / D_{F}-1\right)} \ln \Psi\right]=0 \tag{32}
\end{gather*}
$$

Since

$$
\begin{gather*}
\partial_{\alpha}\left(\partial_{\mu} \ln \Psi \partial^{\mu} \ln \Psi\right)=2 \partial^{\mu} \ln \Psi \partial_{\alpha} \partial_{\mu} \ln \Psi \\
\partial_{\alpha} \partial_{\mu} \partial^{\mu} \ln \Psi=\partial^{\mu} \partial_{\mu} \partial_{\alpha} \ln \Psi \\
\partial_{\alpha}\left(\partial_{\mu} \ln \Psi \partial^{\mu} \ln \Psi+\partial_{\mu} \partial^{\mu} \ln \Psi\right)=\partial_{\alpha}\left(\frac{\partial_{\mu} \partial^{\mu} \Psi}{\Psi}\right) \tag{33}
\end{gather*}
$$

Equation (32) takes the form:

$$
\begin{equation*}
i \lambda(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\tau} \partial_{\alpha} \ln \Psi+\lambda^{2}(d \tau)^{\left(4 / D_{F}-2\right)} \partial_{\alpha}\left(\frac{\partial_{\mu} \partial^{\mu} \Psi}{\Psi}\right)=0 \tag{34}
\end{equation*}
$$

By integrating the above relation, we obtain:

$$
\begin{equation*}
\lambda^{2}(d \tau)^{\left(4 / D_{F}-2\right)} \partial_{\mu} \partial^{\mu} \Psi+i \lambda(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\tau} \Psi+\mathrm{F}^{2}(\tau) \Psi=0 \tag{35}
\end{equation*}
$$

where $F^{2}(\tau)$ is an arbitrary function depending on $\tau$.
Consequently, the non-differentiable geodesics (35) in terms of $\Psi$ are well defined up to an arbitrary function $F^{2}(\tau)$ depending on $\tau$. A particular form of $F^{2}(\tau)$ can be obtained, for instance, based on a correspondence with the standard KleinGordon equation.

### 1.6 Non-differentiable geodesics in terms of Klein-Gordon equation of fractal/ multifractal type

If $\Psi$ is independent on $\tau$, i.e., $\partial_{\tau} \Psi=0$ and $F^{2}(\tau)=V_{0}{ }^{2}=$ const., with $V_{0}$ a limit velocity with constant value, the geodesics (35) become the Klein-Gordon equation of fractal/multifractal type

$$
\begin{equation*}
\partial_{\mu} \partial^{\mu} \Psi+\frac{1}{\bar{\Lambda}^{2}} \Psi \equiv 0 \tag{36}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{\Lambda}=\bar{\Lambda}_{0}(d \tau)^{\left(2 / D_{F}-1\right)}, \Lambda_{0}=\frac{\lambda}{V_{0}} \tag{37}
\end{equation*}
$$

From (37) it results in a scale resolution dependence of the fundamental length $\bar{\Lambda}$, where $\bar{\Lambda}_{0}$ is the fundamental unscaled length. For relativistic motions on Peano curves, $D_{F}=2$, at Compton scale $\bar{\Lambda}_{0}=\lambda / V_{0} \equiv /\left(m_{0} c\right), \lambda=/ m_{0}, V_{0} \equiv c$ with $\hbar$ the reduced Planck constant, $m_{0}$ the rest mass of the biophysical system entity, and $c$ the velocity light in vacuum, (37) takes the usual form of Klein-Gordon equation:

$$
\partial_{\mu} \partial^{\mu} \Psi+\left(\frac{m_{0} c}{\hbar}\right)^{2} \Psi \equiv 0
$$

### 1.7 Non-differentiable specific potential force and energy

Using the explicit form of the function, $\Psi=\sqrt{ } \rho e^{i S}$, where $\sqrt{ } \rho$ is an amplitude and $S$ is a phase, the expression of $U_{\alpha}$ becomes

$$
\begin{equation*}
U_{\alpha}=-\lambda \partial_{\alpha} \ln \sqrt{ } \rho \tag{38}
\end{equation*}
$$

Thus it results in

$$
\begin{equation*}
\left[U_{\mu}-\frac{\lambda}{2}(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\mu}\right] \partial^{\mu} U_{\alpha}=\lambda^{2}(d \tau)^{\left(4 / D_{F}-2\right)}\left(\partial^{\mu} \ln \sqrt{\rho} \partial_{\mu} \partial_{\alpha} \ln \sqrt{\rho}+\frac{1}{2} \partial^{\mu} \partial_{\mu} \partial_{\alpha} \ln \sqrt{\rho}\right) \tag{39}
\end{equation*}
$$

Since the identities from (33) work in variable $\ln \sqrt{ } \rho$, Eq. (39) becomes

$$
\begin{align*}
{\left[U_{\mu}-\frac{\lambda}{2}(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\mu}\right] \partial^{\mu} U_{\alpha} } & =\frac{\lambda^{2}}{2}(d \tau)^{\left(4 / D_{F}-2\right)} \partial_{\alpha}\left(\partial^{\mu} \ln \sqrt{\rho} \partial_{\mu} \ln \sqrt{\rho}+\partial^{\mu} \partial_{\mu} \ln \sqrt{\rho}\right) \\
& =\lambda^{2}(d \tau)^{\left(4 / D_{F}-2\right)} \partial_{\alpha}\left(\frac{\partial^{\mu} \partial_{\mu} \sqrt{\rho}}{\sqrt{\rho}}\right) \tag{40}
\end{align*}
$$

which implies through the specific non-differentiable potential

$$
\begin{align*}
Q & =\frac{\lambda^{2}}{2}(d \tau)^{\left(4 / D_{F}-2\right)} \frac{\partial^{\mu} \partial_{\mu} \sqrt{\rho}}{\sqrt{\rho}}=\frac{1}{2} U^{\mu} U_{\mu}-\lambda(d \tau)^{\left(2 / D_{F}-1\right)} \partial^{\mu} U_{\mu}= \\
& =\lambda^{2}(d \tau)^{\left(4 / D_{F}-2\right)} \partial_{\alpha}\left(\frac{\partial^{\mu} \partial_{\mu} \sqrt{\rho}}{\sqrt{\rho}}\right) \tag{41}
\end{align*}
$$

the specific non-differentiable force

$$
\begin{equation*}
F_{\alpha}=\frac{\lambda^{2}}{2}(d \tau)^{\left(4 / D_{F}-2\right)} \partial_{\alpha}\left(\frac{\partial^{\mu} \partial_{\mu} \sqrt{\rho}}{\sqrt{\rho}}\right)=\left[U^{\mu}-\frac{\lambda}{2}(d \tau)^{\left(2 / D_{F}-1\right)} \partial^{\mu}\right] \partial^{\mu} U_{\alpha} \tag{42}
\end{equation*}
$$

Thus, the first equation (28) takes the form

$$
\begin{equation*}
\frac{\hat{d} V_{\alpha}}{d \tau}=\partial_{\tau} V_{\alpha}+V^{\mu} \partial_{\mu} V_{\alpha}=\frac{\lambda^{2}}{2}(d \tau)^{\left(4 / D_{F}-2\right)} \partial_{\alpha}\left(\frac{\partial^{\mu} \partial_{\mu} \sqrt{\rho}}{\sqrt{\rho}}\right) \tag{43}
\end{equation*}
$$

If

$$
\begin{equation*}
V_{\alpha}=\lambda(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\alpha} S \tag{44}
\end{equation*}
$$

which implies

$$
\begin{equation*}
V^{\nu} \partial_{\nu} V_{\alpha}=V^{\nu} \partial_{\alpha} V_{\nu} \tag{45}
\end{equation*}
$$

the relation (43) becomes

$$
\begin{equation*}
\frac{\hat{d} V_{\alpha}}{d \tau}=\partial_{\tau} V_{\alpha}+V^{\nu} \partial_{\nu} V_{\alpha}-\frac{\lambda^{2}}{2}(d \tau)^{\left(4 / D_{F}-2\right)} \partial_{\alpha}\left(\frac{\partial^{\nu} \partial_{\nu} \sqrt{\rho}}{\sqrt{\rho}}\right) \tag{46}
\end{equation*}
$$

and more, for $\partial_{\tau} V_{\alpha}=0$ :

$$
\begin{equation*}
\partial_{\alpha}\left[V^{\nu} V_{\nu}-\frac{\lambda^{2}}{2}(d \tau)^{\left(4 / D_{F}-2\right)} \frac{\partial^{\mu} \partial_{\mu} \sqrt{\rho}}{\sqrt{\rho}}\right]=0 \tag{47}
\end{equation*}
$$

Now, by a suitable choice of the constant integration and knowing that [2]:

$$
V^{\nu} V_{\nu}=\left(\frac{E}{m_{0} V_{0}}\right)^{2}-\left(\frac{\boldsymbol{p}}{m_{0}}\right)^{2}=V_{0}^{2}+\lambda^{2}(d \tau)^{\left(4 / D_{F}-2\right)} \frac{\square \sqrt{\rho}}{\sqrt{\rho}}
$$

we obtain the non-differentiable energy expression in the form

$$
\begin{equation*}
E= \pm V_{0}\left[\left(m_{0} V_{0}\right)^{2}+\boldsymbol{p}^{2}+\left(m_{0} \lambda\right)^{2}(d \tau)^{\left(4 / D_{F}-2\right)} \frac{\square \sqrt{\rho}}{\sqrt{\rho}}\right]^{1 / 2} \tag{48}
\end{equation*}
$$

where

$$
\square=-\frac{\partial^{2}}{\partial x^{2}}-\frac{\partial^{2}}{\partial y^{2}}-\frac{\partial^{2}}{\partial z^{2}}+V_{0}^{-2} \frac{\partial^{2}}{\partial t^{2}}
$$

For relativistic motions on Peano curves, $D_{F}=2$ at Compton scale, $\bar{\Lambda}_{0}=$ $\lambda / V_{0} \equiv /\left(m_{0} c\right), \lambda=/ m_{0}, V_{0}=c$, the fractal energy (48) is reduced to the de Broglie's relation:

$$
\begin{equation*}
E= \pm c\left[\left(m_{0} c\right)^{2}+\boldsymbol{p}^{2}+\hbar^{2} \frac{\square \sqrt{\rho}}{\sqrt{\rho}}\right]^{1 / 2} \tag{49}
\end{equation*}
$$

Relation (48) specifies the following: (i) information propagates with a limit speed $V_{0}$ which differs from one biophysical structure to another; (ii) energy, through $\square \sqrt{\rho} / \sqrt{\rho}$, depends on the state of the biophysical structure; and (iii) the non-differentiable mass

$$
\begin{equation*}
M= \pm m_{0}\left[1+\frac{\boldsymbol{p}^{2}}{\left(m_{0} V_{0}\right)^{2}}+\left(\frac{\lambda}{V_{0}}\right)^{2}(d \tau)^{\left(4 / D_{F}-2\right)} \frac{\square \sqrt{\rho}}{\sqrt{\rho}}\right]^{1 / 2} \tag{50}
\end{equation*}
$$

depends also on the state of the biophysical structure, through $\square \sqrt{\rho} / \sqrt{\rho}$.

### 1.8 Non-differentiable state density conservation law

Let us consider Eq. (35) and its complex conjugate:

$$
\begin{equation*}
\lambda^{2}(d \tau)^{\left(4 / D_{F}-2\right)} \partial_{\mu} \partial^{\mu} \bar{\Psi}-i \lambda(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\tau} \bar{\Psi}+\mathrm{F}^{2}(\tau) \bar{\Psi}=0 \tag{51}
\end{equation*}
$$

Multiplying (35) by $(i \lambda)^{-1}(d \tau)^{1-2 / D_{F}} \bar{\Psi}$, (51) by $(i \lambda)^{-1}(d \tau)^{1-2 / D_{F}} \Psi$ and subtracting the results, one obtains the state density conservation law:

$$
\begin{equation*}
\partial_{\tau} \rho+\partial_{\mu} j^{\mu}=0 \tag{52}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho=\Psi \bar{\Psi}, j^{\mu}=i \lambda(d \tau)^{\left(2 / D_{F}-1\right)}\left(\Psi \partial^{\mu} \bar{\Psi}-\bar{\Psi} \partial^{\mu} \Psi\right) \tag{53}
\end{equation*}
$$

In the above relations, $\rho$ defines the state density, while $j^{\mu}$ defines the state density 4 -current. If $\Psi$ does not depend on $\tau$, which implies $\partial_{\tau} \rho \equiv 0$, then for relativistic motions on Peano curves, $D_{F}=2$ at Compton scale $\bar{\Lambda}_{0}=/\left(m_{0} c\right)$, and relation (52) reduces to the state density standard conservation law:

$$
\begin{equation*}
\partial_{\mu} j^{\mu}=0 \tag{54}
\end{equation*}
$$

## 2. Applications of the mathematical model

### 2.1 Stationary dynamics of the cholesterol at fractal/multifractal scale resolutions

Since cholesterol in any of its forms (principally LDL and HDL) is a fundamental component of blood, its dynamics will be dictated by those of the blood at fractal/ multifractal scale resolutions having in view the average dimensions of the cholesterol particles (9-10 nm for HDL and 20-27 nm for LDL [9-12]).

In such a framework, nonrelativistic equations of the non-differentiable hydrodynamics at fractal/multifractal scale resolutions for the stationary case write like

$$
\begin{gather*}
f^{i}=\left(U^{i}+\lambda(d t)^{\left(2 / D_{F}-1\right)} \partial_{l}\right) \partial^{l} U^{i}=0  \tag{55}\\
\partial_{l} U^{l}=0, i=1,2,3 \tag{56}
\end{gather*}
$$

results obtained from Eq. (28) under the conditions $V^{i} \equiv 0$ and $\left|U^{i}\right| \ll V_{0}$.
The first of these equations corresponds to the canceling of specific multifractal force at a differentiable scale resolution, while the second equation corresponds to the incompressibility of the blood at non-differentiable scale.

Generally, it is difficult to obtain an analytical solution for our previous equation system, taking into account its nonlinear nature (induced both by means of nondifferentiable convection $U^{l} \partial_{l} U^{i}$ and by the non-differentiable dissipation $\left.\lambda(d t)^{2 / D_{F}-1} \partial_{l} \partial^{l} U^{i}\right)$.

We can still obtain an analytic solution in the case of a plane symmetry (in $\mathrm{x}, \mathrm{y}$ coordinates) of the dynamics of the blood. For this purpose, let us consider the equation system (55) and (56) in the form:

$$
\begin{gather*}
u \partial_{x} u+v \partial_{y} u=\nu \partial_{y y}^{2} u  \tag{57}\\
\partial_{x} u+\partial_{y} v=0 \tag{58}
\end{gather*}
$$

where we substituted

$$
\begin{equation*}
U_{x}=u(x, y), U_{y}=v(x, y), v=\lambda(d t)^{2 / D_{F}-1} \tag{59}
\end{equation*}
$$

Using the similarities method given in [6, 7] to solve the equation system (57) and (58) with limit conditions

$$
\begin{equation*}
\lim _{y \rightarrow 0} v(x, y)=0, \lim _{y \rightarrow 0} \frac{\partial u}{\partial y}=0, \lim _{y \rightarrow \infty} u(x, y)=0 \tag{60}
\end{equation*}
$$

and a constant flux momentum per unit of depth,

$$
\begin{equation*}
q=\rho \int_{-\infty}^{+\infty} u^{2} d y=\text { const. } \tag{61}
\end{equation*}
$$

we obtain the field of velocities as solutions of the equation system (57) and (58) in the form:

$$
\begin{gather*}
u=\frac{1.5\left(\frac{q}{6 \rho}\right)^{\frac{2}{3}}}{(\nu x)^{\frac{1}{3}}} \operatorname{sech}^{2}\left[\frac{0.5 y\left(\frac{q}{6 \rho}\right)^{\frac{1}{3}}}{(\nu x)^{\frac{2}{3}}}\right]  \tag{62}\\
v=\frac{1.9\left(\frac{q}{6 \rho}\right)^{\frac{2}{3}}}{(\nu x)^{\frac{1}{3}}}\left\{\frac{y\left(\frac{q}{6 \rho}\right)^{\frac{1}{3}}}{(\nu x)^{\frac{2}{3}}} \operatorname{sech}^{2}\left[\frac{0.5 y\left(\frac{q}{6}\right)^{\frac{1}{3}}}{(\nu x)^{\frac{2}{3}}}\right]-\tanh \left[\frac{0.5 y\left(\frac{q}{6)^{\frac{1}{3}}}\right.}{(\nu x)^{\frac{2}{3}}}\right]\right\} \tag{63}
\end{gather*}
$$

The above equations are simplified greatly if we introduce both non-dimensional variables and non-dimensional parameters:

$$
\begin{gather*}
X=\frac{x}{x_{0}}, Y=\frac{y}{y_{0}}, U=\frac{u}{w_{0}}, V=\frac{v}{w_{0}}  \tag{64}\\
\xi=\frac{v}{v_{0}}, v_{0}=\frac{y_{0}^{\frac{3}{2}}}{x_{0}}\left(\frac{q}{6 \rho}\right)^{\frac{1}{2}}, w_{0}=\frac{1}{\left(y_{0}\right)^{\frac{1}{2}}}\left(\frac{q}{6 \rho}\right)^{\frac{1}{2}} \tag{65}
\end{gather*}
$$

where $x_{0}, y_{0}, w_{0}$, and $\nu_{0}$ are lengths, velocity, and "multifractality degree" specific to the blood. The normalized velocity field is obtained:

$$
\begin{gather*}
U=\frac{1.5}{(\xi X)^{\frac{1}{3}}} \operatorname{sech}^{2}\left[\frac{0.5 Y}{(\xi X)^{\frac{2}{3}}}\right],  \tag{66}\\
V=\frac{1.9}{(\xi X)^{\frac{1}{3}}}\left\{\frac{Y}{(\xi X)^{\frac{2}{3}}} \operatorname{sech}^{2}\left[\frac{0.5 Y}{(\xi X)^{\frac{2}{3}}}\right]-\tanh \left[\frac{0.5 Y}{(\xi X)^{\frac{2}{3}}}\right]\right\}, \tag{67}
\end{gather*}
$$

Any of Eqs. (62)-(65) specifies the nonlinearity of the velocity fields: a multifractal soliton for the velocity field across the Ox axis, respectively, "mixtures" of multifractal soliton-multifractal kink for the velocity fields across the Oy axis.


(c)

Figure 1.
Normalized velocity field U for various fractal degrees: $(a) \xi=0.4 ;(b) \xi=1.0 ;(c) \xi=1.9$.

The multifractality of the system is "explained" through its dependence from scale resolutions [Figures 1a-c and 2a-c].

The velocity fields (66) and (67) induce the multifractal minimal vortex (Figure 3a-c).

$$
\Omega=\left(\frac{\partial U}{\partial Y}-\frac{\partial V}{\partial Y}\right)=\frac{0.57 Y}{(\xi X)^{2}}+\frac{0.63 \xi}{(\xi X)^{\frac{4}{3}}} \tanh \left[\frac{0.5 Y}{(\xi X)^{\frac{2}{3}}}\right]+\frac{1.9 Y}{(\xi X)^{2}} \operatorname{sech}^{2}\left[\frac{0.5 Y}{(\xi X)^{\frac{2}{3}}}\right]-
$$

$$
\begin{equation*}
-\frac{0.57 Y}{(\xi X)^{2}} \tanh ^{2}\left[\frac{0.5 Y}{(\xi X)^{\frac{2}{3}}}\right]-\left[\frac{1.5}{\xi X}+\frac{1.4 Y^{2}}{X(\xi X)^{\frac{5}{3}}}\right] \operatorname{sech}^{2}\left[\frac{0.5 Y}{(\xi X)^{\frac{2}{3}}}\right] \tanh \left[\frac{0.5 Y}{(\xi X)^{\frac{2}{3}}}\right], \tag{68}
\end{equation*}
$$

Since the fractal degree depends on the dimensions of the cholesterol particle (the bigger, the lower the fractal degree), from the analysis of both the velocity field and the vortex field, it results that the LDL particles will deposit at the wall, while the HDL particles will not deposit themselves at the wall.

### 2.2 On the chameleonic behavior of cholesterol

Cholesterol fractions, especially LDL and HDL cholesterol, are frequently analyzed biomarkers in clinical laboratories [9]. Observational studies have shown that LDL and HDL have opposing associations with the risk of myocardial infarction, with LDL cholesterol being a positive factor and HDL cholesterol being a negative (protective) factor [10]. Observational studies cannot separate the causal role in the pathological process from the role of a marker of the underlying pathophysiology. The results of both randomized trials of LDL-cholesterol-lowering treatments [11] and from human Mendelian diseases [12] are suggesting that plasma LDL


Figure 2.
Normalized velocity field V for various fractal degrees: $(a) \xi=0.4 ;(b) \xi=1.0 ;(c) \xi=1.9$.


Figure 3.
Multifractal minimal normalized vortex field $\Omega$ for various fractal degrees: (a) $\xi=0.4 ;(b) \xi=1.0 ;(c) \xi=1.9$.
cholesterol is related to the risk of myocardial infarction. However, few proofs are available for the causal relevance of HDL cholesterol from randomized trials or Mendelian diseases, and the existing ones are inconsistent [10, 11]. Moreover, more and more studies are starting to oppose the idea that raising plasma HDL cholesterol will surely translate into a risk reduction of myocardial infarction [9-12]. Therefore both LDL and HDL cholesterol can constitute risk factors for myocardial infarction. Such a behavior has been called by experts in the field the "chameleonic effect" of cholesterol [9-12]. In the present paragraph, using our previous mathematical model, LDL and HDL cholesterol dynamics is proposed. In such a context, a fractal/ multifractal tunneling effect for biostructures with spontaneous symmetry breaking is analyzed. If the spontaneous symmetry breaking is assimilated to an inflammation (in the form of a specific scalar potential), then two fractal/multifractal states can be observed. In these conditions, these two states, which have been associated with biostructures such as LDL and HDL, transfer their states through a fractal/ multifractal tunneling effect. As a result, in our opinion, the widely used notions of "good" and "bad" cholesterol must be redefined as two different states of the same biostructure named "cholesterol," such as in nuclear physics the neutron and proton are two different states of the same particle named nucleon.

With this aim in view, let us reconsider the differential equation (35) with $F^{2}(\tau)=0$ subjected to an external constraint independent on $\tau$ given as a scalar potential U. One gets

$$
\begin{equation*}
\lambda^{2}(d \tau)^{\left(4 / D_{F}-2\right)} \partial_{\mu} \partial^{\mu} \Psi+i \lambda(d \tau)^{\left(2 / D_{F}-1\right)} \partial_{\tau} \Psi-\frac{\mathrm{U}}{2} \Psi=0 \tag{69}
\end{equation*}
$$

For nonrelativistic dynamics, Eq. (69) in the one-dimensional case admits the fractal/multifractal stationary solution:

$$
\begin{equation*}
\psi(z, t)=\theta(z) \exp \left[-\frac{i}{m_{0} \lambda(d t)^{\left(2 / D_{F}\right)-1}} E t\right] \tag{70}
\end{equation*}
$$

where $E$ is the fractal/multifractal energy of the fractal/multifractal stationary cholesterol state $\theta(x)$ and $m_{0}$ is the rest mass of the cholesterol particle. Then $\theta(x)$ becomes a fractal/multifractal solution of the fractal/multifractal space equation:

$$
\begin{equation*}
\partial_{z z} \theta(z)+\frac{1}{m_{0} \lambda^{2}(d t)^{\left(4 / D_{F}\right)-2}}(E-U) \theta(z)=0 \tag{71}
\end{equation*}
$$

If, in such a context, we suppose that the state transfer between LDL and HDL cholesterol implies spontaneous symmetry breaking [13], then $U=V(z)$ from (71) must have the form of an effective potential, as shown in Figure 4.

In these conditions, the stationary fractal/multifractal equation becomes

$$
\begin{equation*}
\frac{d^{2} \theta_{\alpha}}{d z^{2}}+\frac{1}{m_{0} \lambda^{2}(d t)^{\left(4 /_{F}\right)-2}}\left[E-V_{\alpha}\right] \theta_{\alpha}=0, \alpha=\overline{1,3} \tag{72}
\end{equation*}
$$



Figure 4.
The effective potential of a fractal/multifractal tunneling effect in the dynamics of biostructures with spontaneous symmetry breaking.

For each of the three regions, the solutions of the equations are

$$
\begin{align*}
& \theta_{1}(z)=C_{+} e^{i k z}+C_{-} e^{-i k z} \\
& \theta_{2}(z)=B e^{q z}+C e^{-q z}  \tag{73}\\
& \theta_{3}(z)=D_{+} e^{i k z}+D_{-} e^{-i k z}
\end{align*}
$$

with

$$
\begin{align*}
& k=\left[\frac{E}{m_{0} \lambda^{2}(d t)^{\left(4 D_{F}\right)-2}}\right]^{1 / 2}  \tag{74}\\
& q=\left[\frac{V_{0}-E}{m_{0} \lambda^{2}(d t)^{\left(4 D_{F}\right)-2}}\right]^{1 / 2}
\end{align*}
$$

and

$$
C_{+}, C_{-}, B, C, D_{+}, D_{-}
$$

integration constants.
Due to the infinite potential in the two extreme regions, $|z|>l$, the fractal/ multifractal state function continuity in $z= \pm l$ implies

$$
\begin{align*}
& \theta_{2}(-l)=C_{+} e^{-i k l}+C_{-} e^{i k l}=0 \\
& \theta_{3}(l)=D_{+} e^{i k l}+D_{-} e^{-i k l}=0 \tag{75}
\end{align*}
$$

Since the state density $|\Psi|^{2}$ is not altered by the multiplication of the fractal/ multifractal state function in the form of a constant phase factor, the two equations for $\mathrm{C}_{ \pm}$and $\mathrm{D}_{ \pm}$can be immediately solved by imposing the forms:

$$
\begin{align*}
& C_{+}=\frac{A}{2 i} e^{i k l}, C_{-}=-\frac{A}{2 i} e^{-i k l} \\
& D_{+}=\frac{D}{2 i} e^{-i k l}, D_{-}=-\frac{D}{2 i} e^{i k l} \tag{76}
\end{align*}
$$

so that $\theta_{1,3}$ are given through simple expressions:

$$
\begin{align*}
& \theta_{1}(z)=A \sin [k(z+l)] \\
& \theta_{3}(z)=D \sin [k(z-l)] \tag{77}
\end{align*}
$$

These, along with $\theta_{2}$, lead to the concrete form of "alignment conditions" in $z= \pm d$

$$
\begin{align*}
& \theta_{1}(-d)=\theta_{2}(-d), \theta_{2}(d)=\theta_{3}(d) \\
& \frac{d \theta_{1}}{d z}(-d)=\frac{d \theta_{2}}{d z}(-d), \frac{d \theta_{2}}{d z}(d)=\frac{d \theta_{3}}{d z}(d) \tag{78}
\end{align*}
$$

namely

$$
\begin{align*}
& e^{-q d} B+e^{q d} C=A \sin [k(l-d)] \\
& q e^{-q d} B-q e^{q d} C=k A \cos [k(l-d)] \text { in } z=-d  \tag{79}\\
& e^{q d} B+e^{-q d} C=-D \sin [k(l-d)] \\
& q e^{q d} B-q e^{-q d} C=k D \cos [k(l-d)] \text { in } z=d
\end{align*}
$$

Due to the algebraic form of the two equation pairs, in order to establish the actual expression of the "secular equation" (for eigenvalues $E$ of the energy), $\Delta[\mathrm{E}]=0$, we avoid calculating the 4th order determinant, $\Delta[\mathrm{k}(\mathrm{E}), \mathrm{q}(\mathrm{E})]$, formed with the fractal/multifractal amplitude coefficients $A, B, C, D$, by employing the following: we note with $\rho$ the ratio $C / B$, and we divide the first equation to the second one, for each pair. It results in

$$
\begin{align*}
& \frac{e^{2 q d} \rho+1}{e^{2 q d} \rho-1}=-\frac{q}{k} \tan [k(l-d)]  \tag{80}\\
& \frac{e^{-2 q d} \rho+1}{e^{-2 q d} \rho-1}=\frac{q}{k} \tan [k(l-d)]
\end{align*}
$$

which leads to the equation for $\rho$ :

$$
\begin{equation*}
\frac{e^{2 q d} \rho+1}{e^{2 q d} \rho-1}+\frac{e^{-2 q d} \rho+1}{e^{-2 q d} \rho-1}=0 \tag{81}
\end{equation*}
$$

We find

$$
\rho^{2}=1
$$

which implies

$$
\begin{equation*}
\rho_{-}=-1, \rho_{+}=1 \tag{82}
\end{equation*}
$$

For $\rho_{+}=1$, the amplitude function, $\theta_{2}(z) \cong \operatorname{coth}(q z)$, is symmetric just as the fractal/multifractal states of cholesterol with regard to the (spatial) reflectivity against the origin. Then the permitted value equation of the energy of these states, $E_{s}$, has the actual form:

$$
\begin{equation*}
\tan \left[k_{S}(l-d)\right]=-\frac{\operatorname{coth}\left(q_{S} d\right)}{q_{S}} k_{S} \tag{83}
\end{equation*}
$$

where

$$
\begin{align*}
& k_{S}=\left[\frac{E_{S}}{m_{0} \lambda^{2}(d t)^{\left(4 D_{F}\right)-2}}\right]^{1 / 2}  \tag{84}\\
& q_{S}=\left[\frac{V_{0}-E_{S}}{m_{0} \lambda^{2}(d t)^{\left(4 D_{F}\right)-2}}\right]^{1 / 2}
\end{align*}
$$

For $\rho_{-}=-1$, the amplitude function $\theta_{2}(z) \cong \sinh (q z)$, so that the states will be antisymmetric and permitted values equation, $E_{\mathrm{A}}$, becomes

$$
\begin{equation*}
\tan \left[k_{A}(l-d)\right]=-\frac{\tanh \left(q_{A} d\right)}{q_{A}} k_{A} \tag{85}
\end{equation*}
$$

where

$$
\begin{align*}
& k_{A}=\left[\frac{E_{A}}{m_{0} \lambda^{2}(d t)^{\left(4 / D_{F}\right)-2}}\right]^{1 / 2}  \tag{86}\\
& q_{A}=\left[\frac{V_{0}-E_{A}}{m_{0} \lambda^{2}(d t)^{\left(4 J_{F}\right)-2}}\right]^{1 / 2}
\end{align*}
$$

It results in, for now, at least qualitatively that the presence of the barrier (of finite height $V_{0}$ ) between $-d$ and $d$ leads to the splitting of the fundamental level $E_{0}$ into two sublevels $E_{\mathrm{s}}$ and $E_{\mathrm{A}}$ accounting for the two types of fractal/multifractal states, symmetric and antisymmetric, respectively, in which the system can be found (both states can be associated to LDL and HDL). Because both eigenvalue equations are strongly transcendent, a direct estimation of solutions $E_{\mathrm{s}, \mathrm{A}}$ could be possible only by means of numerical methods, which in our case is not necessary. More precisely, we can see here a process of coupling between two different fractal/ multifractal (LDL and HDL) states, made possible through a fractal/multifractal tunneling effect.

Taking the above into account, we can thus state that LDL and HDL are two different states of the same biostructure, like in the case of neutron and proton which are two different states of the same particle, named nucleon. The state transfer between LDL and HDL occurs by means of a fractal/multifractal tunneling effect (Figure 5).

The fact presented above is in accordance with the latest study results. Thus, we can unequivocally state that the role of cholesterol fractions must be clearly reconsidered. Our model could offer an explanation of why high values of HDL cholesterol can be "toxic" or why, in certain conditions, LDL cholesterol can be a protective factor. We can practically discuss about different states of the same entity, HDL and LDL being expressions of a unique entity-cholesterol-with a pro- or antiatherogenic effect modeled by the instant state and the alternation between the two possible sides. As a consequence, as long as cholesterol fractions maintain a continuous "fluidity," the maximum benefit will be attained if the total cholesterol, in absolute value, is decreased. Our mathematical model only enforces the recent medical findings in the field, which are more and more frequent. At the same time, in our opinion, the present mathematical model confirms and explains the apparent paradoxes from clinical studies.


Figure 5.
Schematic representation of the chameleonic behavior of cholesterol.

The mathematical model developed here allows also some numerical evaluations on both the time of transfer between the LDL and HDL states and on the probability of achieving such a transfer. Thus, having in view the nonrelativistic relations,

$$
\begin{gather*}
E=2 m_{0} \lambda(d t)^{\left(2 / D_{F}-1\right)} \frac{1}{\tau}  \tag{87}\\
E=\frac{m_{0} v_{0}^{2}}{2}
\end{gather*}
$$

one gets through $\lambda=\alpha v_{0}$, in the case of motion on Peano curves of the cholesterol particles, a time of transfer $\tau$, of the state, of the form

$$
\begin{equation*}
\tau=\frac{4 \alpha}{v_{0}} \tag{88}
\end{equation*}
$$

In the relations (87) and (88), $\alpha$ is the dimension of the cholesterol particle and $v_{0}$ the blood flow speed, e.g., knowing that in the arteries the average speed of the blood flow is $v_{0} \approx 12 \mathrm{~cm} / \mathrm{s}[10,11]$ and the average dimensions of the cholesterol particles are $\alpha_{\text {HDL }} \approx 9 \mathrm{~nm}$ and $\alpha_{\text {LDL }} \approx 25 \mathrm{~nm}$, then through (88) we get $\tau_{\mathrm{HDL}} \approx 0.189 \mu \mathrm{~s}$ and $\tau_{\mathrm{LDL}} \approx 0.526 \mu \mathrm{~s}$. Accordingly, the HDL $\rightarrow$ LDL transition is faster than the inverse one.

## 3. Conclusions

The main conclusions of the present work are as follows: (i) we develop a dynamics of the biological systems on a fractal space-time manifold. In such a context, we build the motion operator and the equations of geodesics for rotational and irrotational motions on non-differentiable curves induced by Markov and nonMarkov type stochasticities, and we establish correlations with known theories of motion (relativity theory, de Broglie relativistic model, etc.). (ii) In the twodimensional relativistic case, we determine both the velocity field and the vortex one of the cholesterol type biological structure. Based on these we show that the process of wall deposition of the LDL cholesterol is much more accentuated than the HDL cholesterol; (iii) using a multifractal Schrödinger-type equation, we show that by spontaneous symmetry breaking HDL transforms into LDL and vice versa by means of a fractal tunneling effect. We calculate the time transfer probability HDL $\leftrightarrow$ LDL, and we show that the HDL $\rightarrow$ LDL process is more probable than the inverse one.
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# Stueckelberg-Horwitz-Piron Canonical Quantum Theory in General Relativity and BekensteinSanders Gauge Fields for TeVeS 

Lawrence P. Horwitz


#### Abstract

A consistent (off-shell) canonical classical and quantum dynamics in the framework of special relativity was formulated by Stueckelberg in 1941 and generalized to many-body theory by Horwitz and Piron in 1973 (SHP). This theory has been embedded into the framework of general relativity (GR), here denoted by SHPGR. The canonical Poisson brackets of the SHP theory remain valid (invariant under local coordinate transformations) on the manifold of GR and provide the basis for formulating a canonical quantum theory. The relation between representations based on coordinates and momenta is given by Fourier transform; a proof is given here for this functional relation on a manifold. The potential which may occur in the SHP theory emerges as a spacetime scalar mass distribution in GR. Gauge fields, both Abelian and non-Abelian on the quantum mechanical SHPGR Hilbert space in both the single particle and many-body theory, may be generated by phase transformations. Application to the construction of Bekenstein and Sanders in their solution to the lensing problem in TeVeS is discussed.
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## 1. Introduction

The relativistic canonical Hamiltonian dynamics of Stueckelberg, Horwitz, and Piron (SHP) [1] with scalar potential and gauge field interactions for single- and many-body theories can, by local coordinate transformation, be embedded into the framework of general relativity (GR). This embedding provides a basis for the work of Horwitz et al. [2,3] in their discussion of the origin of the field introduced by Bekenstein and Sanders [4] to explain gravitational lensing in the TeVeS formulation of modified Newtonian dynamic (MOND) theories [5-10].

The theory was originally formulated for a single particle by Stueckelberg in [11-13]. Stueckelberg envisaged the motion of a particle along a world line in spacetime that can curve and turn to flow backward in time, resulting in the phenomenon of pair annihilation in classical dynamics. The world line was then described by an invariant monotonic parameter $\tau$. The theory was generalized by Horwitz and Piron in $[14]$ (see also $[15,16]$ ) to be applicable to many-body systems
by assuming that the parameter $\tau$ is universal (as for Newtonian time, enabling them to solve the two-body problem classically, and later, a quantum solution was found by Arshansky and Horwitz [17-19], both for bound states and scattering theory).

Performing a coordinate transformation to general coordinates, along with the corresponding transformation of the momenta (the cotangent space of the original Minkowski manifold), one obtains [20] the SHP theory in a curved space of general coordinates and momenta with a canonical Hamilton-Lagrange (symplectic) structure. We shall refer to this generalization as SHPGR. We discuss the extension of the Abelian gauge theory described in Ref. [20] to the non-Abelian gauge discussed in $[2,3]$.

The invariance of the Poisson bracket under local coordinate transformations provides a basis for the canonical quantization of the theory, for which the evolution under $\tau$ is determined by the covariant form of the Stueckelberg-Schrödinger equation [1].

In this chapter, we assume a $\tau$-independent background gravitational field; the local coordinate transformations from the flat Minkowski space to the curved space are taken to be independent of $\tau$, consistently with an energy momentum tensor that is $\tau$ independent. In a more dynamical setting, when the energy momentum tensor depends on $\tau$, the spacetime is evolved nontrivially [20,21].

## 2. Embedding of single particle dynamics with external potential in GR

We write the SHP Hamiltonian [1, 11-13] as

$$
\begin{equation*}
K=\frac{1}{2 M} \eta^{\mu \nu} \pi_{\mu} \pi_{\nu}+V(\xi) \tag{1}
\end{equation*}
$$

where $\eta^{\mu \nu}$ is the flat Minkowski metric ( -+++ ) and $\pi_{\mu}, \xi^{\mu}$ are the spacetime canonical momenta and coordinates in the local tangent space of a general manifold, following Einstein's use of the equivalence principle.

The existence of a potential term (which we assume to be a Lorentz scalar), representing nongravitational forces, implies that the "free fall" condition is replaced by a local dynamics carried along by the free falling system (an additional force acting on the particle within the "elevator" according to the coordinates in the tangent space).

The canonical equations are

$$
\begin{equation*}
\dot{\xi}^{\mu}=\frac{\partial K}{\partial \pi_{\mu}} \quad \dot{\pi}_{\mu}=-\frac{\partial K}{\partial \xi^{\mu}}=-\frac{\partial V}{\partial \xi^{\mu}}, \tag{2}
\end{equation*}
$$

where the dot here indicates $\frac{d}{d \tau}$, with $\tau$ the invariant universal "world time." Since then

$$
\begin{align*}
\dot{\xi}^{\mu} & =\frac{1}{M} \eta^{\mu \nu} \pi_{\nu},  \tag{3}\\
\text { or } \quad \pi_{\nu} & =\eta_{\nu \mu} M \dot{\xi}^{\mu},
\end{align*}
$$

the Hamiltonian can then be written as

$$
\begin{equation*}
K=\frac{M}{2} \eta_{\mu \nu} \dot{\xi}^{\mu} \dot{\xi}^{\nu}+V(\xi) \tag{4}
\end{equation*}
$$

It is important to note that, as clear from (3), that $\dot{\xi}^{0}=\frac{d t}{d \tau}$ has a sign opposite to $\pi_{0}$ which lies in the cotangent space of the manifold, as we shall see in the Poisson bracket relations below. The energy of the particle for a normal timelike particle should be positive (negative energy would correspond to an antiparticle [1, 11-13]). The physical momenta and energy therefore correspond to the mapping

$$
\begin{equation*}
\pi^{\mu}=\eta^{\mu \nu} \pi_{\mu}, \tag{5}
\end{equation*}
$$

back to the tangent space. Thus, equivalently, from (2), $\dot{\xi}^{\mu}=(1 / M) \pi^{\mu}$. This simple observation will be important in the discussion below of the dynamics of a particle in the framework of general relativity, for which the metric tensor is nontrivial.

We now transform the local coordinates (contravariantly) according to the diffeomorphism

$$
\begin{equation*}
d \xi^{\mu}=\frac{\partial \xi^{\mu}}{\partial x^{\lambda}} d x^{\lambda} \tag{6}
\end{equation*}
$$

to attach small changes in $\xi$ to the corresponding small changes in the coordinates $x$ on the curved space, so that

$$
\begin{equation*}
\dot{\xi}^{\mu}=\frac{\partial \xi^{\mu}}{\partial x^{\lambda}} \dot{x}^{\lambda} . \tag{7}
\end{equation*}
$$

The Hamiltonian then becomes

$$
\begin{equation*}
K=\frac{M}{2} g_{\mu \nu} \dot{x}^{\mu} \dot{x}^{\nu}+V(x), \tag{8}
\end{equation*}
$$

where $V(x)$ is the potential at the point $\xi$ corresponding to the point $x$ (a function of $\xi$ in a small neighborhood of the point $x$ ) and

$$
\begin{equation*}
g_{\mu \nu}=\eta_{\lambda \sigma} \frac{\partial \xi^{\lambda}}{\frac{\partial x^{\mu}}{} \frac{\partial \xi^{\sigma}}{\partial x^{\nu}}, ~} \tag{9}
\end{equation*}
$$

Since $V$ has significance as the source of a force in the local frame only through its derivatives, we can make this pointwise correspondence with a globally defined scalar function $V(x) .{ }^{1}$

The corresponding Lagrangian is then

$$
\begin{equation*}
L=\frac{M}{2} g_{\mu \nu} \dot{x}^{\mu} \dot{x}^{\nu}-V(x), \tag{10}
\end{equation*}
$$

In the locally flat coordinates in the neighborhood of $x^{\mu}$, the symplectic structure of Hamiltonian mechanics implies that the momentum ${ }^{2} \pi_{\mu}$, lying in the cotangent space of the manifold $\left\{\xi^{\mu}\right\}$, transforms covariantly under the local transformation (5), that is, as does $\frac{\partial}{\partial \xi^{\mu}}$, so that we may define

[^3]\[

$$
\begin{equation*}
p_{\mu}=\frac{\partial \xi^{\lambda}}{\partial x^{\mu}} \pi_{\lambda} . \tag{11}
\end{equation*}
$$

\]

This definition is consistent with the transformation properties of the momentum defined by the Lagrangian (10):

$$
\begin{equation*}
p_{\mu}=\frac{\partial L(x, \dot{x})}{\partial \dot{x}^{\mu}} \tag{12}
\end{equation*}
$$

yielding

$$
\begin{equation*}
p_{\mu}=M g_{\mu \nu} \dot{x}^{\nu} . \tag{13}
\end{equation*}
$$

The second factor in the definition (9) of $g_{\mu \nu}$ in (13) acts on $\dot{x}^{\nu}$; with (7) we then have (as in (11))

$$
\begin{gather*}
p_{\mu}=M \eta_{\lambda \sigma} \frac{\partial \xi^{\lambda}}{\partial x^{\mu}} \dot{\xi}^{\sigma}  \tag{14}\\
=\frac{\partial \xi^{\lambda}}{\partial x^{\mu}} \pi_{\lambda} .
\end{gather*}
$$

As we have remarked above for the locally flat space in (5), the physical energy and momenta are given, according to the mapping,

$$
\begin{equation*}
p^{\mu}=g^{\mu \nu} p_{\nu}=M \dot{x}^{\nu} \tag{15}
\end{equation*}
$$

back to the tangent space of the manifold, which also follows directly from the local coordinate transformation of (3) and (5).

It is therefore evident from (15) that

$$
\begin{equation*}
\dot{p}^{\mu}=M \ddot{x}^{\mu} . \tag{16}
\end{equation*}
$$

We see that $\dot{p}^{\mu}$, which should be interpreted as the force acting on the particle, is proportional to the acceleration along the orbit of motion (a covariant derivative plus a gradient of the potential), as described by the geodesic-type relation. This
Newtonian-type relation in the general manifold reduces in the limit of a flat Minkowski space to the corresponding SHP dynamics and in the nonrelativistic limit, to the classical Newton law. We remark that this result does not require taking a post-Newtonian limit, the usual method of obtaining Newton's law from GR.

We now discuss the geodesic equation obtained by studying the condition

$$
\begin{equation*}
\ddot{\xi}^{\mu}=-\frac{1}{M} \dot{\pi}_{\mu}=-\frac{1}{M} \eta^{\mu \nu} \frac{\partial V(\xi)}{\partial \xi^{\nu}} . \tag{17}
\end{equation*}
$$

To do this, we compute

$$
\begin{align*}
\ddot{\xi}^{\mu}= & \frac{d}{d \tau}\left(\frac{\partial \xi^{\mu}}{\partial x^{\lambda}} \dot{x}^{\lambda}\right)=\frac{\partial^{2} \xi^{\mu}}{\partial x^{\lambda} \partial x^{\gamma}} \dot{x}^{\gamma} \dot{x}^{\lambda}  \tag{18}\\
& +\frac{\partial \xi^{\mu}}{\partial x^{\lambda}} \ddot{x}^{\lambda}=-\frac{1}{M} \eta^{\mu \nu} \frac{\partial x^{\lambda}}{\partial \xi^{\nu}} \frac{\partial V(x)}{\partial x^{\lambda}},
\end{align*}
$$

so that, after multiplying by $\frac{\partial x^{\sigma}}{\partial \xi^{\mu}}$ and summing over $\mu$, we obtain

$$
\begin{align*}
\ddot{x}^{\sigma}= & -\frac{\partial x^{\sigma}}{\partial \xi^{\mu}} \frac{\partial^{2} \xi^{\mu}}{\partial x^{\lambda} \partial x^{\gamma}} \dot{x}^{\gamma} \dot{x}^{\lambda} \\
& -\frac{1}{M} \eta^{\mu \nu} \frac{\partial x^{\lambda}}{\partial \xi^{\nu}} \frac{\partial x^{\sigma}}{\partial \xi^{\mu}} \frac{\partial V(x)}{\partial x^{\lambda}} . \tag{19}
\end{align*}
$$

Finally, with (9) and the usual definition of the connection

$$
\begin{equation*}
\Gamma^{\sigma}{ }_{\lambda y}=\frac{\partial x^{\sigma}}{\partial \xi^{\mu}} \frac{\partial^{2} \xi^{\mu}}{\partial x^{\lambda} \partial x^{\gamma}} \tag{20}
\end{equation*}
$$

we obtain the modified geodesic-type equation

$$
\begin{equation*}
\ddot{x}^{\sigma}=-\Gamma^{\sigma}{ }_{\lambda \gamma} \dot{x}^{\gamma} \dot{x}^{\lambda}-\frac{1}{M} g^{\sigma \lambda} \frac{\partial V(x)}{\partial x^{\lambda}}, \tag{21}
\end{equation*}
$$

from which we see that the derivative of the potential $V(\xi)$ is mapped, under this coordinate transformation into a force resulting in a modification of the acceleration along the geodesic-like curves, that is, (16) now reads

$$
\begin{equation*}
\dot{p}^{\mu}=M \ddot{x}^{\nu}=-M \Gamma^{\sigma}{ }_{\lambda \gamma} \dot{x}^{\gamma} \dot{x}^{\lambda}-g^{\sigma \lambda} \frac{\partial V(x)}{\partial x^{\lambda}} \tag{22}
\end{equation*}
$$

The procedure that we have carried out here provides a canonical dynamical structure for motion in the curvilinear coordinates. We now remark that the Poisson bracket remains valid for the coordinates $\{x, p\}$. In the local coordinates $\{\xi, \pi\}$, the $\tau$ derivative of a function $F(\xi, \pi)$ is

$$
\begin{align*}
\frac{d F(\xi, \pi)}{d \tau} & =\frac{\partial F(\xi, \pi)}{\partial \xi^{\mu}} \dot{\xi}^{\mu}+\frac{\partial F(\xi, \pi)}{\partial \pi_{\nu}} \dot{\pi}_{\mu} \\
& =\frac{\partial F(\xi, \pi)}{\partial \xi^{\mu}} \frac{\partial K}{\partial \pi_{\mu}}-\frac{\partial F(\xi, \pi)}{\partial \pi_{\mu}} \frac{\partial K}{\partial \xi^{\nu}}  \tag{23}\\
& \equiv[F, K]_{P B}(\xi, \pi) .
\end{align*}
$$

If we replace in this formula

$$
\begin{align*}
\frac{\partial}{\partial \xi^{\mu}} & =\frac{\partial x^{\lambda}}{\partial \xi^{\mu}} \frac{\partial}{\partial x^{\lambda}}  \tag{24}\\
\frac{\partial}{\partial \pi_{\mu}} & =\frac{\partial \xi^{\mu}}{\partial x^{\lambda}} \frac{\partial}{\partial p_{\lambda}},
\end{align*}
$$

we immediately (as assured by the invariance of the Poisson bracket under local coordinate transformations) obtain

$$
\begin{equation*}
\frac{d F(\xi, \pi)}{d \tau}=\frac{\partial F}{\partial x^{\mu}} \frac{\partial K}{\partial p_{\mu}}-\frac{\partial F}{\partial p_{\mu}} \frac{\partial K}{\partial x^{\nu}} \equiv[F, K]_{P B}(x, p) \tag{25}
\end{equation*}
$$

In this definition of Poisson bracket, we have, as for the $\xi^{\mu}, \pi_{\nu}$ relation,

$$
\begin{equation*}
\left[x^{\mu}, p_{\nu}\right]_{P B}(x, p)=\delta_{\nu}^{\mu} \tag{26}
\end{equation*}
$$

The Poisson bracket of $x^{\mu}$ with the (physical energy momentum) tangent space variable $p^{\mu}$ has then the tensor form

$$
\begin{equation*}
\left[x^{\mu}, p^{\nu}\right]_{P B}(x, p)=g^{\mu \nu} \tag{27}
\end{equation*}
$$

In the flat space limit, this relation reduces to the SHP bracket,

$$
\begin{equation*}
\left[\xi^{\mu}, \pi^{\nu}\right]_{P B}(\xi, \pi)=\eta^{\mu \nu} . \tag{28}
\end{equation*}
$$

Continuing our analysis with $p_{\mu}$ (we drop the $(x, p)$ label on the Poisson bracket henceforth),

$$
\begin{equation*}
\left[p_{\mu}, F(x)\right]_{P B}=-\frac{\partial F}{\partial x^{\mu}}, \tag{29}
\end{equation*}
$$

so that $p_{\mu}$ acts infinitesimally as the generator of translation along the coordinate curves and

$$
\begin{equation*}
\left[x^{\mu}, F(p)\right]_{P B}=\frac{\partial F(p)}{\partial p_{\mu}} \tag{30}
\end{equation*}
$$

so that $x^{\mu}$ is the generator of translations in $p_{\mu}$. In the classical case, if $F(p)$ is a general function of $p^{\mu}$, we can write at some point $x,{ }^{3}$

$$
\begin{equation*}
\left[x^{\mu}, F(p)\right]_{P B}=g^{\mu \nu}(x) \frac{\partial F(p)}{\partial p^{\nu}} \tag{31}
\end{equation*}
$$

This structure clearly provides a phase space which could serve as the basis for the construction of a canonical quantum theory on the curved spacetime.

We now turn to a discussion of the dynamics introduced into the curved space by the procedure outlined above.

We may also write (22) in terms of the full connection form by noting that with (9),

$$
\begin{equation*}
\frac{\partial g_{\lambda \gamma}}{\partial x^{\mu}}=\eta_{\alpha \beta}\left(\frac{\partial^{2} \xi^{\alpha}}{\partial x^{\lambda} \partial x^{\mu}} \frac{\partial \xi^{\beta}}{\partial x^{\gamma}}+\frac{\partial \xi^{\alpha}}{\partial x^{\lambda}} \frac{\partial^{2} \xi^{\beta}}{\partial x^{\gamma} \partial x^{\mu}}\right) \tag{32}
\end{equation*}
$$

Multiplying by $\dot{x}^{\gamma} \dot{x}^{\lambda}$, the two terms combine to give a factor of two. We then return to the original definition of $\Gamma$ in (20) in the form

$$
\begin{equation*}
\frac{\partial^{2} \xi^{\alpha}}{\partial x^{\lambda} \partial x^{\mu}}=\frac{\partial \xi^{\alpha}}{\partial x^{\sigma}} \Gamma^{\sigma}{ }_{\lambda \mu}, \tag{33}
\end{equation*}
$$

so we can write

$$
\begin{align*}
\frac{\partial g_{\lambda \gamma}}{\partial x^{\mu}} \dot{x}^{\gamma} \dot{x}^{\lambda} & =2 \eta_{\alpha \beta} \frac{\partial \xi^{\alpha}}{\partial x^{\sigma}} \frac{\partial \xi^{\beta}}{\partial x^{\gamma}} \Gamma^{\sigma}{ }_{\lambda \mu} \dot{x}^{\gamma} \dot{x}^{\lambda}  \tag{34}\\
& =2 g_{\sigma \gamma} \Gamma^{\sigma}{ }_{\lambda \mu} \dot{x}^{\gamma} \dot{x}^{\lambda} .
\end{align*}
$$

[^4]We therefore have

$$
\begin{equation*}
\dot{p}_{\mu}=-\frac{\partial V(x)}{\partial x^{\mu}}+M g_{\sigma \gamma} \Gamma^{\sigma}{ }_{\lambda \mu} \dot{x}^{\gamma} \dot{x}^{\lambda} . \tag{35}
\end{equation*}
$$

## 3. Quantum theory on the curved space

The Poisson bracket formulas (25) and (26) can be considered as a basis for defining a quantum theory with canonical commutation relations

$$
\begin{equation*}
\left[x^{\mu}, p_{\nu}\right]=i \hbar \delta^{\mu}{ }_{\nu}, \tag{36}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left[p_{\mu}, F(x)\right]=-i \hbar \frac{\partial F}{\partial x^{\mu}}, \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[x^{\mu}, F(p)\right]=i \hbar \frac{\partial F(p)}{\partial p_{\mu}} . \tag{38}
\end{equation*}
$$

The transcription of the Stueckelberg-Schrödinger equation for a wave function $\psi_{\tau}(x)$ can be taken to be (see also [26-28])

$$
\begin{equation*}
i \frac{\partial}{\partial \tau} \psi_{\tau}(x)=K \psi_{\tau}(x), \tag{39}
\end{equation*}
$$

where the operator valued Hamiltonian can be taken to be the Hermitian form (42), written below, on a Hilbert space defined with scalar product (with invariant measure; we write $g=-\operatorname{det}\left\{g^{\mu \nu}\right\}$ ),

$$
\begin{equation*}
(\psi, \chi)=\int d^{4} x \sqrt{g} \Psi^{*}{ }_{\tau}(x) \chi_{\tau}(x) . \tag{40}
\end{equation*}
$$

To construct a Hermitian Hamiltonian, we first study the properties of the canonical momentum in coordinate representation. Clearly, in coordinate representation, $-i \frac{\partial}{\partial x^{\mu}}$ is not Hermitian due to the presence of the factor $\sqrt{g}$ in the integrand of the scalar product. The problem is somewhat analogous to that of Newton and Wigner [29] in their treatment of the Klein-Gordon equation in momentum space. It is easily seen that the operator

$$
\begin{equation*}
p_{\mu}=-i \frac{\partial}{\partial x^{\mu}}-\frac{i}{2} \frac{1}{\sqrt{g(x)}} \frac{\partial}{\partial x^{\mu}} \sqrt{g(x)} \tag{41}
\end{equation*}
$$

is essentially self-adjoint in the scalar product (40), satisfying as well as the commutation relations (36). ${ }^{4}$

[^5]Since $p_{\mu}$ is Hermitian in the scalar product (41), we can write the Hermitian Hamiltonian as

$$
\begin{equation*}
K=\frac{1}{2 M} p_{\mu} g^{\mu \nu} p_{\nu}+V(x) \tag{42}
\end{equation*}
$$

consistent with the local coordinate transformation of (1). The integration (40) must be considered as a total volume sum with invariant measure on the whole space, consistent with the notion of Lebesgue measure and the idea that the norm is the sum of probability measures on every subset contained. We return to this point in our discussion of the Fourier transform below.

## 4. Canonical quantum theory and the Fourier transform

To complete the construction of a canonical quantum theory on the curved space of GR, we discuss first the formulation of the Fourier transform $f(x) \rightarrow \tilde{f}(p)$ for a scalar function $f(x)$ (we shall use $x^{\mu}$ and the canonically conjugate $p_{\mu}$ in this discussion). Let us define ( $g \equiv-\operatorname{detg}_{\mu \nu}$ )

$$
\begin{equation*}
\tilde{f}(p)=\int d^{4} x \sqrt{g(x)} e^{i p_{\mu} x^{\mu}} f(x) \tag{43}
\end{equation*}
$$

The inverse is given by

$$
\begin{equation*}
\int e^{-i p_{\mu} x^{\prime}} \tilde{f}(p) d^{4} p=\int d^{4} p e^{-i p_{\mu}\left(x^{\mu}-x^{\prime \mu}\right)} f\left(x^{\prime}\right) \sqrt{g\left(x^{\prime}\right)} d^{4} x^{\prime}=(2 \pi)^{4} f(x) \sqrt{g(x)} \tag{44}
\end{equation*}
$$

so that

$$
\begin{equation*}
\tilde{f}^{\prime}(p)=\frac{1}{(2 \pi)^{4} \sqrt{g(x)}} \int e^{-i p_{\mu} x^{\mu}} \tilde{f}(p) d^{4} p . \tag{45}
\end{equation*}
$$

One sees immediately that under diffeomorphisms, for which with the scalar property $f(x)=f^{\prime}\left(x^{\prime}\right), \tilde{f}(p) \rightarrow \tilde{f}^{\prime}(p)$. The Fourier transform of $f^{\prime}\left(x^{\prime}\right)$ is

$$
\begin{equation*}
\tilde{f}^{\prime}(p)=\int d^{4} x^{\prime} \sqrt{g\left(x^{\prime}\right) e^{i p_{\mu} x^{\prime \mu}} f^{\prime}\left(x^{\prime}\right), \text {, }, \text {. }} \tag{46}
\end{equation*}
$$

By change of integration variables, we have

$$
\begin{equation*}
\tilde{f}^{\prime}(p)=\int d^{4} x \sqrt{g(x)} e^{i p_{\mu} x^{\mu}} f^{\prime}(x) \tag{47}
\end{equation*}
$$

In Dirac notation,

$$
\begin{equation*}
f(x)=\langle x \mid f\rangle \tag{48}
\end{equation*}
$$

and we write as well

$$
\begin{equation*}
\tilde{f}(p)=\langle p \mid f\rangle \tag{49}
\end{equation*}
$$

For

$$
\begin{align*}
&<x \mid p>=\frac{1}{(2 \pi)^{4} \sqrt{g(x)}} e^{-i p_{\mu} x^{\mu}}  \tag{50}\\
&<p \mid x>=\sqrt{g(x)} e^{i p_{\mu} x^{\mu}},
\end{align*}
$$

we have, for example, the usual action of transformation functions

$$
\begin{equation*}
\int\langle x \mid p\rangle\langle p \mid f\rangle d^{4} p=\langle x \mid f\rangle \tag{51}
\end{equation*}
$$

where we have used

$$
\begin{align*}
& \int<x|p><p| x^{\prime}>d^{4} p=\frac{1}{(2 \pi)^{4} \sqrt{g(x)}} \int d^{4} p e^{-i p_{\mu} x^{\mu}} e^{i p_{\mu} x^{\prime \prime}} \sqrt{g\left(x^{\prime}\right)}  \tag{52}\\
& \quad=\delta^{4}\left(x-x^{\prime}\right) .
\end{align*}
$$

Note that the transformation functions $\langle x \mid p\rangle$ and $\langle p \mid x\rangle$ are not simple complex conjugates of each other, but require nontrivial factors of $\sqrt{g(x)}$ and its inverse to satisfy the necessary transformation laws on the manifold. Conversely (the factors $\sqrt{g(x)}$ and its inverse cancel), we should obtain

$$
\begin{equation*}
\int\left\langle p^{\prime} \mid x\right\rangle\langle x \mid p\rangle d^{4} x=\delta^{4}\left(p^{\prime}-p\right) . \tag{53}
\end{equation*}
$$

The validity of (53) is not obvious on a curved space. We therefore provide a simple, but not trivial, proof of (53). For

$$
\begin{equation*}
\int d^{4} p e^{i p_{\mu}\left(x^{\mu}-x \mu^{\prime}\right)}=(2 \pi)^{4} \frac{\delta^{4}\left(x-x^{\prime}\right)}{\sqrt{g}} \tag{54}
\end{equation*}
$$

we must have

$$
\begin{equation*}
\tilde{f}(p)=\frac{1}{(2 \pi)^{4}} \int d^{4} x \int d^{4} p^{\prime} e^{i\left(p_{\mu}-p_{\mu}^{\prime}\right) x^{m} u} \tilde{f}\left(p^{\prime}\right) \tag{55}
\end{equation*}
$$

that is, exchanging the order of integrations, on the set $\{\tilde{f}(p)\}$,

$$
\begin{equation*}
\Delta\left(p-p^{\prime}\right)=\frac{1}{(2 \pi)^{4}} \int d^{4} x e^{i\left(p_{\mu}-p_{\mu}^{\prime}\right) x^{\mu}}=\delta^{4}\left(p-p^{\prime}\right) \tag{56}
\end{equation*}
$$

We now represent the integral as a sum over small boxes around the set of points $\left\{x_{B}\right\}$ that cover the space and eventually take the limit as for a Riemann integral. ${ }^{5}$ In each small box, the coordinatization arises from an invertible transformation from the local tangent space in that neighborhood. We write

$$
\begin{equation*}
x^{\mu}=x_{B}{ }^{\mu}+\eta^{\mu} \in \operatorname{box} \mathrm{B} \tag{57}
\end{equation*}
$$

where

[^6]\[

$$
\begin{equation*}
\eta^{\mu}=\frac{\partial x^{\mu}}{\partial \xi^{\lambda}} \xi^{\lambda} \tag{58}
\end{equation*}
$$

\]

and $\xi^{\lambda}$ is in the flat local tangent space at $x_{B}$.
We now write the integral (56) as

$$
\begin{align*}
\Delta\left(p-p^{\prime}\right) & =\frac{1}{(2 \pi)^{4}} \Sigma_{B} \int_{B} d^{4} \eta e^{i\left(p_{\mu}-p_{\mu}^{\prime}\right)\left(x_{B^{\mu}}+\eta^{\mu}\right)} \\
& =\frac{1}{(2 \pi)^{4}} \Sigma_{B} e^{i\left(p_{\mu}-p_{\mu}^{\prime}\right) x_{B}{ }^{u}} \int_{B} d^{4} \eta e^{i\left(p_{\mu}-p_{\mu}^{\prime}\right) \eta^{u}} . \tag{59}
\end{align*}
$$

Let us call

$$
\begin{equation*}
\left.I_{B}=\int_{B} d^{4} \eta e^{i\left(p_{\mu}-p_{\mu}^{\prime}\right)}\right) \eta^{\mu} . \tag{60}
\end{equation*}
$$

In this neighborhood, call

$$
\begin{equation*}
\frac{\partial x^{\mu}}{\partial \xi^{\lambda}}=a^{\mu}{ }_{\lambda}(B), \tag{61}
\end{equation*}
$$

which we assume a constant matrix (Lorentz transformation) in each box. In (60), we then have

$$
\begin{equation*}
I_{B}=\int_{B} \frac{d^{4} \xi}{\sqrt{\operatorname{det} a}} e^{i\left(p_{\mu}-p_{\mu}^{\prime}\right) a^{\alpha^{\mu}}(B) \xi^{{ }^{\lambda}}} . \tag{62}
\end{equation*}
$$

However, we can make a change of variables; we are left with

$$
\begin{equation*}
I_{B^{\prime}}=\int_{B} d^{4} \xi e^{i\left(p_{\mu}-p_{\mu}^{\prime}\right) \xi^{\mu}} \tag{63}
\end{equation*}
$$

in each box.
However, the transformations ${a^{\mu}}^{\mu}(B)$ in the neighborhood of each point $B$ may be different, and therefore the set of transformed boxes may not cover (boundary deficits) the full domain of spacetime coordinates (one can easily estimate that the deficit from an arbitrarily selected set can be infinite in the limit).

We may avoid this problem by assuming geodesic completeness of the manifold and taking the covering set of boxes, constructed of parallel transported edges, along geodesic curves. Parallel transport of the tangent space boxes then fills the space in the neighborhood of the geodesic curve we are following, and each infinitesimal box may carry an invariant volume (Liouville-type flow) transported along a geodesic curve. For successive boxes along the geodesic curve, since the boundaries are determined by parallel transport (rectilinear shift in the succession of local tangent spaces), there is no volume deficit between adjacent boxes.

We may furthermore translate a geodesic curve to an adjacent geodesic by the mechanism discussed in [32], so that boxes associated with adjacent geodesics are also related by parallel transport. In this way, we may fill the entire geodesically accessible spacetime volume.

Let us assign a measure to each point $B$ :

$$
\begin{equation*}
\Delta \mu\left(B, p-p^{\prime}\right) \equiv I_{B} . \tag{64}
\end{equation*}
$$

We may then write (59) as

$$
\begin{equation*}
\Delta\left(p-p^{\prime}\right)=\frac{1}{(2 \pi)^{4}} \Sigma_{B} e^{i\left(p_{\mu}-p_{\mu}^{\prime}\right) x_{B^{\mu}}} \Delta \mu\left(B, p-p^{\prime}\right), \tag{65}
\end{equation*}
$$

Our construction has so far been based on elements constructed in the tangent space in the neighborhood of each point $B$. Relating all points along a geodesic to the corresponding tangent spaces and putting each patch in correspondence by continuity, we may consider the set $\left\{x_{B}\right\}$ to be in correspondence with an extended flat space $\{\xi\}$, for which $x_{B} \sim \xi_{B}$ to obtain ${ }^{6}$

$$
\begin{equation*}
\Delta\left(p-p^{\prime}\right)=\frac{1}{(2 \pi)^{4}} \Sigma_{B} e^{i\left(p_{\mu}-p_{\mu}^{\prime}\right) \xi_{B}{ }^{\mu}} \Delta \mu\left(\xi_{B}, p-p^{\prime}\right) \tag{66}
\end{equation*}
$$

In the limit of vanishing spacetime box volume, this approaches the Lebesguetype integral on a flat space:

$$
\begin{equation*}
\Delta\left(p-p^{\prime}\right)=\frac{1}{(2 \pi)^{4}} \int e^{i\left(p_{\mu}-p_{\mu}^{\prime}\right) \xi^{\mu}} d \mu\left(\xi, p-p^{\prime}\right) \tag{67}
\end{equation*}
$$

If the measure is differentiable, we could write

$$
\begin{equation*}
d \mu\left(\xi, p-p^{\prime}\right)=m\left(\xi, p-p^{\prime}\right) d^{4} \xi \tag{68}
\end{equation*}
$$

Since the kernel $\Delta\left(p-p^{\prime}\right)$ is to act on elements of a Hilbert space $\{\tilde{f}(p)\}$, the support for $p^{\prime} \rightarrow \infty$ vanishes, so that $p-p^{\prime}$ is essentially bounded, as we discuss below. In the small box, say, size $\epsilon$,

$$
\begin{align*}
\int_{-\epsilon / 2}^{\epsilon / 2} d \xi^{0} d \xi^{1} d \xi^{2} d \xi^{3} e^{i\left(p_{\mu}-p_{\mu}^{\prime}\right) \xi^{\mu}}= & (2 i)^{4} \Pi_{j=0}^{j=3} \frac{\sin \left(p_{j}-p_{j}^{\prime}\right) \frac{\epsilon}{2}}{\left(p_{j}-p_{j}^{\prime}\right)}  \tag{69}\\
& \rightarrow \epsilon^{4} \sim d^{4} \xi
\end{align*}
$$

so that $m\left(\xi, p-p^{\prime}\right)=1$, and we have

$$
\begin{equation*}
\Delta\left(p-p^{\prime}\right)=\frac{1}{(2 \pi)^{4}} \int e^{i\left(p_{\mu}-p_{\mu}^{\prime}\right) \xi^{\mu}} d^{4} \xi \tag{70}
\end{equation*}
$$

or $^{7}$

$$
\begin{equation*}
\Delta\left(p-p^{\prime}\right)=\delta^{4}\left(p-p^{\prime}\right) \tag{71}
\end{equation*}
$$

It is clear that the assertion (69) requires some discussion. For $\epsilon \rightarrow 0$ we must be sure that $p^{\prime}$ does not become too large, so that our local measure is equivalent to $d^{4} \xi$. In one of the dimensions, what we want to find are conditions for which

$$
\begin{equation*}
\frac{\operatorname{sinp} \epsilon}{p} \rightarrow \epsilon \tag{72}
\end{equation*}
$$

[^7]for $\epsilon \rightarrow 0$, where we have written $p$ for $p-p^{\prime}$. As a distribution, on functions $g(p)$, the left member of (72) acts as
\[

$$
\begin{equation*}
G(\epsilon) \equiv \int_{-\infty}^{\infty} \frac{\operatorname{sinp} \epsilon}{p} g(p) . \tag{73}
\end{equation*}
$$

\]

The function $G(\epsilon)$ is analytic in the neighborhood of $\epsilon=0$ if $p^{n} g(p)$ has a Fourier transform for all $n$ and the series is convergent in this neighborhood, since $G(0)$ is identically zero and successive derivatives correspond to the Fourier transforms of $p^{n} g(p)$ (differentiating under the integral). This implies that if the (usual) Fourier transform of $g(p)$ is a $C^{\infty}$ function (as a simple sufficient condition) in the local tangent space $\{\xi\}$ and we have appropriate convergence properties, we can reliably use the first order term in the Taylor expansion;

$$
\begin{equation*}
\left.\frac{d}{d \epsilon} G(\epsilon)\right|_{\epsilon=0}=\left.\int \cos \epsilon p g(p)\right|_{\epsilon=0} \tag{74}
\end{equation*}
$$

so that, for $\epsilon \rightarrow 0$,

$$
\begin{equation*}
G(\epsilon) \rightarrow \epsilon \tilde{g}(0), \tag{75}
\end{equation*}
$$

where $\tilde{g}(\xi)$ is the Fourier transform of $g(p)$. As a distribution on such functions $g(p)$, the assertion (3.39) then follows.

## 5. Application to the Bekenstein-Sanders fields

We have discussed the construction of a canonical quantum theory in terms of an embedding of the SHP relativistic classical and quantum theory into general relativity. We show in this section that this systematic embedding provides a framework for the method developed by Bekenstein and Milgrom for understanding the MOND [5-10] that appeared necessary to explain the galactic rotation curves [35].

The remarkable development of observational equipment and power of computation has resulted in the discovery that Newtonian gravitational physics leads to a prediction for the dynamics of stars in galaxies that is not consistent with observation. It was proposed that there should be a matter present which does not radiate light which would resolve this difficulty, but so far no firm evidence of the existence of such matter has emerged. Milgrom [5-10] proposed a modification of Newton's law (MOND) which could resolve the problem. However, since Newton's law of gravitation emerges in the "post-Newtonian approximation" to the geodesic motion in Einstein's theory of gravity [35], the modification of Newton's law must involve a modification of Einstein's theory. ${ }^{8}$ Such a modification was proposed by Bekenstein and Milgrom [5-10] in terms of a conformal factor multiplying the usual Einstein metric.

The origin of such a conformal factor can be found in the potential term of the special relativistic SHP theory. The embedding of this theory in GR [20] brings this potential term as a world scalar. The Hamiltonian for the general relativistic case then has the form (8). It was shown by Horwitz et al. [37] that a very sensitive test

[^8]by geodesic deviation can be formulated by to study stability by transforming a standard nonrelativistic Hamiltonian of the form
\[

$$
\begin{equation*}
H=\frac{\mathbf{p}^{2}}{2 M}+V(\mathbf{r}) \tag{76}
\end{equation*}
$$

\]

to the form

$$
\begin{equation*}
H=\frac{1}{2 M} p_{i} g^{i j}(\mathbf{r}) p_{j}, \tag{77}
\end{equation*}
$$

with

$$
\begin{equation*}
g^{i j}(\mathbf{r})=\phi(\mathbf{r}) \frac{E}{E-V} \delta^{i j}, \tag{78}
\end{equation*}
$$

that is, a conformal factor on the original metric. Applying the same idea to the Hamiltonian (8), with the $g^{\mu \nu}(x)$ of Einstein replaced by the conformal form

$$
\begin{equation*}
\tilde{g} \mu \nu(x)=\phi(x) g^{\mu \nu}(x) \tag{79}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(x)=\frac{k}{k-V(x)} \tag{80}
\end{equation*}
$$

with $k$ a point in the spectrum of $K$, so that

$$
\begin{equation*}
H=\frac{1}{2 M} p_{\mu} \tilde{g} \mu \nu(x) p_{\nu} \tag{81}
\end{equation*}
$$

We see that we can in this way achieve the structure proposed by Bekenstein and Milgrom [5-10] systematically. Moreover, in addition to providing a mechanism for achieving a realization of the MOND theory, in the original form (8), the world scalar term $V(x)$ could represent the so-called dark energy [2, 3], establishing a relation between the MOND picture and the anomalous expansion of the universe, a question presently under study.

The theory proposed by Bekenstein and Milgrom [5-10] did not, however, account for the lensing of light observed when light passes a galaxy. To solve this problem, Bekenstein and Sanders [4] proposed the introduction of a vector field $n^{\mu}(x)$, satisfying the normalization constraint

$$
\begin{equation*}
n^{\mu} n_{\mu}=-1, \tag{82}
\end{equation*}
$$

so that the vector is timelike.
This vector field can then be used to construct a modified meric of the form

$$
\begin{equation*}
\tilde{g} \mu \nu_{T}=\phi\left(g^{\mu \nu}(x)+n^{\mu}(x) n^{\nu}(x)\right)+\phi^{-1} n^{\mu}(x) n^{\nu}(x) . \tag{83}
\end{equation*}
$$

With this modification, Bekenstein and Sanders [4] could explain the lensing effect. In the following, we show that this new field may arise from a non-Abelian gauge transformation $[38,39]$ on the quantum theory that we have discussed in Section 3. Although Contaldi et al. [40] point out that a gauge field in this context can have caustic singularities due to the presence of a massive system, Horwitz et al. $[2,3]$ show that in the limit in which the gauge field approaches the Abelian limit, as
required by Bekenstein and Sanders [4], there is a residual term that can cancel the caustic singularities.

To preserve the normalization condition (83), it is clear that we have the possibility of moving the $n$ field on a hyperbola with a Lorentz transformation, which we can perform by a gauge transformation.

A Lorentz transformation on $n^{\mu}$ is noncommutative, and therefore the gauge field is non-Abelian [21].

An analogy can be drawn to the usual Yang-Mills gauge on $S U(2)$, where there is a two-valued index for the wave function $\psi_{\alpha}(x)$. The gauge transformation is a two-by-two matrix function of $x$ and acts only on the indices $\alpha$. The condition of invariant absolute square (probability) is

$$
\begin{equation*}
\sum_{\alpha}\left|\sum_{\beta} U_{\alpha \beta} \psi_{\beta}\right|^{2}=\sum\left|\psi_{\alpha}\right|^{2} \tag{84}
\end{equation*}
$$

Generalizing this structure, one can take the indices $\alpha$ to be infinite dimensional, and even continuous, so that (84) becomes (in the spectral representation for $n^{\mu}$ )

$$
\begin{equation*}
\int(d n)\left|\int\left(d n^{\prime}\right) U\left(n, n^{\prime}\right) \psi\left(n^{\prime}, x\right)\right|^{2}=\int(d n)|\psi(n, x)|^{2} \tag{85}
\end{equation*}
$$

implying that $U\left(n, n^{\prime}\right)$ (at each point $x$ ) is a unitary operator on a Hilbert space $L^{2}(d n)$. Since we are assuming that $n^{\mu}$ lies on a hyperbola determined by (83), the measure is

$$
\begin{equation*}
(d n)=\frac{d^{3} n}{n^{0}}, \tag{86}
\end{equation*}
$$

that is, a three-dimensional Lorentz invariant integration measure.
We now examine the gauge condition:

$$
\begin{equation*}
\left(p^{\mu}-\epsilon n^{\mu}\right) U \psi=U\left(p^{\mu}-\epsilon n^{\mu}\right) \psi \tag{87}
\end{equation*}
$$

Since the Hermitian operator $p_{\mu}$ acts as a derivative under commutation relations, we obtain

$$
\begin{equation*}
n_{\mu}^{\prime}=U n_{\mu} U^{-1}-\frac{i}{\epsilon} \frac{\partial U}{\partial x^{\mu}} U^{-1}, \tag{88}
\end{equation*}
$$

in the same form as the Yang-Mills theory [38, 39]. It is evident in the YangMills theory, due to the operator nature of the second term, the field will be algebravalued, and thus we have the usual structure of the Yang-Mills non-Abelian gauge theory. Here, if the transformation $U$ is a Lorentz transformation, the numericalvalued field $n_{\mu}$ would be carried, at least in the first term, to a new value on a hyperbola. However, the second term is operator valued on $L^{2}(d n)$, and thus, as in the Yang-Mills theory, $n^{\prime}{ }_{\mu}$ would become operator valued. Therefore, in general, the gauge field $n^{\mu}$ is operator valued.

It follows from (87) that the "field strengths"

$$
\begin{equation*}
f^{\mu \nu}=\frac{\partial n^{\mu}}{\partial x_{\nu}}-\frac{\partial n^{\nu}}{\partial x_{\mu}}+i \in\left[n^{\mu}, n^{\nu}\right] . \tag{89}
\end{equation*}
$$

Under a gauge transformation $n^{\mu} \rightarrow n^{\prime \mu}$, the new fields create field strengths in the transformed form

$$
\begin{equation*}
f^{\prime \mu \nu}=\frac{\partial n^{\prime \mu}}{\partial x_{\nu}}-\frac{\partial n^{\prime \nu}}{\partial x_{\mu}}+i \varepsilon\left[n^{\prime \mu}, n^{\prime \nu}\right] \tag{90}
\end{equation*}
$$

according to

$$
\begin{equation*}
f^{\prime \mu \nu}(x)=U f^{\mu \nu}(x) U^{-1}, \tag{91}
\end{equation*}
$$

just as in the finite-dimensional Yang-Mills theories.
For

$$
\begin{equation*}
U \cong 1+i G, \tag{92}
\end{equation*}
$$

where $G$ is infinitesimal, (87) becomes

$$
\begin{equation*}
n^{\prime \mu}=n^{\mu}+i\left[G, n^{\mu}\right]+\frac{1}{\epsilon} \frac{\partial G}{\partial x_{\mu}}+O\left(G^{2}\right) . \tag{93}
\end{equation*}
$$

Then,

$$
\begin{align*}
n^{\prime \mu} n^{\prime}{ }_{\mu} & \cong n^{\mu} n_{\mu}+i\left(n^{\mu}\left[G, n_{\mu}\right]+\left[G, n^{\mu}\right]\right) n_{\mu} \\
& +\frac{1}{\epsilon}\left(\frac{\partial G}{\partial x_{\mu}} n_{\mu}+n^{\mu} \frac{\partial G}{\partial x^{\mu}}\right) . \tag{94}
\end{align*}
$$

Let us take

$$
\begin{align*}
G & =-\frac{i \epsilon}{2} \sum\left\{\omega_{\lambda \gamma}(n, x),\left(n^{\lambda} \frac{\partial}{\partial n_{\gamma}}-n^{\gamma} \frac{\partial}{\partial n_{\lambda}}\right)\right\}  \tag{95}\\
& \equiv \frac{\epsilon}{2} \sum\left\{\omega_{\lambda \gamma}(n, x), N^{\lambda \gamma}\right\}
\end{align*}
$$

where symmetrization is required since $\omega_{\lambda y}$ is a function of $n$ as well as $x$ and

$$
\begin{equation*}
N^{\lambda \gamma}=-i\left(n^{\lambda} \frac{\partial}{\partial n_{\gamma}}-n^{\gamma} \frac{\partial}{\partial n^{\lambda}}\right) . \tag{96}
\end{equation*}
$$

Our investigation in the following will be concerned with a study of the infinitesimal gauge neighborhood of the Abelian limit, where the components of $n^{\mu}$ do not commute and therefore still constitute a Yang-Mills-type field. We shall show in the limit that the corresponding field equations acquire nonlinear terms and may therefore nullify the difficulty found by Contaldi et al. [40] demonstrating a dynamical instability for an Abelian vector-type TeVeS gauge field. They found that nonlinear terms associated with a non-Maxwellian-type action, such as $(\operatorname{div} \mathbf{n})^{2}$, could nullify this caustic singularity, so that the nonlinear terms we find as a residue of the Yang-Mills structure induced by our gauge transformation might achieve this effect in a natural way.

Now, the second term of (94), which is the commutator of $G$ with $n^{\mu} n_{\mu}$, vanishes, since this product is Lorentz invariant (the symmetrization in $G$ does not affect this result).

We now consider the third term in (94).

$$
\begin{align*}
\frac{1}{\epsilon} \frac{\partial G}{\partial x_{\mu}} n_{\mu}+n^{\mu} \frac{\partial G}{\partial x^{\mu}} & =\frac{1}{2}\left\{\frac{\partial \omega_{\lambda \gamma}}{\partial x_{\mu}}, N^{\lambda \gamma}\right\} n_{\mu}+n_{\mu}\left\{\frac{\partial \omega_{\lambda \gamma}}{\partial x_{\mu}}, N^{\lambda \gamma}\right\}  \tag{97}\\
& =\frac{1}{2} N^{\lambda \gamma} \frac{\partial \omega_{\lambda \gamma}}{\partial x_{\mu}} n_{\mu}+\frac{\partial \omega_{\lambda \gamma}}{\partial x_{\mu}} N^{\lambda \gamma} n_{\mu}+n_{\mu} N^{\lambda \gamma} \frac{\partial \omega_{\lambda \gamma}}{\partial x_{\mu}}+n_{\mu} \frac{\partial \omega_{\lambda \gamma}}{\partial x_{\mu}} N^{\lambda \gamma}
\end{align*}
$$

There are two terms proportional to

$$
\frac{\partial \omega_{\lambda \gamma}}{\partial x_{\mu}} n_{\mu}
$$

If we take

$$
\begin{equation*}
\omega_{\lambda y}(n, x)=\omega_{\lambda y}\left(k^{\nu} x_{\nu}\right), \tag{98}
\end{equation*}
$$

where $k^{\nu} n_{\nu}=0$, then

$$
\begin{equation*}
\frac{\partial \omega_{\lambda \gamma}}{\partial x_{\mu}} n_{\mu}=k^{\mu} n_{\mu} \omega^{\prime} \lambda_{\lambda \gamma}=0 . \tag{99}
\end{equation*}
$$

For the remaining two terms,

$$
\begin{align*}
& n_{\mu} N^{\lambda \gamma} \frac{\partial \omega_{\lambda \gamma}}{\partial x_{\mu}}+\frac{\partial \omega_{\lambda \gamma}}{\partial x_{\mu}} N^{\lambda \gamma} n_{\mu} \\
&=N^{\lambda \gamma} n^{\mu} \frac{\partial \omega_{\lambda \gamma}}{\partial x_{\mu}} \\
& \quad+\left[n_{\mu}, N^{\lambda \gamma}\right] \frac{\partial \omega_{\lambda \gamma}}{\partial x_{\mu}}+\frac{\partial \omega_{\lambda \gamma}}{\partial x_{\mu}} n_{\mu} N^{\lambda \gamma}  \tag{100}\\
& \quad+\frac{\partial \omega_{\lambda \gamma}}{\partial x_{\mu}}\left[N^{\lambda \gamma}, n_{\mu}\right] .
\end{align*}
$$

The commutators contain only terms linear in $n^{\mu}$ and they cancel; the remaining terms are zero, and therefore the condition $n^{\mu} n_{\mu}=-1$ is invariant under this gauge transformation. It involves the coefficient $\omega_{\lambda y}$ which is a function of the projection of $x^{\mu}$ onto a hyperplane orthogonal the $n^{\mu}$. The vector $k^{\mu}$ of course depends on $n^{\mu}$. We take, for definiteness, $k^{\mu}=n^{\mu}(n \cdot b)+b^{\mu}$, for some $b^{\mu} \neq 0$.

We now consider the derivation of field equations from a Lagrangian constructed with the $\psi_{s}$ and $f^{\mu \nu} f_{\mu \nu}$. We take the Lagrangian to be of the form

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{f}+\mathcal{L}_{m}, \tag{101}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}_{f}=-\frac{1}{4} f^{\mu \nu} f_{\mu \nu} \tag{102}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{m}=\psi^{*}\left(i \frac{\partial}{\partial \tau}-\frac{1}{2 M}\left(p^{\mu}-\epsilon n^{\mu}\right)\left(p_{\mu}-\epsilon n_{\mu}\right)-\Phi\right) \psi+\text { c.c. } \tag{103}
\end{equation*}
$$

In carrying out the variation of $\mathcal{L}_{m}$, the contributions of varying the $\psi s$ with respect to $n$ vanish due to the field equations (Stueckelberg-Schrödinger equation)
obtained by varying $\psi^{*}$ (or $\psi$ ), and therefore in the variation with respect to $n$, only the explicit presence of $n$ in (103) need be taken into account.

Note that for the general case of $n$ generally operator valued, we can write

$$
\begin{equation*}
\psi^{*}\left(p^{\mu}-\epsilon n^{\mu}\right)\left(p_{\mu}-\epsilon n_{\mu}\right) \psi=\left(\left(p^{\mu}-\epsilon n^{\mu}\right) \psi\right)^{*}\left(p_{\mu}-\epsilon n_{\mu}\right) \psi, \tag{104}
\end{equation*}
$$

since the Lagrangian density (108) contains an integration over $\left(d n^{\prime}\right)\left(d n^{\prime \prime}\right)$ (in spectral representation, considered in lowest order, as well as an integration over $(d x) \sqrt{g(x)}$ in the action). In the limit in which $n$ is evaluated in the spectral representation, and noting that $p_{\mu}$ is represented by an imaginary differential operator, we can write this as

$$
\begin{equation*}
\left.\psi^{*}\left(p^{\mu}-\epsilon n^{\mu}\right)\left(p_{\mu}-\epsilon n_{\mu}\right) \psi=-\left(p^{\mu}+\epsilon n^{\mu}\right)\right) \psi^{*}\left(p_{\mu}-\epsilon n_{\mu}\right) \psi, \tag{105}
\end{equation*}
$$

that is, replacing explicitly $p_{\mu}$ by $-i\left(\partial / \partial x^{\mu}\right) \equiv-i \partial_{\mu}$ (since it acts by commutator with the fields); we have

$$
\begin{equation*}
\delta_{n} \mathcal{L}_{m}=\frac{-i \epsilon}{2 M}\left\{\psi^{*}\left(\partial_{\mu}-i \epsilon n_{\mu}\right) \psi-\left(\left(\partial_{\mu}+i \in n_{\mu}\right) \psi^{*}\right) \psi\right\} \delta n^{\mu}, \tag{106}
\end{equation*}
$$

or

$$
\begin{equation*}
\delta_{n} \mathcal{L}_{m}=j_{\mu}(n, x) \delta n^{\mu}, \tag{107}
\end{equation*}
$$

where $j_{\mu}$ has the usual form of a gauge invariant current.
For the calculation of the variation of $\mathcal{L}_{f}$, we note that the commutator term in (89) is, in lowest order, a c-number function.

Calling

$$
\begin{equation*}
\omega_{\lambda}^{\prime}{ }_{\lambda}^{\mu} n^{\lambda} \equiv v^{\mu}, \tag{108}
\end{equation*}
$$

we compute the variation of

$$
\begin{equation*}
\left[n^{\prime \mu}, n^{\prime \nu}\right]=2 i\left(k^{\nu} v^{\mu}-k^{\mu} v^{\nu}\right) \tag{109}
\end{equation*}
$$

Then, for

$$
\begin{equation*}
\delta_{n}\left[n^{\prime \mu}, n^{\prime \nu}\right]=\delta_{n^{\gamma}} \frac{\partial}{\partial n^{\gamma}}\left[n^{\prime \mu}, n^{\prime \nu}\right], \tag{110}
\end{equation*}
$$

we compute

$$
\begin{equation*}
\frac{\partial}{\partial n^{\gamma}}\left[n^{\prime \mu}, n^{\prime \nu}\right]=2 i\left(\frac{\partial k^{\nu}}{\partial n^{\gamma}} v^{\mu}+k^{\nu} \frac{\partial v^{\mu}}{\partial n^{\gamma}}-(\mu \leftrightarrow \nu)\right) . \tag{111}
\end{equation*}
$$

With our choice of $k^{\nu}=n^{\nu}(n \cdot b)+b^{\nu}$,

$$
\begin{equation*}
\frac{\partial k^{\nu}}{\partial n^{\gamma}}=\delta^{\nu}{ }_{\gamma}(n \cdot b)+n^{\nu} b_{\gamma}, \tag{112}
\end{equation*}
$$

so that

$$
\begin{align*}
\frac{\partial}{\partial n^{\gamma}}\left[n^{\prime \mu}, n^{\prime \nu}\right]= & 2 i\left(\left(\delta_{\gamma}^{\nu}(n \cdot b)+n^{\nu} b_{\gamma}\right) v^{\mu}\right.  \tag{113}\\
& \left.+k^{\nu} \frac{\partial v^{\mu}}{\partial n^{\gamma}}-(\mu \leftrightarrow \nu)\right) .
\end{align*}
$$

Here,

$$
\frac{\partial v^{\mu}}{\partial n^{\gamma}}=\omega^{\prime \mu}{ }_{\gamma}+\omega^{\prime \prime}{ }_{\lambda}{ }^{\mu} n^{\lambda} \frac{\partial k_{\sigma}}{\partial n^{\gamma}} x^{\sigma},
$$

so we see that

$$
\begin{equation*}
\frac{\partial}{\partial \eta^{\gamma}}\left[n^{\prime \mu}, n^{\prime \nu}\right] \equiv \mathcal{O}_{\gamma^{\mu \nu}} \tag{114}
\end{equation*}
$$

where the quantity $\mathcal{O}_{\gamma}{ }^{\mu \nu} \delta n^{\gamma}$ depends on the first and second derivatives of $\omega_{\lambda}^{\mu}$, in general, nonlinear in $n^{\mu}$. We therefore have

$$
\begin{equation*}
\delta_{n}\left[n^{\prime \mu}, n^{\prime \nu}\right]=\mathcal{O}_{\gamma}^{\mu \nu} \delta n^{\gamma} \tag{115}
\end{equation*}
$$

In the limit that $\omega \rightarrow 0$, its derivative and higher derivatives which appear in $\mathcal{O}_{\gamma}{ }^{\mu \nu}$ may not vanish (somewhat analogous to the case in gravitational theory when the connection form vanishes, but the curvature does not), so that this term can contribute in the limit of the an Abelian gauge.

Returning to the variation of $\mathcal{L}_{f}$, we see that

$$
\begin{align*}
\delta \mathcal{L}_{f}= & -\frac{1}{4}\left(\left(\partial^{\mu} \delta n^{\nu}-\partial^{\nu} \delta n_{\mu}+i \epsilon \delta\left[n^{\mu}, n^{\mu}\right]\right) f_{\mu \nu}\right. \\
& \left.+f^{\mu \nu}\left(\partial_{\mu} \delta n_{\nu}-\partial_{\nu} \delta n_{\mu}+i \epsilon \delta\left[n_{\mu}, n_{\mu}\right]\right)\right)  \tag{116}\\
= & -\partial^{\nu} f_{\mu \nu} \delta n^{\mu}+2 i f_{\mu \nu} \delta\left[n^{\mu}, n^{\nu}\right],
\end{align*}
$$

where we have taken into account the fact that $\left[n_{\mu}, n_{\mu}\right]$ is a c-number function and integrated by parts the derivatives of $\delta n$. We then obtain

$$
\begin{equation*}
\delta \mathcal{L}_{f}=-\partial^{\nu} f_{\mu \nu} \delta n^{\mu}+2 i \epsilon f_{\lambda \sigma} \mathcal{O}^{\lambda \sigma}{ }_{\mu} \delta n^{\mu} \tag{117}
\end{equation*}
$$

Since the coefficient of $\delta n^{\mu}$ must vanish, we obtain the Yang-Mills equations for the fields given the source currents:

$$
\begin{equation*}
\partial^{\nu} f_{\mu \nu}=j_{\mu}-2 i e f_{\lambda \sigma} \mathcal{O}^{\lambda \sigma}{ }_{\mu} \tag{118}
\end{equation*}
$$

which is nonlinear in the fields $n^{\mu}$, as we have seen, even in the Abelian limit, where, from (106),

$$
\begin{equation*}
j_{\mu}=-i \frac{\epsilon}{2 M}\left\{\psi^{*}\left(\partial_{\mu}-i \in n_{\mu}\right) \psi-\left(\left(\partial_{\mu}+i \in n_{\mu}\right) \psi^{*}\right) \psi\right\} . \tag{119}
\end{equation*}
$$

## 6. Summary

In this chapter, we have shown that the formulation of MOND theory by Bekenstein and Milgrom [5-10] can have a systematic origin within the framework of the embedding of the SHP [1] theory into general relativity [20]. The SHP
formalism admits a scalar potential term that appears both in the conformal factor giving rise to the MOND functions in the galaxy and, in the original form of the Hamiltonian, to a possible candidate for "dark energy." The solution of the lensing problem by Bekenstein and Sanders [4] by introduction of a local vector field was also shown to arise in a natural way in terms of a non-Abelian gauge field, for which, in the Abelian limit, there is a residual term that can cancel the caustic singularity found by Contaldi et al. [40] which can arise in a purely Abelian gauge theory.
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# Fast Indicators for Orbital Stability: A Survey on Lyapunov and Reversibility Errors 

Giorgio Turchetti and Federico Panichi


#### Abstract

We present a survey on the recently introduced fast indicators for Hamiltonian systems, which measure the sensitivity of orbits to small initial displacements, Lyapunov error (LE), and to a small additive noise, reversibility error (RE). The LE and RE are based on variational methods and require the computation of the tangent flow or map. The modified reversibility error method (REM) measures the effect of roundoff and is computed by iterating a symplectic map forward and backward the same number of times. The smoothest indicator is RE since it damps the oscillations of LE. It can be proven that LE and RE grow following a power law for regular orbits and an exponential law for chaotic orbits. There is a numerical evidence that the growth of RE and REM follows the same law. The application to models of celestial and beam dynamics has shown the reliability of these indicators.


Keywords: variational principles, reversibility error, additive noise, roundoff

## 1. Introduction

The global stability properties of Hamiltonian systems and symplectic maps have a solid theoretical foundation [1, 2]. Nevertheless, the determination of the orbital stability by computing the maximum Lyapunov exponent is a procedure difficult to implement numerically, because of the $t \rightarrow \infty$ limit. For this reason a variety of fast indicators has been developed during the last two decades [3-7]. The variational methods mentioned above measure the sensitivity to initial conditions of the orbit computed for finite times. The spectral methods [8,9] relate the stability to the behavior of the Fourier spectrum of the orbit computed for finite times.

In the framework of the variational methods, we have proposed two indicators [10-12] the Lyapunov error (LE) and the reversibility error (RE) introducing also the modified reversibility error method (REM). The LE is due to a small displacement of the initial condition, the RE is due to an additive noise, and REM is due to roundoff. The reversibility error due to the roundoff or noise is more convenient with respect to the error occurring in the forward evolution of the map. ${ }^{1}$

[^9]In the limit of a vanishing amplitude of the initial displacement or of the random displacement, the LE and RE are defined by using the tangent map along the orbit. Furthermore, RE is related to LE by a very simple formula. A reversibility error is always present in numerical computations due to roundoff even when no additive noise is introduced. We compute REM by iterating $n$ times the $\operatorname{map} M$, then its inverse $n$ times, and dividing the norm of the displacement from the initial point, by the roundoff amplitude. The procedure is extremely simple and does not require the knowledge of the tangent map. Though the effect of roundoff on a single iteration is not equivalent to a random displacement, after many iterations the cumulative result is comparable if the computational complexity of the map is sufficiently high. The main difference is that for an additive noise, the error is defined as the root mean square deviation of the noisy orbit with respect to the exact one, obtained by averaging over all possible realizations of the noise, whereas for the roundoff a unique realization is available. As a consequence REM fluctuates with the iteration number $n$, whereas RE does not. A statistical analysis of roundoff compared to a random noise was previously performed using the fidelity method [13, 14], and a comparison of REM with other fast indicators was initially carried out for the standard map [15]. The growth of errors, for REM-, RE-, and Lyapunov-based indicators, is governed by the tangent map. For LE a small initial displacement is propagated and amplified along the orbit. For RE or REM, a random or pseudorandom displacement is introduced at any (forward or backward) iteration of the map and is propagated and amplified along the orbit. The final random displacement is the sum of the global displacements triggered by the local displacements (due to noise or roundoff) occurring at any iteration. Therefore, it is not surprising that the square of RE is twice the sum of the squares of LE computed along the orbit and that all the numerical experiments suggest that REM exhibits a similar behavior even though with larger fluctuations.

For an integrable map, the growth of LE and RE follows asymptotically a power law $n^{\alpha}$, and the exact analytical result is known. This result can be extended to quasi integrable maps by using the normal forms theory. For uniformly chaotic maps (hyperbolic automorphisms of the torus), the LE and RE have an exponential growth $e^{\lambda n}$. For generic maps, the asymptotic growth of LE and RE follows a power law in the regions of regular motion and an exponential law in the regions of chaotic motion, and the same behavior is observed for REM. For an integrable or quasi integrable map, LE has an asymptotic linear growth $\alpha=1$ with oscillations, whereas RE has an asymptotic power law growth with $\alpha=3 / 2$ without oscillations, since they are rapidly damped. The oscillations of LE disappear when the map is written in normal coordinates. For a linear map conjugated to a rotation, the power law exponents are $\alpha=0$ for LE and $\alpha=1 / 2$ for RE. For REM the power law exponent $\alpha$ varies between 0 and 1, its value depending on the computational complexity of the map and therefore on the choice of coordinates.

The definition of LE we propose differs from fast Lyapunov indicator (FLI) [3] or orthogonal fast Lyapunov indicator (OFLI) [4], which are based on the growth along the orbit of the norm of a given initial displacement vector. Indeed, we compute the growth of the vectors of an orthogonal basis, which amounts to defining LE, which we denote as $e_{n}^{L}$, as the square root of $\operatorname{Tr}\left(\left(D M^{n}\left(\mathbf{x}_{0}\right)\right)^{T} D M^{n}\left(\mathbf{x}_{0}\right)\right)$ where $M(\mathbf{x})$ is the map, $D M(\mathbf{x})$ denotes the tangent map, and $\mathbf{x}_{0}$ is the initial condition. This definition has the obvious advantage of insuring the correct asymptotic growth.

Indeed the anomalies in the behavior of FLI [16], due to the choice of the initial vector, are not met. The use of exponential growth factor of nearby orbits (MEGNO) [17] allows to filter the oscillations which are still present in LE. The RE
is obtained from the covariance matrix which is computed from the tangent map. We denote this error by $e_{n}^{R}$, which has a very simple relation with LE given by the square root of $\left(e_{0}^{L}\right)^{2}+2\left(e_{1}^{L}\right)^{2}+\ldots+2\left(e_{n-1}^{L}\right)^{2}+\left(e_{n}^{L}\right)^{2}$. We first analyze the case of linear maps to explore the behavior of REM. A systematic comparison of LE, RE, and REM is presented for two basic models: the standard map and the Hénon map. The asymptotic power law exponents are computed by using the MEGNO filter. For nonlinear two-dimensional maps, the behavior of the errors has been compared moving along a one-dimensional grid in the phase plane: crossing of islands has a clear signature, the chaotic regions are very neatly distinguished, and good agreement with the theoretical predictions is found.

A rectangular region of phase plane has been examined by choosing a grid and using a color, logarithmic scale for the errors at each point. Also in this case, a good correspondence with the phase space portrait is found. On the basis of the analysis presented here and the experience gained in investigating more complex models from celestial mechanics [18] and beam dynamics [19], we suggest to compare RE and REM with LE, possibly, filtered with MEGNO, to damp the oscillations ${ }^{2}$. For maps of dimension 4 or higher, a direct geometric inspection of the orbits is not possible since the Poincaré section requires an interpolation Hamiltonian. As a consequence the use of fast indicators is the only practical approach to analyze the orbital stability. Hamiltonian systems have a continuous time flow, and the errors LE and RE denoted by $e^{L}(t)$ and $e^{R}(t)$, respectively, are computed by using the fundamental matrix $\mathrm{L}(t)$ of the tangent flow. In this case $e_{L}(t)=\left(\operatorname{Tr}\left(\mathrm{L}^{T}(t) \mathrm{L}(t)\right)\right)^{1 / 2}$ and $e^{R}(t)$ are given by the square root of $2 \int_{0}^{t} d s\left(e^{L}(s)\right)^{2}$, whose trapezoidal rule approximation gives the relation found for the maps [12]. Standard procedures allow to approximate the orbit $\mathbf{x}(t)$ by the iterates $M^{n}\left(\mathbf{x}_{0}\right)$ of a symplectic integrator map $M$ (see [20]) and the fundamental matrix $\mathrm{L}(t)$ by $D M^{n}\left(\mathbf{x}_{0}\right)$ (see [21]). The paper has the following structure. In Section 2, we recall the definitions for LE and RE and obtain their mutual relation. In Section 3, we present the analytical results on LE and RE together with the numerical results on REM for integrable maps. In Section 4, the key features of two prototype models, the standard map and the Hénon map, are summarized. In Section 5, we present a detailed numerical analysis of LE, RE, and REM for the standard map. In Section 6, the same analysis is presented for the Hénon map. In Section 7, the summary and conclusions are presented.

## 2. Definition of errors

Given a symplectic map $M(\mathbf{x})$ where $\mathbf{x} \in \mathbb{R}^{2 d}$, we consider the orbits $\mathbf{x}_{n}=M^{n}\left(\mathbf{x}_{0}\right)$ and $\mathbf{y}_{n}=M^{n}\left(\mathbf{y}_{0}\right)$ for two initial points $\mathbf{x}_{0}$ and $\mathbf{y}_{0}=\mathbf{x}_{0}+\epsilon \boldsymbol{\eta}_{0}$, respectively, where $\boldsymbol{\eta}$ is a unit vector. We consider the normalized displacement $\boldsymbol{\eta}_{n}$ at iteration $n$ defined by

$$
\begin{equation*}
\boldsymbol{\eta}_{n}=\lim _{\epsilon \rightarrow 0} \frac{\mathbf{y}_{n}-\mathbf{x}_{n}}{\epsilon}=\lim _{\epsilon \rightarrow 0} \frac{M\left(\mathbf{y}_{n-1}\right)-M\left(\mathbf{x}_{n-1}\right)}{\epsilon} \tag{1}
\end{equation*}
$$

[^10]which satisfies the linear recurrence
\[

$$
\begin{equation*}
\boldsymbol{\eta}_{n}=D M\left(\mathbf{x}_{n-1}\right) \boldsymbol{\eta}_{n-1} \quad(D M)_{i j}=\frac{\partial M_{i}}{\partial x_{j}} \tag{2}
\end{equation*}
$$

\]

where $D M$ is the tangent map. For any finite $\epsilon$, we have $\mathbf{y}_{n}=\mathbf{x}_{n}+\epsilon \boldsymbol{\eta}_{n}+O\left(\epsilon^{2}\right)$. We might define the error as the norm of $\boldsymbol{\eta}_{n}$ which is closely related to the fast Lyapunov indicator FLI (see [3]) as

$$
\begin{equation*}
e_{n}\left(\boldsymbol{\eta}_{0}\right)=\left\|\boldsymbol{\eta}_{n}\right\|=\left\|D M^{n}\left(\mathbf{x}_{0}\right) \boldsymbol{\eta}_{0}\right\| \quad(F L I)_{n}=\max _{1 \leq k \leq n} \log e_{k}\left(\boldsymbol{\eta}_{0}\right) \tag{3}
\end{equation*}
$$

and to its variants such as OFLI [4]. The mean exponential growth factor of nearby orbits, MEGNO [17], denoted by $Y_{n}=Y\left(e_{n}\right)$ is the double average of the slope, and we denote it as $\Delta e_{n}^{2}$. When $n$ is a continuous variable, then $\Delta e_{n}^{2}=d \log e_{n}^{2} / d \log n$. When $n$ is an integer, the standard definition is

$$
\begin{equation*}
\Delta e_{n}^{2}=n\left(\log e_{n}^{2}-\log e_{n-1}^{2}\right) \quad Y_{n}=\left\langle\left\langle\Delta e_{n}^{2}\right\rangle\right\rangle . \tag{4}
\end{equation*}
$$

### 2.1 Lyapunov error

We propose a definition of the Lyapunov error which is independent from the choice of the initial vector:

$$
\begin{array}{ll}
e_{n}^{L}=\left(\operatorname{Tr}\left(\mathrm{A}_{n}^{T} \mathrm{~A}_{n}\right)\right)^{1 / 2} &  \tag{5}\\
\mathrm{~A}_{n}=D M^{n}\left(\mathbf{x}_{0}\right)=D M\left(\mathbf{x}_{n-1}\right) \mathrm{A}_{n-1} & \mathrm{~A}_{0}=\mathrm{I}
\end{array}
$$

It is immediate to verify that given an orthonormal basis $\boldsymbol{\eta}_{0 k}$, we have

$$
\begin{equation*}
e_{n}^{L}=\left(\sum_{k=1}^{2 d} e_{n}^{2}\left(\boldsymbol{\eta}_{0 k}\right)\right)^{1 / 2} \tag{6}
\end{equation*}
$$

and obviously the result does not depend on the choice of the basis. The computational cost of $e_{n}\left(\boldsymbol{\eta}_{0}\right)$ is $2 d$ times higher with respect to $e_{n}^{L}$, but this difference is negligible with respect to the computational cost of the matrix $D M\left(\mathbf{x}_{n-1}\right)$, which recursively gives $\boldsymbol{\eta}_{n}$ and $\mathrm{A}_{n}$. A similar definition is proposed in the case of Hamiltonian flows (see the last Subsection 2.6 and [12] for more details). An advantage of the proposed definition is that it takes into account the error growth on all possible directions of the initial displacement vector. As a consequence, no spurious effects due to the choice of the initial vector have to be faced (see [16]).

### 2.2 Forward error

When an additive noise of amplitude $\epsilon$ is introduced, the reference orbit $\mathbf{x}_{n}$ is replaced by the noisy one ( $y_{n}$ ) having the same initial condition:

$$
\begin{equation*}
\mathbf{y}_{n}=M\left(\mathbf{y}_{n-1}\right)+\epsilon \boldsymbol{\xi}_{n} \quad \mathbf{y}_{0}=\mathbf{x}_{0} \tag{7}
\end{equation*}
$$

where $\xi_{n}$ are independent random vectors satisfying

$$
\begin{equation*}
\left\langle\boldsymbol{\xi}_{n}\right\rangle=0 \quad\left\langle\boldsymbol{\xi}_{n} \boldsymbol{\xi}_{m}^{T}\right\rangle=\mathrm{I} \delta_{n m} \tag{8}
\end{equation*}
$$

The global stochastic displacement satisfies a linear nonhomogeneous equation and is defined by

$$
\begin{equation*}
\boldsymbol{\Xi}_{n}=\lim _{\epsilon \rightarrow 0} \frac{\mathbf{y}_{n}-\mathbf{x}_{n}}{\epsilon} \quad \boldsymbol{\Xi}_{n}=D M\left(\mathbf{x}_{n-1}\right) \boldsymbol{\Xi}_{n-1}+\boldsymbol{\xi}_{n} \tag{9}
\end{equation*}
$$

with initial condition $\boldsymbol{\Xi}_{0}=0$. Letting $\Sigma_{n}^{2 F}=\left\langle\boldsymbol{\Xi}_{n} \boldsymbol{\Xi}_{n}^{T}\right\rangle$ be the covariance matrix the forward error is defined by

$$
\begin{equation*}
e_{n}^{F}=\left\langle\boldsymbol{\Xi}_{n} \cdot \boldsymbol{\Xi}_{n}\right\rangle^{1 / 2}=\left(\operatorname{Tr}\left(\Sigma_{n}^{2 F}\right)\right)^{1 / 2} \tag{10}
\end{equation*}
$$

The explicit solution for $\boldsymbol{\Xi}_{n}$ is given by

$$
\begin{equation*}
\boldsymbol{\Xi}_{n}=\sum_{k=1}^{n} D M^{n-k}\left(\mathbf{x}_{k}\right) \boldsymbol{\xi}_{k}=\sum_{k=0}^{n-1} \mathrm{~B}_{k} \boldsymbol{\xi}_{n-k} \quad \mathrm{~B}_{k}=D M^{k}\left(\mathbf{x}_{n-k}\right) \tag{11}
\end{equation*}
$$

where $\mathrm{B}_{k}$ can be evaluated recursively as

$$
\begin{equation*}
\mathrm{B}_{k}=\mathrm{B}_{k-1} D M\left(\mathbf{x}_{n-k}\right) \quad \mathrm{B}_{0}=\mathrm{I} . \tag{12}
\end{equation*}
$$

The expression for the forward error finally reads

$$
\begin{equation*}
e_{n}^{F}=\left(\sum_{k=0}^{n-1} \operatorname{Tr}\left(\mathrm{~B}_{k}^{T} \mathrm{~B}_{k}\right)\right)^{1 / 2} \tag{13}
\end{equation*}
$$

The computation cost of $\mathrm{B}_{n}$ is negligible, once we have evaluated the tangent map, but the storage of the tangent map along the orbit up to $n$ is required.

### 2.3 Reversibility error

We have just defined the forward error, but it will not be used, because it is only an intermediate step toward the definition of the reversibility error. Consider the backward evolution $\mathbf{y}_{n,-k}$, given by the inverse map $M^{-1}$, with initial point $\mathbf{y}_{n, 0}=\mathbf{y}_{n}$. The point $\mathbf{y}_{n}$ is reached by iterating $n$ times the map $M$ with a random displacement of amplitude $\epsilon$ at each step, starting from $\mathbf{y}_{0}=\mathbf{x}_{0}$ (see the previous subsection). The orbit $\mathbf{y}_{n,-k}$ is obtained by iterating $k$ times the map $M^{-1}$ with a random displacement of the same amplitude at each step:

$$
\begin{equation*}
\mathbf{y}_{n,-k}=M^{-1}\left(\mathbf{y}_{n,-k+1}\right)+\epsilon \boldsymbol{\xi}_{-k} \quad k=1, \ldots, n \tag{14}
\end{equation*}
$$

The random backward displacements $\boldsymbol{\xi}_{-k}$ are independent from the forward displacements $\boldsymbol{\xi}_{k^{\prime}}$, namely, $\left\langle\boldsymbol{\xi}_{-k} \boldsymbol{\xi}_{k^{\prime}}\right\rangle=0$ and $\left\langle\boldsymbol{\xi}_{-k} \boldsymbol{\xi}_{-k^{\prime}}\right\rangle=\mathrm{I} \delta_{k k^{\prime}}$, for any $k, k^{\prime}>0$. We consider then the stochastic process $\boldsymbol{\Xi}_{n,-k}$ defined by

$$
\begin{equation*}
\boldsymbol{\Xi}_{n,-k}=\lim _{\epsilon \rightarrow 0} \frac{\mathbf{y}_{n,-k}-\mathbf{x}_{n-k}}{\epsilon} \quad \boldsymbol{\Xi}_{n,-k}=D M^{-1}\left(\mathbf{x}_{n-k+1}\right) \boldsymbol{\Xi}_{n,-k+1}+\boldsymbol{\xi}_{-k} \tag{15}
\end{equation*}
$$

with initial condition $\boldsymbol{\Xi}_{n, 0}=\boldsymbol{\Xi}_{n}$. The solution of the recurrence reads

$$
\begin{equation*}
\boldsymbol{\Xi}_{n,-k}=D M^{-k}\left(\mathbf{x}_{n}\right) \boldsymbol{\Xi}_{n}+\sum_{j=1}^{k} D M^{-(k-j)}\left(\mathbf{x}_{n-j}\right) \boldsymbol{\xi}_{-j} \tag{16}
\end{equation*}
$$

For $k=n$, we obtain the global normalized displacement $\boldsymbol{\Xi}_{n}^{R}=\boldsymbol{\Xi}_{n,-n}$ after $n$ forward and $n$ backward iterations with noise of vanishing amplitude:

$$
\begin{equation*}
\boldsymbol{\Xi}_{n}^{R}=D M^{-n}\left(\mathbf{x}_{n}\right) \boldsymbol{\Xi}_{n}+\sum_{j=1}^{n} D M^{-(n-j)}\left(\mathbf{x}_{n-j}\right) \boldsymbol{\xi}_{-j} \tag{17}
\end{equation*}
$$

Letting $\Sigma_{n}^{2 R}=\left\langle\boldsymbol{\Xi}_{n}^{R}\left(\boldsymbol{\Xi}_{n}^{R}\right)^{T}\right\rangle$ be the covariance matrix, the reversibility error (RE) is defined by

$$
\begin{equation*}
e_{n}^{R}=\left\langle\boldsymbol{\Xi}_{n}^{R} \cdot \boldsymbol{\Xi}_{n}^{R}\right\rangle^{1 / 2}=\left(\operatorname{Tr} \Sigma_{n}^{2 R}\right)^{2} \tag{18}
\end{equation*}
$$

and using Eqs. (17) and (8), an explicit expression involving only the tangent maps is obtained. Indeed the global stochastic displacement reads

$$
\begin{equation*}
\boldsymbol{\Xi}_{n}^{R}=\sum_{k=1}^{n} D M^{-n}\left(\mathbf{x}_{n}\right) D M^{n-k}\left(\mathbf{x}_{k}\right) \boldsymbol{\xi}_{k}+\sum_{k=1}^{n} D M^{-(n-k)}\left(\mathbf{x}_{n-k}\right) \boldsymbol{\xi}_{-k} \tag{19}
\end{equation*}
$$

Taking into account the independence of $\boldsymbol{\xi}_{k}$ and $\boldsymbol{\xi}_{-k^{\prime}}$, the expression for the reversibility error $e_{n}^{R}=\left\langle\boldsymbol{\Xi}_{n}^{R} \cdot \boldsymbol{\Xi}_{n}^{R}\right\rangle^{1 / 2}$ is immediately obtained.

### 2.4 Analytical relation between RE and LE indicators

The RE can be obtained from LE in a very simple way. We first notice that

$$
\begin{equation*}
D M^{-n}\left(\mathbf{x}_{n}\right) D M^{n-k}\left(\mathbf{x}_{k}\right)=D M^{-k}\left(\mathbf{x}_{k}\right) \tag{20}
\end{equation*}
$$

We prove this relation by writing $M^{-n}\left(M^{n-k}(\mathbf{x})\right)=M^{-k}(\mathbf{x})$, computing the tangent map $D M^{-n}\left(M^{n-k}(\mathbf{x})\right) D M^{n-k}(\mathbf{x})=D M^{-k}(\mathbf{x})$, and evaluating it for $\mathbf{x}=\mathbf{x}_{k}$. As a consequence the expression for the reversibility error becomes

$$
\begin{align*}
\left(e_{n}^{R}\right)^{2}= & \operatorname{Tr}\left\langle\boldsymbol{\Xi}_{n}^{R}\left(\boldsymbol{\Xi}_{n}^{R}\right)^{T}\right\rangle=\sum_{k=1}^{n}\left(\operatorname{Tr}\left[\left(D M^{-k}\left(\mathbf{x}_{k}\right)\right)^{T}\left(D M^{-k}\left(\mathbf{x}_{k}\right)\right)\right]+\right. \\
& \left.+\operatorname{Tr}\left[\left(D M^{-(n-k)}\left(\mathbf{x}_{n-k}\right)\right)^{T} D M^{-(n-k)}\left(\mathbf{x}_{n-k}\right)\right]\right)=  \tag{21}\\
& =2 \sum_{k=1}^{n-1} \operatorname{Tr}\left[\left(D M^{-k}\left(\mathbf{x}_{k}\right)\right)^{T}\left(D M^{-k}\left(\mathbf{x}_{k}\right)\right)\right]+ \\
& +\operatorname{Tr}\left[\left(D M^{-n}\left(\mathbf{x}_{n}\right)\right)^{T} D M^{-n}\left(\mathbf{x}_{n}\right)\right]+\operatorname{Tr}(\mathrm{I})
\end{align*}
$$

Starting from $M^{-k}\left(M^{k}(\mathbf{x})\right)=\mathbf{x}$, computing the tangent map, and evaluating it at $\mathbf{x}=\mathbf{x}_{0}$, it follows that

$$
\begin{equation*}
D M^{-k}\left(\mathbf{x}_{k}\right)=\left(D M^{k}\left(\mathbf{x}_{0}\right)\right)^{-1} \tag{22}
\end{equation*}
$$

Given any symplectic matrix $\mathrm{L}^{3}$, we can prove that

[^11]\[

$$
\begin{equation*}
\operatorname{Tr}\left(\left(\mathrm{L}^{-1}\right)^{T} \mathrm{~L}^{-1}\right)=\operatorname{Tr}\left(\mathrm{L}^{T} \mathrm{~L}\right) \tag{23}
\end{equation*}
$$

\]

As a consequence in Eq. (21), we can use the following relation:

$$
\begin{equation*}
\operatorname{Tr}\left[\left(D M^{-k}\left(\mathbf{x}_{k}\right)\right)^{T}\left(D M^{-k}\left(\mathbf{x}_{k}\right)\right)\right]=\operatorname{Tr}\left[\left(D M^{k}\left(\mathbf{x}_{0}\right)\right)^{T}\left(D M^{k}\left(\mathbf{x}_{0}\right)\right)\right]=\left(e_{k}^{L}\right)^{2} \tag{24}
\end{equation*}
$$

Finally, the relation between LE and RE is given by

$$
\begin{equation*}
\left(e_{n}^{R}\right)^{2}=\sum_{k=1}^{n}\left(\left(e_{k}^{L}\right)^{2}+\left(e_{n-k}^{L}\right)^{2}\right)=2\left(\sum_{k=1}^{n-1}\left(e_{k}^{L}\right)^{2}+\frac{1}{2}\left(e_{0}^{L}\right)^{2}+\frac{1}{2}\left(e_{n}^{L}\right)^{2}\right) \tag{25}
\end{equation*}
$$

This relation clearly shows how the error due to random kicks along the orbit is related to the error due to initial orthogonal kicks.

### 2.5 Roundoff-induced reversibility error

The reversibility error method (REM) is a very simple procedure based on $n$ iterations of the map $M$ followed by $n$ iterations of the inverse map. The distance from the initial point normalized by the roundoff amplitude $\epsilon$ defines the REM error. Denoting with $M_{\epsilon}$ the map with roundoff, we have

$$
\begin{equation*}
e_{n}^{R E M}=\left(\frac{\left\|M_{\epsilon}^{-n} \circ M_{\epsilon}^{n}\left(\mathbf{x}_{0}\right)-\mathbf{x}_{0}\right\|}{\epsilon}\right) \tag{26}
\end{equation*}
$$

where $\epsilon$ is the roundoff amplitude. For the eight-byte representation of reals, we choose $\epsilon=10^{-17}$. If the map has a sufficiently high computational complexity, the displacement $\boldsymbol{\xi}$ defined by $M_{\epsilon}(\mathbf{x})-M(\mathbf{x})=\epsilon \xi$ is almost random, but a unique realization is available. (For a discussion on the roundoff error, see [22]). As a consequence, the $e_{n}^{R E M}$ has large fluctuations, whereas $e_{n}^{R}$ has a smooth dependence on $n$ since it is defined by an average overall possible realizations of the stochastic displacements occurring at each iteration.

### 2.6 Errors for Hamiltonian flows

For Hamiltonian flows, we define the Lyapunov error $e_{L}(t)$ according to

$$
\begin{equation*}
e_{L}(t)=\left(\operatorname{Tr}\left(\mathrm{L}^{T}(t) \mathrm{L}(t)\right)\right)^{1 / 2} \tag{27}
\end{equation*}
$$

where $\mathrm{L}(t)$ is the fundamental matrix for the tangent flow, which satisfies the linear equation $d \mathrm{~L} / d t=\mathrm{JHL}, \mathrm{H}$ denotes the Hessian of the Hamiltonian computed along the orbit $\mathrm{H}_{i j}=\partial^{2} H / \partial x_{i} \partial x_{j}$, and the initial condition for the matrix $\mathrm{L}(t)$ is $\mathrm{L}(0)=\mathrm{I}$. The relation with the standard fast indicators is the same as for the symplectic maps. Let $\boldsymbol{\Xi}_{R}(t)$ be the stochastic displacement from $\mathbf{x}_{0}$ after a noisy evolution up to time $t$ and backward to $t=0$, divided by the noise amplitude $\varepsilon$ in the limit $\varepsilon \rightarrow 0$. It has been proven [12] that $\boldsymbol{\Xi}_{R}(t)$ satisfies a linear Langevin equation whose solution reads

$$
\begin{equation*}
\boldsymbol{\Xi}^{R}(t)=\int_{0}^{t} \mathrm{~L}^{-1}(s)(\boldsymbol{\xi}(s)-\boldsymbol{\xi}(s-t)) d s \tag{28}
\end{equation*}
$$

The reversibility error in this case is defined by the mean square deviation of the random displacement $e^{R}(t)=\left\langle\boldsymbol{\Xi}^{R}(t) \cdot \boldsymbol{\Xi}^{R}(t)\right\rangle^{1 / 2}$. As shown in [12] and from Eq. (28), we immediately obtain

$$
\begin{equation*}
e^{R}(t)=\left(2 \int_{0}^{t}\left(e^{L}(s)\right)^{2} d s\right)^{1 / 2} \tag{29}
\end{equation*}
$$

If the continuous time $t$ is replaced by an integer $n$ and we approximate the integral with the trapezoidal rule, we recover the relation in Eq. (25) obtained for a symplectic map.

## 3. Integrable maps

We evaluate the errors for integrable maps with an elliptic fixed point at the origin, whose normal form is a rotation $\mathrm{R}(\Omega)$ with a frequency $\Omega$ depending on the distance from the origin. The LE asymptotic growth is linear, and oscillations are present unless the coordinates are normal. The RE asymptotic growth follows a power law $n^{\alpha}$ with exponent $\alpha=3 / 2$. If the map is linear, its asymptotic growth follows a power law with $\alpha=0$ for LE and $\alpha=1 / 2$ for RE. The oscillations reflect the loss of rotational symmetry when generic coordinates are used. The roundoff induced reversibility error REM is also sensitive to the choice of coordinates, and a comparison between RE and REM is presented in the next sections.

### 3.1 Change of coordinate system

In generic coordinates an integrable map $M(\mathbf{x})$ is conjugated to its normal form $N(\mathbf{X})$ by a symplectic coordinate transformation $\mathbf{x}=\Phi(\mathbf{X})$; as a consequence the conjugation equation and its iterates read

$$
\begin{equation*}
M(\mathbf{x})=\Phi \circ N \circ \Phi^{-1}(\mathbf{x}) \quad M^{n}(\mathbf{x})=\Phi \circ N^{n} \circ \Phi^{-1}(\mathbf{x}) \tag{30}
\end{equation*}
$$

which imply that the orbits $\mathbf{x}_{n}=M^{n}\left(\mathbf{x}_{0}\right)$ and $\mathbf{X}_{n}=N^{n}\left(\mathbf{X}_{0}\right)$ are related by $\mathbf{x}_{n}=\Phi\left(\mathbf{X}_{n}\right)$. The tangent maps are given by

$$
\begin{equation*}
D M^{n}\left(\mathbf{x}_{0}\right)=D \Phi\left(\mathbf{X}_{n}\right) D N^{n}\left(\mathbf{X}_{0}\right) D \Phi^{-1}\left(\mathbf{x}_{0}\right)=D \Phi\left(\mathbf{X}_{n}\right) D N^{n}\left(\mathbf{X}_{0}\right)\left(D \Phi\left(\mathbf{X}_{0}\right)\right)^{-1} \tag{31}
\end{equation*}
$$

where we used $D \Phi(\mathbf{X}) D \Phi^{-1}(\mathbf{x})=\mathrm{I}$, a relation which is proved to hold by computing the Jacobian of $\Phi \circ \Phi^{-1}(\mathbf{x})=\mathbf{x}$. As a consequence, the expression for the Lyapunov error in both coordinate systems is

$$
\begin{gather*}
\left(e_{n}^{L}\left(\mathbf{X}_{0}\right)\right)^{2}=\operatorname{Tr}\left[\left(D N^{n}\left(\mathbf{X}_{0}\right)\right)^{T}\left(D N^{n}\left(\mathbf{X}_{0}\right)\right]\right. \\
\left(e_{n}^{L}\left(\mathbf{x}_{0}\right)\right)^{2}=\operatorname{Tr}\left[\left(D M^{n}\left(\mathbf{x}_{0}\right)\right)^{T}\left(D M^{n}\left(\mathbf{x}_{0}\right)\right]\right. \tag{32}
\end{gather*}
$$

Taking Eq. (31) into account, the last equation can be written as

$$
\begin{align*}
\left(e_{n}^{L}\left(\mathbf{x}_{0}\right)\right)^{2} & =\operatorname{Tr}\left[\mathrm{V}^{-1}\left(\mathbf{X}_{0}\right)\left(D N^{n}\left(\mathbf{X}_{0}\right)\right)^{T} \mathrm{~V}\left(\mathbf{X}_{n}\right) D N^{n}\left(\mathbf{X}_{0}\right)\right]  \tag{33}\\
\mathrm{V}(\mathbf{X}) & =(D \Phi(\mathbf{X}))^{T} D \Phi(\mathbf{X})
\end{align*}
$$

Notice that V is a positive-defined matrix and that its determinant is equal to 1 if $\Phi$ is symplectic. For a two-dimensional map, we can write

$$
\mathrm{V} \equiv\left(\begin{array}{ll}
a & b  \tag{34}\\
b & c
\end{array}\right) \quad \mathrm{V}^{-1}=\left(\begin{array}{cc}
c & -b \\
-b & a
\end{array}\right)
$$

where $a c-b^{2}=1$.

### 3.2 Isochronous rotations: oscillations in LE and RE

If the given map is linear and two-dimensional and $M(\mathbf{x})=\mathrm{Lx}$ with $|\operatorname{Tr} \mathrm{L}|<2$, then the map is conjugated to a rotation $\mathrm{R}(\omega)$ :

$$
\mathrm{L}=\mathrm{TR}(\omega) \mathrm{T}^{-1} \quad \mathrm{R}(\omega)=\left(\begin{array}{rc}
\cos (\omega) & \sin \omega  \tag{35}\\
-\sin (\omega) & \cos (\omega)
\end{array}\right)
$$

Letting $\mathbf{x}_{n}=\mathrm{L}^{n} \mathbf{x}_{0}$ and $\mathbf{X}_{n}=\mathrm{R}^{n} \mathbf{X}_{0}$, the orbits in the coordinate $\mathbf{x}$ and the normal coordinate $\mathbf{X}=\mathrm{T}^{-1} \mathbf{x}$ and the Lyapunov errors are given by

$$
\begin{align*}
&\left(e_{n}^{L}\left(\mathbf{X}_{0}\right)\right)^{2}=\operatorname{Tr}[\mathrm{R}(-n \omega) \mathrm{R}(n \omega)]=2 \\
&\left(e_{n}^{L}\left(\mathbf{x}_{0}\right)\right)^{2}=\operatorname{Tr}\left[\mathrm{V}^{-1} \mathrm{R}(-n \omega) \mathrm{VR}(n \omega)\right]=2 \cos ^{2}(n \omega)+\left(a^{2}+c^{2}+2 b^{2}\right) \sin ^{2}(n \omega)= \\
&=\frac{(a+c)^{2}}{2}+\left(2-\frac{(a+c)^{2}}{2}\right) \cos (2 n \omega) \tag{36}
\end{align*}
$$

where $\mathrm{V}=\mathrm{T}^{T} \mathrm{~T}$, and we have used the representation given by Eq. (34) where $D \Phi=\mathrm{T}$. The error is constant in normal coordinate $\mathbf{X}$ and oscillates between 2 and $(a+c)^{2}-2=a^{2}+c^{2}+2 b^{2}$ in the coordinate $\mathbf{x}$. The geometric interpretation is obvious since the orbits of the map belong to an ellipse rather than a circle. The result for the reversibility error is given by

$$
\begin{align*}
& \left(e_{n}^{R}\left(\mathbf{X}_{0}\right)\right)^{2}=4 n \\
& \left(e_{n}^{R}\left(\mathbf{x}_{0}\right)\right)^{2}=2 n \frac{(a+c)^{2}}{2}+\left(2-\frac{(a+c)^{2}}{2}\right) f(n) \\
& f(n)=\sum_{k=1}^{n}(\cos (2 k \omega)+\cos (2(n-k) \omega))=\cos (2 n \omega)+\frac{\cos (2(n-1) \omega)-\cos (2 n \omega)}{1-\cos (2 \omega)} \tag{37}
\end{align*}
$$

We shall first consider the dependence of the errors on the iteration order $n$ from $n=1$ up to a maximum value $N$. Then, we shall consider the dependence on the initial condition $\mathbf{x}_{0}$ when it is varied on a one-dimensional grid crossing the origin for the value $N$ of the iteration number. We choose the linear map $L$ which depends on a single parameter $\lambda$, and its relation with the rotation frequency is

$$
L=\left(\begin{array}{cc}
1-\lambda & 1  \tag{38}\\
-\lambda & 1
\end{array}\right) \quad \sin \frac{\omega}{2}=\frac{\sqrt{\lambda}}{2} \quad 0 \leq \lambda \leq 4
$$

The rotation $R(\omega) \mathbf{x}$ is the linear part for the Hénon map, whereas $L \mathbf{x}$ is the linear part of the standard map that will be discussed in the next sections. The behavior of

LE and RE for these maps is provided by Eqs. (36) and (37). The error growth follows a power law with exponent $\alpha=0$ for LE and $\alpha=1 / 2$ for RE . Oscillations are present when the coordinates are not normal.

For a generic map such as L defined by Eq. (38), the growth of REM follows a power law exponent $\alpha=1 / 2$ as RE, for almost any value of $\lambda$, as shown by Figure 1, right panel, where the plot of MEGNO corresponding to $2 \alpha$ is shown. The result for the map $\mathrm{R}(\omega)$ in normal coordinates is shown in the left panel of the same figure, and the exponent is $\alpha=1$ for almost all the values of $\omega$.

Letting $\mathbf{X}=(X, P)^{T}$ and $(\phi, J)$ be the action angle coordinates defined by $X=(2 J)^{1 / 2} \cos \phi$ and $P=-(2 J)^{1 / 2} \sin \phi$, the rotation in the $\mathbf{X}$ plane becomes a translation on the cylinder:

$$
\begin{equation*}
\phi_{n}=\phi_{n-1}+\omega \bmod 2 \pi \quad J_{n}=J_{n-1} \tag{39}
\end{equation*}
$$

and in this case REM vanishes. These results show that REM strongly depends on the computational complexity of the map. The error growth always follows a power law, but, depending on the choice of the coordinates, the exponent $\alpha$ varies in the range $[0,1]$. Unlike RE, we observe that REM depends linearly on the distance of the initial condition $\mathbf{x}_{0}$ from the origin. In Figure 2, we plot $e_{N}^{R E M}$ as a function of the initial condition when it varies on a one-dimensional grid issued from the origin for


Figure 1.
Left frame: twice the asymptotic power law exponent provided by the MEGNO filter $Y_{N}$ with $N=1000$ applied to REM for a rotation $R(\omega)$ where $\omega / 2 \pi$ varies in the interval $[0,1 / 2]$. The initial condition is $x_{0}=0.1, p_{0}=0$. Right frame: twice the asymptotic power law exponent provided by the MEGNO filter $Y_{N}$ with $N=1000$ applied to REM for a linear map L given by Eq. (38) whose parameter $\lambda$ varies in $[0,1]$. Initial condition $x_{0}=0.1, p_{0}=0$.


Figure 2.
Left frame: reversibility error due to roundoff $e_{N}^{R E M}$ for a rotation $R(\omega)$ with $\omega=2 \pi(\sqrt{2}-1)$ and $N=1000$ when the initial condition is varied. We choose $x_{0} \in[0,0.5], p_{0}=0$. The dependence on $x_{0}$ is evident and a linear $f i t f\left(x_{0}\right)=5000 x_{0}$ is shown, purple line. Right frame: computation of the error for the linear map with $\lambda=4 \sin ^{2}(\omega / 2)$ where $\omega$ has the same value. The linear fit is the same.
the rotation $\mathrm{R}(\omega)$ and the linear map L . The linear dependence is evident in both cases, even though the fluctuations are large for the linear map.

### 3.3 Anisochronous rotations

An integrable map $M$ in normal coordinates and the tangent map $D M^{n}$ read

$$
\begin{equation*}
M(\mathbf{x})=\mathrm{R}(\Omega(J)) \mathbf{x} \quad D M^{n}(\mathbf{x})=\mathrm{R}(n \boldsymbol{\Omega})+n \Omega^{\prime} \mathrm{R}^{\prime}(n \Omega) \mathbf{x} \mathbf{x}^{T} \tag{40}
\end{equation*}
$$

where $J=\|\mathbf{x}\|^{2} / 2$ is the action. The square of the Lyapunov error ${ }^{4}$ reads

$$
\begin{equation*}
\left(e_{n}^{L}\right)^{2}=\operatorname{Tr}\left(\left(D M^{n}\right)^{T} D M^{n}\right)=2+n^{2}\left(2 J \Omega^{\prime}\right)^{2} \tag{41}
\end{equation*}
$$

and the square of the reversibility error is given by

$$
\begin{align*}
\left(e_{n}^{R}\right)^{2}=\sum_{k=1}^{n}\left(\left(e_{k}^{L}\right)^{2}+\left(e_{n-k}^{L}\right)^{2}\right) & =4 n+\left(2 J \Omega^{\prime}\right)^{2}\left(\sum_{k=1}^{n}(n-k)^{2}+\sum_{k=1}^{n} k^{2}\right)  \tag{42}\\
& =4 n+\left(2 J \Omega^{\prime}\right)^{2} 2\left(\frac{n^{3}}{3}+\frac{n}{6}\right)
\end{align*}
$$

For a fixed value of the invariant $J$, the slope of $\left(e_{n}^{R}\right)^{2}$, whose asymptotic value is $2 \alpha$, is defined as $d \log \left(e_{n}^{R}\right)^{2} / d \log n$, and its double average is given by MEGNO $Y_{n} \equiv Y\left(e_{n}\right)$. The range of variation is $[1,3]$. One can prove that for a given initial condition, the intermediate value $Y_{n}=2$ is reached for

$$
\begin{equation*}
n=\frac{14.5}{2 J\left|\Omega^{\prime}\right|}=\frac{14.5}{\left(x_{0}^{2}+p_{0}^{2}\right)\left|\Omega^{\prime}\right|} \tag{43}
\end{equation*}
$$

In Figure 3, we show the variation with $n \in[1,1000]$ of $Y_{n}$ computed for RE given by Eq. (42), corresponding to the map presented in Eq. (40), where $\Omega(J)$ is a linear function of $J$, and find a perfect agreement with the analytical estimate of the value of $n$ for which the value $Y_{n}=2$ is reached. In Figure 4, we show the variation of $e_{N}^{R}$ and the corresponding MEGNO filter $Y_{N}$ with the initial condition chosen on a one-dimensional grid crossing the origin for $N=1000$. The integrable map is given by Eq. (40), where $\Omega^{\prime}$ is constant. The error reaches a minimum value at the origin, and a similar behavior for $Y_{N}$ is observed. Also $e_{N}^{R E M}$ decreases by approaching the origin so that the behavior is similar even though in this case the fluctuations are large. We notice that MEGNO does not eliminate the fluctuations of REM. In order to compute $Y_{n}$, one needs the sequence $e_{m}^{R E M}$ for $m=1, \ldots, n$ whose computational cost is of the order of $n^{2}$. This can be avoided by storing the sequence $\mathbf{x}_{\varepsilon, m}$ and computing $\hat{e}_{m}{ }^{R E M}=\left\|M_{\varepsilon}^{-m}\left(\mathbf{x}_{\varepsilon, n}\right)-\mathbf{x}_{n-m}\right\|$ which turns out to be comparable with $e_{m}^{R E M}$.

[^12]

Figure 3.
Left frame: plot of MEGNO $Y_{n}$ on the error $e_{N}^{R}$ for $1 \leq n \leq N$ with $N=1000$ for the integrable map with $\Omega^{\prime}=0.1$ and initial condition $x_{0}=0.5, p_{0}=0$ (blue line). The green line refers to a modified definition $Y M_{n}$, where $n\left(\log e_{n}^{2}-\log e_{n-1}^{2}\right)$ is replaced with $\left(\log e_{n}^{2}-\log e_{n-1}^{2}\right) /(\log n-\log (n-1))$, which, applied to the sequence $e_{n}=n^{\alpha}$, gives $2 \alpha$ for any $n$. The vertical line gives the theoretical estimate of the value of $n$ for which $Y_{n}=2$ (see Eq. (43)) Right frame: the same for $x_{0}=1, p_{0}=0$.


Figure 4.
Left frame: plot or the error $e_{N}^{R}$ with $N=1000$ for the integrable map as a function of the initial condition $x_{0}, p_{0}=0$ with $\Omega^{\prime}(J)=0.1$ (red line) and $\Omega^{\prime}(J)=1$ (blue line). Center frame: same plot with $e_{N}^{R E M}$ for $\omega=2 \pi(\sqrt{2}-1)$ and $\Omega^{\prime}(J)=0.1$, gray line, compared with $e_{n}^{R}$, red line. Right frame: plot of $Y_{N}$ for the integrable map with $\Omega^{\prime}=0.1$ (red line) and $\Omega^{\prime}(J)=1$ (blue line).

If the coordinates are not normal, which is usually the case for a quasi integrable map, the correspondence between RE and REM is better, and it is confirmed by comparing the results for MEGNO. Just a shift of $1 / 2$ in the exponent of the power law $n^{\alpha}$ occurs close to the origin, if the linear part is a rotation R , as for the Hénon map. If the linear part is $L$ as for the standard map, there is no shift. The better correspondence is not surprising since the computational complexity of the map is higher when the coordinates are not normal.

## 4. Non-integrable maps

We examine here the behavior of the proposed dynamical indicators for two basic models, the standard map and the Hénon map.

The standard map is defined as a map on the torus $\mathbb{T}^{2}$ and reads

$$
\begin{equation*}
p_{n+1}=p_{n}-\frac{\lambda}{2 \pi} \sin \left(2 \pi x_{n}\right) \bmod 1 \quad x_{n+1}=x_{n}+p_{n+1} \bmod 1 \tag{44}
\end{equation*}
$$

where $x, p$ belong to the interval $[-1 / 2,1 / 2]$ whose ends are identified. For $\lambda \ll 1$ and $|p| \gg \sqrt{\lambda}$, it is just a weakly perturbed rotator, and $x, p$ are action angle coordinates. The origin is an elliptic fixed and very close to it; the map is approximated by a linear map

$$
\begin{equation*}
x_{n+1}=(1-\lambda) x_{n}+p_{n} \quad p_{n+1}=-\lambda x_{n}+p_{n} \tag{45}
\end{equation*}
$$

This map is conjugated to a rotation $\mathrm{R}(\omega)$ for $0<\lambda<2$ where $\sin (\omega / 2)=\sqrt{\lambda} / 2$. The point $x= \pm 1 / 2, p=0$ is hyperbolic, and for $\lambda \ll 1$ the corresponding orbit is approximated by the separatrix of the Hamiltonian:

$$
\begin{equation*}
H=\frac{p^{2}}{2}-\frac{\lambda}{(2 \pi)^{2}} \cos (2 \pi x) \tag{46}
\end{equation*}
$$

which is the interpolating Hamiltonian of the map when $\lambda \rightarrow 0$. We observe that the frequency for small oscillations is $\omega=\sqrt{\lambda}$ (see Eq. (38)) when $\lambda \rightarrow 0$. Since the time scale of the Hamiltonian $H$ is $T=2 \pi / \sqrt{\lambda} \gg 1$, the symplectic integrator in Eq. (44), obtained for a time step $\Delta t=1$, provides a good approximation to the orbit. Conversely, the Hamiltonian provides a good interpolation to the orbit of the map. The equation for the separatrix of $H$ is given by

$$
\begin{equation*}
p= \pm \frac{\sqrt{\lambda}}{\pi} \cos (\pi x) \tag{47}
\end{equation*}
$$

As a consequence, for $\lambda$ small the width of the separatrix is $2 \sqrt{\lambda} / \pi$. When $\lambda$ increases, non-integrable features appear, such as chains of islands corresponding to resonances and a chaotic region near the separatrix due to homoclinic intersections.

The Hénon map is defined by

$$
\binom{x_{n+1}}{p_{n+1}}=\mathrm{R}(\omega)\binom{x_{n}}{p_{n}+x_{n}^{2}} \quad \mathrm{R}(\omega)=\left(\begin{array}{cc}
\cos \omega & \sin \omega  \tag{48}\\
-\sin \omega & \cos \omega
\end{array}\right)
$$

Close to the origin, this is just a rotation with frequency $\omega$. For $\omega \rightarrow 0$ this is a good symplectic integrator of the Hamiltonian:

$$
\begin{equation*}
H=\omega \frac{p^{2}+x^{2}}{2}-\frac{x^{3}}{3} \tag{49}
\end{equation*}
$$

with time step $\Delta t=1$. The approximation is good since the characteristic time is the period of the linear rotation $T=2 \pi / \omega$. The motion is bounded by the orbit issued from the hyperbolic fixed point of the map $\left(x=2 \tan (\omega / 2), p=-2 \tan ^{2}(\omega / 2)\right)$ which corresponds to the critical point $(x=\omega, p=0)$ of the Hamiltonian. The stability boundary is approximated by $H(x, p)=\omega^{3} / 6$ whose orbit explicitly reads $p= \pm(\omega-x) \sqrt{(\omega+2 x) / 3}$. The Birkhoff normal forms provide an integrable approximation to the map and the corresponding interpolating Hamiltonian, from which the errors may be analytically computed.

## 5. The standard map

We have analyzed the errors $e_{n}$ for a fixed initial condition by varying $n$ up to a maximum value $N$, by varying the initial condition on a one-dimensional grid for $n=N$ and by choosing a grid in the phase plane for $n=N$. The LE shows oscillations with $n$, RE grows without oscillations, and the behavior of RE is similar to RE although with large fluctuations. The results obtained by filtering the errors with

MEGNO confirm this observation. In Figure 5, we plot the errors $e_{n}$ for $\lambda=0.1$ and $Y\left(e_{n}\right)$ by varying $n$. The fast oscillations of LE and the large fluctuations of REM are clearly visible.

When the orbit is chaotic, the growth of all errors is exponential. However, LE and RE can grow until the overflow is reached, whereas REM can grow only up to $1 / \epsilon$ where $\epsilon$ is the machine accuracy. Typically in double precision, the overflow corresponds to $10^{300}$ where $\epsilon^{-1} \sim 10^{17}$. The same limitation is met when the Lyapunov error is computed using the shadow orbit method without renormalization rather than with the variational method. In Figure 6, we show the errors for a chaotic orbit when $\lambda=0.8$. Both LE and RE exhibit an exponential growth after an initial transitory phase. The behavior of REM is very similar until $n \leq 300$. For higher values the saturation to $10^{17}$ is evident, and REM ceases to grow exponentially.

### 5.1 Initial conditions on a one-dimensional grid

Figure 7 shows the variation of LE, RE, and REM for $\lambda=0.1$, with the initial condition chosen on a regular grid in the vertical axis $p$ for a fixed order $N$. The LE oscillates when the initial condition varies, RE does not oscillate, and REM fluctuates. When the MEGNO filter is applied, LE and RE are equally smooth, whereas REM still fluctuates.


Figure 5.
Left frame: plot of the errors for the standard map with $\lambda=0.1$ and initial condition $x_{0}=0, p_{0}=0.075$. Lyapunov error $e_{n}^{L}$ (blue line), reversibility errors $e_{n}^{R}$ (red line), and $e_{n}^{R E M}$ (gray line), for $1 \leq n \leq 2500$. Right frame: plots for the MEGNO filter $Y_{n}$ for the same errors.


Figure 6.
Left frame: plot of the errors for the standard map with $\lambda=0.8$ and initial condition $x_{0}=0, p_{0}=0.26$ corresponding to a chaotic orbit. Lyapunov error $e_{n}^{L}$ (blue line), reversibility errors $e_{n}^{R}$ (red line), and $e_{n}^{R E M}$ (gray line), for $n \leq 500$. Right frame: plots for the MEGNO filter $Y_{n}$ for the same errors.


Figure 7.
Left frame: variation for the standard map with $\lambda=0.1$ of the errors $L E$ (blue line), RE (red line), REM (gray line) computed at $N=1000$ with the initial condition $x_{0}=0, p_{0} \in[-0.15,1,0.15]$. Right frame: the same for MEGNO $Y_{N}$.


Figure 8.
Left frame: variation for the standard map with $\lambda=0.8$ of the errors LE (blue line), RE (red line), and REM (gray line), computed at $N=1000$ with the initial condition $x_{0}=0, p_{0} \in[0,0.5]$. Right frame: magnification in the interval $p_{0} \in[0.25,0.5]$.

In Figure 8, the same results are shown for a higher value of the parameter $\lambda=0.8$ at which the dynamical structure is rich due to the presence of many resonances and small chaotic regions. The effectiveness in detecting the resonances is evident.

### 5.2 Initial conditions on a two-dimensional domain

We compare here LE, RE, and REM when the initial conditions are chosen in a two-dimensional phase space domain and the iteration number has a fixed value $N$. The most effective way of analyzing the results is to plot the errors using a logarithmic, color scale. Following the conclusions of our previous section, we show LE, RE, and REM, in a logarithmic color scale. We choose a regular two-dimensional grid in a square (or rectangular) domain of phase space with $N_{g} \times N_{g}$ points, where we compute the errors and show the result using a color scale. In order to analyze the details, smaller squares may be chosen eventually increasing the iteration number. In Figure 9, we show for $N=500$ and $N_{g}=200$ the color plots for the errors of the standard map with $\lambda=0.8$ and in Figure 10 for $\lambda=1.5$. In the first case, the measure of chaotic orbits is small with respect to the regular ones. We observe that LE has some weak structures within the main regular component surrounding the origin, visible when the figure is sufficiently magnified. Such structures of LE, related to the oscillating growth with $n$, disappear when MEGNO is computed and


Figure 9.
Left frame: standard map with $\lambda=0.8$ color plot of LE in a logarithmic scale for $N=500$ and a grid with $N_{g}=200$. Center frame: standard map with $\lambda=0.8$ color plot of RE in a logarithmic scale for $N=500$ and a grid with $N_{g}=200$. Right frame: color plot of REM in a logarithmic scale.


Figure 10.
Left frame: standard map with $\lambda=0.8$ color plot of $L E$ in a logarithmic scale for $N=500$ and a grid with $N_{g}=200$. Center frame: standard map with $\lambda=1.5$ color plot of RE in a logarithmic scale for $N=500$ and a grid with $N_{g}=200$. Right frame: color plot of REM in a logarithmic scale.
are not present in the RE and REM plots. The spurious structures observed in FLI, which depend on the choice of the initial vector, are not present in LE, because in our definition the error does not depend on the choice of an initial displacement vector. Notice that the chosen scales have maximum equal to $10^{10}$ for LE and $10^{15}$ for RE and REM. This choice is suggested by the asymptotic behavior $n^{\alpha}$ of the error for regular orbits where $\alpha=1$ for LE and $\alpha=3 / 2$ for RE.

## 6. The Hénon map

We briefly report in this section the numerical results on the errors computed on domains of dimensions 1 and 2 in phase space. Close to the origin, the linear map in this case is a rotation $R(\omega)$. As a consequence the power law exponent of REM varies from 1 to 2 , whereas the exponent for RE varies from $1 / 2$ to $3 / 2$. Within the main island, the variation range of the exponent for RE and REM is the same $[1 / 2,3 / 2]$. The behavior of LE and RE close to the origin is analytically obtained by using the normal forms. The frequency $\Omega(J)$, from normal forms at the lowest order, reads

$$
\begin{equation*}
\Omega \simeq \omega+J \Omega_{2} \quad \Omega_{2}=-\frac{1}{8}\left(3 \cot \left(\frac{\omega}{2}\right)+\cot \left(\frac{3 \omega}{2}\right)\right) \tag{50}
\end{equation*}
$$

a formula valid for frequencies $\omega / 2 \pi$ not approaching the unstable resonances 0 and $1 / 3$ where $\Omega_{2}$ diverges.

In the normal coordinates $(X, P)$, the behavior of errors is given by Eqs. (41) and (42). In the original coordinates ( $x, p$ ), the error could be evaluated using Eq. (33).

In normal coordinates, the errors grow as $2 J\left|\Omega_{2}\right| n^{\alpha}$ where $\alpha=1$ for LE and $\alpha=3 / 2$ for RE. When the frequency attains a low resonant value, a chain of islands appears. Close to the separatrix $J=J_{s}$, the frequency vanishes as $\Omega \sim 1 / \log \left(J_{s}-J\right)$ and consequently $\Omega^{\prime}(J) \sim\left(J_{s}-J\right)^{-1}$ as $J_{s}$ is approached, up to a logarithmic correction. The errors diverge by approaching the separatrix even though the power law growth does not change except on the separatrix itself. As a consequence, LE and RE can detect the separatrix. If the remainder in the normal form interpolating Hamiltonian is taken into account, then the separatrix becomes a thin chaotic region where the errors have an exponential growth and MEGNO rises linearly with $n$. The REM behaves as RE neglecting its fluctuations. The Hénon map, we consider here, has a linear frequency $\omega / 2 \pi=0.21$ which is close to the resonance $1 / 5$. As a consequence a chain of five islands appears before reaching the dynamic aperture, namely, the boundary of the stability region, beyond which the orbits escape to infinity.

In Figure 11, we show the variation of LE, RE, and REM computed at a fixed order $N$ and after filtering them with MEGNO, when the initial conditions are chosen on a one-dimensional grid. The resonance $1 / 5$ is met, as shown by the appearance of a large chain of islands, since $\Omega(J)$ is monotonically decreasing. The chaotic layer at the border of the islands chain is very thin so that LE and RE grow by approaching it, as for an integrable map with a separatrix.

In Figure 12, we show the color plots of LE, RE, and REM in a square domain of phase space. The weakly chaotic separatrix is detectable in LE and is more clearly visible in RE. The REM plot differs from RE for the up-shit $1 / 2$ of the power law exponent before the thin chaotic separatrix and for the presence of fluctuations.


Figure 11.
Left frame: errors for the Hénon with $\omega=0.21 \times(2 \pi)$ : LE (blue line), RE (red line), and REM (gray line) computed at iteration number $N=1000$ along the line $x=r \cos \alpha, p=r \sin \alpha$ with $\alpha=14^{\circ}$ joining the origin with the center of the first of five islands. Center frame: computation of MEGNO with $N=1000$ for LE (blue line), RE (red line), and REM (gray line). Right frame: phase portrait of the Hénon map. The initial conditions for the errors in the left and right frames are chosen on the red segment.


Figure 12.
Left frame: Hénon map with $\omega=0.21 \times(2 \pi)$ color plot of LE in a logarithmic scale for $N=500$ and a grid with $N_{g}=200$. The white points belong to the unstable region beyond the dynamic aperture. Center frame: color plot of RE in a logarithmic scale. Right frame: color plot of REM in a logarithmic scale.

## 7. Conclusions

We have presented a detailed analysis of the stability indicators LE, RE, and REM recently proposed. Defining the square of LE as the trace of the tangent map times, its transpose renders this indicator independent from the choice of an initial vector, which can introduce spurious structures. The RE is the reversibility error due to additive random noise, whereas REM is the reversibility error due to the roundoff. A very simple relation is found between RE and LE. The oscillations, which affect the fast Lyapunov indicator, can be filtered with MEGNO. Since RE has a smooth behavior and does not exhibit oscillations, filtering it by MEGNO is not necessary. The asymptotic behavior of REM is similar to RE even though it exhibits large fluctuations. The displacements caused by roundoff are almost random vectors, if the map has a high computational complexity, but since just a single realization of the process is available, the fluctuations cannot be averaged.

We have first examined the behavior of LE and RE for linear maps and for integrable maps. If the fixed point is elliptic, then the asymptotic growth follows a power law $n^{\alpha}$, and the exponent does not depend on the chosen coordinates for LE and RE. Conversely, the presence of oscillations and their amplitude depends on the choice of coordinates. The growth of REM also follows a power law, but the choice of coordinates affects the exponent itself.

For a generic map which has regular and chaotic components, the error growth follows a power law and an exponential law, respectively. For the standard map and the Hénon map, the behavior of LE, RE, and REM has been compared first by varying the iteration order $n$ up to a some value $N$, for a selected initial condition. Then the errors for $n=N$ have been compared when the initial point moves on a line. The theoretical predictions concerning the power law growth in the regular regions and the exponential growth in the chaotic ones are confirmed. For twodimensional maps, the error plots for initial conditions in a rectangular domain of phase space are very similar, and the correspondence with the phase space portraits is excellent. Moreover, the different plots allow a quantitative comparison of the orbital sensitivity to initial displacements, noise, and roundoff. For maps of dimension 4 or higher, the proposed error plots on selected phase planes allow to inspect the orbital stability. Hamiltonian flows must be approximated with a high accuracy by symplectic maps, with algorithms which provide simultaneously the corresponding tangent maps [20,21], in order to compute the errors discussed so far. A special care is required in comparing RE with REM when the chosen phase plane is invariant. Indeed given an initial point in the invariant plane, the noise brings the orbit out of it, whereas the roundoff usually does not. In this case a random kick before reversing the orbit is sufficient to bring the orbit out of the invariant plane and to restore the correspondence between REM and RE. The satisfactory results obtained so far, not only in the simple models presented here but also in high dimensional models of celestial mechanics, prove that the method we propose has a wide range of applicability.
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# BH M87: Beyond the Gates of Hell 

Pawel Gusin, Andy T. Augousti and Andrzej Radosz


#### Abstract

The supermassive black hole located in the galaxy M87 (BH M87) is four times larger than our solar system. If it is spherically symmetric, then a capsule free falling from a distance of 1 light year would cross BH M87's event horizon within some tens of years. Continuing that journey, any unfortunate astronomer traveling within the capsule would remain alive for a few further tens of hours; if the capsule were equipped with a powerful engine and could slow down, their lifetime inside the horizon beyond "the gates of Hell" would be slightly extended. How is this so? What are the other properties of the interior of BH M87? Maintaining the assumption of spherical symmetry of the exterior of BH M87, we briefly discuss some simple but intriguing properties of its interior, a region that turns out to be highly anisotropic, both expanding and contracting at the same time.


Keywords: Schwarzschild and Reissner-Nordström space-times, supermassive black hole M87, isotropic exterior, event horizon, anisotropic interior

## 1. Introduction

On April 10, 2019, the first ever image of a black hole was displayed. Due to the extensive efforts of very many teams of astronomers, working in parallel a picture of a supermassive black hole, of 6.5 billion solar masses, located in the galaxy M87, at a distance of 55 Mly , belonging to the Virgo supercluster, was produced. The size of that object, despite being four times the size of the solar system, is nonetheless still too small to be pictured by a single telescope, so worldwide cooperation through the Event Horizon Telescope project led to a synthesized Earth size-like device and the final vision (see Figure 1) [1].

The visible presence of such a supermassive black hole puts old questions in a new light. Traveling toward such an object, reaching its "edge"-the event horizon -crossing it, and entering the interior, what would be the experience of such a traveler, an unfortunate astronaut, who would be unable to share his/her views and experiences with colleagues who remain at the starting point in a "Mother Station?"

We will describe some particular features of such a trip focusing on the bizarre properties of the interior of the black holes.

In general there are four possible kinds of black holes (see, e.g., [2-4]). Isotropic, i.e., spherically symmetric and static, BHs are of the Schwarzschild type; rotatinghence axially symmetric-BHs are called Kerr BHs; both of these types could also be charged; then they are referred to as Reissner-Nordström and Kerr-Newman, respectively. The outer edge of the BHs , an event horizon, acts as a semitransparent membrane that might be crossed once and in one direction only. Apart from the Schwarzschild BH, the other three types of BH also possess an inner horizon referred to as a Cauchy horizon.


Figure 1.
First ever image of the black hole in galaxy Messier 87, here denoted as BH M87 (55 Mly from the Earth), April 10, 2019.

In our considerations we will limit our discussion to the case of spherically symmetric, static BHs: the Schwarzschild (S) and Reissner-Nordström (RN) types. In these two cases, the space-time metric tensor is diagonal in spherical polar coordinates $t, r, \theta, \varphi$ and is described by the line element:

$$
\begin{equation*}
d s^{2}=g_{t t} c^{2} d t^{2}-g_{t t}^{-1} d r^{2}-r^{2} d \Omega^{2} \tag{1}
\end{equation*}
$$

where $d \Omega^{2}=d \theta^{2}+\sin ^{2} \theta d \varphi^{2}$ is a unit sphere element. The $\{t t\}$ element of the metric tensor takes the following form:

$$
g_{t t}^{(i)}=\left\{\begin{array}{cc}
1-\frac{2 G M}{c^{2} r} & i=S  \tag{2}\\
1-\frac{2 G M}{c^{2} r}+\frac{Q^{2}}{r^{2}} & i=R N
\end{array}\right.
$$

where $M$ is the mass and $Q$ is the charge of the BH. Hereafter we will use the notation $c=G=1$. The zero value of $g_{t t}^{(S)}$ determines the location of the event horizon or gravitational radius, $r_{g}$ :

$$
\begin{equation*}
r_{g}=2 M \tag{3}
\end{equation*}
$$

There are two zeros of $g_{t t}^{(R N)}$,

$$
\begin{equation*}
r_{ \pm}=M \pm \sqrt{M^{2}-Q^{2}} \tag{4}
\end{equation*}
$$

determining an outer, $r_{+}$, event horizon and an inner, $r_{-}$Cauchy horizon.

## 2. A capsule radially falling toward a black hole horizon

Consider the case of a test object, a capsule radially freely falling in a spherically symmetric and static space-time (1). We shall assume that capsule A (for Alice, see below) starts from rest at some initial position located at a Mother Station (MS) fixed at radial position $r_{M S}$. We will describe this radial infall answering some simple questions:

1. How long does it take, measured by an observer, termed A for Alice, within capsule A to reach the event horizon?
2. How much time does such a trip take from the point of view of another observer, termed static observer (SO) located at the Mother Station?
3.How does the speed of A change during this journey?
3. How can we verify these predictions?

Before doing this we will introduce some useful definitions. Firstly, every observer O whose history in the space-time is described by a world line, $\left\{x_{O}^{\mu}(\tau)\right\}$ such that

$$
\begin{equation*}
d \tau^{2}=g_{\alpha \beta} d x^{\alpha} d x^{\beta} \tag{5}
\end{equation*}
$$

is specified by a unit velocity four-vector $\left\{u_{O}^{\mu}(\tau)=\frac{d \alpha^{\mu}}{d \tau}\right\}$,

$$
\begin{equation*}
u^{2} \equiv g_{\alpha \beta} u^{\alpha} u^{\beta}=1 \tag{6}
\end{equation*}
$$

Light rays $\left\{x^{\mu}(\sigma)\right\}$ belong to light cones, and they are specified by a null wave vector $\left\{k^{\mu}(\sigma)=\frac{d x^{\mu}}{d \sigma}\right\}$,

$$
\begin{equation*}
k^{2} \equiv g_{\alpha \beta} k^{\alpha} k^{\beta}=0, \tag{7}
\end{equation*}
$$

where $\sigma$ is an affine parameter of the null geodesic. Due to the symmetry properties of the static and isotropic character of the $S$ and RN space-times, there are two conservation laws: energy and angular momentum are conserved quantities (see, e.g., [5]). Energy conservation means that the $t$-component of the covariant velocity $u_{t}$ /wave $k_{t}$ vector is conserved:

$$
\begin{align*}
& u_{t}=g_{t \beta} u^{\beta} \equiv g_{t t} u^{t}=\varepsilon,  \tag{8}\\
& k_{t}=g_{t \beta} k^{\beta} \equiv g_{t t} k^{t}=\omega . \tag{9}
\end{align*}
$$

Conservation of the angular momentum results in the planar motion of both time-like geodesics (8) and light-like geodesics (9). Without loss of generality, one can consider then equatorial planar motion, $\theta=\frac{\pi}{2}$, where the corresponding velocity/wave vector component vanishes:

$$
\begin{align*}
u^{\theta} & =0,  \tag{10}\\
k^{\theta} & =0 . \tag{11}
\end{align*}
$$

The value of the angular momentum is conserved, i.e.,

$$
\begin{gather*}
u_{\varphi}=g_{\varphi \varphi} u^{\varphi} \equiv L,  \tag{12}\\
k_{\varphi}=g_{\varphi \varphi} k^{\varphi} \equiv l . \tag{13}
\end{gather*}
$$

Therefore, geodesics determined by three nonvanishing components of the tangent vector, which is the velocity vector for the time-like world lines, Eq. (6), and the wave vector for the light-like world lines, Eq. (7), may be found from the two conservation laws and the normalization condition:

$$
\begin{gather*}
u^{r}= \pm \sqrt{\varepsilon^{2}-g_{t t}\left(1+\frac{L^{2}}{r^{2}}\right)},  \tag{14}\\
k^{r}= \pm \sqrt{\omega^{2}-g_{t t} \frac{l^{2}}{r^{2}}} \tag{15}
\end{gather*}
$$

A special class of non-geodesic trajectories represents static observers (SO), whose position is fixed $\left(r_{0}, \theta_{0}, \varphi_{0}\right)$. Their only nonvanishing component of the velocity vector is a temporal one $u_{S O}^{t}$. It is determined by the normalization condition (Eq. (6)):

$$
\begin{equation*}
u_{S O}^{t}=\frac{1}{\sqrt{g_{t t}\left(r_{0}\right)}} \tag{16}
\end{equation*}
$$

Hence one can describe the trajectory of A, which is radially infalling, and the Mother Station (MS), which is static at $r_{0}$, by using their velocity vectors $u_{A}$ and $u_{M S}$ :

$$
\begin{gather*}
u_{A}=\left(u_{A}^{t}, u_{A}^{r}, 0,0\right)=\left(\frac{\varepsilon}{g_{t t}},-\sqrt{\varepsilon^{2}-g_{t t}}, 0,0\right),  \tag{17}\\
u_{M S}=\left(u_{M S}^{t}, 0,0,0\right)=\left(\frac{1}{\sqrt{g_{t t}\left(r_{M S}\right)}}, 0,0,0\right), \tag{18}
\end{gather*}
$$

If A starts from the location of the Mother Station, being initially at rest, then

$$
\begin{equation*}
\varepsilon=\sqrt{g_{t t}\left(r_{M S}\right)} \tag{19}
\end{equation*}
$$

(see also below).
During the infall of A, one can measure its speed at some intermediate point $r_{1}$ (between $r_{M S}$ and the event horizon) by arranging at $r_{1}$ an observer $O$ determined by velocity vector $u_{O}$ who measures an infinitesimal "distance of A" covered within an infinitesimal "time period." This results in a speed for A as measured by $\mathrm{O}, v_{A}(O)$ expressed in terms of a scalar product $u_{A} u_{O}$ :

$$
\begin{equation*}
u_{A} u_{O}=g_{\alpha \beta} u_{A}^{\alpha} u_{O}^{\beta}=\frac{1}{\sqrt{1-v_{A}^{2}}} . \tag{20}
\end{equation*}
$$

If O is a static observer located at $r_{1}$, then

$$
\begin{equation*}
v_{A}=\frac{\sqrt{\varepsilon^{2}-g_{t t}\left(r_{1}\right)}}{\varepsilon} \tag{21}
\end{equation*}
$$

as one can verify by using Eqs. (20) and (16).

### 2.1 How long does it take to Alice to reach the event horizon?

Now we can answer the questions concerning the duration associated with the infall of A. Applying the equations for the nonvanishing components of its velocity vector (Eq. (17))

$$
\begin{gather*}
\frac{d t}{d \tau}=\frac{\varepsilon}{g_{t t}}  \tag{22}\\
\frac{d r}{d \tau}=-\sqrt{\varepsilon^{2}-g_{t t}} \tag{23}
\end{gather*}
$$

one obtains the equations for the coordinate time $t$ and for the proper time $\tau$ :

$$
\begin{gather*}
t+C=-\int \frac{\varepsilon}{g_{t t} \sqrt{\varepsilon^{2}-g_{t t}}} d r  \tag{24}\\
\tau+C^{\prime}=-\int \frac{1}{\sqrt{\varepsilon^{2}-g_{t t}}} d r \tag{25}
\end{gather*}
$$

The proper time is actually the time measured by Alice (A) traveling within the capsule. Hence the trip from MS to the event horizon of the BH is completed by Alice within the period:

$$
\begin{equation*}
\tau\left(r_{M S} ; r_{g}\right)=-\int_{r_{M S}}^{r_{g}} \frac{1}{\sqrt{\varepsilon^{2}-g_{t t}}} d r . \tag{26}
\end{equation*}
$$

Specific examples of the free fall for both Schwarzschild and ReissnerNordström space-times will be presented later. The important fact is that expression (26) leads to a finite value of the time $\tau\left(r_{M S} ; r_{g}\right)$ recorded by Alice.

On the other hand, the coordinate time corresponding to the trip from MS to the event horizon is infinite (see also [6]):

$$
\begin{equation*}
t\left(r_{M S} ; r\right)=-\int_{r_{M S}}^{r} \frac{\varepsilon}{g_{t t} \sqrt{\varepsilon^{2}-g_{t t}}} d r \xrightarrow{r \rightarrow r_{g}} \infty \tag{27}
\end{equation*}
$$

(see, however, below, Section 5). Coordinate time is associated with the time recorded by an observer(s) belonging to "our" part of the universe. It means that the perception of observers located outside the event horizon of a black hole is such that Alice would never complete her trip toward the horizon. In other words she could never reach the horizon in a finite time period.

This process of the asymptotic approach to the BH horizon as perceived by MS observers can be illustrated in a way presented in the following subsection.

### 2.2 Communication between the capsule and the Mother Station

Let us consider an exchange of electromagnetic signals, light rays between two observers: Alice, traveling within the capsule and Bob located at the Mother Station. Such signals are represented by radial rays (9) and (15) where $l=0$ and

$$
\begin{equation*}
k=\left(\frac{\omega}{g_{t t}}, \pm \omega, 0,0\right) \tag{28}
\end{equation*}
$$

The frequency of the signal recorded by an arbitrary observer $\mathrm{O}, \omega_{O}$, is given by the projection of the appropriate wave vector, $k$, on the unit time-like vector of O , i.e., on the four-velocity vector $u_{O}$. It is a scalar product $k \cdot u_{O}$, and

$$
\begin{equation*}
\omega_{O}=k \cdot u_{O} \equiv g_{\alpha \beta} k^{\alpha} u_{O}^{\beta} . \tag{29}
\end{equation*}
$$

Hence, Alice sends back signals that are recorded by Bob (at MS), and the frequency ratio of the recorded, $\omega_{B}^{r}$ vs. emitted, $\omega_{A}^{e}$ signals, found from Eqs. (28), (29), (9), (15), (17) and (18) is (see also [7]):

$$
\begin{equation*}
\frac{\omega_{B}^{r}}{\omega_{A}^{e}}=\frac{g_{\alpha \beta} k^{\alpha} u_{B}^{\beta}}{g_{\alpha \beta} k^{\alpha} u_{A}^{\beta}}=\frac{\omega}{\sqrt{g_{t t}\left(r_{M S}\right)}}\left[\frac{\omega \varepsilon}{g_{t t}\left(r_{A}\right)}\left(1+\frac{\sqrt{\varepsilon^{2}-g_{t t}\left(r_{A}\right)}}{\varepsilon}\right)\right]^{-1}=\frac{g_{t t}\left(r_{A}\right)}{g_{t t}\left(r_{M S}\right)} \frac{1}{1+v_{A}} \equiv 1-v_{A} . \tag{30}
\end{equation*}
$$

One can see that the signals are found to be redshifted: the frequency of the recorded signals is lower than the frequency of the emitted signals. But in this case it turns out to be of a special form: it may be referred to as a critical redshift as it tends to zero as A approaches the horizon. Indeed, the speed $v_{A}$ of the capsule, once measured by the static observer, tends to the speed of light in a vacuum, $v_{A} \rightarrow 1$ (e.g., [6]) as the capsule approaches the horizon, $g_{t t}\left(r_{g}\right)=0$ (see Eq. (21)). And it is the manifestation of the fact that from Bob's perspective, the capsule approaches event horizon asymptotically and will never reach the horizon (see however Section 5!): the frequency of the signals incoming from the capsule gradually decreases and eventually goes beyond the lower limits (however small!) of the sensitivity of recording devices.

Summarizing the findings of this section, one would like to point out some of intuitive and counterintuitive conclusions. Obviously the speed of the capsule freely falling toward the BH horizon increases as measured by static observers placed above the event horizon. Quite non-obvious is that this value tends to the speed of light as it approaches the horizon. And what is even more important is that this outcome is independent of the initial conditions: wherever the capsule starts from, the rest of the value of its speed asymptotically approaches the value of the speed of light. Moreover, there are no static observers residing on the horizon, so one cannot claim that a test object reaches the speed of light when crossing the BH horizon (see also Refs. [8, 9]). Accompanying this highly nonclassical behavior of the free fall speed is the duration of this trip toward the horizon-it turns out to be infinite for an observer located beyond the event horizon (see also Section 5). Nevertheless the trip is completed within a well-defined time period for a traveler, Alice, who is confined within the capsule. This may be regarded as a most dramatic illustration of time dilation where both kinematic and gravitational time dilations are combined. It is confirmed by the generalized Doppler frequency shift: signals emitted by Alice and recorded by Bob at MS are critically redshifted.

## 3. Approaching and crossing the event horizon

When Alice, confined to the capsule, approaches the event horizon and then if the BH is massive enough-greater than millions of solar masses-then tidal forces are not particularly large (see, e.g., [9]), and it is believed that she would not even notice the instant of crossing the horizon. But the further consequences would be quite dramatic: one may cross the event horizon only once and only in one direction toward the BH. One may ask the general question: in such a situation of free fall, would it be possible to identify the presence of the horizon?

On the one hand, there is an obvious outcome arising from the equivalence principle: in a freely falling frame, one cannot determine an external gravitational field. But this refers to possible experiments performed within a freely falling frame. It has recently been shown [7] that by using an appropriate communication channel Alice could identify the presence of the event horizon quite precisely, in order to stop the capsule, if it is equipped with a powerful enough engine, or to
determine the instant of crossing the horizon. Indeed, by recording the electromagnetic signals coming from Bob (placed at MS), with $k^{r}=+\omega$ (see Eq. (28)), Alice finds the following frequency ratio of recorded $\omega_{A}^{r}$ and emitted $\omega_{B}^{e}$ signals:

$$
\begin{equation*}
\frac{\omega_{A}^{r}}{\omega_{B}^{e}}=\frac{1}{1+v_{A}} . \tag{31}
\end{equation*}
$$

This ratio tends to $\frac{1}{2}$ as the capsule approaches the horizon (see Eq. (21)). And this is the way to identify the presence of the horizon in general and to identify crossing instant in particular: the redshift of signals coming from MS equals $1 / 2$.

One of the specific features of the event horizon relates to the singular character of time dilation described above for the trip toward the horizon: nobody residing in "our" part of universe could record the instant when the capsule (or any other test particle) reaches the edge of an (arbitrary) BH. This results in an effect referred to as "image collision" [10, 11] (also termed touching ghosts). If capsule A is followed by another capsule C (carrying Cindy), which started its free fall later than A, how would Cindy perceive capsule A crossing the horizon? This problem could be formulated in the following way. Let Alice release a signal "I'm crossing the Black Hole horizon!" at the particular instant (known perfectly well to her from the method described above) just as she passes the horizon. It does not need to be the message-it could be a specific, encoded light ray signal. How would such a signal be recorded by Cindy? One can answer this question in various ways, for instance by illustrating this using Kruskal-Szekeres coordinates (see Ref. [11]) or invoking an analytical description within a different singularity-free coordinate frame. But one also can give a reverse argument! Cindy must record Alice's signal only when she, herself, crosses the horizon. Otherwise, recording this signal before reaching the horizon, Cindy would be able to share this message with other residents in our part of the universe; she could even stop her capsule. But this would contradict the above paradigm, namely, that one cannot record in our part of the universe the event horizon crossing instant by capsule A (or any other test particle).

## 4. The interior of black holes: there is no black hole inside a black hole

There are two singularities in the expression for the line element (1). One is defined as the horizon of a BH -a horizon of a $\mathrm{BH}(1)$ is determined from the zero value of $g_{t t}$ or as a singularity of $g_{r r}=g_{t t}^{-1}$. It is well known (see e.g., [12]) that there are different coordinate systems, other than that used in (1), that are free of this singular characteristic at the horizon. These include Gullstrand-Painleve, Kruskal-Szekeres, Eddington-Finkelstein coordinates, and many others [9, 12]. The other type of singularity corresponds to $r=0$ and cannot be removed or avoided by applying a different system of coordinates. One uses then the phrase "coordinate singularity" to refer to the former type as a "horizon singularity as opposed to the "true singularity" representing the latter one. By applying an appropriate frame of reference, we no longer deal with singular behavior at the event horizon.

### 4.1 Cylindrical-like shape

Hence, the interior of a BH could be described within such a singularity-free frame of reference. It has been shown, however [13], that the interior of a Schwarzschild BH may also be described in the terms of above-the-horizon
coordinates, $t, r, \theta, \varphi$ (see Eq. (1)). There are two important consequences of such an approach. The first is the singular character at the horizon, $r=r_{g}$. The second is even more important: inside the horizon one has to accept the interchange of the roles of coordinates $t$ and $r$. The former takes on the role of a spatial coordinate, and the latter has to be regarded as a temporal coordinate. This means that within the BH's horizon, $g_{t t}<0$ and $r$ can only decrease, and $d r<0$ representing the passage of time. This interchange leads to a new interpretation of the conservation law associated with the $t$-invariance in this case. Outside the horizon it is interpreted as energy conservation (Eqs. (8) and (9)); inside the horizon it is manifested as momentum, $t$-component, and conservation. One arrives then at the first rather counterintuitive property of a BH .

The interior of spherically symmetric black holes described by Eq. (1) turns out to be a cylindrical-like shape, homogeneous along its axis with spheres at the two ends.

Other counterintuitive properties are associated with the dynamical character of the interior. Indeed, inside the horizon of $\mathrm{BHs} r<r_{g}$, where $r$ plays the role of a temporal coordinate, one can see in expression (1) that all of the metric tensor elements are $r$, "time" dependent. Therefore, it is a dynamical space-time, or in other words, it may be regarded as a cosmology. What are the properties of such a cosmology, for instance compared to our homogenous and isotropic, expanding universe?

One can start with an extension of the case considered above of capsule A crossing the horizon and continuing its trip within the bounds of the horizon. As already mentioned we may apply the coordinates used outside the horizon remembering the important interchange of the roles of coordinates $t$ and $r$. Hence, inside the horizon the velocity vector is still given by expression (17) where $u_{A}^{t}$ and $u_{A}^{r}$ refer now to spatial and temporal components, respectively. Alice, confined within the capsule, and being inside the horizon of the BH (and being aware of this!, see Section 3), still receives the electromagnetic signals released at the fixed location of MS by Bob. These are described by formula (28). Therefore, inside the horizon the frequency ratio

$$
\begin{equation*}
\frac{\omega_{A}^{r}}{\omega_{C}^{e}}=\frac{1}{1+\frac{\sqrt{\varepsilon^{2}-g_{t}\left(r_{A}\right)}}{\varepsilon}} \stackrel{r \rightarrow 0}{\longrightarrow} 0 \tag{32}
\end{equation*}
$$

decreases further below the horizon's value of $1 / 2$ and tends to zero at the final singularity, $-g_{t t}(r) \xrightarrow{r \rightarrow 0} \infty$.

This description may be deceptive when interpreted through the automatic application of formulae (31) naively leading to the (wrong!) conclusion that the speed of $\mathrm{A}, v_{A}=\frac{\sqrt{\varepsilon^{2}-g_{t}\left(r_{1}\right)}}{\varepsilon} \xrightarrow{r \rightarrow 0} \infty$. What is wrong with such an extension of the former interpretation?

One can ask for the speed of capsule A within the horizon measured in a way similar to the one applied outside the horizon. In order to do this, we need to introduce an analogue of a static observer, called an $r$-observer, $r$ (see below). This is one whose only velocity component is a "temporal" one, i.e.,

$$
\begin{equation*}
u_{r o}=\left(0, u_{r o}^{r}, 0,0\right)=\left(0,-\sqrt{-g_{t t}(r)}, 0,0\right) . \tag{33}
\end{equation*}
$$

The speed $\tilde{v}_{A}$ of capsule A within the horizon measured by $r o$ (see Eq. (33)), by definition, is given as (see also Eq. (20))

$$
\begin{equation*}
u_{A} \cdot u_{r o}=\frac{1}{\sqrt{1-\tilde{v}_{A}^{2}}} \tag{34}
\end{equation*}
$$

which turns out to be:

$$
\begin{equation*}
\tilde{v}_{A}=\frac{\varepsilon}{\sqrt{\varepsilon^{2}-g_{t t}\left(r_{1}\right)}} . \tag{35}
\end{equation*}
$$

Hence inside the horizon, the speed of the capsule that has already crossed over the edge and entered that region is given by the expression that is formally inverse to the corresponding one above the horizon (c.f. Eqs. (18) and (35)). This outcome might be surprising only at first sight. Indeed, as the meaning of speed is the ratio of an (elementary) "distance"/(elementary) "time" and the numerator and denominator have already reversed their roles, then the ratio known as "speed" is expressed (formally) as the inverse of the one outside the horizon. That is why the speed outside the horizon, $v_{A}$ Eq. (18), and the speed inside the horizon, $\tilde{v}_{A}$ Eq. (35), are expressed as mutually inverse quantities.

Another interesting feature of the speed inside the horizon $\tilde{v}_{A}(35)$ is that its value decreases from the asymptotic value 1 at the horizon to zero at the final singularity, $r=0$. For different values of $\varepsilon=g_{t t}\left(r_{M S}\right)$, i.e., different initial positions of the capsule, the speed changes differently (see Figure 2), but the asymptotic values at the horizon and at the ultimate singularity remain fixed.

The capsule's speed is plotted along the vertical axis (velocity) as a function of $r$ for $M=1$ and $r_{g}=2$, and the horizontal axis represents distance for different initial conditions: the red line represents a fall from infinity, $\varepsilon=1$.

This discussion throws new light on a BH's interior: the velocity of a freely falling test particle, which grows as it falls outside horizon, appears to decrease within the horizon (see also [7]).

To illustrate the behavior of the interior further, let us consider two $r$-observers placed along the axis of homogeneity $t$, exchanging electromagnetic signals. The frequency shift would in this case be a significant source of information about the dynamics of the BH's interior.


Figure 2.
The case of Schwarzschild space-time.

### 4.2 Expansion - exchange of electromagnetic signals along the $t$-axis

Let us consider then the exchange of signals between two observers located on the $t$-axis: Diana (D) receives signals sent by George (G), $r_{D}<r_{G}<r_{g}$. The frequency ratio is in this case expressed as follows:

$$
\begin{equation*}
\frac{\omega_{D}^{r}}{\omega_{G}^{e}}=\frac{\sqrt{-g_{t t}\left(r_{G}\right)}}{\sqrt{-g_{t t}\left(r_{D}\right)}} \tag{36}
\end{equation*}
$$

It leads to distinct conclusions in S and RN space-times.
In the case of a Schwarzschild BH, $-g_{t t}(r)=\frac{2}{r}-1$ is a monotonic function of $r$, and Eq. (36)

$$
\begin{equation*}
\frac{\omega_{d}^{r}}{\omega_{G}^{e}}<1 \tag{37}
\end{equation*}
$$

describes a Doppler-like redshift (see Figure 3). Hence, regarding this as a "cosmology," Eq. (36) represents a "cosmological redshift" due to expansion (along the $t$-axis!; see below).

In the case of a Reissner-Nordström BH, $-g_{t t}(r)=\frac{2}{r}-1-\frac{Q^{2}}{r^{2}}$ is a non-monotonic function of $r$, and Eq. (36) leads to:
a Doppler redshift,

$$
\begin{equation*}
\frac{\omega_{D}^{r}}{\omega_{G}^{s}}<1, \tag{38}
\end{equation*}
$$

for $r_{m}<r_{D}<r_{G}$, and a Doppler blueshift

$$
\begin{equation*}
\frac{\omega_{D}^{r}}{\omega_{G}^{s}}>1 \tag{39}
\end{equation*}
$$

for $r_{D}<r_{G}<r_{m}=Q^{2}$. This is illustrated in Figure 4, the ratio (36) in the RN case, $\mathrm{M}=1, Q=0.6$, for fixed $r_{G}=1.6$.

In this case Eq. (36) represents "cosmological redshift" due to expansion, followed by "cosmological blueshift" due to contraction (along homogeneity $t$-axis).


Figure 3.
The frequency shift inside the horizon of a Schwarzschild BH: signals propagating along the axis of homogeneity ( $t$ ), Eq. (36) are redshifted (red), and signals propagating perpendicularly to the $t$-axis (57) are blueshifted (blue); $(M=1), r_{A}=1.75$.


Figure 4.
Frequency shift inside the horizon of a $R N B H(M=1, Q=0.6)$, for signals propagating along the $t$-axis $r_{-}=0.2<r_{D}<r_{G}=1.6$ : initial redshift Eq. (38) is followed by the final blueshift Eq. (39) (due to expansion followed by contraction).

### 4.3 Contraction - exchange of electromagnetic signals perpendicular to the $t$-axis

One may ask what happens if the exchanged signals travel perpendicularly to the $t$-direction? This means that the $t$-component of the position of Diana and George is the same. Assuming that the trajectory of the signal, the light ray, is confined within an equatorial plane, then it travels between $\varphi_{G}$ and $\varphi_{D}$ where D and G are placed at $\left(t_{D}=t_{G}, \frac{\pi}{2}, \varphi_{D}\right),\left(t_{G}, \frac{\pi}{2}, \varphi_{G}\right)$. The signal is emitted at instant $r_{G}$ and then recorded at instant $r_{D}$, so one will find (see [14]) both for S and RN BHs:

$$
\begin{equation*}
\frac{\omega_{D}^{r}}{\omega_{G}^{s}}=\frac{r_{G}}{r_{D}}>1 \tag{40}
\end{equation*}
$$

A Doppler blueshift is found in both $S$ and RN space-times. This represents a contraction of this cosmology in a hyperplane perpendicular to the direction of homogeneity.

Therefore the cylindrically shaped interior of spherically symmetric, static (outside the horizon!), Schwarzschild and Reissner-Nordström black holes reveals anisotropic dynamics: they turn out to expand along the cylindrical axis of homogeneity and contract perpendicularly to this axis. In the case of Reissner-Nordström black holes, $\mathrm{M}=1$, the expansion stops at some instant, $r_{m}=Q^{2}$, and then contraction follows. It should be pointed out that the contraction perpendicular to the $t$-axis may simply be observed due to the form of the line element (1) inside the horizon, where the coefficient of its angular part, $r^{2} d \Omega^{2}$, is an ever-decreasing coordinate $r$.

## 5. Traveling toward BH M87

The black hole in galaxy Messier 87, BH M87, is located at a distance of 55 Mly from the solar system. Its mass is estimated at 6.5 billion solar masses and its size, given as

$$
\begin{equation*}
R_{M 87} \equiv \frac{2 G M_{B H M 87}}{c^{2}} \tag{41}
\end{equation*}
$$

appears to be 20 billion kilometers, four times the size of the solar system itself. It is probably rotating, so it cannot be regarded as spherically symmetric.

In our discussion we will assume, however, that this supermassive black hole, whose image was issued for the first time in history on April 10, 2019 (it looks like the gate to Hell) [1], is spherically symmetric and static-this implies that it is of Schwarzschild or Reissner-Nordström type. Having in mind our discussion above, we will try to indicate the specific features of such a trip, being of course absolutely fatal (as we will argue) once "the Gate" of the horizon of BH M87 has been crossed.

### 5.1 Free fall toward BH M87

Let us consider a spaceship starting its free fall from a Mother Station located at $r_{M S}$ applying a coordinate system given by (1). We will consider various cases corresponding to different values of $r_{M S}$ :
a. MS located at the Earth- $r_{M S}=55 \mathrm{Mly}=5.5 \cdot 10^{23} \mathrm{~m}$.
b. MS located within M $87-r_{M S}=1000 \mathrm{ly}=10^{19} \mathrm{~m}$.
c. MS located (very) close to BH M87-r $r_{M S}=1 l y=10^{16} m$.

Our aim is to describe the trip itself and its perception by two specific observers: an astronaut, Archibald (A), located within a spaceship and a static observer, Barbara (B), located at MS. We will assume that A and B communicate simply by the exchange of electromagnetic signals and radial light rays of fixed frequency, characterized by a wave vector (28).

Firstly, free fall toward BH M87, the crossing of its horizon and eventually reaching the final outcome, will be considered within the two scenarios: fall from the rest (I) and fall with some nonzero initial speed simulating free fall from infinity (II).

### 5.1.1 How long does it take to reach position $r_{x}$ ?

The time to reach position $r_{X}$ as measured by A is determined as follows (see Eq. (26)):

$$
\tau\left(r_{M S} ; r_{X}\right)=-\int_{r_{M S}}^{r_{X}} \frac{1}{\sqrt{\varepsilon^{2}-g_{t t}}} d r=\left\{\begin{array}{c}
-\int_{r_{M S}}^{r_{X}} \frac{1}{\sqrt{g_{t t}\left(r_{M S}\right)-g_{t t}}} d r  \tag{42}\\
-\int_{r_{M S}}^{r_{X}} \frac{1}{\sqrt{1-g_{t t}}} d r
\end{array}\right.
$$

for cases I and II, respectively. For Schwarzschild space-time, $Q=0$, one finds in the scenarios (a)-(c) listed above the following results in cases I and II:

$$
\begin{gather*}
\tau_{s}\left(r_{M S} ; r_{X}\right)=-\int_{r_{M S}}^{r_{X}} \frac{1}{\sqrt{\varepsilon^{2}-g_{t t}}} d r=T_{0} I_{s}\left(r_{M S} ; r_{X}\right)  \tag{43}\\
T_{0}=\frac{R_{g}}{c}=6.4 \cdot 10^{4} s  \tag{44}\\
\left.I_{2} ; r_{1}\right)=\left\{\begin{array}{c}
-\int_{r_{2}}^{r_{1}} \frac{1}{\sqrt{g_{t t}\left(r_{M S}\right)-g_{t t}}} d r=I_{M S}\left(\left(r_{2} ; r_{1}\right)\right)=x_{M S}^{3 / 2}\left(\operatorname{arctg} y+\frac{y}{1+y^{2}}\right)_{y_{2}}^{y_{1}} \\
-\int_{r_{2}}^{r_{1}} \frac{1}{\sqrt{1-g_{t t}}} d r=I_{\infty}\left(r_{2} ; r_{1}\right)=\frac{2}{3}\left(x_{2}^{3 / 2}-x_{1}^{3 / 2}\right)
\end{array}\right. \tag{45}
\end{gather*}
$$

$$
\begin{equation*}
x=\frac{r}{R_{g}} \quad y=\sqrt{x_{M S}} \sqrt{\frac{1}{x}-\frac{1}{x_{M S}}} \tag{46}
\end{equation*}
$$

a. $r_{X}=\frac{r_{M S}}{2}$

$$
\begin{gather*}
\tau_{s}\left(r_{M S} ; r_{X}\right)=\left\{\begin{array}{c}
\tau_{M S}=T_{0} x_{M S}^{3 / 2}\left(\operatorname{arctg} y+\frac{y}{1+y^{2}}\right)_{y_{2}}^{y_{1}} \sim 10^{21} s \sim 3 \cdot 10^{13} y \\
\tau_{\infty}=T_{0} \frac{2}{3}\left(x_{2}^{3 / 2}-x_{1}^{3 / 2}\right) \sim 10^{20} s \sim 3 \cdot 10^{12} y
\end{array}\right.  \tag{47}\\
\tau_{s}\left(r_{M S} ; r_{X}\right)=\left\{\begin{array}{l}
\sim 10^{6} y \\
\sim 5 \cdot 10^{5} y
\end{array}\right.  \tag{48}\\
\tau_{s}\left(r_{M S} ; r_{X}\right)=\left\{\begin{array}{l}
\tau_{M S} \sim 30 y \\
\tau_{\infty} \sim 10 y
\end{array}\right. \tag{49}
\end{gather*}
$$

b. $r_{X}=1.1 r_{g}$

$$
\begin{gather*}
\tau\left(r_{M S} ; r_{X}\right)=\left\{\begin{array}{l}
\tau_{M S} \sim \sim 3 \cdot 10^{13} y \\
\tau_{\infty} \sim \sim 3 \cdot 10^{12} y
\end{array}\right.  \tag{50}\\
\tau\left(r_{M S} ; r_{X}\right)=\left\{\begin{array}{c}
\tau_{M S} \sim 10^{6} y \\
\tau_{\infty} \sim 5 \cdot 10^{5} y
\end{array}\right.  \tag{51}\\
\tau\left(r_{M S} ; r_{X}\right)=\left\{\begin{array}{c}
\tau_{M S} \sim 30 y \\
\tau_{\infty} \sim 13.5 y
\end{array}\right. \tag{52}
\end{gather*}
$$

Barbara may make her own measurements of the time representing the instants indicated above in different ways: recording signals coming from A , communicating with A about his perception of time, etc. One may prefer to use a compromise based on this variety of approaches, namely, indicating the coordinate instant $t_{X}$ corresponding to $\tau\left(r_{M S} ; r_{X}\right)$. Indeed one or other method of measuring the instant when reaching coordinate position $r_{X}$ by A applied by B refers to $t_{X}$ and is determined by (see also Eq. (42)):

$$
t_{X} \equiv t\left(r_{M S} ; r_{X}\right)=-\int_{r_{M S}}^{r_{X}} \frac{\varepsilon}{g_{t t} \sqrt{\varepsilon^{2}-g_{t t}}} d r=\left\{\begin{array}{c}
-\int_{r_{M S}}^{r_{X}} \frac{\sqrt{g_{t t}\left(r_{M S}\right)}}{g_{t t} \sqrt{g_{t t}\left(r_{M S}\right)-g_{t t}}} d r  \tag{53}\\
-\int_{r_{M S}}^{r_{X}} \frac{1}{g_{t t} \sqrt{1-g_{t t}}} d r
\end{array}\right.
$$

for cases I and II, respectively. As indicated in former sections, the coordinate time period becomes singular (goes to infinity) as A approaches the horizon, independently of the initial conditions:

$$
\begin{equation*}
r_{X} \rightarrow r_{g}, t_{X} \rightarrow \infty . \tag{54}
\end{equation*}
$$

In analogy with the above results for A , one finds for B the following outcomes:

$$
\begin{equation*}
t_{\infty X} \equiv t\left(r_{M S} ; r_{X}\right)=-\int_{r_{M S}}^{r_{X}} \frac{1}{g_{t t} \sqrt{1-g_{t t}}} d r=T_{0} I_{\infty t} \tag{55}
\end{equation*}
$$

$$
\begin{align*}
I_{\infty t} & =\int_{x_{M S}}^{x_{X}} \frac{\sqrt{x} d x}{\left(1-\frac{1}{x}\right)} d r \\
& =\frac{2}{3}\left(x_{M S}^{3 / 2}-x_{X}^{3 / 2}\right)+2\left(\sqrt{x_{M S}}-\sqrt{x_{X}}\right)+\ln \left|\frac{x_{M S}-1}{x_{M S}+1}\right|-\ln \left|\frac{x_{X}-1}{x_{X}+1}\right|  \tag{56}\\
t_{\infty X}= & T_{0}\left\{\frac{2}{3}\left(x_{M S}^{3 / 2}-x_{X}^{3 / 2}\right)+2\left(\sqrt{x_{M S}}-\sqrt{x_{X}}\right)+\ln \left|\frac{x_{M S}-1}{x_{M S}+1}\right|-\ln \left|\frac{x_{X}-1}{x_{X}+1}\right|\right\} \tag{57}
\end{align*}
$$

The dominant term in the coordinate time is the first one if the final position, $r_{X}$, is not too close to the horizon:

$$
\begin{equation*}
t_{\infty X} \approx T_{0}\left\{\frac{2}{3}\left(x_{2}^{\frac{3}{2}}-x_{1}^{\frac{3}{2}}\right)\right\}=\tau_{\infty X} \tag{58}
\end{equation*}
$$

If the destination station, X gets close to the horizon, the duration of travel (45) becomes dominated by the last term which tends to infinity:

$$
\begin{equation*}
t_{\infty X} \approx T_{0}\left\{-\ln \left|\frac{x_{1}-1}{x_{1}+1}\right|\right\} \xrightarrow{x_{1} \rightarrow 1} \infty \tag{59}
\end{equation*}
$$

However, in practical terms, i.e., in all of the cases listed above

$$
\begin{equation*}
t_{\infty X} \approx T_{0}\left\{\frac{2}{3}\left(x_{2}^{\frac{3}{2}}-x_{1}^{\frac{3}{2}}\right)\right\}=\tau_{\infty X} \tag{60}
\end{equation*}
$$

The last term starts to dominate for

$$
\begin{equation*}
-\ln \left|\frac{x_{1}-1}{x_{1}+1}\right|=x_{2}^{\frac{3}{2}} \tag{61}
\end{equation*}
$$

i.e., it depends on the initial conditions. In case (c), the logarithmic term starts to dominate incrementally close to the horizon (on the horizon in fact, see below):

$$
\begin{equation*}
r_{X}=R_{g}\left(1+e^{-6000}\right) \tag{62}
\end{equation*}
$$

The meaning of this result is that the coordinate time is the corrected proper time, and the correction is moderate up to the vicinity of the horizon. In the close vicinity of the horizon, the singular term starts to dominate, and the coordinate time tends to infinity in this range. However, as shown above the "close vicinity of the horizon" means

$$
\begin{equation*}
\Delta r_{X}=R_{g} e^{-6000} \tag{63}
\end{equation*}
$$

"effectively on the horizon!"
If the initial conditions are those described in (a) and (b), then that range is (formally) even smaller, i.e., it is a "stronger" zero.

Before entering the interior of the Schwarzschild BH, we will illustrate trip A via the Doppler shift.

### 5.1.2 Doppler shift

$A$ and $B$ are exchanging electromagnetic signals of fixed (emitter) frequency. Let us present the list of frequency ratios at various $r_{X} \equiv r_{A}$ as in the former subsection. Applying expressions (30) and (31), one finds:

$$
v_{A}^{2}=\frac{\varepsilon^{2}-g_{t t}\left(r_{A}\right)}{\varepsilon^{2}}=\left\{\begin{align*}
\frac{g_{t t}\left(r_{M S}\right)-g_{t t}\left(r_{A}\right)}{g_{t t}\left(r_{M S}\right)}=\frac{\frac{R_{g}}{r_{A}}-\frac{1}{x_{M S}}}{1-\frac{R_{g}}{r_{M S}}}=\frac{1}{x_{M S}} \frac{\frac{r_{M S}}{r_{A}}-1}{1-\frac{1}{x_{M S}}} & I  \tag{64}\\
\frac{R_{g}}{r_{A}} & =\frac{1}{x_{M S}} \frac{r_{M S}}{r_{A}}
\end{align*}\right.
$$

a. $r_{A}=\frac{r_{M S}}{2}$
$\cdot v_{A}^{2}=\left\{\begin{array}{c}\frac{1}{x_{M S}} \frac{\frac{r_{M S}}{1-\frac{1}{x_{M S}}}-1}{1-\frac{1}{x_{M S}}}=\frac{1}{x_{M S}} \frac{1}{1-\frac{1}{x_{M S}}} \quad I \\ 2 \frac{1}{x_{M S}}\end{array}\right.$
$\cdot \frac{\omega_{A}^{r}}{\omega_{B}^{e}}=\frac{1}{1+v_{A}} \approx 1-v_{A}=\left\{\begin{array}{cc}1-\frac{1}{\sqrt{2.75}} \cdot 10^{-5} & I \\ 1-10^{-5} & I I\end{array}\right.$

- $\frac{\omega_{B}^{r}}{\omega_{A}^{e}}=1-v_{A}$
- $\frac{\omega_{A}^{r}}{\omega_{B}^{e}}=\frac{1}{1+v_{A}} \approx 1-v_{A}=\left\{\begin{array}{cc}1-\frac{1}{7} \cdot 10^{-2} & I \\ 1-\frac{\sqrt{2}}{7} \cdot 10^{-2} & I I\end{array}\right.$
- $\frac{\omega_{B}^{r}}{\omega_{A}^{e}}=1-v_{A}$
- $\frac{\omega_{A}^{r}}{\omega_{B}^{e}}=\frac{1}{1+v_{A}} \approx 1-v_{A}=\left\{\begin{array}{cc}1-\frac{1}{22} & I \\ 1-\frac{\sqrt{2}}{22} & I I\end{array}\right.$
- $\frac{\omega_{B}^{r}}{\omega_{A}^{e}}=1-v_{A}$
b. $r_{A}=1.1 R_{M 87}$

$$
\begin{aligned}
& \cdot v_{A}^{2}=\left\{\begin{array}{cc}
\approx \frac{1}{1.1} & I \\
\frac{R_{g}}{r_{A}}=\frac{1}{1.1} & I I
\end{array}\right. \\
& \cdot \frac{\omega_{A}^{r}}{\omega_{B}^{e}}=\frac{1}{1+v_{A}}=0.512 \\
& \cdot \frac{\omega_{B}^{r}}{\omega_{A}^{e}}=1-v_{A} \approx 0.046
\end{aligned}
$$

and (c) the same as (a)
c. $r_{A}=1.01 R_{M 87}$

- $\frac{\omega_{A}^{r}}{\omega_{B}^{e}}=\frac{1}{1+v_{A}}=0.5012$
- $\frac{\omega_{B}^{r}}{\omega_{A}^{e}}=1-v_{A} \approx 0.00496$
and (c) the same as (a)
d. $r_{A}=1.001 R_{M 87}$
- $v_{A}^{2}=\frac{1}{1.001}$
- $\frac{\omega_{A}^{r}}{\omega_{B}^{e}}=\frac{1}{1+v_{A}}=0.50012$
- $\frac{\omega_{B}^{r}}{\omega_{A}^{e}}=1-v_{A} \approx 0.0004996$.

When A approaches the horizon of BH M87, $r_{X} \rightarrow R_{M 87}$, the frequency of signals reaching $B$ tends to zero

$$
\begin{equation*}
\frac{\omega_{B}^{r}}{\omega_{A}^{e}} \rightarrow 0 \tag{65}
\end{equation*}
$$

and the signals themselves gradually disappear from the recording devices. Such a process becomes unboundedly extended in time. On the other hand, A receives the signals from B as redshifted toward a well-defined limit, and one finds in all cases (a-c)

$$
\begin{equation*}
\frac{\omega_{A}^{r}}{\omega_{B}^{e}}\left(r_{X}=R_{M 87}\right)=0.5 \tag{66}
\end{equation*}
$$

as the indicator of the instant of crossing the horizon (see also Section 3).

### 5.2 Beyond "the gate of BH M87": how much time remains?

Archibald knows precisely the instant of his crossing of the horizon: whatever his starting point was, (a)-(c), he passes the horizon BH M87 when the frequency ratio hits $1 / 2$. It is the irreversible instant in the whole trip: after this there is no way back. One may ask, however, the provocative question: why is there no way back?

Let us briefly discuss this point. During the radial fall toward BH M87, outside the horizon, $r>R_{M 87}$, A can "see" both MS and BH M87, i.e., he can perceive the signals coming from $B$ (located at MS ) as well as the signals coming from regions located closer to BH M87 than his own current location. Radial light rays can obviously propagate along both increasing $r$ and diminishing $r$. Upon crossing the horizon, the situation becomes quite different. The coordinate $r$ changes its char-acter-it becomes time-like, such that $d r<0$. This means that the $r$ coordinate only diminishes, reducing from $R_{M 87}$ to 0 . Therefore, there is no way "back to the horizon" inside BH M87 because the horizon is "an instant in the past"-there is no way to "travel" to the past. It should be pointed out that this conclusion presented within this "pathological" (i.e., singular behavior at the horizon) system of coordinates remains valid as this also occurs in other, nonsingular coordinate systems.

Therefore, after crossing the horizon BH M87, Archibald no longer travels toward the center of black hole M87, but he travels along the $t$-axis of homogeneity until the final instant, $r=0$.

How much time does this trip take? The answer is given by applying expression (42) to the interior of BH M87, $r<R_{M 87} \equiv r_{X}, g_{t t}<0$,

$$
\tau\left(r_{X} ; 0\right)=-\int_{r_{X}}^{0} \frac{\varepsilon}{\sqrt{\varepsilon^{2}-g_{t t}}} d r=\left\{\begin{array}{c}
-\int_{r_{X}}^{0} \frac{1}{\sqrt{g_{t t}\left(r_{M S}\right)-g_{t t}}} d r  \tag{67}\\
-\int_{r_{X}}^{0} \frac{1}{\sqrt{1-g_{t t}}} d r
\end{array}\right.
$$

and it depends on the scenario, i.e., the boundary conditions, I or II.
Hence, in the case of free fall from infinity (or its simulation), one finds:

$$
\begin{equation*}
\tau_{\infty}\left(r_{x} ; 0\right)=12 h r s \tag{68}
\end{equation*}
$$

In case I, a) - c) one obtains the same outcome:
Archibald, upon entering the interior of BH M87, would be left with only 12 hours in this fatal trip. Could this period be extended? Or what would be, if it were to exist, the maximal period, the maximal lifetime inside BH M87, hereafter termed lft BH M87?

As illustrated above lft BH M87 depends on the history (i.e., the initial conditions) of the trip, and it gets longer once MS gets closer to the horizon (much closer than 1 light year!). Actually as one finds from expression I (69), its maximal value corresponds to the case $g_{t t}\left(r_{M S}\right)=0$. This cannot be achieved but it should be regarded as a limiting case. This limit represents the situation of Archibald's spaceship stopping just before reaching the horizon and then being released, maybe without Archibald who would prefer to avoid the particular experience of crossing the horizon. Then one finds the value of maximal lifetime of BH M87 as

$$
\begin{equation*}
\tau_{\max }\left(r_{X} ; 0\right)=-\int_{r_{X}}^{0} \frac{1}{\sqrt{-g_{t t}}} d r=28.4 \mathrm{hrs} \tag{69}
\end{equation*}
$$

This is then the maximal extension of time, the maximal lifetime within the black hole M87.

So despite the fact that BH M87 is an enormously large object, you do not have much time left once you have crossed its border.

### 5.2.1 Tidal forces at the gate and beyond

Discussing even a hypothetical trip to the interior of BH M87, one should take into account aspects of human frailty. One of them concerns the forces applied to the human body during this particular journey. There are tidal forces applied to the body of the astronaut, in this case Archibald. They turn out to be quite moderate on the horizon in the case of a supermassive black hole as is a well-known fact. So at the horizon, $r \cong R_{M 87}$, the differential force acting along Archibald's body, leads to a pressure of the order of (see, e.g., [9]) $10^{-15} \mathrm{~atm}$. This effect increases, however, and at some stage, when $r \cong \frac{1}{1000000} R_{M 87}$, it leads to a limiting value of the pressure, some $10^{2} \mathrm{~atm}$. And for Archibald who decided to undergo the unique experience of crossing the horizon of BH M87, that would be the ultimate end.

### 5.3 RN scenario

What changes if BH M87 is electrified with a charge $Q$ ? Then BH M87 is of the RN kind; it is a little smaller, but its radius cannot never be smaller than half of the

Schwarzschild value (see Eq. (4)), $\frac{G M_{M 87}}{c^{2}} \equiv M_{M 87}=10^{13} \mathrm{~m}$. Moreover, for particular values of the electric charge, the estimations of this section remain to be verified, leading to different final outcomes. However, the qualitative character of the results remains unchanged: the frequency ratio at the horizon hits $1 / 2$ for A , and signals coming to B are critically redshifted; there is the most dramatic manifestation of time dilation illustrating the "image collision" or "touching ghosts" effect, and there is a significant difference between the interiors of these two kinds of BHs. If BH M87 is electrically charged, then it possesses an inner horizon, and the process of expansion along the homogeneity axis, the $t$-axis, would stop at the instant

$$
\begin{equation*}
r_{\min } \equiv \frac{Q^{2}}{M_{M 87}}>r_{-} \tag{70}
\end{equation*}
$$

and then contraction would follow. That process of contraction would continue up to the instant

$$
\begin{equation*}
r=r_{-} \tag{71}
\end{equation*}
$$

During contraction along the homogeneity axis, it becomes of infinite length apart from the final instant (86) when its length suddenly becomes zero - the system reaches its inner horizon. However, the physical character of the inner horizon remains a questionable point (see [12]).

## 6. Concluding remarks

Supermassive BH M87 is a very large object with a size of some 20 light hours. Located at a distance 55 Mly , it does not seem to be reachable from the Earth. However, looking at its image (the very first of a black hole), it might be of interest to consider and present some issues representing and characterizing this kind of object. As a supermassive black hole, it exerts a very strong gravitational pull (see also: "strong gravitational fields" [15-17]). To illustrate this one could consider free fall due to the gravitational attraction of BH M87. The trip from the Earth would last 10,000 times longer than the age of the universe. But a test object falling from a distance of 1 light year would reach the BH M87 event horizon within some 30 years. On the other hand, traveling with a constant speed of $300,000 \mathrm{~km} / \mathrm{h}$ (at the moment the greatest speed achieved by an object produced by humans), one could cover a distance of 1 light year within 3600 years, 120 times longer than the period given above.

Assuming it is spherical, we have presented a variety of features related to the hypothetical trip toward and within BH M87, emphasizing the dynamics of its anisotropic interior.

Finally we would like to comment on a remark on the image of BH M87 made by an anonymous columnists who said:
"... it looks like the Gate to Hell".
Considering a hypothetical trip toward BH M87, one finds that the anonymous columnist was wrong: looking at the image of BH M87, one has to remember that in fact it functions in a way much worse than the Gate to Hell. After crossing such an "invisible, so apparently gentle gate," you are trapped: there is no way back and you are left with no more than 28 hours. By that time, your body would be stretched and compressed at the same time with no limits.

If BH M87 confines an electric charge, then it is possible that the process of stretching would be stopped, and contraction would follow. But this could hardly change your perspective: your lifetime within the horizon could never be substantially extended. And there is no way out.
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# Dark Matter within the Milky Way 

Aleksander Kaczmarek and Andrzej Radosz


#### Abstract

Dark matter is an invisible substance that seems to make almost $85 \%$ of all the mass and roughly $26 \%$ of mass-energy content of our Universe. We briefly present the history of its discovery, and we discuss the main attempts to resolve the problem of the origin of dark matter. Those attempts are as follows: dark matter particles (WIMPs), unseen astrophysical objects (MACHOs), or interactions of dark matter with ordinary (luminous) matter. We also introduce a different approach claiming no need for existence of the dark matter (MOND) and recent findings about the ultra-diffuse galaxies. Finally we present $21-\mathrm{cm}$ line observations of neutral hydrogen in the Milky Way made by using 3 m in diameter radio telescope in the Astronomical Observatory of the Jagiellonian University. These studies yield rotational curve of our galaxy. Rotational curve we obtained is compared to those present in literature and constitutes a proof of presence of dark matter in the Milky Way.
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## 1. Introduction

In 1933 Fritz Zwicky [1] indicated a problem related to the galaxy cluster Coma. Galaxy cluster studied by Zwicky appeared to contain some 400 times more matter than an ordinary, visible, i.e., luminous matter. The content of the luminous matter was estimated form the amount of light emitted by the cluster. However, there was no response for that finding. Only 40 years later in 1970s the problem was rediscovered and concerned almost all of the galaxies. Research of Vera Rubin discovered that the galaxies rotate in a way that cannot be explained by taking into account visible, luminous matter. Today we know that most of the matter in the Universe is dark. Various attempts to resolve the problem of the existence of a mysterious form of matter, dark matter, have been taken ever since. One such idea is to find a particle to possibly complete the standard model. The most important property of such particle would be that it is not a subject to electromagnetic force; hence the dark matter is invisible in all electromagnetic wavelengths. In order to detect such particle, sensitive detectors are built, but still final conclusion has not been made. Another attempt of explaining the problem of missing matter was based on the assumption of existence of astrophysical objects such as black hole or dim brown dwarfs. This idea has rather been discredited as the abundance and masses of such objects are too small comparing to the amount of the matter that is missing. On different grounds stands the idea of modifying gravity in low acceleration regime. Modified Newtonian dynamics (MOND) proposed by M. Milgrom in 1983 is a phenomenological approach attempting to provide explanation of rotation of
galaxies without invoking hidden matter at all. Yet such an approach seems to be in tension with recent findings of van Dokkum et al. about the ultra-diffuse galaxies. There appear to exist galaxies devoided of dark matter-then what about MOND predictions? This contribution is completed with the rotational curve of the Milky Way determined with 3 m in diameter radio telescope in the Astronomical Observatory of the Jagiellonian University. Obtained rotational curve is flat which indicates the presence of dark matter in the halo of our galaxy.

## 2. The dark matter problem

The term "dark matter" (DM) was introduced due to the contribution by Fritz Zwicky as early as in 1930s of the twentieth century. Studying the Coma cluster (of galaxies) located 320 million light-years away, Zwicky estimated [1] masses of the galaxies that make up this cluster based on the amount of light they emit. It turned out that such an amount of (luminous) matter wasn't large enough to explain the trajectories and velocities of those galaxies. Zwicky claimed then that the gravitational attraction exerted by the luminous matter was not enough to hold the cluster together and if there wasn't some kind of additional, nonluminous matter that provide extra gravity force, the galaxies would fly apart. These findings seemingly intriguing by themselves had not been taken seriously by scientific community. And only findings of Vera Rubin [2], some 40 years later, led to the formulation of the fundamental and still unresolved problem. Rubin studied rotational curves of galaxies. Rotational curve of a galaxy is a plot presenting how the orbital velocity of objects in this galaxy changes with increasing distance from the galaxy's center (see Figure 1). It turned out that the shapes of the curves did not comply with the theoretical predictions based on the mount of matter estimated due to the emitted light.

Figure 1 illustrates this discrepancy. When being close to the center of the galaxy, the plot agrees with what one would expect: the rotational curve increases


Figure 1.
Figure schematically representing discrepancy between observed $(B)$ and predicted $(A)$ rotational curves of galaxies that indicates presence of dark matter in halos of such galaxies. Credit: PhilHibbs, Wikipedia, https:// pl.wikipedia.org/wiki/Krzywa_rotacji_galaktyki\#/media/Plik:GalacticRotation2.svg, Creative Commons Attribution-Share Alike 3.0 Unported license.
rapidly that reflects an obvious fact that the velocity of a test object (a "star") increases as the effective gravitational force is growing (at a given radius, only the mass enclosed within a sphere of that radius is relevant in terms of excreting gravitational force-Newton's Shell Theorem). Past a certain distance though (when increasing a distance from the massive center of galaxy does not enclose adequately bigger amounts of mass), the effective force of gravity should decline (as $\mathrm{R}^{2}$ will increase faster than the mass enclosed in a sphere of a radius being that distance from the center so the force of gravity will decline) which should result in lower orbital velocities.

Vera Rubin and Kent Ford published their first rotational curve in paper [2]. They presented there the rotation of Andromeda based on spectroscopic survey of emission regions applying neutral hydrogen, $\mathrm{H} \alpha$, and [NII] $\lambda 6583$ emission lines. Further works, see, e.g., [3], revealed that most of the galaxies have rather flat rotational curves like the one in Figure 1. The fact that more distant stars have almost constant velocity attracted the attention of scientists. The circular velocities of the stars are due to gravity which plays the role of centripetal force. Combining Newton's law of gravity with an expression for centripetal force yields the following relation:

$$
\begin{equation*}
\frac{G M}{R^{2}}=\frac{V^{2}}{R} \tag{1}
\end{equation*}
$$

where $G$ is universal gravitational constant, $M$ is mass exerting a gravitational force, $V$ denotes velocity of a (test) object orbiting mass $M$, and $R$ is the distance between them. One obtains from Eq. (1)

$$
\begin{equation*}
M=G V^{2} R \tag{2}
\end{equation*}
$$

Since $G$ is constant and $V$ appears to be constant as we can see in rotational curves (see Figure 1), it would mean that the mass of a galaxy increases linearly with the distance from its center:

$$
\begin{equation*}
M(R) \sim R . \tag{3}
\end{equation*}
$$

As we know most of galaxies including the Milky Way have a bright massive center, a bulge, with majority of stars placed in that range and possibly a supermassive black hole in the middle. The farther away from the center, the fainter the regions are, i.e., less stars hence less matter is present, and linear dependence (3) is almost impossible to be obeyed. Computer simulations show that the galaxies move in a way we can observe them only if there is another than ordinary, luminous, form of matter, namely, dark matter. The amount of dark matter should be as large as almost five times more than the amount of ordinary matter. This is in agreement with calculations made within lambda-cold dark matter model ( $\Lambda$-CDM) and the data from Wilkinson Microwave Anisotropy Probe (WMAP) [4] as well as Planck mission [5]. $\Lambda$-CDM model is a parametrization of the Big Bang cosmological model in which the Universe contains three major components: first, a cosmological constant denoted by lambda (Greek $\Lambda$ ) and associated with dark energy; second, the postulated cold dark matter (abbreviated CDM); and third, ordinary matter. It is often referred to as the standard model of Big Bang cosmology because it is the simplest model that provides a reasonably good description of the content of the Universe. WAMP was a satellite designed to map the cosmic microwave background (CMB) radiation over the entire sky in five frequency bands. The agreement between $\Lambda$-CDM model and the data from WAMP is good enough, which supports the validity of this model $[4,5]$. The $\Lambda$-CDM model indicates that the matter the


Figure 2.
Estimated distribution of matter and energy in the universe based on Planck data. Credit: ESA, Planck reveals an almost perfect Universe.
stars (and us) are made of is just a tiny part of the mass-energy content of the Universe (see Figure 2).

## 3. Possible solutions and even more problems

### 3.1 Wimps

Hypothetical particles that constitute the dark matter are called WIMPs which stands for weakly interacting massive particles. All the matter that we know (and us) is made of baryonic matter, i.e., the matter is made of baryons. WIMPS would be a new type of particles beyond the standard model. Those should be massive, subject to the gravitational force, and possibly other forces that are comparable to the weak force. One such candidate for WIMP could be a stable supersymmetric particle. Supersymmetric model has a particle of this property which was even called a "Wimp Miracle," but we have not yet observed any trace of supersymmetry, moreover, Wimp Miracle in any of the particle colliders. WIMPs also should not interact via electromagnetism; hence the DM is not visible in any wavelength. We only can "see" the DM due to its gravitational interactions, which are strong enough to cause a phenomenon known as gravitational lensing.

### 3.1.1 Gravitational lensing

This phenomenon is observed when the light rays passing near a very massive object are deflected (due to the curvature of space-time produced by this object) in
such a way that a distant observer observes it lensed. Figure 3 illustrates gravitational lensing: the stretched structures are distant galaxies, whose light was bent by the DM between them and the observer. This allows to calculate the mass required to cause such phenomenon [6]. Large aggregations of massive DM particles are able to produce such image letting us to know it's out there.

### 3.2 MACHOs

Massive astrophysical compact halo objects (MACHOs) was another hypothesis invoked to explain the presence of large amount of nonluminous matter in galactic halos. Those, contrary to the WIMPS, would have been regular astrophysical objects emitting little or no radiation such as black holes, neutron stars, as well as brown dwarfs and unassociated planets, which drift unseen through interstellar space providing extra gravity. Thorough investigations have shown that this concept rather fails to explain the expected amount of the DM. One way to detect MACHOS' influence, as described in [7], is to look for events of microlensing caused by them. Such microlensing would cause observable apparent amplification of star's flux. In [7] it was shown that the number of such events is far too less that would have been expected. That rules out MACHOS as the candidates for DM. Moreover, the studies of abundance of baryons created in the Big Bang show that baryon density is consistent with the mean cosmic density of matter visible optically and in X-rays. It implies that most of the baryons in the Universe are visible but not dark and that most of the matter in the Universe consists of nonbaryonic DM [7].

### 3.3 MOND

In the former sections, we have discussed the attempts of solving or explaining the problem of the missing matter. That is to find or to claim existence of unknown, invisible substance. Yet there is another idea based on a different assumption. In 1983 Milgrom [8] proposed an idea that maybe it is the theory that needs to be


Figure 3.
An image of gravitational lensing obtained with Hubble space telescope showing a distant image of galaxies which had been stretched due to the warping of space-time caused by a massive object between them and the observer. Credit: ESA/Hubble https://www.spacetelescope.org/images/potw1506a/.
modified rather than an invisible matter to be found. Modified Newtonian dynamics (MOND) is an empirically motivated modification of Newtonian dynamics at low accelerations, suggested as an alternative to dark matter concept [8, 9]. In Ref. [8] Milgrom considered the possibility that Newton's second law does not describe the motion of objects under the conditions which prevail in galaxies and systems of galaxies. Newton's laws have been tested in high-acceleration environment like the Earth or the solar system. The stars in the outer parts of the galaxies move in the circumstances of extremely low accelerations compared to what we know from everyday life. To illustrate how small such accelerations might be, let us calculate the acceleration of average star (the Sun) located on the suburbs of average galaxy (the Milky Way):

$$
\begin{equation*}
a=\frac{V^{2}}{R}=\frac{\left(220 \frac{\mathrm{~km}}{\mathrm{~s}}\right)^{2}}{8.5 \mathrm{kpc}} \approx 1.845 \times 10^{-10} \frac{\mathrm{~m}}{\mathrm{~s}^{2}} \tag{4}
\end{equation*}
$$

Milgrom proposed then a generalized form of Newton's second principle, claiming the inertia term not to be simply proportional to the acceleration of an object but being rather a more general function of it:

$$
\begin{equation*}
m \cdot \mu\left(a / a_{0}\right) \overrightarrow{\boldsymbol{a}}=\overrightarrow{\boldsymbol{F}} . \tag{5}
\end{equation*}
$$

In expression (5) $m$ is gravitational mass, $a$ is acceleration, $a_{0}$ is some acceleration constant, and $\mu$ is a nonlinear function with the following properties:

$$
\begin{equation*}
\mu(x \gg 1) \approx 1, \mu(x \ll 1) \approx x \tag{6}
\end{equation*}
$$

The acceleration constant is found to be $a_{0}=1.2 \pm 0.2 \times 10^{-10} \frac{m}{s^{2}}$ [8]. Phenomenological success of MOND is that applying it produces flat rotation curves of galaxies as observed and that this simple law is sufficient to make predictions for a broad range of galactic phenomena.

### 3.4 Ultra-diffuse galaxies

Recent studies of van Dokkum et al. [10, 11] have uncovered new class of object referred to as ultra-diffuse galaxies. NGC1052-DF2 and NGC1052-DF4 are large, faint galaxies with an excess of luminous globular clusters, and they have a very low-velocity dispersion. Velocity dispersion is the dispersion of radial velocities about the mean velocity for a group of objects. Low-velocity dispersion indicates that the galaxy has little or no dark matter. NGC1052-DF2 was studied with the Keck Cosmic Web Imager (KCWI), a new instrument on the Keck II telescope that was optimized for precision sky-limited spectroscopy of low surface brightness phenomena at relatively high spectral resolution. The spectroscopy data was used to describe kinematics of the galaxy. This result was based on the radial velocities of globular clusters that were assumed to be associated with the galaxies. It was claimed in Ref. [10] that taking observational uncertainties into account, the determined intrinsic velocity dispersion is consistent with the expected value found for the stars alone and lower than expected from DM halo (see Figure 4). The dynamical mass of NGC1052-DF2 determined in [10] was $1.3 \pm 0.8 \times 10^{8} M_{\odot}$, and the stellar mass, i.e., luminous matter, was found to be $1 \pm 0.2 \times 10^{8} \mathrm{M}_{\odot}$.

To give a reader some intuition and place this in some context, it is worth to notice that the stellar mass of the Milky Way found in [12] was $6.08 \pm 1.14 \times$ $10^{10} M_{\odot}$. It is broadly accepted in literature, and as will the following section


Figure 4.
Constraints on the intrinsic velocity dispersion of NGC1052-DF2. The result found in [8] (red dot star) is consistent with two other studies mentioned by authors and shows that such velocity dispersion indicates lack of the dark matter. Credit: [10].
present, the Milky Way contains big amount of the dark matter. The velocity dispersion of our galaxy is $75 \mathrm{~km} / \mathrm{s}$ [13]. The NGC1052-DF2 is about 100 times lighter than the Milky Way; however, the velocity dispersion of NGC1052-DF2 was found to be only roughly $8.5 \mathrm{~km} / \mathrm{s}$ [10]. If the galaxies can be formed and exist without the dark matter, i.e., the dark matter is not present in all existing galaxies, then the attempts to explain their dynamics by applying MOND might be at risk.

## 4. Detection of dark matter

### 4.1 Gravitational interaction with ordinary matter

In 2012 Moni Bidin et al. [14] published a paper in which they estimated surface mass density in the solar neighborhood. Results obtained match the expectations of visible matter alone without the need of adding the dark matter component. The difference between the measured mass of matter (derived in this study) and the mass of visible matter (i.e., mass of matter that is estimated in the independent way based on the amount of emitted) provides an estimate of the amount of DM in the volume under analysis, and constraints on the shape of the DM halo can be derived. The fundamental basis for this measurement is the application of the PoissonBoltzmann and Jeans equations to a virialized system in steady state. This allows to estimate either the local density at the solar position or the surface density (mass
per unit area) of the mass within a given volume. Authors in Ref. [14] derive analytical expression for surface density as a function of distance from the galactic disk plane $\Sigma(Z)$ to estimate the surface mass density between 1.5 and 4.5 kpc distance from the galactic disk plane using data from of the kinematics studies of about 400 red giants kinematics. The authors in [14] claimed that the estimate of the surface mass density matches the expectation of visible mass alone and the degree of overlap between the two curves is striking. There is no need for any dark component to account for the results: the measured $\Sigma(Z)$ implies a local DM density $\rho_{\odot D M}=0 \pm 1 M_{\odot} \cdot 10^{-3} p c^{-3}$ a. Further the authors in [14] compared this results with models of DM disk present in literature such as Ref. [15] hereafter OM; Ref. [16] hereafter SMH, which is standard DM halo model; or Ref. [17]-the model with minimal local DM density-hereafter MIN. Comparison of these findings is presented in Figure 5. Authors in Ref. [14] claim that the OM model is excluded at 8 sigma confidence level, SHM at 6 sigma, and even MIN model at 4.1 sigma. (Sigma confidence level says how many values lie within the number of standard deviation of the mean. For example, in particle physics there is a convention of a five-sigma effect being required to qualify as a discovery, that is to say that $99.99994 \%$ of the values must lay within 5 standard deviations of the mean; 8 sigma is even higher confidence level). Authors conclude that the measurement of the mass surface density at the solar galactocentric position between 1.5 and 4 kpc from the galactic plane accounts for the visible mass only. The DM density in the solar neighborhood, extrapolated from the observed curve of $\Sigma(Z)$, is at variance with the general


Figure 5.
Observational results for the surface mass density, as a function of distance from the galactic plane (black curve), compared to the expectations of the models discussed in the text (thick gray curves). The dotted and dashed lines indicate the observational $1 \sigma$ and $3 \sigma$ strip, respectively. Expectations for the known visible mass are indicated by the thick gray curve labeled as VIS. Credit: [14].
consensus that it must be in the range $5-13 M_{\odot} \cdot 10^{-3} p c^{-3}$ (e.g., $[18,19]$ ). Lack of DM is observed by using measurements of the thick disk kinematics and is independent of the choice of data, because very similar results were obtained by means of other kinematical results in the literature. It is clear that the local surface density as measured in Ref. [14], extrapolated to the rest of the galaxy, cannot retain the Sun in a circular orbit at a speed of $\sim 220 \mathrm{~km} \mathrm{~s}^{-1}$. A deep missing mass problem is therefore confirmed by this study, and this finding tells us that indirect attempts to detect the dark matter by investigating its interactions with ordinary matter in that way have a little chance of success.

### 4.2 Direct detection

The experiments that aim at the direct detection due to scattering do not agree with each other yielding different constraints on the mass of the DM particles. The DAMA/LIBRA experiment [20] is the only one to claim positive result of detection which however has not been yet confirmed by the other groups (detectors). The aim of this experiment is detecting low-energy recoil photons from the scintillator crystals of thallium-doped sodium iodide $\mathrm{NaI}(\mathrm{Tl})$ placed in the detectors under the ground. Such photons would be emitted when the DM particle collides with one of the scintillators. If what we know about the DM is right, then since the Earth orbits the Sun, the DM particles should pass through the planet and hence have a chance to collide with those of the detectors. The idea of the experiment is that if one takes into account the revolution of the Earth around the Sun and the revolution of the Sun around the center of our galaxy, then the signals coming from the collisions should be modulated as in June the relative velocity of the Earth and the DM flux is the biggest hence yielding the biggest number of collisions. The data collected from the phase II of the experiment have all traits required to claim the presence of the DM in our part of the galaxy. The annual modulation is present only in the events concerning the photons with energies exactly within the energetic range theoretically predicted for the DM particles. Yet the DAMA/LIBRA is a singular case. Several groups have been working to develop experiments aiming at reproducing DAMA/LIBRA's results using the same target medium. To determine whether there is evidence for an excess of events above the expected background in sodium iodide and to look for evidence of an annual modulation, the COSINE-100 experiment [21] uses the same target medium to carry out a model-independent test of DAMA/ LIBRA's claim. Their results from the initial operation of the COSINE-100 experiment were published in [21], and no excess of signal-like events above the expected background in the first 59.5 days of data from COSINE-100 has been observed. Assuming the so-called standard DM halo model, this result rules out spinindependent WIMP-nucleon interactions as the cause of the annual modulation observed by the DAMA/LIBRA collaboration. Another such experiment is the XENON100 experiment that searches for electronic recoil event rate modulation by measuring the scintillation light from a particle interacting in the liquid xenon. The results of this experiment published in [22] also exclude the DAMA/LIBRA results.

### 4.3 Others

We will present here very briefly the other two methods of detection of DM:

- Production of DM particles in colliders-If the DM particles were created, for instance, in LHC, they would escape through the detectors unnoticed (due to their non-electromagnetic nature). However, they would carry away energy
and momentum, so one could infer their existence from the amount of energy and momentum "missing" after a collision. The LHC also search for existence of supersymmetric particles which are one of the candidates for DM particle.
- Searching for products of annihilation of its particles-Indirect detection. This experiments search for the products of the self-annihilation or decay of DM particles in outer space. For example, in regions of high DM density (e.g., the center of our galaxy), two DM particles could annihilate to produce gamma rays or standard model particle-antiparticle pairs. Alternatively if the DM particle is unstable, it could decay into standard model (or other) particles. These processes could be detected indirectly through an excess of gamma rays, antiprotons, or positrons emanating from high-density regions in the galaxy or others.


## 5. Milky way rotation curve

DM manifests its existence through the shape of rotational curves of galaxies, in particular, through the rotational curve of our own galaxy, the Milky Way. This is what motivated us to take a glimpse on that topic and to compare results to those present in literature [23]. We have studied the rotational curve of Milky Way with radio telescope located in the Astronomical Observatory of the Jagiellonian University provided by EU-HOU project (EU-HOU project was founded with support from the European Commission, grant 510,308-LLP-1-2010-FR-COMENIUS-CMP. https://www.astro.uni-bonn.de/hisurvey/euhou/LABprofile/).

### 5.1 The method

This 3 m in diameter telescope runs observations on 1420 MHz frequency which is the emission line of neutral hydrogen. When the hydrogen atom undergoes a transition from the state of higher energy when the spins of the proton and the electron are parallel to the state of lower energy that is when the spins are antiparallel, emitted photon is equivalent to radiation roughly 21 cm wavelength in vacuum (see Figure 6). Even though such process occurs very rarely, given the abundance of the hydrogen in the Universe (i.e., $74 \%$ of its baryonic mass), it is a common phenomenon. Hence the hydrogen is also present in the interstellar space around the stars, and radio observations yield information on how the matter is distributed inside the galaxy, and knowing the Doppler shift of the observed radiation, one can calculate the velocity of the hydrogen cloud from which it comes from. This in turn gives us an idea how the hydrogen and the nearby matter move within the galaxy, i.e., orbit around its center. Knowing the velocities and distance of such hydrogen clouds, one can plot the rotational curve of the galaxy. This is called tangent point method. Thus using the data obtained from the telescope, the Doppler equation:

$$
\begin{equation*}
V_{r}=\frac{f_{0}-f}{f_{0}} \cdot c \tag{7}
\end{equation*}
$$

one can calculate the source's velocity (speed) relative to us $\left(V_{r}\right) \cdot f_{0}$ is the frequency emitted by the hydrogen atom, f is the frequency the radio telescope receives, and $c$ denotes the speed of light. The frequencies registered by the radio telescope are of course slightly different than 1420 MHz which is the frequency of emitted photon as measured at the lab and as emitted by the hydrogen atom.


Figure 6.
Hydrogen 21-cm emission line.

The hydrogen atoms that we study are moving relatively to us so the signal coming from them is a subject to the same phenomenon as for the ambulance's siren applies. That is the change in frequency that enables us to calculate the radial velocity of such hydrogen cloud along the line of sight (which is defined by galactic longitude).

To find the speed of the hydrogen cloud, a simple fact is used, that is the radial velocity results in difference between the projection of ours (Sun's) velocity on the line of sight and the hydrogen cloud's velocity on the line of sight (see Figure 7). The line of sight is determined along the galactic longitude (see Figure 8) on which we set the radio telescope.

This results in the following equation for velocity of observed hydrogen cloud:

$$
\begin{equation*}
V_{r}=V \frac{R_{0}}{R} \sin (l)-V_{0} \sin (l) \tag{8}
\end{equation*}
$$

Among the objects observed along the given line of sight, the one with the smallest distance will have the biggest velocity. The smallest possible distance between us and the source is when it lies in the tangent point; hence simple trigonometry allows us to determine the distance:

$$
\begin{equation*}
R=R_{0} \sin (l) \tag{9}
\end{equation*}
$$

which simplifies Eq. (8) to

$$
\begin{equation*}
V=V_{r}+V_{0} \sin (l) \tag{10}
\end{equation*}
$$

Eqs. (8) and (9) provide all required information to plot a rotational curve of the galaxy. This method works for objects in I and IV Quadrants of galactic longitude, that is for $0^{\circ}<l<90^{\circ}$ and $270^{\circ}<l<360^{\circ}$ and inside the galactocentric radius of the Sun.


Figure 7.
Figure presenting two objects $(A, B)$ along the line of sight. Hence object $B$ lies in tangent point, i.e., its distance from the center of the galaxy is smaller, and its velocity is greater than the velocity of object $A$.

### 5.2 Results

Twenty-nine objects with galactic longitude $0^{\circ}<l<90^{\circ}$ have been studied. Their positions on the map of the Milky Way are presented in Figure 9. Tangent point method applied to the data results in rotational curve presented in Figure 10.

Our rotational curve plot, Figure 10, is comparable to the plot obtained from data from LAB survey [24] and consistent with the ones that can be found in literature [23, 25]. We follow [25] in their choice of function to fit the data, namely

$$
\begin{equation*}
\frac{V}{V_{0}}=a\left(\frac{R}{R_{0}}\right)^{b}+c \tag{11}
\end{equation*}
$$

where we put $V_{0}=220 \frac{\mathrm{~km}}{\mathrm{~s}}$ and $R_{0}=8.5 \mathrm{kpc}$ and find the coefficients to be $a=-5.495 e-06, b=-21.28$, and $c=0.9808$.

We conclude that the rotational curve reveals the existence of dark matter within the Milky Way. Taking (nonrelativistic) law of gravity, that is, the force of gravity is proportional to inverse squared distance, one would expect that the farther away the hydrogen clouds (constituting the distribution of matter) are from the massive center of the galaxy, the lower their velocities will be. As one see from the rotational curve, Figure 10, this is not the case; the velocities seem to be constant over a distance of roughly 3 kpc . Which means there is nonluminous matter distributed in such a way just to "keep up" with the increasing distance from


Figure 8.
Figure presenting galactic longitude. $L=0^{\circ}$ is direction from the solar system to the center of galaxy. Credit: File: Artist's_impression_of_the_Milky_Way.Jpg: NASA/JPL-Caltech/ESO/R.hurt.


Figure 9.
Map of the hydrogen clouds used to determine the rotational curve of the Milky Way.


Figure 10.
Rotational curve obtained from 21-cm line observations of the Milky Way. Note that the velocity of the studied objects appears to be constant over roughly 3 kpc distance.
the center of galaxy and make it so that the velocities of hydrogen atoms are almost constant as the distance increases.

## 6. Conclusions

The problem of missing matter discovered by Fritz Zwicky in 1933 appears to be still an open question. The most important premise of existence of the dark matter is the shape of rotational curves of galaxies, introduced as a tool for studying galaxy rotation by Vera Rubin. With our current understanding of the Universe, the dark matter, still a mysterious substance, makes up $86 \%$ of all the matter in the Universe. Throughout the years various attempts have been made to explain its nature. Some of the ideas have been proven unlikely (MACHOs). Some of them contradict each other (DAMA/LIBRA, the COSINE-100 collaboration). Yet even simple Milky Way's observations as presented in Section 5 lead to the conclusion that the dark matter is present in the halo of our galaxy.

## Author details

Aleksander Kaczmarek ${ }^{1 *}$ and Andrzej Radosz ${ }^{2}$
1 Faculty of Fundamental Problems of Technology, Wroclaw University of Science and Technology, Wroclaw, Poland

2 Department of Quantum Engineering, Wroclaw University of Science and Technology, Wroclaw, Poland
*Address all correspondence to: a.kaczmarek12@wp.pl

## IntechOpen

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/ by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

## References

[1] Zwicky F. Die Rotverschiebung von extragalaktischen Nebeln. Helvetica Physica Acta. 1933;6:110-127
[2] Rubin VC, Kent Ford W. Rotation of the andromeda nebula from a spectroscopic survey of emission regions. The Astrophysical Journal. 1970;159. DOI: 10.1086/150317
[3] Rubin VC, Ford WK, Thonnard N. Extended rotation curves of highluminosity spiral galaxies. Iv. Systematic dynamical properties. The Astrophysical Journal. 1978;225:L107-L111. DOI: 10.1086/182804
[4] Jarosik N, Bennett CL, Dunkley J, Gold B, Greason MR, Halpern M, et al. Seven-year Wilkinson microwave anisotropy probe (WMAP*) observations: Sky maps, systematic errors, and basic results. The Astrophysical Journal Supplement Series;192(2). DOI: 10.1088/ 0067-0049/192/2/14
[5] Ade PAR et al. Planck 2015 results XIII. Cosmological parameters. A\&A. 2016;594(A13). DOI: 10.1051/ 0004-6361/201525830
[6] Amendola L, Appleby S, Avgoustidis A, Bacon D, Baker T, Baldi M, et al. Cosmology and fundamental physics with the Euclid satellite. Living Reviews in Relativity. 2018;21(1):2. DOI: 10.1007/s41114-017-0010-3
[7] Tisserand P, Le Guillou L, Afonso C, Albert JN, Andersen J, Ansari R, et al. Limits on the macho content of the galactic halo from the EROS-2 survey of the magellanic clouds. Astronomy and Astrophysics. 2006;469(2). DOI: 10.1051/0004-6361:20066017
[8] Milgrom M. A modification of the Newtonian dynamics as a possible alternative to the hidden mass
hypothesis. The Astrophysical Journal. 1983;270:365-370. DOI: 10.1086/161130
[9] Milgrom M. A modification of the Newtonian dynamics: Implications for galaxies. The Astrophysical Journal. 1983;270:371-383. DOI: 10.1086/161131
[10] Danieli S, Pieter van Dokkum, Conroy C, Abraham R, Romanowsky AJ. Still missing dark matter: KCWI highresolution stellar kinematics of NGC1052-DF2. The Astrophysical Journal Letters. 2019;874:L12 (8pp). DOI: 10.3847/2041-8213/ab0e8c
[11] Pieter van Dokkum, Danieli S, Abraham R, Conroy C, Romanowsky AJ. A second galaxy missing dark matter in the NGC1052 group. The Astrophysical Journal Letters. 2019;874:L5 (8pp). DOI: 10.3847/2041-8213/ab0d92
[12] Licquia TC, Newman JA. Improved estimates of the milky Way's stellar mass and star formation rate from hierarchical bayesian meta-analysis. The Astrophysical Journal. 2015;806:96 (20pp). DOI: 10.1088/0004-637X/ 806/1/96
[13] Gebhardt K, Bender R, Bower G, Dressler A, Faber SM, Filippenko AV, et al. A relationship between nuclear black hole mass and galaxy velocity dispersion. The Astrophysical Journal. 2000;539:L13-L16. DOI: 10.1086/ 312840
[14] Moni Bidin C, Carraro G, M'endez RA, Smith R. Kinematical and chemical vertical structure of the galactic thick disk. II. A lack of dark matter in the solar neighborhood. The Astrophysical Journal. 2012;751:30 (14pp). DOI: 10.1088/0004-637X/751/ 1/30
[15] Olling RP, Merrifield MR. Luminous and dark matter in the milky way. Monthly Notices of the Royal

Astronomical Society. 2001;326(1): 164-180. DOI: $10.1046 /$
j.1365-8711.2001.04581.x
[16] Jungman G, Kamionkowski M, Griest K. Supersymmetric dark matter. Physics Reports. 1996;267(5-6):195-373. DOI: 10.1016/0370-1573(95)00058-5
[17] de Boer W, Sander C, Zhukov V, Gladyshev AV, Kazakov DI. EGRET excess of diffuse galactic gamma rays as tracer of dark matter. Astronomy and Astrophysics. 2005;444(1):51-67. DOI: 10.1051/0004-6361:20053726
[18] Weber M, de Boer W.
Determination of the local dark matter density in our Galaxy. Astronomy and Astrophysics. 2010;509. DOI: 10.1051/ 0004-6361/200913381
[19] Garbari S, Read JI, Lake G. Limits on the local dark matter density. Monthly Notices of the Royal Astronomical Society. 2011;416(3):2318-2340. DOI: 10.1111/j.1365-2966.2011.19206.x
[20] Bernabeia R, Bellia P, Bussolotti A, Cappella F, Caracciolo V, Cerulli R, et al. First model independent results from DAMA/LIBRA-phase 2. Nuclear and Particle Physics Proceedings. 2018;303-305:74-79. DOI: 10.1016/j. nuclphysbps.2019.03.01
[21] The COSINE-100 Collaboration. An experiment to search for dark-matter interactions using sodium iodide detectors. Nature. 2018;564:83-86. DOI: 10.1038/s41586-018-0739-1
[22] Aprile E et al. Search for electronic recoil event rate modulation with 4 years of XENON100 data. Physical Review Letters. 2017;118:101101. DOI: 10.1103/PhysRevLett.118.101101
[23] Michael F, Blitz L, Stark Antony A. The rotation curve of the milky way to 2R0. The Astrophysical Journal. 1989; 342:272-284. DOI: 10.1086/167591
[24] Kalberla PMW, Burton WB, Dap H, Arnal EM, Bajaja E, Morras R, et al. The Leiden/Argentine/Bonn (LAB) Survey of Galactic HI. Final data release of the combined LDS and IAR surveys with improved stray-radiation corrections. Astronomy and Astrophysics. 2005; 440(2):775-782. DOI: 10.1051/ 0004-6361:20041864
[25] Brand J, Blitz L. The velocity field of the Outter galaxy. Astronomy and Astrophysics. 1993;275(1):67

# The Early Universe as a Source of Gravitational Waves 

Vladimir Gladyshev and Igor Fomin


#### Abstract

In this chapter we consider the issues of the origin and evolution of relic gravitational waves (GW), which appear as a result of quantum fluctuations of the scalar field and the corresponding perturbations of the space-time metric at the early inflationary stage of the evolution of the universe. The main provisions of the inflationary paradigm and the methods of the construction of current cosmological models on its basis are considered. The influence of relic gravitational waves on the anisotropy and polarization of the relic radiation and the importance of estimating such an effect on the verification of cosmological models are discussed as well.


Keywords: universe, inflation, scalar field, cosmological perturbations, gravitational waves

## 1. Introduction

The general relativity (GR) theory proposed by A. Einstein more than a 100 years ago currently finds new confirmations. The possible existence of gravitational waves was predicted by A. Einstein on the basis of solving the equations of general relativity when calculating the power of gravitational radiation [1, 2].

Gravitational waves (GW) are space-time curvature disturbances, which propagate at the speed of light. They occur at any movements of material bodies, leading to inhomogeneous gravity force variation in the environment. Gravitational radiation was predicted by A. Einstein in the general relativity (GR) theory, but so far not detected by direct measurements.

According to general relativity, space-time is curved around the bodies due to the action of gravity and is represented by a symmetric tensor $g_{\mu \nu}$ with 10 independent components. However, far from the masses (the case of weak gravitational fields), the tensor can be divided into two terms $g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}$ where the first term, i.e., tensor $\eta_{\mu \nu}$, corresponds to the flat space-time of the special theory of relativity and has only four components. The second tensor $h_{\mu \nu}$ contains information about the curvature caused by the gravitational field and makes small corrections. In the case of gravitational disturbances propagating far from their sources, the components of the tensor $h_{\mu \nu}$ can be calculated by the method proposed by Einstein [1], similar to that used in electrodynamics for delayed potentials.

The first evidence was received by experimental studies of Joseph H. Taylor and Joel M. Weisberg et al., who studied the effect of slowing down the period of the binary star system PSR $1913+16$ due to energy losses on gravitational radiation [3].

Until recently, however, there has remained the main task: the direct recording of gravitational waves from space radiation sources by means of ground-based or space gravitational antennas.

Over the years, several methods have been proposed for recording gravitational radiation. Experimental work began in the 1960s of the twentieth century, but before the beginning of the twenty-first century, there was no reliable experimental proof of the ground-based recording of gravitational radiation [4].

This is due to the fact that gravitational waves have small amplitude; in addition, the proposed detection methods have insufficient sensitivity and are rather complicated in technical implementation.

These are broadband gravitational antennas, which offer a lot of opportunities as to the methods of recording gravitational waves and extracting signals, as well as the use of quantum non-perturbative measurements and the inclusion of gravitational antennas in the network.

The creation of new-generation gravitational antennas designed to reliably receive gravitational waves from remote space sources involves the use of highpower lasers, complex computer systems for processing large data arrays, the use of complex seismic protection systems, and the solution of other complex engineering and physical problems.

At present large international experience has been gained in the field of creating laser gravitational antennas, which ensured the ground-based recording of gravitational waves from black hole collision [5, 6] and neutron star merger [7]. Furthermore, the gravitational wave propagation velocity was estimated, which appeared to be equal to the speed of light in vacuum with an accuracy of $10^{-15}$ based on almost simultaneous recording of gravitational waves and a short gamma-ray burst from neutron star merger [8].

The modern theory of the early universe is based on the inclusion of the inflationary stage which precedes the stage of the hot universe. The theory of cosmological inflation [9] explains the origin of a large-scale structure and corresponds to observational data [10]. Inflationary expansion of the universe during very early times, once the universe emerged from the quantum gravity (Planck) era, has been proposed in the late 1970s and mainly in the beginning of the 1980s and is becoming more accepted as a necessary stage which modifies the standard Big Bang theory model. According to the theory of inflation, the primordial perturbations appear from quantum fluctuations. These fluctuations had essential amplitudes in scales of Planck length, and during inflation they generate the primordial perturbations which then lead nearer to scales of galaxies with almost the same amplitudes [11].

Thus, the theory of cosmological inflation connects large-scale structure of the universe with microscopic scales. The resultant range of inhomogeneities practically doesn't depend on scenarios of inflation and has a universal form. It leads to unambiguous predictions for a range of anisotropy of the background radiation.

The small quantum perturbations of the scalar field and the corresponding perturbations of the metric generate the relic gravitational waves. This type of gravitational waves was not directly observed; however, the possibility of such observations plays a key role to understand the physical processes in the early universe.

## 2. Inflationary stage of the early universe

The models of inflationary (accelerated) expansion of the universe at the early stage of its evolution, that is, at times close to the Planck time, are becoming
increasingly convincing as a necessary step modifying the standard Big Bang theory, which is based on solutions of Einstein's equations for the universe filled with ordinary baryonic matter with a positive energy density obtained by Friedmann. However, the extrapolation of Friedmann solutions to early times leads to many insoluble problems when constructing on their basis the evolution scenarios of the universe [9].

The exponential (de Sitter) expansion, suggesting $p=-\rho$, or a close expansion of the early universe based on the evolution of a certain substance with the equation of state $p \approx-\rho$, i.e., with a negative pressure, is a feature of inflation models which allow to solve the problems of the standard model of the Big Bang theory, namely, the problems of the horizon, flatness, homogeneity, isotropy, low concentration of exotic states of matter (domain walls, monopoles, etc.), anisotropy of the background radiation, the initial singularity, and some other problems [9].

Thus, the cosmological models containing a combination of Friedmann solutions and (quasi) de Sitter solutions provide the basis for a current description of the evolution of the universe. In the context of the inflationary paradigm, the early universe expands for some time accelerated and, further, goes into a power-law expansion mode without acceleration corresponding to Friedmann solutions.

In most cosmological models, the geometric description of the universe is based on the Friedmann-Robertson-Walker (FRW) homogeneous isotropic space (spacetime) model, which is associated with a high degree of isotropy of space, measured on the basis of the cosmic microwave background (CMB) radiation research. This identification also relies on a formal result known as the Ehlers-Geren-Sachs theorem, which refers to the universe filled with any ideal barotropic fluid [12].

The metric of Friedmann-Robertson-Walker (FRW) space-time is written as follows:

$$
\begin{equation*}
d s^{2}=-d t^{2}+a^{2}(t)\left(\frac{d r^{2}}{1-k r^{2}}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right)\right) \tag{1}
\end{equation*}
$$

where $a(t)$ is a scale factor which characterizes the size of the universe, $\{r, \theta, \varphi\}$ are the spherical coordinates, and the values $k=0, k=1$, and $k=-1$ correspond to a spatially flat, closed, and open model of the universe.

The source of the accelerated expansion of the early universe with the equation of state $p=-\rho$ is a vacuum; the equation of the state $p \approx-\rho$ corresponds to a scalar (bosonic) field. The Bose-Einstein statistics for an ensemble of bosons, in contrast to an ensemble of fermions obeying the Pauli exclusion principle, implies that there can be several particles in one quantum state, which leads to the formation of boson condensate in which the increase in the concentration of massless bosons is associated with a decrease in the effective pressure corresponding to the equation of state $p \approx-\rho$. The initial (quasi) exponential expansion associated with a negative pressure, due to the exotic equation of state, is unstable, which leads to a phase transition, the termination of accelerated expansion, and the fragmentation of the original volume into many areas in which further evolution corresponds to the Friedmann solutions.

Also, the presence of a scalar field violates the symmetry of the system, which leads to the appearance of a mass of initially massless particles, for example, in the Higgs field [9].

Thus, the inclusion of the scalar field into cosmological models makes it possible to move from (quasi) de Sitter solutions to the Friedmann ones.

To prevent the rapid decay of the state of $p \approx-\rho$, it is necessary to assume the existence of some potential barrier, that is, the minimum potential energy of a
scalar field. Consequently, in realistic inflation models, the scalar field evolves from a state of "false vacuum" with a non-zero potential energy to a state of "true vacuum," corresponding to the minimum of a potential $V(\phi)$. In other words, the scalar field rolls down (or tunnels) from some initial state to the minimum of $V(\phi)$, and the nature of this process is determined by the shape of the potential.

At the moment, there are many models of cosmological inflation with different potentials of a scalar field and different specifics of its evolution. A large number of current models of the early universe on the basis of the inflationary paradigm are considered in the review [13].

The physical justification for the inclusion of scalar fields in cosmological models is based on the experimental detection of the Higgs boson in the experiment at the Large Hadron Collider [14]. Thus, the scalar field corresponding to the Higgs bosons can be considered as the source of the gravitational field of the early universe. Moreover, the Higgs field can be considered as "inflation," leading to early accelerated expansion of the universe.

Now, in the system of units $8 \pi G=c=1$, we write the action that determines the dynamics of a scalar field $\phi$ based on Einstein's theory of gravity:

$$
\begin{equation*}
S_{E}=\int d^{4} x \sqrt{-g}\left[\frac{1}{2} R-g^{\mu \nu} \frac{1}{2} \partial_{\mu} \phi \partial_{\nu} \phi-V(\phi)\right] \tag{2}
\end{equation*}
$$

where $R$ is the Ricci scalar and $V(\phi)$ is the potential of a scalar field.
From the variation of this action with respect to the metric (1) and a field $\phi$, for the case of the spatially flat universe, we obtain the equations defining the dynamics of a scalar field [9]:

$$
\begin{gather*}
3 H^{2}=\frac{1}{2} \dot{\phi}^{2}+V(\phi)  \tag{3}\\
-2 \dot{H}-3 H^{2}=\frac{1}{2} \dot{\phi}^{2}-V(\phi)  \tag{4}\\
\ddot{\phi}+3 H \dot{\phi}+\frac{d V(\phi)}{d \phi}=0 \tag{5}
\end{gather*}
$$

where $H=\dot{a} / a$ is the Hubble parameter, $X=\frac{1}{2} \dot{\phi}^{2}$ is the kinetic energy of a canonical scalar field $\phi$, and the dot denotes the derivative with respect to cosmic time $\dot{a}=d a / d t$.

Also, the state parameter $w$ of a scalar field can be calculated as

$$
\begin{equation*}
w=\frac{p}{\rho}=\frac{X-V}{X+V}=-1-\frac{2}{3} \frac{\dot{H}}{H^{2}} \tag{6}
\end{equation*}
$$

To build a consistent model of cosmological inflation, the following conditions must be met:
a. The presence of the stage of accelerated expansion, which implies $-1<w<-1 / 3$
b. The completion of the stage of accelerated expansion $w=-1 / 3$
c. The reheating of the scalar field with the subsequent formation of photons, i.e., the transition to the stage of predominance of radiation with $w=1 / 3$

Currently, along with other models, several types of cosmological inflationary models are considered, which differ in both by the type of potential and the initial
conditions under which an inflationary stage occurs: namely, a scalar field can be located at one of its potential minima, or accelerated expansion occurs for any conditions permitting the onset of inflation for scalar field energy density values comparable to the Planck mass [9].

The form of the scalar field's potential is determined from the physics of elementary particles and theories of the unification of fundamental interactions, such as supersymmetric theories and string theories in the context of the inflationary paradigm. Physical mechanisms corresponding to a large number of inflationary potentials were discussed in the review [14]. Due to the fact that the potential of the scalar field has a great importance for determining the physical processes at the stage of cosmological inflation, the potential $V(\phi)$ is given to build models of the early universe.

However, the finding of exact solutions to the system of Eqs. (3)-(5) for a given potential is impossible in most cases due to their nonlinearity. For this reason, a convenient tool for analyzing inflationary models based on a given scalar field potential is the "slow-roll approximation" which implies that $V(\phi) \gg X$ and $\ddot{\phi} \approx 0$ and, therefore, simplifies the initial dynamic equations [9].

The dynamics of the expansion of the universe which determined by the scale factor $a(t)$ is no less important when analyzing cosmological models. By setting the expansion law $a(t)$, it is often possible to find the exact solutions of the system of Eqs. (3)-(5) and restore the evolution of the scalar field $\phi(t)$ and the potential $V(\phi)$. The different methods for constructing exact and approximate solutions of the equations of cosmological dynamics (3)-(5) can be found, for example, in the papers $[15,16]$. We also note that the system of Eqs. (3)-(5) has many solutions that satisfy all the conditions for the inflationary stage that were outlined earlier.

Now, we consider the parameters that are necessary for the analysis of inflationary stage, namely, the e-fold number and the slow-roll parameters.

The e-fold number is usually noted as the natural logarithm of the ratio of the scale factor at the end of inflation to the scale factor at the beginning of inflation [9]:

$$
\begin{equation*}
N(t)=\ln \frac{a\left(t_{\text {end }}\right)}{a\left(t_{i}\right)}=\int_{t_{i}}^{t_{\text {end }}} H d t \tag{7}
\end{equation*}
$$

where $t_{i}$ and $t_{\text {end }}$ are the times of the beginning and ending of the inflation. The value of the number of e-folds at the end of the inflationary stage is estimated as $N=50-60$ [9].

When analyzing inflationary models, the slow-roll parameters are important, and these parameters are defined as follows [13]:

$$
\begin{gather*}
\epsilon \equiv 2\left(\frac{H_{\phi}^{\prime}}{H}\right)^{2}=-\frac{\dot{H}}{H^{2}}  \tag{8}\\
\delta \equiv 2 \frac{H_{\phi}^{\prime \prime}}{H}=\epsilon-\frac{\dot{\epsilon}}{2 H \epsilon}=-\frac{\ddot{H}}{2 H \dot{H}}  \tag{9}\\
\xi \equiv 4 \frac{H_{\phi}^{\prime} H_{\phi}^{\prime \prime}}{H^{2}}=\frac{1}{H}(\dot{\epsilon}-\dot{\delta}) \tag{10}
\end{gather*}
$$

Based on the relations (8)-(10), one can consider the slow-roll parameters as a function of time or field. During the inflationary stage, $\epsilon<1$ and its completion are determined by the condition $\epsilon=1$.

## 3. Cosmological perturbations

Cosmological perturbations are the source of the evolution of large-scale structure of the universe. An explanation of the distribution of galaxies and clusters of galaxies at large distances in the observable part of the universe on the basis of cosmological perturbations was originally proposed in the works of Harrison [17] and Zeldovich [18]. In the context of inflationary paradigm, the source of cosmological perturbations is quantum fluctuations of a scalar field and the corresponding fluctuations of the metric, which, in a linear order, correspond to three modes that evolve independently.

It is known from the classical theory of cosmological perturbations that the analysis of metric inhomogeneities can be simplified to the study of one perturbed quantity [11]. Thus, the quantum theory of cosmological perturbations can be reduced to the quantum description of the fluctuations of a certain scalar field.

Since the background in which the scalar field evolves depends on time, the field mass will also depend on time. This dependence of the field's mass on time will lead to the appearance of particles if the evolution begins with a certain vacuum state. Quantum particle production corresponds to the development and growth of cosmological perturbations.

In inflation models with one scalar field, at the crossing of the Hubble radius, cosmological perturbations "freeze," and their quantum state begins to change in such a way that the condition of constant amplitude is satisfied. The freezing of the vacuum state leads to the appearance of the classical properties [11]. Thus, the theory of cosmological perturbations provides a consistent approach for considering the generation and evolution of cosmological perturbations.

The influence of cosmological perturbations on the anisotropy and polarization of the background radiation is determined on the basis of spectral parameters and observational restrictions on the values of which form the basis of the experimental verification of theoretical models of the early universe. Also, within the framework of the cosmological perturbation theory, it is possible to calculate the spectra of initial density perturbations and relic gravitational waves depending on the values of the parameters of theoretical models [11].

After the end of the inflationary stage, the scalar field reheating and the formation of the first light particles of baryon matter begin. In the hot dense plasma, due to scattering on electrons, photons propagate much slower than the speed of light. When the universe expands so much that the plasma cools down to the recombination temperature, the electrons begin to connect with the protons, forming neutral hydrogen, and the photons begin to spread freely.

The points from which the photons reach the observer form the last scattering surface, whose temperature at the time of recombination is $\sim 3000 \mathrm{~K}$ and rapidly decreases with the expansion of the universe. The background radiation temperature is isotropic with an accuracy of $10^{-5}$. The low anisotropy manifests itself as the temperature difference in different directions and its value is approximately equal to 3 mK [10].

The kinetic component of the anisotropy of the cosmic background radiation is due to the movement of the observer relative to the background radiation, which corresponds to the dipole harmonic.

In addition to the kinetic component in the anisotropy of the CMB, there are potential terms associated with effects in gravitational fields of very large scales that are comparable to the distance to the last scattering surface, namely:
a. Sachs-Wolfe effect, which corresponds to a change in the photon energy in a variable gravitational field of the universe
b. Silk effect due to adiabatic compression of radiation and baryon acoustic oscillations prior to the recombination epoch in high- and low-density zones

In the zero order of the cosmological perturbation theory, the universe is described by a single function of time, namely, by the scale factor $a(t)$. In the first (linear) order, the perturbations of the metric are the sum of three independent modes-scalar, vector, and tensor (relic gravitational waves), each of which is characterized by the spectral function of the wave number $k$ [11].

For the inflationary stage in the linear approximation, one can write the Mukhanov-Sasaki equations for Fourier modes of the scalar $v_{k}$ and tensor $u_{k}$ perturbations [11]:

$$
\begin{align*}
& \frac{d^{2} v_{k}}{d \eta^{2}}+\left(k^{2}-\frac{1}{z} \frac{d^{2} z}{d \eta^{2}}\right) v_{k}=0  \tag{11}\\
& \frac{d^{2} u_{k}}{d \eta^{2}}+\left(k^{2}-\frac{1}{a} \frac{d^{2} a}{d \eta^{2}}\right) u_{k}=0 \tag{12}
\end{align*}
$$

where $z=a \dot{\phi} / H, k$ is a wave number, and $\eta$ is the conformal time.
Eqs. (11) and (12) allow finding the power spectra $\mathcal{P}_{S}$ and $\mathcal{P}_{T}$ and spectral indices $n_{S}$ and $n_{T}$ of the scalar and tensor perturbations. The formulas for calculating the main cosmological parameters at crossing the Hubble radius ( $k=a H$ ) [19] are

$$
\begin{gather*}
\mathcal{P}_{S}(k)=\frac{1}{2 \epsilon}\left(\frac{H}{2 \pi}\right)^{2}  \tag{13}\\
\mathcal{P}_{T}(k)=2\left(\frac{H}{2 \pi}\right)^{2}  \tag{14}\\
n_{S}-1=2\left(\frac{\delta-2 \epsilon}{1-\epsilon}\right)  \tag{15}\\
n_{T}=-\frac{2 \epsilon}{1-\epsilon}  \tag{16}\\
r=\frac{\mathcal{P}_{T}}{\mathcal{P}_{S}}=4 \epsilon \tag{17}
\end{gather*}
$$

The data on the effects of scalar and tensor modes can be obtained from observations of the anisotropy and polarization of the cosmic microwave background (CMB) radiation, which arose as a result of the joint effect on the photon distribution of the perturbation modes. Observational restrictions on the values of the parameters of cosmological perturbations according to the data of the PLANCK are [10]

$$
\begin{gather*}
10^{9} \mathcal{P}_{S}=2.142 \pm 0.049  \tag{18}\\
n_{S}=0.9667 \pm 0.0040  \tag{19}\\
r<0.065 \tag{20}
\end{gather*}
$$

In the context of such verification of cosmological models, let us pay attention to the tendency for the upper limit to decrease by the value of the tensor-scalar ratio for updated observational data [10].

Also, we note that the relic gravitational waves were not directly observed, which leads to a large number of theoretical models of cosmological inflation, which provide an explanation of the origin and evolution of the large-scale structure of the universe and correspond to the observational constraints.

## 4. Generalized exponential power-law inflation

The scheme for constructing models of the early universe based on the evolution of the scalar field in the context of the inflationary paradigm can be represented as follows:
a. The generating solutions of background dynamic equations (excluding quantum fluctuations of the scalar field) for a given potential, the law of accelerated expansion of the early universe, or the evolution of a scalar field.
b. Analysis of the quantum fluctuations of a scalar field and the corresponding metric perturbations on the basis of the theory of cosmological perturbation for the previously obtained background solutions. The result of this analysis is the values of the spectral parameters of cosmological perturbations which can be calculated from Eqs. (13)-(17).
c. Comparison of the obtained spectral parameters of cosmological perturbations with the corresponding observational data (18)-(20).

To build cosmological models corresponding to observational data, we propose the principle of constructing the inflationary models with generalized exponential power-law expansion. For this aim we consider any exact solutions $\{\phi, H, V\}$ of Eqs. (3)-(5) for which the substitution of the slow-roll parameters (8)-(10) into Eqs. (13)-(17) doesn't correspond to observational constraints (17)-(18).

After the following transformations

$$
\begin{gather*}
\bar{H}=n H+\lambda  \tag{21}\\
\bar{a}(t)=C a^{n}(t) e^{\lambda t}, C=\bar{a}_{0} / a_{0}^{n}  \tag{22}\\
\varphi=\sqrt{n} \phi  \tag{23}\\
\bar{V}(\phi)=3 n^{2} H^{2}+6 \lambda n H-n H_{\phi}^{\prime 2}+3 \lambda^{2}, \bar{V}(\varphi)=\bar{V}(\phi(\varphi)) \tag{24}
\end{gather*}
$$

one has new exact solutions $\{\varphi, \bar{H}, \bar{V}\}$ with new slow-roll parameters

$$
\begin{align*}
& \bar{\epsilon}=n \epsilon\left(n+\frac{\lambda}{H(\epsilon)}\right)^{-2}  \tag{25}\\
& \bar{\delta}=\delta\left(n+\frac{\lambda}{H(\epsilon)}\right)^{-1} \tag{26}
\end{align*}
$$

and with the conformity to observational constraints which can be achieved by choosing the values of free constant parameters $n$ and $\lambda$.

The proposed approach has two limitations:
a. The original scale factor $a(t)$ doesn't violate the law of accelerated expansion.
b. The potential $\bar{V}(\varphi)$ corresponding to the scale factor (20) implies the evolution of the scalar field $\varphi$, according to the inflationary paradigm.

Transformations (21)-(24) define a class of models with the generalized exponential power-law dynamics, and the original scale factor $a(t)$ may not correspond to the condition of accelerated expansion $\ddot{a}>0$; however, the resulting scale factor $\bar{a}(t)$ implies a combination of the de Sitter solution (for $n=0$ ) and the power-law expansion (for $\lambda=0$ ), which corresponds to the basic feature of the inflationary paradigm implying a graceful exit from the stage of accelerated expansion to the power-law non-accelerated expansion.

## 5. Relic gravitational waves

As an additional verification tool for cosmological models, we consider the possibility of direct detection of the relic gravitational waves. The detection of relic gravitational waves is extremely important for determining the parameters of the models of early universe. Additionally, such a detection enhances the position of the inflationary paradigm compared to alternative scenarios, for example, the models with a rebound from singularity in which cosmological gravitational waves are absent [19].

As the main observational characteristic of relic gravitational waves, we consider the energy density, which is usually determined by the dimensionless quantity [20]:

$$
\begin{equation*}
\Omega_{G W}(f)=\frac{1}{\rho_{c}} \frac{d \rho_{G W}}{d \ln f} \tag{27}
\end{equation*}
$$

where $f$ is the linear frequency, $\rho_{c}=3 H_{0}^{2}$ is the critical energy density, $H_{0}$ is the value of the Hubble parameter in the modern era, and $\rho_{G W}$ is the energy density of gravitational waves.

Also, the energy density of relic gravitational waves can be represented in terms of the power spectrum:

$$
\begin{equation*}
\Omega_{G W}(k)=\frac{k^{2}}{12 H_{0}^{2}} P_{T}(k) \tag{28}
\end{equation*}
$$

The frequency and energy density of relic gravitational waves are limited by the following conditions [20]:
a. The energy density of relic gravitational waves should not exceed

$$
\begin{equation*}
\int_{f_{0}}^{\infty} \Omega_{G W} d \ln f<1.1 \times 10^{-5} \tag{29}
\end{equation*}
$$

where $f_{0} \approx 10^{-9} \mathrm{~Hz}$.
a. The temperature of the scalar field $T_{*}$ and the frequency of gravitational waves $f$ at the end of the inflation stage are

$$
\begin{equation*}
T_{*}=5.85 \times 10^{6}\left(\frac{f}{H z}\right)\left(\frac{g_{*}}{106.75}\right)^{1 / 6} \mathrm{GeV} \tag{30}
\end{equation*}
$$

$$
\begin{equation*}
f=1.71 \times 10^{-7}\left(\frac{T_{*}}{\mathrm{GeV}}\right)\left(\frac{g_{*}}{106.75}\right)^{-1 / 6} \mathrm{~Hz} \tag{31}
\end{equation*}
$$

where $g_{*}$ is the effective number of the degrees of freedom (in standard model of elementary particles $g_{*}=106.75$ ).

Therefore, conditions (18) and (21)-(23) impose restrictions on the parameters of relic gravitational waves.

The application to the analysis of the models of the early universe only of the slow-roll approximation implies a low-frequency spectrum of relic gravitational waves in the range of $10^{-18}-10^{-16} \mathrm{~Hz}$ [20]. However, the predominance of the kinetic energy of the scalar field during the evolution of the early universe provides a theoretical justification for the existence of high-frequency relic gravitational waves in models with one scalar field in the range of $10^{2}-10^{4} \mathrm{~Hz}$ [21] which can be used as affordable means of verification of models of the early universe in the presence of physical effects that increase the sensitivity of the detector to the required level.

Currently, the most productive method of direct detection of gravitational waves is the use of interferometers as detectors, which was proposed in the article by Gertsenshtein and Pustovoit [22]. This principle is widely used in modern laser interference gravitational antennas, the main element of which is the Fabry-Perot interferometer. These are broadband gravitational antennas, which offer a lot of opportunities as to the methods of recording of gravitational waves and extracting signals, as well as the use of quantum non-perturbative measurements and the inclusion of gravitational antennas in the network. The main element of laser interference gravitational antennas, as a rule, is Fabry-Perot multipath free-mass resonator, on whose properties the sensitivity and noise immunity of the entire gravitational antenna largely depend $[4,23,24]$.

After creating the first laser interferometer for detecting gravitational waves, systematic work began on the creation and improvement of such devices in various laboratories around the world. The experience of gravitational antenna projects by VIRGO (Italy, France), LIGO (USA), TAMA (Japan), CLIO (Japan), GEO-600 (Germany), and OGRAN (Russia) will certainly be used to create more compact and highly sensitive antennas of new generation [4]. Also, as the most promising project for the direct detection of gravitational waves, work on the creation of a space interferometer in a helio-stationary orbit should be noted, in which the distance between the mirrors will be about 1 million kilometers. This project is called Laser Interferometer Space Antenna (LISA) [25]. The implementation of the LISA project is scheduled for 2029.

One of the promising methods for increasing the sensitivity of gravitational antennas in the high-frequency region of the spectrum is to use the phenomenon of low-frequency optical resonance, which distinguishes this approach from other projects on the detection of gravitational waves. The presence of this effect in Fabry-Perot interferometers was first considered in [23, 24]. At the moment, there is a high-frequency gravitational wave detector, which was built at the University of Birmingham, United Kingdom [26]. Also, it is planned to build the high-frequency gravitational wave detectors in Japan [27].

Thus, at the moment there are a large number of promising methods for direct observation of gravitational waves, which correspond to the ability to measure the characteristics of relic gravitational waves for a better understanding of the physical processes occurring in the early universe.

## 6. Conclusion

We considered the basis of building and verifying of the inflationary models of early universe. As the method for constructing the exact cosmological solutions corresponding to observational constraints, the models with generalized exponential power-law dynamics are proposed.

The verification of the relevance of such models is related to the estimation of the contribution of relic gravitational waves to the anisotropy and polarization of the cosmic microwave background radiation. Therefore, there are a lot of inflationary models with different scalar field potentials that will satisfy the observational constraints.

The most obvious way to significantly reduce the number of theoretical models of cosmological inflation is direct detection of relic gravitational waves.

The most promising methods in this area of experimental research are using the interferometers as detectors. The interesting direction of the observation is the detection of high-frequency relic gravitational waves using the effect of low-frequency optical resonance proposed in [23, 24].
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# Periodic Solution of Nonlinear Conservative Systems 
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#### Abstract

Conservative systems represent a large number of naturally occurring and artificially designed scientific and engineering systems. A key consideration in the theory and application of nonlinear conservative systems is the solution of the governing nonlinear ordinary differential equation. This chapter surveys the recent approximate analytical schemes for the periodic solution of nonlinear conservative systems and presents a recently proposed approximate analytical algorithm called continuous piecewise linearization method (CPLM). The advantage of the CPLM over other analytical schemes is that it combines simplicity and accuracy for strong nonlinear and large-amplitude oscillations irrespective of the complexity of the nonlinear restoring force. Hence, CPLM solutions for typical nonlinear Hamiltonian systems are presented and discussed. Also, the CPLM solution for an example of a non-Hamiltonian conservative oscillator was presented. The chapter is aimed at showcasing the potential and benefits of the CPLM as a reliable and easily implementable scheme for the periodic solution of conservative systems.
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## 1. Introduction

### 1.1 Hamiltonian and non-Hamiltonian conservative systems

Conservative systems can be defined as oscillating or vibrating systems in which the total energy content of the system remains constant. In order words, the total energy in the system is conserved. Ideally, such a system will continue to be in periodic oscillatory motion ad infinitum because the energy content of the system does not diminish due to the absence of dissipative force or increase due to additional energy input. However, for real cases where dissipative mechanisms such as friction or viscous damping cannot be completely eliminated, a conservative system can be thought of as one in which the energy dissipated is negligible during the time range under consideration. For example, the first few seconds of the oscillation of a simple pendulum may be considered conservative since the effect of air friction is negligible, but in the long run, the initial energy content is gradually dissipated until the pendulum comes to a halt. Other examples of practical conservative systems include mass-spring oscillator, structural elements (i.e., beams, plates, and shells), slider-crank mechanism [1], human eardrum [2], relativistic oscillator [3],
planetary orbits around the sun [3], and current-carrying conductor in the electric field of an infinite rod [4]. Hence, a large number of oscillating physical systems can be studied as conservative systems.

At any point in time, the energy of a conservative system is composed of kinetic $(T)$ and potential $(V)$ energies except at critical points where the total energy may be only kinetic ( $T_{\max }$ ) or potential $\left(V_{\max }\right)$. Generally, it is expected that $T=T(q, \dot{q})$ and $V=V(q, \dot{q})$, where $q$ is the generalized displacement. Naturally, $q$ and $\dot{q}$ are not expected to form a product in the function $T(q, \dot{q})$, but in some cases, they do. Therefore, two types of conservative systems are distinguished namely: natural and nonnatural conservative systems. The natural conservative systems are those in which the kinetic energy can be expressed as a pure quadratic function of velocity, i.e., does not contain a product of the velocity and displacement. They are also known as Hamiltonian systems because they admit a Hamiltonian function $(H(q, \dot{q})=T(q, \dot{q})+V(q, \dot{q}))$ that is always constant at any point in time. While this definition of Hamiltonian systems is a physical one, a mathematical definition has been discussed by Jordan and Smith [3]. Examples of Hamiltonian systems include mass-spring oscillator, simple pendulum, and a mass attached to the mid-point of an elastic spring. On the other hand, there are conservative systems in which the kinetic energy cannot be expressed as a pure quadratic function of the velocity because the kinetic energy expression contains a product of velocity and displacement. This second group of conservative systems is referred to as nonnatural because their kinetic energy is not a pure quadratic function of velocity. Although the total energy in such systems is conserved, their Hamiltonian function ( $H(q, \dot{q})$ ) is not constant [4]. Hence, the nonnatural conservative systems may be referred to as non-Hamiltonian conservative systems. Examples of this category of conservative systems abound in artificial systems and include slider-crank mechanism [1], particle sliding on a vertical rotating parabola [4], pendulum attached to massless rolling wheel [4], rigid rod rocking on a circular surface without slip [4], and circular sector oscillator [5]. An important quality of the non-Hamiltonian conservative systems is that their vibration equation, which is normally derived by the Lagrangian approach, does not conform to the standard representation of conservative systems that clearly shows the restoring force. Rather, the derived vibration equation has a quadratic velocity term, which represents a coordinatedependent parameter rather than a dissipative parameter.

### 1.2 Recent advances in solution schemes for nonlinear conservative oscillators

Exact analytical solutions for the nonlinear vibration models of conservative systems can be derived only in very few situations, and the solutions are usually derived in terms of special functions. Alternatively, highly accurate numerical solutions can be obtained for the nonlinear vibration model of any conservative system. However, as it is well recognized among the nonlinear science community, numerical solutions often have the limitations of lack of physical insight and convergence issues. Furthermore, there is the possibility of obtaining inaccurate convergent solutions for a nonlinear ordinary differential equation (ODE) [6], thus necessitating the independent verification of the convergent numerical solution by another numerical or analytical method. These limitations have driven the search for approximate analytical schemes capable of providing periodic solutions to nonlinear conservative oscillators. It can be rightly concluded that this search has been very fruitful considering the many approximate analytical schemes that now appear in the nonlinear science literature. The purpose of this section is to provide a brief survey of some of the notable achievements in the development of
approximate analytical schemes for the periodic solution of nonlinear conservative oscillators. It should be noted that an approximate analytic method for nonlinear oscillators is considered adequate if it gives accurate predictions for the frequencyamplitude response and the oscillation history as well $[7,8]$.

Approximate analytical techniques to solve the nonlinear ODE governing the oscillations of a conservative system have been formulated for at least 100 years and can be classified as perturbation and nonperturbation methods. The first attempts were based on perturbation theory and are referred to as classical perturbation methods. The perturbation methods are formulated based on the concept that an unknown nonlinear system can be studied by introducing a small disturbance to a known linear system in equilibrium. For this reason, the classical perturbation methods (see Nayfeh [9] for a comprehensive treatment of classical perturbation methods) depend on the assumption of a small parameter. The problem with the small parameter assumption is that it has a small range of validity and only produces reliable solutions for cases of small-amplitude oscillations and weak nonlinearity. Nevertheless, the classical perturbation methods are still very relevant today for introducing and investigating various nonlinear concepts.

More recently, in the last four decades, a number of approximate analytical schemes have been proposed. Most of these recent schemes are nonperturbation methods, but some recent perturbation methods that attempt to improve on their classical counterparts have been formulated too. The recent perturbation methods include $\delta$-method [10], Homotopy perturbation method [11] and its variants [12-17], modified Lindstedt-Poincare method [18-21], book-keeping parameter method [22], iteration perturbation method [23], parameterized perturbation method [24], perturbation incremental method [25], and linearized perturbation method [26]. A review article on some of the recent perturbation methods has been published by He [27]. The main point of the recent perturbation methods is to deal with the issue of the small parameter in order to formulate solutions that are applicable to small- and large-amplitude oscillations and also weak and strong nonlinear oscillations. Although the higher order approximations of the recent perturbation methods have been very successful in producing accurate estimates of the frequency-amplitude response, the same cannot be said of their estimation of the oscillation history. Studies [7, 28] have shown that the higher order approximations of the recent perturbation methods produce large unbounded errors in the oscillation history during large-amplitude oscillations and are, therefore, not better than the classical perturbation methods in this regard. A plausible explanation for this observation is that it occurs because perturbation methods are based on asymptotic series that are inherently divergent for amplitudes greater than unity [28]. Therefore, it may not be possible to formulate perturbation schemes that would correctly predict the oscillation history of largeamplitude vibrations.

In contrast to the perturbation methods, the nonperturbation methods do not use any small or artificial parameter. Examples include Adomian decomposition method [29], Homotopy analysis method [30], Variational iteration method [31], Energy balance method [2] and its modifications [32-34], He Chengtian's interpolation method [27] also called max-min approach, amplitude-frequency formulation [35], Hamiltonian approach [36], global error minimization method [37], Harmonic balance method [4] and its modifications [38-42], cubication methods [43-46], variational methods [47-49], differential transform method [50], and continuous piecewise linearization method [8]. Nonperturbation methods also have various limitations. For instance, a study [51] showed that the Adomian decomposition method does not converge to the correct solution in some cases, and the study proposed an optimal convergence acceleration parameter to deal with this issue.

Also, methods that rely on a simple harmonic approximation of the oscillation history, such as the energy balance method, amplitude-frequency formulation, Hamiltonian approach, max-min approach, and variational methods, can only give reliable estimate of the frequency-amplitude response. Sometimes these methods perform poorly in predicting the oscillation history during large-amplitude and/or strong nonlinear vibrations. Other methods that usually require high-order approximations, such as Adomian decomposition method, harmonic balance method, and variational iteration method, present algebraic complexities in their determination of higher order solutions and may be impractical for oscillators with highly complex nonlinearities such as the slider-crank mechanism [1] and the bifilar pendulum [52]. Furthermore, it has been observed that higher order estimates do not always improve the solution of the oscillation history [27]. Finally, some nonperturbation methods are heuristic in nature (e.g., energy balance method and variational methods) and require experience to choose the initial trial function and the condition for error minimization [8].

The continuous piecewise linearization method (CPLM) is an iterative analytic algorithm that was formulated to overcome most of the above challenges by providing simple and accurate solutions for the oscillation history and frequencyamplitude response of Duffing-type oscillators. In another study [53], the CPLM was modified in order to generalize it so that it can handle more complicated nonlinear conservative oscillators. Interestingly, the CPLM does not require higher order approximations or any small, artificial, or embedded parameter. Also, the algorithm is inherently stable, straightforward, and based on closed-form analytical approximations. This chapter is aimed at presenting the generalized CPLM algorithm as a veritable approach for accurate periodic solution of Hamiltonian and non-Hamiltonian conservative oscillators with complex nonlinearity. As is shown later, the CPLM retains the same simplicity in its implementation irrespective of the complexity of the nonlinear conservative system.

## 2. Continuous piecewise linearization method

### 2.1 Concept of the continuous piecewise linearization method

The main idea of the CPLM is based on the piecewise linearization of the nonlinear restoring force of a conservative oscillator. The linearization technique used by the CPLM was first applied in another algorithm $[6,54]$ for the solution of half-space impact models called force indentation linearization method (FILM). The FILM has been applied to formulate theoretical solutions for rigid body motions and local compliance response during nonlinear elastoplastic impact of dissimilar spheres [55]. However, because the FILM is limited to impact excitations that are nonoscillatory, it cannot be applied to nonlinear conservative oscillators. Hence, the CPLM applies the piecewise linearization technique of the FILM to provide a periodic solution for nonlinear conservative oscillators.

Essentially, the linearization technique of the CPLM involves $n$ equal discretization of the nonlinear restoring force with respect to displacement (Figure 1) and formulating a linear restoring force for each discretization. Therefore, a linear ODE can be derived for each discretization. The solution of the linear ODE approximates the solution of the original nonlinear oscillator for a time-range that is automatically determined by the CPLM and updated continuously from one discretization to the next. Details on the discretization and linearization technique of the CPLM can be found in the following references $[6,8,54]$, while the applications of the CPLM to nonlinear conservative systems are presented in $[8,56]$.


Figure 1.
Discretization of the restoring force of a typical nonlinear oscillator.

### 2.2 Mathematical formulation of the continuous piecewise linearization method

The standard form for representation of a nonlinear conservative oscillator moving in the $u$-direction is given as:

$$
\begin{equation*}
\ddot{u}+f(u)=0, \tag{1}
\end{equation*}
$$

where $f(u)$ is the nonlinear restoring force as shown in Figure 1. In Figure 1, the numbering on the horizontal axis represents the boundary points of the discretization. The $s^{\text {th }}$ discretization represents a general discretization with start point at $r$ and endpoint at $s=r+1$. Figure 1 shows that for each discretization, the slope of the linear approximation of the restoring force can either be positive or negative. To account for this possibility, the linearized force for the $s^{\text {th }}$ discretization can be expressed as:

$$
\begin{equation*}
F_{r s}(u)= \pm\left|K_{r s}\right|\left(u-u_{r}\right)+F_{r} \tag{2}
\end{equation*}
$$

where $K_{r s}=\left[f\left(u_{s}\right)-f\left(u_{r}\right)\right] /\left(u_{s}-u_{r}\right)$ is the linear slope of $F_{r s}(u)$ and $F_{r}=f\left(u_{r}\right)$.
Since $F_{r s}(u)$ is an approximation of $f(u)$ for the $s^{\text {th }}$ discretization, then substituting Eq. (2) in (1) gives the approximate equation of motion for each discretization as follows:

$$
\begin{equation*}
\ddot{u} \pm\left|K_{r s}\right| u= \pm\left|K_{r s}\right| u_{r}-F_{r} . \tag{3}
\end{equation*}
$$

Eq. (10) is a nonhomogeneous linear ODE and its solution depends on whether the sign is positive or negative.

### 2.2.1 Solution for positive linearized stiffness

If $K_{r s}>0$, the solution for the displacement and velocity can be expressed as:

$$
\begin{gather*}
u(t)=R_{r s} \sin \left(\omega_{r s} t+\Phi_{r s}\right)+C_{r s}  \tag{4a}\\
\dot{u}(t)=\omega_{r s} R_{r s} \cos \left(\omega_{r s} t+\Phi_{r s}\right) \tag{4b}
\end{gather*}
$$

where $\omega_{r s}=\sqrt{K_{r s}}, C_{r s}=u_{r}-F_{r} / K_{r s}$, and $R_{r s}=\left[\left(u_{r}-C_{r s}\right)^{2}+\left(\dot{u}_{r} / \omega_{r s}\right)^{2}\right]^{1 / 2}$. The initial conditions and other parameters are determined based on the oscillation stage. For the oscillation stage that moves from $+A$ to $-A$, the initial conditions for each discretization are $u_{r}=u_{r}(0)=A-r \Delta u$ and $\dot{u}_{r}=\dot{u}_{r}(0)=-\sqrt{\left|2 \int_{A}^{u_{r}}-f(u) d u\right|}$, where $\Delta u=A / n$, and the other parameters are calculated as:

$$
\begin{gather*}
\Phi_{r s}= \begin{cases}0.5 \pi & \dot{u}_{r}=0 \\
\pi+\tan ^{-1}\left[\omega_{r s}\left(u_{r}-C_{r s}\right) / \dot{u}_{r}\right] & \dot{u}_{r}<0\end{cases}  \tag{5a}\\
\Delta t= \begin{cases}\left(0.5 \pi-\Phi_{r s}\right) / \omega_{r s} & \left(u_{s}-C_{r s}\right) \geq R_{r s} \\
\left(0.5 \pi+\cos ^{-1}\left[\left(u_{s}-C_{r s}\right) / R_{r s}\right]-\Phi_{r s}\right) / \omega_{r s} & \left(u_{s}-C_{r s}\right)<R_{r s} .\end{cases} \tag{5b}
\end{gather*}
$$

For the oscillation stage that moves from $-A$ to $+A$, the initial conditions are $u_{r}=u_{r}(0)=-A+r \Delta u$ and $\dot{u}_{r}=\dot{u}_{r}(0)=\sqrt{\left|2 \int_{A}^{u_{r}}-f(u) d u\right|}$; the other parameters are calculated as:

$$
\begin{gather*}
\Phi_{r s}= \begin{cases}-0.5 \pi & \dot{u}_{r}=0 \\
\tan ^{-1}\left[\omega_{r s}\left(u_{r}-C_{r s}\right) / \dot{u}_{r}\right] & \dot{u}_{r}<0\end{cases}  \tag{6a}\\
\Delta t= \begin{cases}\left(0.5 \pi-\Phi_{r s}\right) / \omega_{r s} & \left({u_{r s}}\right) \geq R_{r s} \\
\left(0.5 \pi-\cos ^{-1}\left[\left(u_{s}-C_{r s}\right) / R_{r s}\right]-\Phi_{r s}\right) / \omega_{r s} & \left(u_{s}-C_{r s}\right)<R_{r s}\end{cases} \tag{6b}
\end{gather*}
$$

The time at the end of each discretization is $t_{s}=t_{r}+\Delta t$, and the end conditions $u_{s}$ and $\dot{u}_{s}$ are calculated by replacing $r$ with $s$ in the formulae for the initial conditions.

### 2.2.2 Solution for negative linearized stiffness

If $K_{r s}<0$, the solution for the displacement and velocity can be expressed as follows:

$$
\begin{align*}
& u(t)=A_{r s} e^{\omega_{r s} t}+B_{r s} e^{-\omega_{r s} t}+C_{r s}  \tag{7a}\\
& \dot{u}(t)=\omega_{r s}\left(A_{r s} e^{\omega_{r s} t}-B_{r s} e^{-\omega_{r s} t}\right), \tag{7b}
\end{align*}
$$

where $\omega_{r s}=\sqrt{\left|K_{r s}\right|} ; C_{r s}=u_{r}+F_{r} /\left|K_{r s}\right|$. Applying the initial conditions to Eqs. (7a) and (7b) gives: $A_{r s}=\frac{1}{2}\left(u_{r}+\dot{u}_{r} / \omega_{r s}-C_{r s}\right) ; B_{r s}=\frac{1}{2}\left(u_{r}-\dot{u}_{r} / \omega_{r s}-C_{r s}\right)$. The initial and end conditions are determined in the same way as for $K_{r s}>0$ above. The end conditions are applied in Eq. (7a) to get the time interval for each discretization as:

$$
\Delta t=\left\{\begin{array}{ll}
\frac{1}{\omega_{r s}} \log _{e}\left[\frac{\left(u_{s}-C_{r s}\right) \pm \sqrt{\left(u_{s}-C_{r s}\right)^{2}-4 A_{r s} B_{r s}}}{2 A_{r s}}\right] & \left(u_{s}-C_{r s}\right)>2 \sqrt{A_{r s} B_{r s}}  \tag{8}\\
\frac{1}{\omega_{r s}} \log _{e}\left(\frac{u_{s}-C_{r s}}{2 A_{r s}}\right) & \left(u_{s}-C_{r s}\right) \leq 2 \sqrt{A_{r s} B_{r s}}
\end{array} .\right.
$$

The sign before the square root in Eq. (8) is negative for the oscillation stage that moves from $+A$ to $-A$ and vice versa. We note that if $\dot{u}_{r}=0$, then $A_{r s}=B_{r s}=$ $\frac{1}{2}\left(u_{r}-C_{r s}\right)$ and

$$
\begin{equation*}
u(t)=\left(u_{r}-C_{r s}\right) \cosh \left(\omega_{r s} t\right)+C_{r s} . \tag{9}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\Delta t=\frac{1}{\omega_{r s}} \cosh ^{-1}\left(\frac{u_{s}-C_{r s}}{u_{r}-C_{r s}}\right) . \tag{10}
\end{equation*}
$$

### 2.2.3 Solution for zero linearized stiffness

In very rare situations, we may have $K_{r s}=0$ for one or two discretization around the turning points or relatively flat regions of the restoring force. This is likely when $\Delta u$ is very small, i.e., for very large $n$, and can be eliminated by increasing or decreasing $n$ slightly. However, if we want to account for $K_{r s}=0$, then we get [53]:

$$
\begin{equation*}
u(t)=H_{r s}+G_{r s} t-\frac{1}{2} F_{r} t^{2}, \tag{11}
\end{equation*}
$$

where $G_{r s}=\dot{u}_{r}+F_{r} t_{r}$ and $H_{r s}=u_{r}-\dot{u}_{r} t_{r}-\frac{1}{2} F_{r} t_{r}^{2}$. Hence, the time interval is derived from Eq. (11) as:

$$
\begin{equation*}
\Delta t=\frac{G_{r s}+\sqrt{G_{r s}^{2}+2 F_{r}\left(H_{r s}-u_{s}\right)}}{F_{r}} . \tag{12}
\end{equation*}
$$

### 2.3 Remarks on the CPLM algorithm

1. From the above presentation of the CPLM formulation, it is obvious that the CPLM algorithm is simple and can be implemented by undergrads without difficulty.
2. The CPLM is inherently stable and does not have convergence issues [8].
3. For few discretization, say $n \leq 10$, the CPLM algorithm can be implemented with reasonable accuracy using a pocket calculator. However, the CPLM is better executed using a simple code in any programming language such as MATLAB and Mathematica or using a customized MS Excel spreadsheet.
4. When dealing with conservative oscillators with odd nonlinearity, which are symmetrical about the origin, discretization of the restoring force is only required for 0 to $A$. This means that there will be $2 n$ discretizations from $-A$ to $A$.
5. The CPLM algorithm retains the same simplicity in implementation irrespective of the complexity of the restoring force. Only the $K_{r s}$ constant and the integral of the restoring force are to be evaluated anew for any oscillator.
6. The CPLM relies on the explicit expression of restoring force, which means that the model for the oscillator must be expressed in the form of Eq. (1). For Hamiltonian systems, the oscillator model is formulated naturally in the form of Eq. (1). For non-Hamiltonian conservative systems, the oscillator model is not formulated naturally in the form of Eq. (1). Therefore, there is a need to transform the model of non-Hamiltonian conservative systems into the form of Eq. (1) before applying the CPLM algorithm. Fortunately, this
transformation only requires a simple algebraic manipulation as demonstrated in Section 4.
7.The phase equation gives the relationship between the state variables (displacement and velocity) and can be derived exactly in closed-form for all conservative systems. The CPLM extends this bilateral relationship into a tripartite one by finding the value of the corresponding independent variable (i.e., time) that matches the values of the state variables in each discretization.
7. For few discretization, say $n \leq 20$, it would be necessary to extract values within each discretization in order to obtain a smooth plot of the oscillation history. The values can be extracted using the approximate solution of the displacement. However, for many discretizations, say $n \geq 50$, there is no need to extract values from any discretization.
9.The usual initial conditions investigated for nonlinear conservative oscillators are nonzero displacement and zero velocity. However, the CPLM algorithm can comfortably handle nonzero initial conditions for displacement and velocity.

## 3. Periodic solution of typical Hamiltonian systems

### 3.1 Nonlinear simple pendulum

The simple pendulum is arguably the most investigated physical system and provides very interesting insights into nonlinear phenomena. Butikov [57] calls it "an antique but evergreen physical model." The undamped oscillation of a simple pendulum is a Hamiltonian system governed by the well-known nonlinear ODE as shown:

$$
\begin{equation*}
\ddot{u}+\Omega_{0}^{2} \sin u=0, \tag{13}
\end{equation*}
$$

where $u$ is the angular displacement, $\Omega_{0}=\sqrt{g / l}, l$ is the length of the pendulum, and $g=9.8 \mathrm{~m} / \mathrm{s}^{2}$. The initial conditions are given as $u(0)=A$ and $\dot{u}(0)=0$. The same initial conditions are applicable to all other oscillators discussed subsequently. The exact solution to Eq. (13) is expressed in terms of elliptic functions. The displacement and natural frequency are given as [58]:

$$
\begin{gather*}
u_{e x}(t)=2 \sin ^{-1}\left[k \operatorname{sn}\left(\Omega_{0} t+K\left(k^{2}\right) ; k\right)\right]  \tag{14}\\
\omega_{e x}=\frac{\pi \Omega_{0}}{2 K\left(k^{2}\right)}, \tag{15}
\end{gather*}
$$

Where sn is the Jacobi elliptic sine function, $k=\sin (A / 2)$, and $K\left(k^{2}\right)$ is the complete elliptic integral of the first kind given as:

$$
\begin{equation*}
K\left(k^{2}\right)=\int_{0}^{\pi / 2} \frac{1}{\sqrt{1-k^{2} \sin ^{2} \phi}} d \phi . \tag{16}
\end{equation*}
$$

From Eq. (13), the restoring force for the pendulum is $f(u)=\Omega_{0}^{2} \sin u$ and looks like the plot in Figure 1. This means that $K_{r s}=\Omega_{0}^{2}\left(\sin u_{s}-\sin u_{r}\right) /\left(u_{s}-u_{r}\right)$ and $\dot{u}= \pm \Omega_{0} \sqrt{2(\cos u-\cos A)}$. The initial and final velocities for each discretization


Figure 2.
(a) Frequency-amplitude response of the simple pendulum for $0^{\circ}<A<180^{\circ}$. (b) CPLM error analysis.


Figure 3.
Oscillation history of the simple pendulum for (a) $A=45^{\circ}$ and (b) $A=135^{\circ}$. CPLM estimate_Lines; exact solution-Markers.
are determined using the expression for $\dot{u}$, and all the other constants for the solution of each discretization are determined based on $K_{r s}$. A plot of the frequencyamplitude response for the simple pendulum when $\Omega_{0}=1.0$ is given in Figure 2a and the corresponding error of the CPLM solution in comparison with the exact solution (Eq. (15)) is shown in Figure 2b. We see that for $A \leq 178^{\circ}$, the maximum error in the CPLM estimate is less than $0.45 \%$ for $n=50$ and $0.14 \%$ for $n=100$. Also, the oscillation history for moderate-amplitude ( $A=45^{\circ}$ ) and large-amplitude ( $A=135^{\circ}$ ) is shown in Figure 3 and an excellent agreement between the CPLM solution for $n=100$ and the exact solution (Eq. (14)) is observed. We noted that trigonometric nonlinearity is usually difficult to deal with and that is why the CPLM shows a relatively slow convergence to accurate results. Hence, many discretizations (e.g., $n=50-100$ ) are required to get an accuracy that is within $1.0 \%$ of the exact solution during large-amplitude oscillations $\left(90^{\circ}<A<180^{\circ}\right)$ of the simple pendulum.

### 3.2 Motion of satellite equidistant from twin stars

Consider the motion of a satellite along a path that is equidistant from two identical massive stars with mutually interacting gravitational fields. If the distance between the two stars is $2 d$ and the coordinate of the satellite motion is $u$, then the equation of motion of the satellite is given as [3]:

$$
\begin{equation*}
\ddot{u}+\frac{2 M u}{\left(d^{2}+u^{2}\right)^{3 / 2}}=0, \tag{17}
\end{equation*}
$$

where $M$ is the mass of a star and the restoring force is $f(u)=2 M u /\left(d^{2}+u^{2}\right)^{3 / 2}$. Eq. (17) shows that the satellite-star interaction results in a conservative oscillation of the satellite. Figure 4 shows the nonlinear restoring force, which is an irrational force because of the bottom square root. The restoring force spikes on both sides of the vertical axis close to the origin. The spikes indicate the point when the satellite is most influenced by the mutual gravitational field of the stars. Away from the origin, the restoring force decreases gradually and approaches the horizontal axis asymptotically. This means that the satellite is far away from the stars and experiences a much smaller gravitational force. This problem was discussed qualitatively by Jordan and Smith [3] and Arnold [59], but here, the periodic solution was investigated.

The main CPLM constant is $K_{r s}=2 M\left[\left(d^{2}+u_{s}^{2}\right)^{-3 / 2}-\left(d^{2}+u_{r}^{2}\right)^{-3 / 2}\right]$ and the velocity was derived as: $\dot{u}= \pm 2 \sqrt{M\left[\left(d^{2}+u^{2}\right)^{-1 / 2}-\left(d^{2}+A^{2}\right)^{-1 / 2}\right]}$. The periodic solutions obtained by the CPLM and exact numerical solution are shown in Figures 5 and 6. The numerical solution was obtained by solving Eq. (17) using the NDSolve function in Mathematica ${ }^{\mathrm{TM}}$. The NDSolve function is a Mathematica subroutine for solving ordinary, partial, and algebraic differential equations numerically. In its basic form, it automatically selects the numerical method to use from a list of standard methods such as implicit Runge-Kutta, explicit RungeKutta, symplectic partitioned Runge-Kutta, predictor-corrector Adams, and backward difference methods. In some cases, the NDSolve function can combine two or


Figure 4.
Restoring force for Eq . (18): $M=10^{5}[\mathrm{~kg}] ; d=100[\mathrm{~m}] ; A=500$.


Figure 5.
(a) Frequency-amplitude response for satellite. (b) CPLM error analysis.



Figure 6.
Oscillation history of satellite for (a) $A=50$ and (b) $A=1500$. CPLM estimate—Lines; exact solutionMarkers.
more methods to obtain the required solution. This basic form is preferable because the NDSolve function uses the method(s) that best solves the differential equation considering accuracy and solution time. Hence, the NDSolve function was used in its basic form for all numerical solutions obtained in this chapter.

The input values used for simulation are $M=10^{5}[\mathrm{~kg}]$ and $d=1000[\mathrm{~m}]$. In contrast to the simple pendulum, the oscillation of the satellite requires less discretization for accurate results because there is no trigonometric nonlinearity. The maximum error of the CPLM estimate for the frequency-amplitude response is less than $0.55 \%$ for $n=10$ and $0.20 \%$ for $n=20$. Significantly higher accuracies can be achieved by increasing $n$, but the results show that $n=10$ gives reasonably accurate estimates.

On the other hand, Figure 6 shows the oscillation history of the satellite during small-amplitude $(A=50)$ and large-amplitude $(A=1500)$ oscillations. The former gives a simple harmonic response with a natural frequency that is independent of the amplitude and approximately equal to $\sqrt{2 M / d^{3}}$, while the latter exhibits an anharmonic response with a natural frequency that depends strongly on the amplitude.

### 3.3 Mass-spring oscillator with fractional nonlinearity

An interesting oscillator that has been the subject of several studies [60-65] is the Hamiltonian oscillator with odd fractional nonlinearity. For the purpose of the present investigation, we consider an oscillator that is characterized by a general fractional nonlinearity as follows [65]:

$$
\begin{equation*}
\ddot{u}+u^{1 /(2 m+1)}=0 \tag{18}
\end{equation*}
$$

where the restoring force, $f(u)=u^{1 /(2 m+1)}$, has a fractional index for all $m \epsilon\left\{\mathbb{Z}^{+}\right\}$. The main CPLM constant is evaluated as $K_{r s}=\left[u_{s}^{1 /(2 m+1)}-u_{r}^{1 /(2 m+1)}\right] /$ $\left(u_{s}-u_{r}\right)$ and the velocity as $\dot{u}= \pm[(2 m+1) /(m+1)]^{1 / 2} \sqrt{A^{(2 m+2) /(2 m+1)}-u^{(2 m+2) /(2 m+1)}}$. The periodic solution for the case of $m=1$, i.e., $u^{1 / 3}$ oscillator, is shown in Figures 7 and 8. The exact frequency-amplitude response used for the verification of the CPLM solution is [63]:

$$
\begin{equation*}
\omega_{e x}=\frac{2 \pi \Gamma(5 / 4)}{\sqrt{6} \Gamma(3 / 4) \Gamma(1 / 2) A^{1 / 3}}=\frac{1.070451}{A^{1 / 3}} . \tag{19}
\end{equation*}
$$



Figure 7.
(a) Frequency-amplitude response for $u^{1 / 3}$ oscillator. (b) CPLM error analysis.


Figure 8.
Oscillation history of $u^{1 / 3}$ oscillator for (a) $A=0.01$ and (b) $A=10$. CPLM estimate—lines; exact solutionmarkers.
while the exact oscillation history was obtained by the numerical solution of Eq. (18) using the NDSolve function in Mathematica ${ }^{\mathrm{TM}}$. The CPLM solution demonstrates an excellent agreement with the exact solution.

Figure 7 compares the CPLM estimates of the frequency-amplitude response with Eq. (19), and the maximum error of the CPLM solution is $0.22 \%$ for $n=10$ and $0.076 \%$ for $n=20$. The error in the CPLM estimate is approximately constant for all amplitudes, and the maximum error is well below $1.0 \%$ for $n=10$. The results also reveal that the frequency approaches zero as $A \rightarrow \infty$. In Figure 8, the oscillation history for small-amplitude ( $A=0.01$ ) and large-amplitude ( $A=10.0$ ) oscillations is shown to exhibit similar anharmonic response, which is an indication of strong nonlinearity. Therefore, it can be concluded that the $u^{1 / 3}$ oscillator is highly nonlinear for all amplitudes. This quality of possessing strong nonlinearity for all amplitudes is in contrast to most Hamiltonian oscillators that are linear for small amplitudes, e.g., the oscillators considered in Sections 3.1 and 3.2 above.
Another Hamiltonian oscillator that possesses strong nonlinearity for all amplitudes is the geometrically nonlinear crank [1].

## 4. Periodic solution of non-Hamiltonian conservative systems

The non-Hamiltonian conservative systems are generally more complex and difficult to solve compared with the Hamiltonian systems. In order to demonstrate the application of the CPLM algorithm to non-Hamiltonian conservative systems, we consider the motion of a particle on a rotating parabola. This system consists of a frictionless mass sliding on a vertical parabolic wire described by $y=q u^{2}$ for $q>0$


Figure 9.
(a) Schematic of particle on a rotating parabola. (b) Restoring force when $q=1.0 ; \Lambda=10.0 ; A=2.0$.
and rotating at a constant speed, $\Omega$, about the $y$-axis (Figure 9a). The $u$-axis represents the perpendicular displacement of the mass from the $y$-axis. The kinetic and potential energies of the system are given as [4]:

$$
\begin{equation*}
T=\frac{1}{2} m\left[\left(1+4 q^{2} u^{2}\right) \dot{u}^{2}+\Omega^{2} u^{2}\right] ; V=m g q u^{2} . \tag{20}
\end{equation*}
$$

Hence, the Lagrangian is:

$$
\begin{equation*}
L=T-V=\frac{1}{2} m\left[\left(1+4 q^{2} u^{2}\right) \dot{u}^{2}+\Omega^{2} u^{2}\right]-m g q u^{2} . \tag{21}
\end{equation*}
$$

Next, we substitute Eq. (21) into the Euler-Lagrange equation to derive the equation of motion. The Euler-Lagrange equation can be written as:

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{u}}\right)-\frac{\partial L}{\partial u}=0 . \tag{22}
\end{equation*}
$$

Therefore, using Eqs. (21) and (22), the motion of a particle on a rotating parabola is governed by:

$$
\begin{equation*}
\left(1+4 q^{2} u^{2}\right) \ddot{u}+4 q^{2} u \dot{u}^{2}+\Lambda u=0, \tag{23}
\end{equation*}
$$

where $\Lambda=2 g q-\Omega^{2}$ and the initial conditions are: $u(0)=A$ and $\dot{u}(0)=0$.
To solve Eq. (23) using the CPLM, it must be recast in the form of Eq. (1). The conservation of energy for Eq. (23) is given as [4]:

$$
\begin{equation*}
\left(1+4 q^{2} u^{2}\right) \dot{u}^{2}+\Lambda u^{2}=h, \tag{24}
\end{equation*}
$$

where $h$ is a constant representing the total energy in the system. Eq. (24) confirms that the Hamiltonian, $H=T+V=\frac{1}{2} m\left[\left(1+4 q^{2} u^{2}\right) \dot{u}^{2}+\left(\Lambda+2 \Omega^{2}\right) u^{2}\right]=$ $\frac{1}{2} m\left(h+2 \Omega^{2} u^{2}\right)$, is not constant. Applying the initial conditions, we get $h=\Lambda A^{2}$ so that $\dot{u}^{2}=\Lambda\left(A^{2}-u^{2}\right) /\left(1+4 q^{2} u^{2}\right)$. Substituting this expression for $\dot{u}^{2}$ in Eq. (24) and after algebraic simplification, we get:

$$
\begin{equation*}
\ddot{u}+\frac{\Lambda\left(1+4 q^{2} A^{2}\right) u}{\left(1+4 q^{2} u^{2}\right)^{2}}=0 . \tag{25}
\end{equation*}
$$

Therefore, the restoring force is $f(u)=\Lambda\left(1+4 q^{2} A^{2}\right) u /\left(1+4 q^{2} u^{2}\right)^{2}$. Figure 9b shows that $f(u)$ is linear at small amplitudes and strongly nonlinear at large amplitudes. The main CPLM constant was calculated as $K_{r s}=\Lambda\left(1+4 q^{2} A^{2}\right)\left[1 /\left(1+4 q^{2} u_{s}^{2}\right)^{2}-\right.$ $\left.1 /\left(1+4 q^{2} u_{r}^{2}\right)^{2}\right]$, and the velocity was evaluated as $\dot{u}= \pm \sqrt{\Lambda\left(A^{2}-u^{2}\right) /\left(1+4 q^{2} u^{2}\right)}$. The exact time period for this oscillator can be derived in terms of elliptic function as follows [4]:

$$
\begin{equation*}
T_{e x}=4\left[\left(1+4 q^{2} A^{2}\right) / \Lambda\right]^{1 / 2} E\left(k^{2}\right), \tag{26}
\end{equation*}
$$

where $E\left(k^{2}\right)=\int_{0}^{\pi / 2}\left(1-k^{2} \sin ^{2} \phi\right)^{1 / 2} d \phi$ is the complete elliptic integral of the second kind and $k^{2}=4 q^{2} A^{2} /\left(1+4 q^{2} A^{2}\right)$. Then, the exact frequency was computed as $\omega_{e x}=2 \pi / T_{e x}$, while the exact oscillation history was obtained by solving Eq. (25) numerically using the NDSolve function in Mathematica ${ }^{\mathrm{TM}}$.

A comparison of CPLM frequency estimate and the exact frequency is shown in Figure 10, while the oscillation histories for $A=0.50$ and $A=2.0$ are shown in Figure 11. As demonstrated in [4], periodic solutions for this system exist only for $\Lambda>0$. Hence, the simulations in Figures 10 and 11 were conducted for $\Lambda=10$ and $q=1.0$. An excellent agreement is observed between the CPLM estimates and the exact results. For $0<A \leq 20$, the maximum error in the CPLM estimate of the frequency-amplitude response is $0.642 \%$ for $n=10$ and $0.101 \%$ for $n=20$, both of which are well below $1.0 \%$. Also, the CPLM solution gives an accurate prediction of the strong anharmonic response in the oscillation history as shown in Figure 11.


Figure 10.
(a) Frequency-amplitude response for particle on a rotating parabola. (b) CPLM error analysis.


Figure 11.
Oscillation history of particle on a rotating parabola for (a) $A=0.50$ and (b) $A=2.0$. CPLM estimateLines; exact solution-Markers.

## 5. Concluding remarks

Conservative oscillators generally exhibit nonlinear response, and they form a large class of natural and artificially vibrating systems. Hence, the study of the dynamic response of nonlinear conservative systems is important for understanding many physical phenomena and the design of systems. The main challenge in the theoretical analysis of nonlinear conservative systems is that exact solutions are normally not available except for a few special cases where exact solutions are derived in terms of special functions.

To date, many approximate analytical methods have been formulated for the periodic solution of nonlinear conservative oscillators. This chapter provides a brief survey of the recent advances in the formulation of approximate analytical schemes and then introduced a recent approximate analytical algorithm called the continuous piecewise linearization method. The CPLM has been shown to overcome the challenges of solution accuracy and simplicity usually encountered in using most of the existing approximate analytical methods. The CPLM combines major desirable features of solution schemes such as inherent stability, accuracy, and simplicity. It is simple enough to be introduced at the undergraduate level and is capable of handling conservative oscillators with very complex nonlinearity. Conservative systems of broad interest were used to demonstrate the wide applicability of the CPLM algorithm. As demonstrated above, an accuracy of less than $1.0 \%$ relative error can be achieved for most oscillators using few discretizations, say $n \leq 20$, except for oscillators with trigonometric nonlinearity where such accuracy is achieved with many discretizations. This chapter has been designed to stimulate interest in the use of CPLM for analyzing various types of conservative systems, especially those with complex nonlinearity.
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[^0]:    ${ }^{1}$ The coefficient of $\Lambda$ in $S$ can be chosen of several manners. In particular, for any dimension $D$, in order to insure that the pure dS or pure AdS spacetimes are described by $g_{t t}=1-(\Lambda / 3) r^{2}$, as occurs in the case $D=4$, this coefficient should be $(D-1)(D-2)$.

[^1]:    ${ }^{2}$ In $D=2 d+1$, besides the $2 d$ Dirac matrices $\Gamma_{a}$ and $\Gamma_{\tilde{a} \text {, we need to add one further matrix, which will }}$ be denoted by $\Gamma_{d+1}$ given by $\Gamma_{d+1}=\underbrace{\sigma_{3} \otimes \sigma_{3} \ldots \otimes \sigma_{3}}_{d \text { times }}$.

[^2]:    [12] Bennett JO, Donahue MO, Voit M, Schneider N. The Cosmic Perspective

[^3]:    ${ }^{1}$ Since $V(x)$ has the dimension of mass, one can think of this function as a scalar mass field, reflecting forces acting in the local tangent space at each point. It may play the role of "dark energy" [2, 3]. If $V=0$, our discussion reduces to that of the usual general relativity, but with a well-defined canonical momentum variable.
    ${ }^{2}$ We shall call the quantity $\pi_{\mu}$ in the cotangent space as canonical momentum, although it must be understood that its map back to the tangent space $\pi^{\mu}$ corresponds to the actual physically measureable momentum.

[^4]:    ${ }^{3}$ In the quantized form, the factor $g^{\mu \nu}(x)$ cannot be factored out from polynomials, so, as for Dirac's quantization procedure [22-25], some care is required.

[^5]:    ${ }^{4}$ The physically observable momentum can be defined, as in (15), as $\frac{1}{2}\left\{g^{\mu \nu}, p_{\nu}\right\}$, with commutation relations of the form (27). This operator can be transformed, as for the Newton-Wigner operator [29], to the form $-i \frac{\partial}{\partial x^{\mu}}$ by the Foldy-Wouthuysen transformation [30] $(g(x))^{\frac{1}{4}} p_{\mu}(g(x))^{-\frac{1}{4}}$.

[^6]:    ${ }^{5}$ We follow here essentially the method discussed in Reed and Simon [31] in their discussion of the Lebesgue integral.

[^7]:    ${ }^{6}$ Similar to the method followed in the simpler case of constant curvature by Georgiev [33].
    ${ }^{7}$ Note that Abraham et al. [34] apply the formal Fourier transform on a manifold in three dimensions without proof.

[^8]:    ${ }^{8}$ Yahalom [36] has proposed an alternative view involving the retardation effects associated with gravitational waves, presently being tested and developed. We do not discuss this approach further here.

[^9]:    ${ }^{1}$ The forward error (FE) due to additive noise in the forward evolution of a map can be defined and written in terms of the tangent map. However, RE is very simply related to LE, whereas FE is not. In addition the error due to roundoff in the forward evolution requires in principle the evaluation of the exact orbit or, in practice, its evaluation with a much higher accuracy.

[^10]:    ${ }^{2}$ The application of MEGNO to RE is not necessary due to the absence of oscillations, whereas its application to REM is not recommended because the fluctuations are not filtered and the computational cost is quadratic rather than linear in the iteration order.

[^11]:    ${ }^{3}$ A symplectic matrix L is defined by $\mathrm{LJL} \mathrm{L}^{T}=\mathrm{J}$ where J is antisymmetric and $\mathrm{J}^{2}=-\mathrm{I}$. As a consequence $\mathrm{L}^{-1}=-\mathrm{JL}{ }^{T} \mathrm{~J}$, and $\left(\mathrm{L}^{-1}\right)^{T}=-\mathrm{JLJ}$ so that $\operatorname{Tr}\left(\mathrm{L}^{-1 T} \mathrm{~L}^{-1}\right)=\operatorname{Tr}\left(\mathrm{JLJ}^{2} \mathrm{~L}^{T} \mathrm{~J}\right)=\operatorname{Tr}\left(\mathrm{LL}^{T}\right)$.

[^12]:    ${ }^{4}$ The standard definition for an initial displacement along the unit vector $\boldsymbol{\eta}_{0}$ is $e_{n}^{L}\left(\boldsymbol{\eta}_{0}\right)=\left\|D M^{n} \boldsymbol{\eta}_{0}\right\|$ where $\left\|D M^{n} \boldsymbol{\eta}_{0}\right\|^{2}=1+\left(n \boldsymbol{\Omega}^{\prime}\right)^{2}\|\mathbf{x}\|^{2}\left(\boldsymbol{\eta}_{0} \cdot \mathbf{x}\right)^{2}+2 n \boldsymbol{\Omega}^{\prime}\left(\boldsymbol{\eta}_{0} \cdot \mathbf{x}\right)\left(\boldsymbol{\eta}_{0} \cdot \mathrm{~J} \mathbf{x}\right)$ and $\mathrm{J}=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$. The sum $\left\|D M^{n}\binom{1}{0}\right\|^{2}+\left\|D M^{n}\binom{0}{1}\right\|^{2}$ gives the Lyapunov error $\left(e_{n}^{L}\right)^{2}$.

