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Preface

Noise and vibration are two interrelated terms in the field of engineering. Vibration 
is caused by unbalanced inertial forces and moments, whereas noise is the result 
of such vibrations. Such phenomena have always been a matter of concern for both 
researchers and practicing engineers. The lower level of vibration can ensure less 
tear and wear, less tolerance, and longer fatigue life of the machine or structure. 
This book presents the established fundamentals in the area of passive, semi-active, 
and active vibration control, and explores the new and emerging technologies and 
techniques. There has been a considerable amount of effort devoted to the develop-
ment and realization of methodologies for the control of sound and vibration, 
and this book covers the latest theoretical, algorithmic, and practical applications, 
including:

Chapter 1: A hysteresis nonlinear model is established for a giant magnetostrictive 
actuator to fully describe the actuator dynamic characteristics.

Chapter 2: The dynamic modeling and simulation of proportional–integral– 
derivative controls for rail car systems are investigated.

Chapter 3: Effective low-frequency noise insulation active damping approaches are 
illustrated to improve a structure’s noise insulation performance.

Chapter 4: The dynamic behavior of aero-elastic vibrations in the presence of non-
linear stiffness such as free-play mechanisms and softening or hardening stiffness is 
investigated.

Chapter 5: Background information on the assistance of ultrasonic vibration in the 
hot glass embossing process is provided.

Chapter 6: The generation mechanism of the self-sustained tone is clarified experi-
mentally and numerically, and the methods for suppressing a self-sustained tone 
using baffle plates and perforated plates are investigated.

Chapter 7: The relationship between energy of vibration and noise signals measured 
in the magnetic resonance imaging scanning area and its vicinity are mapped to 
minimize these negative impacts.

Chapter 8: Empirical results quantifying various signals from heartbeat to material 
vibration are investigated.

It is my hope that this book, which integrates the modeling and design aspects of 
various noise and vibration control techniques, will serve as a comprehensive guide 
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and reference for practicing engineers and educators, and, more importantly, is 
a welcome-mat for recent graduates entering the vibration control engineering 
profession.

Dr. Ehsan Noroozinejad Farsangi
Assistant Professor,

Department of Earthquake Engineering,
Graduate University of Advanced Technology,

Kerman, Iran

Chapter 1

Nonlinear Giant Magnetostrictive
Actuator and Its Application in
Active Control
Lihua Yang, Haipeng Zhang, Hailong Jiang, Shuyong Liu,
Haiping Wu, Haifeng Li and Ehsan Noroozinejad Farsangi

Abstract

The giant magnetostrictive actuator has great use in vibration control, but the
linear model cannot fully describe its dynamic characteristics. In this chapter, based
on the domain wall theory and piezomagnetic theory, a hysteresis nonlinear model
is established to fully describe the actuator dynamic characteristics. In combination
with the regularisation method, a sliding mode controller has been designed, and
the giant magnetostrictive actuator is also studied in the application of active
control. Experimental results show that the hysteresis nonlinear model proposed in
the chapter can fully describe the actuator’s dynamic characteristics in a wider
frequency band and the active control also has a much better isolation effect than
the passive vibration; it can significantly attenuate the external incentives.

Keywords: giant magnetostrictive actuator, hysteresis nonlinearity, sliding mode
control, active control

1. Introduction

Passive vibration isolation has been widely used as an effective isolation method;
it can significantly reduce the vibration transmission between mechanical equip-
ment and the base, while the isolation effect is limited in the micro-vibration and
low frequencies. Therefore, the active control has been a focus of research at home
and abroad [1–4]. With the development of smart materials, intelligent actuators
manufactured by those materials including the magneto-rheological actuator, shape
memory alloy actuator, giant magnetostrictive actuator (GMA), and others. These
actuators have played a huge role in promoting the active control as the executing
agency [5, 6].

With the advantages of high-positioning accuracy, fast response, and wide fre-
quency band, among others, the GMA has a wide variety of applications in fields
including vibration control and precision positioning [7–10]. Many scholars have
studied the linear modelling method of GMA, which is only suitable for describing
low-frequency dynamic characteristics [11, 12]. However, the hysteresis nonlinear
model based on the domain walls theory can more clearly reveal the coupling
relationship among the magnetization process, the stress magnetic machine effect,
and stretching amount, and it can more fully describe the GMA’s dynamic charac-
teristics on a wide frequency band [13], which is suitable for the active control
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actuator. Zhang established the GMA dynamics equations and studied the active
control on the basis of the proportional-integral-derivative (PID) algorithm, the
results showed that the GMA has some damping effect, but the system’s adaptive
capacity is a little weak [14]. Francesco calculated the actuator’s amplitude-
frequency curve and studied the active control in a single freedom degree vibration
isolation system. The simulations showed the GMA can significantly reduce the
force transmitted to the base [15]. Wang designed a magnetostrictive actuator rod
and analysed the system structure vibration on the basis of the linear-quadratic
regulator (LQR) algorithm, the results showed the GMA can effectively reduce the
structure response of acceleration and displacement [16]. However, these studies
mainly focus on the linear actuator model; the isolation frequency band is narrow
relatively. Therefore, the application of the GMA hysteresis nonlinear model is
urgently needed in the active control.

Currently, some of the more commonly active control strategies are the PID
control [17], robust control [18], fuzzy control [19], optimal control [20], adaptive
control [21], and sliding mode control [22]. In particular, the sliding mode control
has no effect on system parameter perturbation and external disturbance when the
system is in sliding mode, so it has much better robustness [23], which is more
suitable for the active vibration control algorithm.

Based on the domain wall theory [24], this chapter studied the GMA broadband
hysteresis nonlinear model and applied it to the active control of the vibration
isolation system. By optimising the design of the hysteresis nonlinear model, the
actuator linearity is much better than the linear model on a wider frequency band.
The results showed that the GMA hysteresis nonlinear model on a wider frequency
band can more fully describe its dynamic characteristics. Compared with passive
vibration isolation, the active control has a better isolation effect and wider fre-
quency band isolation, and the sliding mode control strategy also has stronger
robustness.

2. Hysteresis nonlinear magnetostrictive actuator model

2.1 Magnetostrictive actuator model

The GMA structure is shown in Figure 1. It is mainly made of the push rod,
preload spring, magnetostrictive rod, drive coil, and bias coil, where the preload
mechanism is comprised of the preload spring, push rod, and preload screw. The
polarised magnetic field of the bias coil can make the magnetostrictive rod deform
in a linear manner and can prevent the multiplier phenomenon from affecting
system control precision. When an alternating current is passed through the drive
coil, the magnetostrictive rod can also generate an alternating magnetic field, which
causes a dynamic redistribution of magnetic domains in the magnetostrictive rod.
Then the telescopic length can be obtained microscopically to promote a displace-
ment and thrust the output push rod, which achieves energy conversion by trans-
ferring electromagnetic energy into mechanical energy.

Based on the Jiles-Atherton theory [25], many researchers explored the GMA
characteristics of the nonlinear hysteresis model, and the structure optimisation and
parameter configuration can make the theoretical calculations accurately match
with experiments in a higher linearity. Generally, the GMA motion can be equiva-
lent to a single freedom degree model, shown in Figure 2. Based on the magnetic
domain theory and piezomagnetic theory [26–28], the partial differential equations
of the magnetisation process are established. Then the GMA dynamics equation is
also deduced with the specific equations as follows:

2

Noise and Vibration Control - From Theory to Practice

He ¼ H þ αMþHσ ¼ H þ αMþ 3
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A
SH
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f ¼ m2s2 þ c2sþ k2
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A
SH
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where He is the effective magnetic field strength, H is the sum of the drive
magnetic field Hd ¼ nI (n is the number of turns per unit coil length, I is the drive

Figure 1.
The GMA structure. (1) The top cover screw, (2) the output push rod, (3) the top cover, (4) the preload spring,
(5) the jacket, (6) the drive coil, (7) the bias coil, (8) the magnetostrictive rod, (9) the preload screw, (10) the
bottom cover screws, and (11) the bottom cover.

Figure 2.
The GMA schematic diagram.
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current) and bias magnetic field Hb, λs is the saturation magnetostrictive coeffi-
cient, ~σ ¼ σ0 þ σ is the external stress (σ0 is the preload), μ0 is the vacuum perme-
ability,Ms is the saturation magnetisation, λ is the axial magnetostriction strain, a is
the shape factor of non-hysteresis magnetisation, k is the irreversible loss coeffi-
cient, α is the molecular field parameter of interacting magnetic torque,
~α ¼ αþ 9λsσ0=2μ0M

2
s is the integrated magnetic domain coefficient, c is the revers-

ible factor, the parameter δ � þ1 when dH>0 and parameter δ � �1 when dH<0,
Man is the non-hysteresis magnetisation, Mirr is the irreversible magnetisation, Mrev

is reversible magnetisation, and M is the total magnetisation. C, ρ, L, A, and SH are,
respectively, the damping, density, length and cross-sectional area, and axial
compliance coefficient of the magnetostrictive rod; m1 ¼ ρLA=3, c1 ¼ cA=L, and
k1 ¼ A=SHL are, respectively, the equivalent mass, damping, and stiffness coeffi-
cient of the magnetostrictive rod; m2, c2, and k2 are, respectively, the equivalent
mass, damping, and stiffness coefficient of the end load; and s is the Laplace
transform operator.

2.2 Magnetostrictive actuator model for wide frequency range

When the driving frequency is low, temperature and eddy current can be
ignored on the actuator linearity. However, to fully describe the actuator dynamic
characteristics on a wide frequency range, it is necessary to consider the hysteresis
loss, eddy current losses, additional loss, and stress changes. In this case,
magnetisation intensity M can be expressed as follows:

dM
dt

¼ ∂M
∂H

dH
dt

þ ∂M
∂σ

d~σ  
dt

(9)

where magnetisation change rate is made up of differential susceptibility
∂M=∂H, the magnetic field change rate ∂H=∂t, magnetisation stress change rate
∂M=∂σ, and stress change rate ∂σ=∂t. The key is to solve for ∂M=∂H and ∂~σ=∂t. By
Eqs. (2)–(5), the differential susceptibility can be expressed as such:

∂M
∂H

¼ 1� cð Þ Man �Mirr

δk� ~α Man �Mirrð Þ þ c
∂Man

∂H
(10)

According to magneto-mechanical coupling model [16], the magnetisation stress
change rate can be determined by Eq. (11):

∂M
∂σ

¼ SHσ
ξ

Man �Mð Þ þ c
∂Man

∂σ
(11)

where ξ is the energy coupling parameters of per unit volume and other param-
eters are the same as above. Substituting Eqs. (10) and (11) into Eq. (9), the
magnetisation change rate can be obtained:

dM
dt

¼ 1� cð Þ Man �Mirr

δk� ~α Man �Mirrð Þ þ c
∂Man

∂H

� �
dH
dt

þ SHσ
ξ

Man �Mð Þ þ c
∂Man

∂σ

� �
d~σ
dt

(12)

In summary, Eqs. (1)–(12) constitute the hysteresis nonlinear model of the
giant magnetostrictive actuator, which can describe the displacement and force
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output on a wide frequency range, and then the output displacement and force can
be calculated by the input current.

3. Giant magnetostrictive actuator experiment

The experiments mainly include the giant magnetostrictive actuator, NI host
controller, capture cards and displays, LabVIEW software, FN15150 power ampli-
fier, MEL laser displacement sensor, and CHINT current transformer. NI equip-
ment and software are used to capture and display the current and displacement
signal, the amplifier amplifies NI weak signals to drive actuators, and the laser
displacement sensor is used to accurately measure the actuator displacement. The
GMA experiment setup is shown in Figure 3. This experiment studies the hysteresis
nonlinear model displacement responses to the preload and the bias magnetic
field intensity, as shown in Figures 4 and 5. By optimising the actuator preload and
bias magnetic field, the GMA can eliminate the doubling phenomenon and work
perfectly within a linear range, which can enhance the actuator output linearity.

Figure 3.
The giant magnetostrictive actuator experiment.

Figure 4.
Curves of displacement changes with the preload.
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2.2 Magnetostrictive actuator model for wide frequency range
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loss, eddy current losses, additional loss, and stress changes. In this case,
magnetisation intensity M can be expressed as follows:

dM
dt

¼ ∂M
∂H

dH
dt

þ ∂M
∂σ

d~σ  
dt

(9)

where magnetisation change rate is made up of differential susceptibility
∂M=∂H, the magnetic field change rate ∂H=∂t, magnetisation stress change rate
∂M=∂σ, and stress change rate ∂σ=∂t. The key is to solve for ∂M=∂H and ∂~σ=∂t. By
Eqs. (2)–(5), the differential susceptibility can be expressed as such:

∂M
∂H

¼ 1� cð Þ Man �Mirr

δk� ~α Man �Mirrð Þ þ c
∂Man

∂H
(10)

According to magneto-mechanical coupling model [16], the magnetisation stress
change rate can be determined by Eq. (11):

∂M
∂σ

¼ SHσ
ξ

Man �Mð Þ þ c
∂Man

∂σ
(11)

where ξ is the energy coupling parameters of per unit volume and other param-
eters are the same as above. Substituting Eqs. (10) and (11) into Eq. (9), the
magnetisation change rate can be obtained:

dM
dt

¼ 1� cð Þ Man �Mirr

δk� ~α Man �Mirrð Þ þ c
∂Man

∂H

� �
dH
dt

þ SHσ
ξ

Man �Mð Þ þ c
∂Man

∂σ

� �
d~σ
dt

(12)

In summary, Eqs. (1)–(12) constitute the hysteresis nonlinear model of the
giant magnetostrictive actuator, which can describe the displacement and force
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output on a wide frequency range, and then the output displacement and force can
be calculated by the input current.

3. Giant magnetostrictive actuator experiment

The experiments mainly include the giant magnetostrictive actuator, NI host
controller, capture cards and displays, LabVIEW software, FN15150 power ampli-
fier, MEL laser displacement sensor, and CHINT current transformer. NI equip-
ment and software are used to capture and display the current and displacement
signal, the amplifier amplifies NI weak signals to drive actuators, and the laser
displacement sensor is used to accurately measure the actuator displacement. The
GMA experiment setup is shown in Figure 3. This experiment studies the hysteresis
nonlinear model displacement responses to the preload and the bias magnetic
field intensity, as shown in Figures 4 and 5. By optimising the actuator preload and
bias magnetic field, the GMA can eliminate the doubling phenomenon and work
perfectly within a linear range, which can enhance the actuator output linearity.

Figure 3.
The giant magnetostrictive actuator experiment.

Figure 4.
Curves of displacement changes with the preload.
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Figure 4 shows that the actuator displacement increases with the preload, but
when the preload is greater than 7 MPa, experimental curves began to appear
asymmetrical, so the preload cannot be greater than 7 MPa. Figure 5 shows that
without the paranoid magnetic field, actuator output is butterfly-shaped with a
strong nonlinearity, but when the paranoid magnetic field increases, the output
linearity also gradually increases. Finally, σ0 ¼ 6:7MPa and Hb ¼ 14kA=mare
selected in the study which can give the actuators better linearity.

4. Application for GMA in active control

4.1 Active control model of vibration isolation system

The active control model of the vibration isolation system is shown in Figure 6,
whereM1, K1, C1,M2, K2, and C2 are, respectively, the mass, stiffness, and damping
of the upper isolated equipment and the middle vibration isolation platform. x, y, _x,
_y, €x, and €y are, respectively, displacement, velocity, and acceleration as above. f is
the active control force of the GMA, and p is the external disturbance. The dynam-
ics equations of the isolation system can be expressed as Eq. (13):

Figure 5.
Curves of displacement changes with the bias magnetic field intensity.

Figure 6.
Active control model of vibration isolation system.
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M1€x þ C1 _x � _yð Þ þ K1 x� yð Þ ¼ p� f
M2€y þ C2 _y þ K2yþ C1 _y � _x

� �þ K1 y� x
� � ¼ f

�
(13)

Take X ¼ x; y; _x; _y
� �T as state variables and the middle platform displacement

Y ¼ y as system output. Thus, the state space can be obtained using Eq. (14):

_X tð Þ ¼ AX tð Þ þ Bu tð Þ þ B1w tð Þ
Y tð Þ ¼ CX tð Þ

(
(14)

where A ¼
0 0 1 0
0 0 0 1

�K1=M1 K1=M1 �C1=M1 C1=M1
K1=M2 � K1 þ K2ð Þ=M2 C1=M2 � C1 þ C2ð Þ=M2

2
664

3
775,

B ¼
0
0

�1=M1

1=M2

2
664

3
775, B1 ¼

0
0

1=M1

0

2
664

3
775, C ¼ 0 1 0 0½ �, u ¼ f½ �, w ¼ p½ �, and Y ¼ y½ �. Let

U ¼ uþ B�1B1w. Eq. (14) can be further expressed as follows:

_X tð Þ ¼ AX tð Þ þ Bu tð Þ þ B1w tð Þ
¼ AX tð Þ þ BU tð Þ

(15)

4.2 Sliding mode control design

Based on full state feedback, the sliding mode can make the system reach the
sliding mode surface and achieve sliding mode movement in a jump way. There-
fore, it is essential for dynamic characteristics to rationally design the sliding mode
surface, assuming the system switching function as Eq. (4) [29, 30].

S tð Þ ¼ ΘX (16)

where S is the switching function,Θ is 1� 4 dimension switchingmatrix, and

X ¼ x; y; _x; _y
� �T are the state variables. The non-singular state transitionmatrix

Γ∈R4�4 is taken to regulate Eq. (16), and the coordinate transformation is the following:

Z tð Þ ¼ ΓX tð Þ (17)

where Γ ¼ I3 �~B1~B2

0 I1

" #
, B ¼

~B1

~B2

" #
, ~B1 ∈R3�1, and ~B2 ∈R1�1; substituting

Eq. (17) into Eqs. (15) and (16), it gets the system canonical form and the switching
surface as Eq. (18):

_Z tð Þ ¼ AZ tð Þ þ BU tð Þ
S tð Þ ¼ ΘZ

(18)

where A ¼ ΓAΓ�1, B ¼ 0 ~B2
T

h iT
, and Θ ¼ ΘΓ�1; let Z tð Þ ¼ Z1 tð Þ

Z2 tð Þ

� �
,

A ¼ A11 A12

A21 A22

" #
, and Θ ¼ Θ1

Θ2

" #T
, where Z1 tð Þ∈R3�1, Z2 tð Þ∈R1�1, A11 ∈R3�3,

A12 ∈R3�1, A21 ∈R1�3, and A22 ∈R1�1; then Eq. (18) can be decomposed as Eq. (19):
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_Z1 tð Þ ¼ A11Z1 tð Þ þ A12Z2 tð Þ
S ¼ Θ1Z1 tð Þ þ Θ2Z2 tð Þ

(19)

Let S ¼ 0 and Θ2 ¼ I1; in Eq. (19), it gets:

Z2 tð Þ ¼ �Θ1Z1 tð Þ
_Z1 tð Þ ¼ A11 � A12Θ1

� �
Z1 tð Þ

(20)

where the matrix Θ1 can be designed by the optimal control method or pole
assignment method, and then the sliding surface S tð Þ can also be determined.
Finally, the saturation function of exponential reaching law is used as Eq. (21):

_S tð Þ ¼ �βS tð Þ � ξsat S tð Þð Þ ξ>0, β>0 (21)

where α>0 and 1> β>0; with the combination of Eqs. (15), (16), and (21), it
can get active control force as Eq. (22) by ignoring the external disturbances:

f ¼ � ΘBð Þ�1 ΘAX tð Þ þ βS tð Þ þ ξsat S tð Þð Þ½ � (22)

5. Experimental research

In this chapter, compared with passive vibration isolation, the active control
experiment is studied to analyse the isolation effect on a double-layer vibration
isolation system. The external disturbance is the force of shaker JZK-40, the hard-
ware control system is designed by LabVIEW real time, and the isolation system
experiment setup is shown in Figure 7.

When the external stimulus is applied to the system, the controllers can capture
the acceleration signal of the upper and middle layers; then the signal is conveyed to
a controller by an A/D converter. At the same time, D/A signals are given out by NI
control calculations, passing through amplifier YE2706A, and the output finally is
transmitted to GMA for carrying out the active control. The vibration isolation
system control block diagram is shown in Figure 8.

In low frequencies, taking the middle platform displacement as the evaluation
index, the isolation effect is compared between passive vibration isolation and
active control. Experimental parameters are as follows:

n ¼ 1200, Hb ¼ 10kA=m, a ¼ 7102A=m, ~α ¼ �0:01, Ms ¼ 7:65� 105A=m,
λs ¼ 1:005� 10�6, k ¼ 3283A=m, b ¼ 0:18, SH ¼ 1:3� 10�11, d ¼ 1:0� 10�8m2=N,
ξ ¼ 7600Pa, C ¼ 3000kNs=m2, ρ ¼ 9250kg=m3, L ¼ 8:6� 10�4m, A ¼ 78:5� 10�6m2,
M1 ¼ 155:42kg, C1 ¼ 302:7Ns=m, K1 ¼ 57016:2N=m, M2 ¼ 22:5kg, C2 ¼ 290:544Ns=m,
and K2 ¼ 190000N=m:

(23)

The system’s natural frequency (f 1 ¼ 2:8Hz, f 2 ¼ 15:6Hz) can be calculated
according to the above parameters, and the external disturbances were taken as
single, multi-frequency, and random signals. The experimental results are in
Figures 9–13 and in Table 1.

Figures 9–12 show that active control can effectively suppress the vibration
generated by external incentives with a significant isolation effect and speed
response. Table 1 shows that, compared with the passive vibration isolation, the
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active control makes the middle raft displacement decrease by 81.08, 78.21, 81.13, and
55.34% in a single frequency, multi-frequency, and random excitation, respectively.
Therefore, the active control has obvious advantages and a good isolation effect.

Figure 13 shows that the natural frequencies corresponding to the two peaks of
the passive isolation system are fully consistent with the calculations. Moreover, the
active control can change the system mode to eliminate the first- and second-order
formants to achieve the purpose of isolation. It also shows the active control is poor
when the excitation frequency is less than 2 Hz, and then the isolation effect
increases with escalating excitation frequency. However, there are always cross-
points between active control and passive vibration isolation in the amplitude-
frequency curve, which also shows the active control is more suitable for low- and
middle-frequency vibration control. It can compensate for the lack of passive
vibration isolation and effectively inhibit the transmission of vibration isolation and
broaden isolation frequency band, all of which are of great significance for the study
of active vibration control in engineering applications.

Figure 8.
Vibration isolation system control block diagram.

Figure 7.
The isolation system experiment setup.
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Figure 9.
The time history of middle-layer displacement with f 1 excitation.

Figure 10.
The time history of middle-layer displacement with f 2 excitation.

Figure 11.
The time history of middle-layer displacement with

ffiffiffi
2

p
f 1 þ

ffiffiffi
2

p
f 2 þ 50 excitation.
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6. Conclusions

In this study, GMA linear model cannot fully describe the dynamic behaviour.
Based on the magnetic domain theory, piezomagnetic theory, and with the consid-
eration of the magnetic hysteresis, eddy current, and alternating stress, the GMA

Figure 12.
The time history of middle-layer displacement with random excitation.

Figure 13.
The amplitude-frequency curves of middle-layer displacement.

The middle-layer displacement RMS

f 1 f 2
ffiffiffi
2

p
f 1 þ

ffiffiffi
2

p
f 2 þ 50 Random

Passive vibration isolation 32.1970 0.6576 3.7067 0.1892

Active control 6.0899 0.1432 0.6996 0.0845

Table 1.
The middle-layer displacement RMS with excitations.
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hysteresis nonlinear model is established, which can describe the actuator dynamic
characteristics in a broadband segment. The GMA is then used in active control
with the sliding mode control theory. The experimental results show that the hys-
teresis nonlinear model can fully describe the actuator dynamic characteristics in a
broadband segment; the active control is better than passive isolation in single,
multi-frequency, and random excitation; and it can effectively broaden the isolation
frequency band and improve the response speed and suppress vibration transmis-
sion. But it also has some isolation range, which means the effect will deteriorate
beyond the effective frequency isolation band.
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hysteresis nonlinear model is established, which can describe the actuator dynamic
characteristics in a broadband segment. The GMA is then used in active control
with the sliding mode control theory. The experimental results show that the hys-
teresis nonlinear model can fully describe the actuator dynamic characteristics in a
broadband segment; the active control is better than passive isolation in single,
multi-frequency, and random excitation; and it can effectively broaden the isolation
frequency band and improve the response speed and suppress vibration transmis-
sion. But it also has some isolation range, which means the effect will deteriorate
beyond the effective frequency isolation band.
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Chapter 2

Ultrasonic Vibration-Assisted
Hot Glass Embossing Process
Lanphuong Nguyen

Abstract

This chapter is intended to provide the reader with background information
about the assistance of ultrasonic vibration in hot glass embossing process. For this
purpose, the description of the conventional hot glass embossing process and the
ultrasonic vibration-assisted hot glass embossing process will be defined first. Based
on the comparison between these two processes, components of the ultrasonic
vibration device which produces ultrasonic vibration will be discussed in principle.
Among these components, ultrasonic horn will be especially analyzed. After that,
each interesting effect of ultrasonic vibration on hot glass embossing process will be
explained in detail. With the development and application of simulation tools on
forming process, this chapter will finally describe some results of finite element
analysis (FEA) of ultrasonic vibration-assisted hot glass embossing process.

Keywords: ultrasonic vibration, hot glass embossing, ultrasonic vibration device,
microstructures, friction, finite element analysis

1. Introduction

1.1 Conventional hot glass embossing process

Hot embossing process is one of the common replication technologies for the
replication of microstructures in micro optic systems, such as micro-lens array,
micro-prism array, photoresist columns on a glass substrate, etc. The micro-
replication process is known as a process replicated from a microstructured master.
With the development of microsystem technology, low cost is one of the important
requirements for manufacturing optical components in a micro range. Besides
injection molding process, hot embossing has been favored because of its
operation as well as the convenience in producing mold tools. Especially, it is the
best choice to create micro components with complex geometry and high aspect
ratio. In addition, hot embossing is also suitable for mass volume fabrication
with high quality.

Material is the main component in molding process, also hot embossing process.
Most applicable materials for hot embossing are thermoplastic polymers. Neverthe-
less, alternative molding materials like glass, metals, or ceramics will also be used
[1]. Glass is a material commonly used in optical microsystem. Compared to optical
polymers, optical glass has higher transparency, higher scratch, and humid resis-
tance. Another advantage of the optical glass is that its thermal expansion coeffi-
cient is smaller than that of the optical polymers. This reduces significantly the
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15



deviation between the design and the final optical components. Moreover, the
refractive index of the optical glass is much higher than that of optical polymers
(a range from 1.5 to over 2.0 compared to a range from 1.3 to 1.7). With the higher
refractive index, optical glass could bend the light rays to focus in a smaller range,
which is suitable to optical lenses. With the above advantages, optical glass has been
favored for high-precision applications.

The hot glass embossing process is divided into four major steps (Figure 1). The
process starts with heating the sample to the molding temperature, which is usually
above transition temperature Tg or the annealing temperature At of the material,
followed by an isothermal molding by embossing with speed- and/or force-
controlled, the cooling of the molded part to the de-molding temperature, and
finally de-molding of the component. Heating and embossing stages are usually
performed in vacuum environment to protect molds from oxidation, while the
cooling stage is usually supported by high-pressure nitrogen. Compared to injection
molding, hot embossing process has more advantages, such as shorter flow dis-
tances and lower velocity, which decreases shear stress of material significantly. As
a result, the decrease of shear stress of material as filling into micro cavities should
reduce the residual stress of the embossed parts. In addition, hot embossing process
could be the best choice for manufacturing microstructures, which are hardly
performed by injection molding. Since the molding temperature is set constantly,
the conventional hot glass embossing process is isothermal. The temperature setting
of this process is shown in Figure 2.

Figure 1.
Steps for the conventional hot glass embossing process [2].

Figure 2.
Temperature setting for the conventional glass hot embossing process.
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1.2 Ultrasonic vibration-assisted hot glass embossing process

Ultrasonic vibration technology has been widely applied in various industrial
processes, such as machining, welding, and forming. Recently, this technology has
been also utilized for processes working at high temperature like hot upsetting and
hot embossing. The steps of an ultrasonic hot glass embossing process are like those
of the traditional one, except the embossing stage. During the embossing stage, an
ultrasonic source is located on the top of the mold to generate high-frequency
vibrations (Figure 3). The high energy of ultrasonic vibration rapidly increases the
temperature at the contact area between the glass and the mold. Because of this
principle, the temperature distribution between the traditional process and the
ultrasonic process is different. In the conventional process, the temperature distri-
bution inside the glass during the embossing stage is identical, whereas in the
ultrasonic process the localized heat-affected zones are concentrated on the contact
area of the mold and the glass. Therefore, this ultrasonic embossing method is not
an isothermal process. Temperature setting of this process is shown in Figure 4.

2. Components for ultrasonic vibration-assisted hot glass
embossing process

In general, an ultrasonic vibration-assisted hot glass embossing process has three
main components: heating furnace, compression tester, and ultrasonic vibration

Figure 3.
Steps for the ultrasonic vibration-assisted hot glass embossing process [2].

Figure 4.
Temperature setting for the ultrasonic vibration-assisted glass hot embossing process.
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device. The role of heating furnace is to heat the glass and the mold to the
embossing temperature. Vacuum environment is usually remained within the
heating furnace to prevent the heat loss. The ultrasonic vibration device is
usually compiled with one of the molds, which transfers ultrasonic vibration to
the mold directly. Both the heating furnace and the ultrasonic vibration are
attached to the compression tester, as shown in Figure 5. The role of
compression tester is to control the embossing load after receiving feedback
signals from the load cell.

2.1 The heating furnace

A cross-sectional diagram of a heating furnace is shown in Figure 6. The heating
furnace is integrated by a quartz tube. Because the heating furnace is fixed to the
wall, the lower die is controlled by the compression tester to move up and down, so
that it can emboss the glass inside the chamber and de-mold the product. Some
infrared heaters are distributed around the quartz tube. Energy from the infrared
light penetrates through the quartz to heat the molds and the specimen inside.

During the embossing stage, temperature is very high. To protect the load cell,
which is located inside the lower die, from damage under high temperature, a
cooling system is set up. Besides that, the load cell is also working in the vacuum
environment. This condition helps the load cell detect external forces precisely.
Although vacuum environment is useful for the load cell, it is useless for the
infrared heaters. Therefore, the infrared heaters are placed outside the vacuum
chamber to increase their lifetimes.

Figure 5.
Schematic of apparatus design [2].
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2.2 Ultrasonic vibration device

As shown in Figure 7, an ultrasonic vibration device consists of a piezoelectric
transducer, a booster, and a horn. The vibration is generated from the transducer by
inputting an electrical signal through a frequency generator. Resonance phenome-
non is usually adopted in ultrasonic vibration devices and then harmonized with the
frequency of electrical signals. The ultrasonic vibrating device is designed to work

Figure 6.
Cross-sectional diagram of a heating furnace [3].

Figure 7.
An ultrasonic vibration device.
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properly at a constant frequency. For thermal protection, a horn cooler is mounted
outside the ultrasonic horn. O-rings placed between the ultrasonic horn and the
horn cooler to form a water seal do not significantly affect the ability of the
ultrasonic device to vibrate.

Since the material properties of the horn would change in elevated temperature,
its resonant frequency is shifted, and a mismatch with the frequency generator
occurs. Hence, the ultrasonic device must be modified to ensure that it can operate
correctly at high temperature. By simplifying theoretical equations, the speed of
a wave traveling along a one-dimensional medium is described by

cL¼
ffiffiffiffi
E
ρ

s
(1)

where E and ρ are Young’s modulus and density, respectively. The wavelength is

λ ¼ cL
f
¼

ffiffiffiffiffiffiffiffi
E=ρ

p
f

(2)

where f is the resonance frequency of the ultrasonic vibration device. In longi-
tudinal vibration mode, multiples of (λ=2) can be used as reference for the design of
the device length.

As the temperature of a device whose geometry is fixed rises, its resonant
frequency falls due to the decrease in Young’s modulus [4], so such frequency will
shift beyond the tracking range of the frequency generator. To increase the resonant
frequency of the device at high temperature, its length must be reduced. With
theoretical perspective, reducing the device length could increase the resonant
frequency in longitudinal vibration mode. It means that the length reduction could
compensate the frequency decrease caused by the increase in temperature. This
trend has been verified by both finite element analysis and experiments as shown in
Figure 8.

Figure 8.
Resonant frequency of the ultrasonic vibration device with different horns and heating temperatures at
25°C [5].
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3. Effects of ultrasonic vibration on hot glass embossing process

3.1 Glass behavior under the application of ultrasonic vibration

In a dynamic experiment, if a sinusoidal strain with angular frequency ω and
amplitude ε0 is applied into a viscoelastic solid

ε ¼ ε0 sin ωtð Þ (3)

the resulting stress would be also sinusoidal with the same frequency which is
lagging with a phase angle δ (Figure 9):

σ ¼ σ0 sin ωt þ δð Þ (4)

Using complex notation

ε ∗ ¼ ε0 exp i ωtð Þ½ �; σ ∗ ¼ σ0 exp i ωt þ δð Þ½ � (5)

the complex modulus G ∗ is then defined by the relation

G ∗ ¼ σ ∗

ε ∗ ¼ σ0
ε0

exp i � δð Þ ¼ σ0
ε0

cos δþ i � sin δ½ � ¼ G0 þ i �G}ð Þ (6)

The first term on the right-hand side of Eq. (6) is in phase with the strain and is
the real part of the complex modulus, often called the storage modulus:

G0 ¼ σ0
ε0

cos δ (7)

The second term of Eq. (6) represents the imaginary part of the complex mod-
ulus, often called loss modulus:

G} ¼ σ0
ε0

sin δ (8)

The ratio G}=G0 ¼ tanδ, so-called loss factor, is widely used as a measure of the
damping capacity of viscoelastic materials.

Figure 9.
Oscillating strain ε, stress σ, and phase lag δ.
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cL¼
ffiffiffiffi
E
ρ

s
(1)

where E and ρ are Young’s modulus and density, respectively. The wavelength is

λ ¼ cL
f
¼

ffiffiffiffiffiffiffiffi
E=ρ

p
f

(2)

where f is the resonance frequency of the ultrasonic vibration device. In longi-
tudinal vibration mode, multiples of (λ=2) can be used as reference for the design of
the device length.

As the temperature of a device whose geometry is fixed rises, its resonant
frequency falls due to the decrease in Young’s modulus [4], so such frequency will
shift beyond the tracking range of the frequency generator. To increase the resonant
frequency of the device at high temperature, its length must be reduced. With
theoretical perspective, reducing the device length could increase the resonant
frequency in longitudinal vibration mode. It means that the length reduction could
compensate the frequency decrease caused by the increase in temperature. This
trend has been verified by both finite element analysis and experiments as shown in
Figure 8.

Figure 8.
Resonant frequency of the ultrasonic vibration device with different horns and heating temperatures at
25°C [5].
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3. Effects of ultrasonic vibration on hot glass embossing process

3.1 Glass behavior under the application of ultrasonic vibration

In a dynamic experiment, if a sinusoidal strain with angular frequency ω and
amplitude ε0 is applied into a viscoelastic solid

ε ¼ ε0 sin ωtð Þ (3)

the resulting stress would be also sinusoidal with the same frequency which is
lagging with a phase angle δ (Figure 9):

σ ¼ σ0 sin ωt þ δð Þ (4)

Using complex notation

ε ∗ ¼ ε0 exp i ωtð Þ½ �; σ ∗ ¼ σ0 exp i ωt þ δð Þ½ � (5)

the complex modulus G ∗ is then defined by the relation

G ∗ ¼ σ ∗

ε ∗ ¼ σ0
ε0

exp i � δð Þ ¼ σ0
ε0

cos δþ i � sin δ½ � ¼ G0 þ i �G}ð Þ (6)

The first term on the right-hand side of Eq. (6) is in phase with the strain and is
the real part of the complex modulus, often called the storage modulus:

G0 ¼ σ0
ε0

cos δ (7)

The second term of Eq. (6) represents the imaginary part of the complex mod-
ulus, often called loss modulus:

G} ¼ σ0
ε0

sin δ (8)

The ratio G}=G0 ¼ tanδ, so-called loss factor, is widely used as a measure of the
damping capacity of viscoelastic materials.

Figure 9.
Oscillating strain ε, stress σ, and phase lag δ.
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3.2 Viscoelastic dissipation during the embossing stage of ultrasonic hot glass
embossing process

During the embossing stage of the ultrasonic hot glass embossing process,
besides embossing load (force or displacement input), high-frequency longitudinal
waves are applied to the mold; thus, using this kind of load is similar to applying an
oscillating load to the glass material. As propagating through the glass material, the
energy of ultrasonic vibration is absorbed and converted into other kinds of energy.
Since glass is an amorphous material, energy of ultrasonic vibration should be
mostly converted into heat. The amount of heat will cause the temperature rise of
both glass and molds, which should be the explanation for experimental observa-
tions, including the reduction of embossing force and the improvement of the
micro-replication of the glass. In order to model the glass behavior during the

Figure 10.
Force-displacement results for the flat hot embossing experiments [7].

Figure 11.
Reduction of embossing load with different embossing temperatures [8].
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embossing stage with the assistance of ultrasound, it must determine the amount of
heat which is the conversion of energy of ultrasound absorbed by the glass.

In the previous section, we introduced the loss modulus G" which represents the
energy dissipated by the material. The significance of G" is made apparent by
calculating the energy absorbed by the specimen. If dissipated energy is converted
to heat completely, then the heat generation rate which would be inputted into the
finite element simulations is [6]

_q ¼ f � π �G″ � ε20 (9)

Figure 12.
Embossing load at initial temperature of 425°C and at different speeds [8].

Figure 13.
Experimental result of stress relaxation at 556°C (Tg + 50°C) and the fitted curve [9].
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3.3 Effect of ultrasonic vibration on reducing embossing load

During the embossing stage, the mold is controlled by force or by displacement
to emboss the glass. In general, at a higher molding temperature, the force required
to emboss the glass is lower. As ultrasonic vibration is applied, the forces dropped
rapidly, while the displacement continues to increase (Figure 10). However, this
force reduction could not remain to the end of the embossing stage. After reducing
to a finite value, the force increases again (Figure 11). This interesting effect was
not only verified experimentally with different initial molding temperatures but
also with different embossing speeds (Figure 12). This phenomenon could be
explained by the heating effect of ultrasonic vibration. The high energy of ultra-
sonic vibration was mainly converted to heat, causing the temperature of the glass
specimen to rise.

The force reduction under the effect of ultrasonic vibration is not only a safe
solution for the mold but also decreases the molding time of the whole process. The
stage which wastes most of the time is the cooling stage. In this stage, the glass
needs quite a lot of time for stress relaxation and structural relaxation. The larger

Figure 14.
Scanning electron microscope (SEM) of pyramid structures [10].

24

Noise and Vibration Control - From Theory to Practice

the value of embossing load at the end of the embossing stage, the longer the
required cooling time (Figure 13). Therefore, with the significant reduction force as
applying ultrasonic vibration, the productivity of hot glass embossing process could
be improved.

3.4 Effect of ultrasonic vibration on improving glass formability

As mentioned above, hot glass embossing is a novel process to produce micro-
structures on glass substrate. Although the fabrication of microstructure should be
performed by conventional process, the accuracy of the final shape of products is
hard to achieve due to the surface defect or the adhesion between the glass and the
mold as glass is filling into the micro cavities. These disadvantages especially appear

Figure 15.
Comparison of the final height of microstructure between conventional process and ultrasonic process [11].
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with three-dimensional microstructures such as micro-grooves, micro-pyramids,
micro-prisms, and micro-lenses which are increasingly needed in optical, optoelec-
tronic, and biomedical industries. These difficulties could be resolved with the
effect of ultrasonic vibration. Figure 14 shows the experimental data results which
illustrate that applying ultrasonic vibration to hot embossing process can increase
the filling ability of glass material significantly (up to 17%). Under the effect of
ultrasonic vibration, the glass formability would even improve better than the case
of using compression mold, which is usually a solution to help the glass fill more
into the microwave (Figure 15). Similarly, ultrasonic vibration could also increase

Figure 16.
Resistance force decrease by ultrasonic vibration with smooth end surface (a) and rough end surface
(b) glass [14].
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the embossing speed. Experiments show that the amount of glass filled into the
micro cavities at high speed during the ultrasonic process was even more than that
at lower speed during conventional process [12, 13]. Similar to the above discussion,
these phenomena could be explained by the heat generation when glass absorbed
the energy from ultrasonic vibration.

3.5 Effect of ultrasonic vibration on decreasing friction force

Glass pressing experiments with the assistance of ultrasonic vibration at room
temperature and at elevated temperature have been performed to show effect of
ultrasonic vibration on friction force [14]. Some hot embossing experiments were
first performed at room temperature. Since ultrasonic vibration is applied to the
glass as a sinusoidal displacement, the time that the glass contacts to the mold would
be much shorter than that without ultrasonic vibration. Another finding was that
the contacting time could be decreased more as increasing the amplitude of ultra-
sonic vibration. Those findings should be considered as the reasons for the friction
reduction during the hot embossing process assisted by ultrasonic vibration [15].
Figure 16 shows the results from the above experiments. Two kinds of glass with
different surface qualities were used as specimens for both conventional and ultra-
sonic experiments. Although the resistance force grew linearly with the increase of
pressing load, the resistance force in case of ultrasonic experiment was much lower
than that in case of conventional case. Further, the reduction of resistance force was
also more with better quality of glass surface (60% with smooth surface compared
to 50% with rough surface in average). As the resistance force is smaller, the life of
the mold should be prolonged [16].

4. Finite element analysis of ultrasonic vibration-assisted hot glass
embossing process

Glass molding, also hot embossing, is a replicative process that allows the
production of high-precision optical components from glass without grinding and
polishing. Many researchers have been studying the glass molding process using
finite element analysis. However, very few studies have focused on the hot glass
embossing process assisted by ultrasonic vibration. Since the only difference
between the conventional process and the ultrasonic vibration-assisted process is in
the embossing stage, the glass model for the embossing stage should be created. This
model could not only describe the glass behavior under embossing force but also
express the effect of ultrasonic vibration. Standard linear solid (SLS) model, one
kind of viscoelastic models, which combines a Maxwell model and a spring in
series, was proposed for the glass deformation behavior during the embossing
stage [8] (as shown in Figure 17). Substituting complex strain and complex stress
from Eq. (5) into constitutive equation [8]:

σ ¼ E0η1
E1

� v
L

E0 þ E1ð Þ
E1
η1
� 1

� �
2
4

3
5 exp �E1

η1
ε

� �
þ v
L

E0 þ E1ð Þ
E1
η1
� 1

� � exp �εð Þ þ E0ε� E0η1
E1

(10)

where E0, E1, and η1 are constants, determined by fitting experimental data; v is
the embossing speed; and L is the initial height of glass sample. Storage and loss
moduli can be calculated as
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ωη1
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where ω is the angular frequency of ultrasonic vibration. Substituting G
0 0
in

Eq. (11) into Eq. (9), the amount of heat created by ultrasonic vibration could be
determined.

Another viscoelastic model, which has been proposed for the glass deformation
behavior during the hot embossing stage, is the Generalized Maxwell model, as
shown in Figure 18 [14]. Basically, Generalized Maxwell model is similar to SLS
model, except having more the elements of Maxwell model.

The time-dependent response is characterized by the deviatoric terms as

σ ¼
ðt
0
2G t � τð Þ de

dτ
dτ (12)

The above integral is evaluated for current time t on the basis of past time
τ. G(t � τ) is not a constant value, but it is represented by a Prony series,
as described by

G t � τð Þ ¼ G0 σ∞ þ ∑
nG

i¼1
αi exp � t

τi

� �� �
(13)

where τi is the relaxation time, αi the weight factor, nG the number of
Generalized Maxwell model units, and G0 the initial modulus. The dynamic viscos-
ity η ∗ can be calculated correspondingly, as demonstrated by

η ∗ ¼ ∑
nG

i¼1
Gi

ηi
1þ ω2

i τ
2
i

(14)

Figure 17.
Standard linear solid model.

Figure 18.
Generalized Maxwell model.
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As an alternating stress is applied to the material specimen, it is similar to an
elastic solid which its elastic properties are exhibited, and the dynamic viscosity
decreases significantly. The above reason shows that ultrasonic vibration could be
assumed to improve the forming process [15].

After inputting the above models to simulation, simulated results could be used
to verify the value of proposed models. As shown in Figures 19 and 20, the agree-
ment between simulated results and experimental data proved that finite element
analysis would have an important role in analyzing and predicting the effect of

Figure 19.
3D profile of pyramid microstructures after hot embossing process [10].

Figure 20.
Plot of glass maximum filling depth against amplitude [14].
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process factors, such as temperature, speed, amplitude, frequency, etc. in improv-
ing the quality of the final glass products.

5. Conclusion

Ultrasonic vibration technology has been utilized in hot glass embossing process.
Under the effect of ultrasonic vibration, glass formability could be improved sig-
nificantly. Moreover, productivity of the whole process also increases, and life time
of molds could be expanded. Finite element analysis has become an effective tool
for analyzing and predicting so that the quality of the final glass products would be
achieved.
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Chapter 3

mDFA Detects Abnormality: From 
Heartbeat to Material Vibration
Toru Yazawa and Shinji Omata

Abstract

Modified detrended fluctuation analysis (mDFA) is a novel method to check 
abnormality of heartbeat which is developed recently by the author. mDFA can 
characterize any oscillation such as heartbeat by the scaling exponent (scaling index, 
SI). Healthy heartbeat shows SI = 1. Dying heart’s SI sifts toward 0.5. Ischemic sick 
heart experimentally showed an SI way over 1.0 approaching 1.5. Random vibration, 
such as FM-radio noise and idling car-engine, shows SI = 0.5. Quietly running motor 
generates an SI almost equal to zero. Using mDFA, it is possible to check potential 
risk based on SI values. This chapter shows empirical results quantifying various 
signals from heartbeat to material vibration.

Keywords: mDFA, heartbeat rhythm, material vibration, quantifying risks,  
scaling exponent

1. Introduction

System failure—ischemic disease of the cardiac system (CS), highway bridge 
crash, earthquake, space rocket launch failure, and so forth—leads to catastrophic 
consequences. Watching abnormality by testing toughness is important for prevent-
ing disasters. We want to detect early warning sign. But how? We have an idea. The 
method is modified detrended fluctuation analysis (mDFA).

In this chapter, we show examples of mDFA computation. First, we show mDFA 
results on the CS, then results on the nonliving, material system.

The CS is composed of the heart and the brain, that is, a pump and a controller. 
Evolutionally, all creatures have evolved from a common ancestor. If the CS was 
innovated long ago, “hearted” animals follow fundamental laws of physics (and 
chemistry and biology). In fact, it is known that all “hearted” animals carry the 
same DNA for making the heart: development of vertebrate heart is controlled by 
a common genetic code (a DNA sequence called Nkx, a homeobox, and a cardiac-
specific homeobox). However, not only vertebrate heart but also invertebrate heart 
is controlled by the same genetic code: development of insect heart is regulated by 
“tinman DNA,” which is Nkx family gene. Surprisingly, Hydra, a simple animal, 
that exhibits “pumping movement,” has Nkx-like gene (see [1]). Therefore, the 
pumping-heart design is evolved since Hydra [2]. If we find a primordial basic rule 
in a simple creature, it is applicable to humans.

In this chapter, we first show experimental results on crustacean animals (crabs 
and lobsters), on which we have long worked [3]. In the second place, we present 
human heartbeat analysis, and lastly mechanical vibration analysis. Throughout 
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the study, we use an analytical method, mDFA, which is recently developed by our 
group [1]. We explain mDFA in the later section.

2. Physiology of animal heart

Circulation failure is absolutely a life-threatening event. Unpredictable cessa-
tion of blood flow is the worst-case scenario. For studying the problems, we need 
physiology, and it is necessary to record heartbeat data from freely moving animals.

Figure 1 shows how to record electrocardiogram (EKG) from invertebrate 
animals. Two permanently implanted metallic electrodes (+ and −), touching 
the surface of the heart with extreme caution, were used to record EKG. We used 
DAM50 C-R coupled AC amplifier (World Precision Instruments, USA) and Power 
Lab (ADIntrument, Australia) for digital EKG data sampling at 1 kHz.

Nervous regulation of the crustacean heart is well documented by great schol-
ars [1]: Carlson (1904), Alexandrowicz (1932), Maynard (1961), and so forth. 
The heart receives two kinds of nerve fibers. One is acceleratory nerve (CA) and 
the other is inhibitory nerve (CI) [3]. The nerves are always active and discharge 
frequency is ever-changing. Moreover, the brain releases slowly functioning 
cardio-active substances (peptide) via the nonneuronal hormonal method [6]. As a 
result, the heart never beats at a steady pace. Heart rate exhibits a dynamic change 
all through life. Heartbeat interval time is never stable, never regular, and is always 
fluctuating.

3. Analysis of heartbeat

Mechanisms of cessation of heartbeat could be studied by mathematical meth-
ods. We believed that the method might be the frequency analysis because heartbeat 
is a cyclic behavior. The other candidate method is heartbeat-interval time series 
analysis. Whichever, we need natural data, EKG. We prepared two specimens, 

Figure 1. 
Diagrammatic representation for EKG recording from insect (A), lobster (B), and isopod crustacean Ligia (C).
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intact and isolated hearts. We tested two different analytical methods. One is the 
power spectral density analysis (PSD) and the other is mDFA [5, 6]. As a result, we 
found that PSD did not well distinguish the difference between the two heartbeats 
[5, 6]. In contrast, mDFA was powerful and quantitative to represent the inherent 
state of the two hearts [4].

PSD is well known worldwide. People who use PSD implicitly suppose that a 
complex-look signal is a sum of cosine waves at various frequencies such as 10, 20, 
30, 40, and 50 Hz. Real world data, such as heartbeat and material-vibration signal, 
carry hidden information that PSD might not capture.

With this consideration, the mDFA program was invented by a master-student, 
Tanaka (see [7]), and an author (TY) tested and verified it [1]. It is about 20 years 
since then.

We repetitively confirmed [1, 4, 5] that freely moving animals’ heartbeat exhib-
its the scaling exponent (SI, scaling index) of around 1 (SI = ~1.0). In turn, isolated 
heartbeat data exhibit the SI of around 0.5 (SI = ~0.5).

4. Animal heart experiments

At a very early stage of the study, we learned that mDFA well distinguishes 
between intact and isolated hearts as aforementioned. We got an idea: mDFA can be 
a helpful tool in pathophysiology, because cardiac disease is one of the major causes 
of death worldwide.

We began to record long-term EKGs from model animals. The recordings were 
started from fresh healthy specimens and were kept continued to the end of their 
life. Sometimes, the recording period length exceeded 2 years, which is extremely 
long and painstaking (Figure 1B, lobster). In turn, it was, at one time, only 2 h 
(Figure 1C, isopod Crustacea).

Figures 2 and 3 show example EKGs at terminal conditions.
Figure 2 shows coconut crab EKG. This specimen was captured in March at a 

Japanese tropical island, south-west Okinawa. We transfer it to Tokyo in a hand-
carried baggage. Long-term EKG was recorded in Tokyo instead of the south, 
tropical zone. The animal eats apples and dry fish meat and lived longer than we 
expected. Climate in Tokyo got colder in autumn and the tropical crab ended its 
life in October: non-air-conditioned environment at natural room temperature. SI 
values in March were ~1.0 (data not shown). The SI values (around 0.9) continued 
to September.

In Figure 2, one can see that SI values decrease when dying. It is of interest that 
after the cessation of pumping heartbeat, fibrillation remained (Figure 2), which 
indicates that heart muscles still try to contract.

Many other specimens tested, including crayfish, crabs, insects, and clams, 
show a SI-decrease-phenomenon when dying (data not shown). We found it typical 
that when dying, animals show diminished movements and decremental SI-shift 
toward 0.5.

At the terminal condition, the brain is not likely to regulate the heart any longer, 
although the heart is still pumping like the isolated heart. We consider that the 
terminal condition accompanied by a low SI is a state of brain death.

If we look at dying crab specimens, our intuition tells that relevant specimen is 
likely to pass away soon. We define this as “natural death.”

In the meantime, we encountered an unforgettable specimen that died unpredict-
ably (Figure 3). At time zero in Figure 3, EKG trace looks normal. After checking EKG 
on PC screen, an author (TY) left Tokyo, setting out on a journey to see a hospitalized 
family. Two days later, TY returned and looked at PC and discovered that the crab 
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heart stopped its beating 11 h after TY left (Figure 3). We define this “unpredictable 
death.” Unpredictable death is a rare event among ~1000 specimens. We always check 
and dissect all specimens’ body after the death. In case of Figure 3 animal, dissection 
revealed that the myocardium of relevant crab partially got slightly injured by an EKG 
electrode (see the electrode in Figure 1B). It is the fault of researchers. We are very 
sorry that the innocent specimen suffered from the human-caused heart injury for 2 

Figure 2. 
A long-term EKG from coconut crab (Birgus latro) with state space representation. Recording for 18 h.  
Inset: SI values for the corresponding period from (A) to (F). Note: fibrillation after beating stops. State space 
representation of cardiac action potentials shows a normal action potential shape in (A), gradually changing 
to distorted pattern (B, E, F), and finally becomes erratic and unstable at the end (Fz). Modified from Yazawa 
[10], Chapter 2.

Figure 3. 
A long-term EKG from “Mokuzu” crab (Eriocheir japonica). Recording for 11 h. Inset: SI values for the 
corresponding period from (A) to (D). Note: No fibrillation remained after beating stops: cf. Figure 2.  
Inset: spike configuration not distorted. Modified from Yazawa [10], Chapter 2.
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weeks, although we did not know that. From this rare case, we learned that little injury 
of myocardium causes sudden death. Only partial damage of the heart is life-threaten-
ing. It is comparable to a human health problem, well known ischemic heart disease. 
We found it crab’s “unpredictable death.”

Results of Figure 3 surprised us, the suffering crab’s SI values “always” exceeded 
1.0 (see Figure 3, SI = 1.5, 1.4, 1.4, 1.2). We have never seen before. A hypothesis 
came into my head: “injured heart has a very high SI.” This hypothesis is unproven 
as far as we know. We have seen many dying specimens that showed reduction of 
SI-value as shown in Figure 2.

The results suggest that “the scaling exponent methods” distinguish damaged 
heart from unhurt heart. We biologists consider that medical profession should test 
mDFA on human hearts. We sent a short abstract to a medical congress in Europe, 
but the application was rejected immediately. We ourselves began to study human 
hearts.

5. Biophysics

5.1 Quantitative analysis

In 1982, Kobayashi and Musha reported that healthy hearts exhibit 1/f 
spectrum [8]. Mathematically, 1/f slope is almost equal to SI = 1.0, while not 
100% equivalent. This metric analysis based on SI is not fully proven as far as 
we know. The criterion-based strategy is better than qualitative research for 
diagnosing the CS.

For the quantitative expression for the CS state, we need computation. 
However, in the 1980s, we did not have a PC to calculate SI. Poor biologists found 
difficulty to use a computer that was installed in a building of a top university. It 
took until 2001 to prove the idea of mDFA by ourselves. The Windows XP machine 
was introduced in the year 2001. XP-PC helped us calculate mDFA on the second 
time scale.

What we liked was Kobayashi-Musha’s concept that one (SI = 1.0) is 
“healthy” [8]. There is a fixed baseline for diagnosing the heart system, that is, 
healthy or not.

In the 1990s, Peng and Goldberger and others demonstrated that healthy hearts 
exhibit the scaling exponent ONE (1.0) by detrended fluctuation analysis (DFA) 
[9] [DFA is not mDFA (see below)]. These results add critical evidence to the issue 
of Kobayashi-Musha’s concept.

Moreover, Peng and Goldberger’s group reported that sick hearts exhibit a 
higher SI, which is SI = ~1.2. It sounds like providing evidence that a sick heart was 
consistently higher in the scaling exponent. But they only suggested. The truth 
was unclear. At least we were excited about our crab’s high-SI discovery (Figure 3) 
because it coincides with it.

Most of the data in [8] and [9] were obtained from in-hospital patients. Peng 
and Goldberger’s group did not extend their detailed experiments to general popu-
lation as far as we know.

One is a baseline number for the health. This is testable hypothesis. We began 
to examine EKGs on general population and model animals. Currently we have 
~500 individuals’ EKG and ~1000 animal data. Some EKGs are collected from 
long-term follow up. Some subjects have passed away. We take medical record with 
all data including animal data. We never use website data. Physiological interpreta-
tion of data is impossible without medical record based on our own physiological 
observation.
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Figure 5. 
Accurate data collection. Peak identification from EKG (A) and construction of time series (B). P, Q , R, S, 
and T peaks are indicated (see A). Small arrows in A point all the P-peaks. Double arrowhead indicates that 
there is no P-peak within one heartbeat period. Therefore, this is premature ventricular contraction (PCV). 
Within 474 beat time period, 10 PVCs are visible. Figure 5 was recorded 5 years before Figure 4 from the same 
subject.

5.2 Accurate data sampling

EKG signal was captured by two commercially available Ag/AgCl electrodes and 
a lab-made amplifier that can damp undulatory noise. The amplifier has a short 
input-time-constant (tau = 0.1 or 0.22 s, depending on capacitor used, 0.01 or 
0.022 μF). The tau value for EKG-machine in hospital-use is set at about 10 s under 
the international regulation. A large tau amplifier makes signal-baseline drift when 
subjects move. We thus needed to make a small-tau amplifier in order to reduce 
“movement-induced noise and drift” (see Figure 4).

Peaks are captured automatically by a lab-made program. R-peaks are the time 
point at which Vmax is attained over threshold voltage. Once R-peaks were captured, 
all peaks were 100% affirmed by eye observation on PC screen after the end of 
recording. If incorrect peaks are captured, or correct peaks are NOT captured, we 

Figure 4. 
Accurate peak detection. Human EKG recorded with a lab-made amplifier. A physician diagnosed this heart as 
a sinus arrhythmia, but not life-threatening; male age: 60s.
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manually made a correction on PC screen. As a result, all peak interval time series 
become accurate. It is time consuming work but inevitable for accurate interpreta-
tion of data. The sampling rate is 1 kHz for the heartbeat (20–40 kHz for material-
vibration as shown in below sections).

Since we consider that accurate data sampling before analysis is paramount for 
later interpretation of results, skipping heartbeats and irregular heartbeats should 
not be deleted before analyzing, like someone does. However, any artificial spiky 
noise should not be counted as a pulse.

In summary, accurately recorded EKG without large noise, accurately cap-
tured R-peaks (stars in Figures 4 and dots in Figure 5A), and accurate peak-
to-peak time interval time series is important for performing accurate mDFA 
(Figure 5B).

5.3 Time series

Figure 6 shows the procedure of mDFA.

5.3.1 First procedure

We first construct an accurate R-R interval time series from EKG recordings, 
which is [Xi] (Figure 6A, abscissa axis, the number of heart beat i, and vertical 
axis, rate of beating in beat per min). Figure 6 shows only 1 - 30 beats among 2000 
beats. We use “heart rate” instead of “interval time.” If we use R-R-interval time, 
which is an inverse of “rate,” mDFA results are the same. To biologists, using “rate” 
is intuitively more understandable about physiology of the heart than using “inter-
val.” The seventh beat in Figure 6A shows an irregular beat.

Figure 6. 
A diagrammatic explanation of pretreatment of R-R peak data. Measuring a R-R peak interval time Xi, where 
i = 1, 2, 3, --- 2000 (A), obtaining an average of them, Xave, and thereafter subtracting it from Xi (B), and 
making additions of each values one by one (C).
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Figure 5. 
Accurate data collection. Peak identification from EKG (A) and construction of time series (B). P, Q , R, S, 
and T peaks are indicated (see A). Small arrows in A point all the P-peaks. Double arrowhead indicates that 
there is no P-peak within one heartbeat period. Therefore, this is premature ventricular contraction (PCV). 
Within 474 beat time period, 10 PVCs are visible. Figure 5 was recorded 5 years before Figure 4 from the same 
subject.
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point at which Vmax is attained over threshold voltage. Once R-peaks were captured, 
all peaks were 100% affirmed by eye observation on PC screen after the end of 
recording. If incorrect peaks are captured, or correct peaks are NOT captured, we 

Figure 4. 
Accurate peak detection. Human EKG recorded with a lab-made amplifier. A physician diagnosed this heart as 
a sinus arrhythmia, but not life-threatening; male age: 60s.
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For mDFA computation, we use 2000 heartbeat data. Both data shorter or longer 
than 2000 can be usable but we fixed it 2000 after testing [1]. Long data, such as 
1 or 2 h data, does not have significant benefit for interpretation of physiological 
meaning of results. The reason is simple. The cardiac system (CS) never becomes 
a stable state. The CS is an ever-changing dynamic system, which is our temporary 
interpretation and we have had consistent results. Currently, we use 2000 beat data. 
A 2000 beat time period length is about 30–40 min [1].

5.3.2 Second procedure

Mean value from 2000 data is Xave. By removing Xave from each data (X), one can 
get a time series of pure fluctuation [X − Xave] (Figure 6B).

5.3.3 Third procedure

A computation   ∑ 1  
2000   x  makes a random-walk like temporal sequence [yi] 

(Figure 6C). Important concepts in mDFA are “averaging” and “sigma (summa-
tion of data, Figure 6C).”

5.4 Trend

Figure 6 demonstrates diagrammatically that the fluctuation property is 
expressed in connection with the average value. The sequence [xi] is heart rate time 
series in beat per min (Figure 6A). The sequence [Xi − Xave] expresses pure fluctua-
tion (Figure 6B), some larger and some smaller than the average value. One can see 
that the seventh beat in Figure 6A shows a very small value. The seventh beat makes 
[yi] trace jump down (see the seventh dot, i = 7, in Figure 6). It is catastrophic 
happening; thus, this event is an arrhythmic heartbeat. This kind of event becomes 
a matter of life or death if extremely unlucky. In fact, a single event is not only life 
threatening but also not so happy of course. Therefore, the trait of fluctuation is 
directly linked to life or death.

In summary, the sequence [yi] expresses sigma   (Σ)   of each value. This [yi] is 
“trend.” This is an explanation about the “pretreatment” of data before conducting 
mDFA. This [yi] is the data that mDFA analyzes. Both mDFA and DFA use [yi] for cal-
culation, but the concept is different between them as shown below. See [1] for details.

5.5 Box size

In Figure 7A, 2000 beat long data are broken up into small length data; here 
it is 10 beat long (see three Boxes in Figure 7A). Box-size is freely changeable in 
program. In Figure 7, we show only box-size-10 as an example. We tested smaller 
box less than10 in box-size. As a result, it is not so useful than we thought. In our 
program, mDFA’s box size ranges from 10 to 1000 [1]. In computing, mDFA auto-
matically changes box-size, starting from box-size 10-beat. Then 11-beat, 12-beat, 
13, 14, 15, 16, 17, 18, 19, 20, 21, 22, …, 30, 31, 32, …, 40, 41, …, 50, 51, …, 60, 61, …, 
70, 71, …, 80, …, 90, …, 100, then 110, 120, and so forth [1].

5.6 Fitting curve

Figure 7B shows a fitting curve. They are linear fitting curves yv(1), yv(2), and 
yv(3) (Figure 7B). This example (Figure 7B) is linear fitting, just for the sake of 
ease. But, in practice, we must use biquadratic fitting [1] (see Figure 8 caption).
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5.7 Detrending

A fitting yv curve is given by a PC computation as shown in Figure 7B. Next com-
putation is making a detrended curve that is given as zi = yi − yv. After this proce-
dure, true fluctuation remains. This is “detrending.” The [zi] sequence is important.

Figure 7. 
Diagrammatical representation of the “detrending” procedure. A series shown in Figure 6C is broken up 
into 10-beat-long box (A), drawing a fitting curve in each box (B), and thereafter executing detrending (C). 
See text.

Figure 8. 
Several kinds of fitting; real human data. The [yi] curve shows raw data. We tested fittings, linear, quadratic, 
cubic, biquadratic, and further. As a result, less than fourth order computation does not return a stable/
unvarying SI value. mDFA uses quadratic fitting.
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5.8 DFA and mDFA

In Figure 7C, arrows point two values: “entrance value” and “exit value” in 
each box (Figure 7). mDFA uses entrance and exit values obtained by detrending 
procedures.

In turn, Peng’s DFA uses all 10 values in each box (see Figure 9). But the 
detrending procedure is a common concept between mDFA and DFA.

For convenience, a portion of Figure 7C (from the 1st to the 16th) is enlarged in 
Figure 9. Peng’s DFA measures vertical differences between fitting curve and real 
data (Figure 9). Thus, Peng’s DFA looks at “critical phenomena” according to physi-
cists. But mDFA does not do those measurements: mDFA looks at 10 heartbeats at 
once (Figure 9).

Peng’s DFA looks at individual heartbeat one by one (Figure 9). What mDFA 
looks at is how much [zi] sequence has proceeded over time within a box, some-
times up and sometimes down. Therefore, mDFA can see ever changing undulation 
or fluctuate in each box (Figure 9). Fluctuation is not always stochastic noise. 
Rather, fluctuation carries previously unknown hidden information. It is sometimes 
hidden threat. It is sometimes high-risk information.

One might think that both, Peng’s DFA and mDFA, have a similar calculation 
concept. But, mathematically, there is a gap between their concepts. According 
to Peng’s paper and successor’s publications, there is a tipping point (changing 
point and critical point) at the box-size11-beat. Peng et al. labeled the scaling 
exponent as alpha-1 and alpha-2. Alpha-1 corresponds to box-size ranges smaller 
than 11. In turn, alpha-2 corresponds to box-size range greater than 11. However, 
mDFA does not detect this tipping point. We found that box-size smaller than 30 
(30-beat-box-sise) does not carry physiologically significant information. mDFA 
program begins computation from 10-beat-box-size and goes to 1000-beat-box-
size (see Figure 10) but draws regression lines from box-size greater than 30 
(see next section).

5.9 Scaling

Figure 10 shows typical mDFA results from heartbeat data of a crab (Figure 10A). 
mDFA makes a log-log plotting graph. Abscissa axis, which is box-size and ordinate is 
shown in variance (Figure 10B). If a clear slope can be seen in the graph, mathemati-
cally, the slope represents scaling property buried in heartbeat signal.

Figure 9. 
Diagrammatic representation of the difference between Pang’s DFA and mDFA. Pang’s DFA calculates vertical 
difference between data and zero-line (four small arrows). Peng’s DFA computes average of 10 data in a box. 
Total data length is 2000-beat. There are 200 boxes of 10-beat-box. Peng’s DFA thus can get 2000 data in one-
box-size-calculation. In turn, mDFA computes the difference between Ent and Exit (Ext − Ent). mDFA thus 
can get 200 data. After finishing box-10 computation, the program increases box-size and repeats calculations 
cyclically: box-11, box-12, box-13, and so on.
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5.10 Scaling range

By drawing a strait regression line, mDFA computes SI (Figure 10B). But the 
length of the regression line, from where to where, is unsolved. Default mDFA 
program draws six lines at once in a log-log graph. Each slope corresponds to the 
respective SI value. In Figure 10C, four SIs are computed. Standard six box-size 
ranges include: [30; 70], [70; 140], [51; 100], [30; 140], [130; 270], and [30; 270] 
(Figure 11). In our studies, unless otherwise specified, the six set is not changed for 
the sake of NOT to create confusion, while it can be changed infinitely. Figure 11 is 
the final style after testing a variety of ranges. We have been using this “unaltered 
program” made by former master student, Tanaka [7] for over 10 years.

Meanwhile, those who have the skill of programing can easily make his/her own 
program. It is a high school level mathematics. Scaling range can be determined by 
the person who makes it. Other mathematical procedures, such as averaging, square 
root fitting, and drawing a scaling line, are not complicated tasks.

So, we can guaranty that any mDFA program surely captures cardiac scaling 
properties. mDFA works in physiology. Thanks to great names, William Harvey 
(1628 Circulation), Marcello Malpighi (1653 Medical Dr., Capillary), Ludwig 
Traube (1872 Alternans pulse), Willem Einthoven (1903 EKG), and Anton Julius 

Figure 10. 
An example mDFA. (A) Heartbeat interval time series; Gazami crab. (B) mDFA graph, box size versus 
variance; slope determines the SI. (C) Four box-size-ranges and corresponding SI. Crossover can be seen 
at two points, at a box-size of ~30 beat and ~200 beat. Physiological interpretation is under study. In this 
computation, 20,000-beat data were used, although 2000-beat data produce similar results (not shown).

Figure 11. 
Standard six box size range.
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Carlson (1904 Heart physiology on model animals), for example, basics of physiol-
ogy would never change forever.

If two persons have their own mDFA program, then they analyze the same data, 
and then one can say, “my computed SI is 1.10” and the other can say, “mine is 
0.93.” This kind of “contradiction” can happen. But it is NOT a big deal. We need to 
overlook the details. Both are around 1.

Regarding mDFA computation, please see the following sections that show what 
we calculate from heartbeat data.

EKG signal is generated by the cardiac system. Elements in the system are linked 
to each other. The system cannot work properly without feedback connections. If one 
can find a scaling-line in the graph (Figure 10B), the heart system is working properly. 
If a line is bending or winding, something is wrong in the body system. We guaranty 
so. And if a subject is healthy, mDFA tells you that the SI-value is around 1 (1.0).

As far as we know, this scaling property of the heart system was first docu-
mented in 1982 [8] and then in 1990s [9]. They proposed this nice metric theory. 
They used a well-known mathematical idea. We must say we moved it forward. But 
mDFA is based on different concepts—this is the novelty of this research—than 
Peng’s concept as shown below. We just use the scaling property that the cardiac 
system inherently has.

5.11 Physiological interpretation

After finding the slope, linear fitting is necessary to determine SIs. We draw a 
regression line from box-size 30-beat to 270-beat as the best range for interpreting 
physiological meaning of heartbeat data [1]. In our study for more than 10 years, 
SI is “always” obtained from the regression line ranging from box-size 30-beat to 
box-size 270 beat (Figure 10B).

A 30-beat time length corresponds to about 30 s. A 270-beat time length is 
approximately 3–5 min. We feel sure that life prefers “3–5 min” period length: box-
ing round fighting time, for 3 min; hit song one musical performance, for 3 min; 
instant noodles cooking time, for 3 min; and a pain killer medication, coming on 
3 min after taking it. We found that it seems convenient and correct that mDFA 
draws a line within a box-size range [30; 270] (Figure 10C) to check if the body 
system is alright or not.

6. Human general population

6.1 Ethics

We try to record EKGs of general population including people in the classroom, 
in the exhibition hall, company-employees, university-employees, and people at a 
scientific conference venue [1]. Every experimental subject was treated as per the 
ethical control regulations of universities (Tokyo Metropolitan University; Tokyo 
Women’s Medical University; Universitas Advent Indonesia, Bandung; Universitas 
Airlangga, Surabaya, Indonesia).

6.2 SI: reproducibility

All our data are collected by the author [1, 5, 6]: invertebrate heart study since 
the 1980s, human data since approximately 2000, and materials data since 2010. 
The mDFA program was made by a former master student Tanaka [7] in about 
2004.
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mDFA results are reproducible and consistent. We found stratification 
phenomena that provide evidence for the quantitative measure SI links to vari-
ous physiological phenomena in a one-to-one manner [1, 7, 10–12]. Arrhythmic 
heartbeat decreases SI [11]. Non-REM sleep decreases SI [12]. Premature ventricu-
lar contraction (PVC) decreases SI [11]. Alternans (harbinger of death rhythm) 
decreases SI [7]. Anxiety, fear, and worry decrease SI [10]. University president, 
vice president, president-secretary, and dean professor all have a low SI [1] but 
teaching-only professors have a healthy SI (SI = ~1.0) [1]. A happy content house-
wife has a healthy SI too [1].

Meanwhile, we encountered some healthy looking but non-healthy-heart 
subjects in general population [1]. We found that these subjects have had received 
cardiac surgery. Their myocardium is indeed injured like the crab specimen shown 
in Figure 3. All of them had a high SI. A person who has an implantable cardio-
verter had SI = 1.22 [1]. A person who has stent-replacement had SI = 1.26 [1]. A 
person who had bypass-surgery had SI = 1.38 [1]. A person who had a surgery due 
to ventricular septal defect had SI = 1.41 [1]. However, until today, we have never 
met any person, in general population, who keep maintaining a high SI and later 
passed away.

Ergometric exercise increases SI [1]. We think that hard exercise is probably 
NOT a healthy behavior for normal humans.

Heartbeat is repetitive muscle contraction. It is a cyclic behavior. It is oscillation. 
It is a fluctuating event. SI can quantify these unstable movements. SI can tell us the 
cardiac system’s condition. If SI is around 1, there is no health problem regarding 
the heart and its control. However, if your SI is high or low, maybe I say, “Better see 
a doctor.” But the research has only just begun.

We would like to declare that mDFA can sense warning sign although mDFA 
cannot identify what is wrong or what is going on.

7. Nonliving material

7.1 Introduction

We learned that mDFA detects abnormality of the heart system. Especially, we 
learned that a system failure increases SI up from the basic value 1.0. The failure of 
the heart is generally myocardial cell damage. Myocardial cells are the elementary 
structure of the system. Analogically, it is like a material that is made by granulated 
elements [13]. We expected that mDFA might contribute to nonliving system 
because mDFA works well in the heart.

In Figure 3, when a crab heart’s cells were damaged by an electrode, the damage 
caused a significant shift of SI (toward SI = 1.5) (Figure 3). In human heart cases, 
a person who had a surgery due to ventricular septal defect, the cardiac surgery 
might be a major cause that pushed SI up from normal SI [1] (see a large SI, 1.41, in 
Section 6.2).

Materials have different properties, meaning each has its own quirks when 
processing [13] like the hearts.

7.2 Abnormal vibration

In nonliving material experiments, we use a piezoelectric sensor for vibration 
detection. It is a mechanical monitoring device made for a cardiac pulse sensor 
(ADInstruments, Austuraria). The sampling rate is 1 kHz in our heart experiments. 
The heart beats at about 1 Hz in rate. In turn, a motor rotates ~3000 times per min. 
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Carlson (1904 Heart physiology on model animals), for example, basics of physiol-
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If two persons have their own mDFA program, then they analyze the same data, 
and then one can say, “my computed SI is 1.10” and the other can say, “mine is 
0.93.” This kind of “contradiction” can happen. But it is NOT a big deal. We need to 
overlook the details. Both are around 1.

Regarding mDFA computation, please see the following sections that show what 
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As far as we know, this scaling property of the heart system was first docu-
mented in 1982 [8] and then in 1990s [9]. They proposed this nice metric theory. 
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draws a line within a box-size range [30; 270] (Figure 10C) to check if the body 
system is alright or not.

6. Human general population

6.1 Ethics

We try to record EKGs of general population including people in the classroom, 
in the exhibition hall, company-employees, university-employees, and people at a 
scientific conference venue [1]. Every experimental subject was treated as per the 
ethical control regulations of universities (Tokyo Metropolitan University; Tokyo 
Women’s Medical University; Universitas Advent Indonesia, Bandung; Universitas 
Airlangga, Surabaya, Indonesia).

6.2 SI: reproducibility

All our data are collected by the author [1, 5, 6]: invertebrate heart study since 
the 1980s, human data since approximately 2000, and materials data since 2010. 
The mDFA program was made by a former master student Tanaka [7] in about 
2004.
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(ADInstruments, Austuraria). The sampling rate is 1 kHz in our heart experiments. 
The heart beats at about 1 Hz in rate. In turn, a motor rotates ~3000 times per min. 
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It is 50 Hz oscillation. We set the sampling rate (ADIinstruments) at 20–40 kHz in 
non-living material experiments. After recording vibration signal, we capture peaks 
and conduct mDFA as usual.

We use consecutive 2000 peaks for the analysis. We obtained vibration data 
lasting for about 40–60 s. The methods for both living and nonliving vibration are 
fundamentally the same.

7.3 Electric motor

A motor has a design that will safely operate for a long time. We realized that a 
running motor did not break easily [14]. We therefore covered the motor by glass 
wool to enhance overheat (Figure 12).

We monitor vibration wave travelling through the fixed base by a piezoelectric 
device. Vibration was analyzed by mDFA, like the heartbeat analysis. Figure 13 
shows results, which demonstrate that abnormality is captured by mDFA. We used 
a box-size range [30; 270] as in the heartbeat analysis (Figure 13A). SI is around 0 
when running without overheating (see the periods designated as P–U, Figure 13). 
Figure 14 shows an example of mDFA.

A sound “bang” occurred at the time of the end of U, and smoking started. It 
is hazardous. We stopped running the motor at about 10 min (Figure 13C). After 
the bang sound, one can see that SI significantly increases. The motor still ran till 
10 min at the same speed although overheated. In Figure 13C, one can see that 
amplitude of signal significantly decreases. We estimate decreased stiffness and 
durability. It might be plastic’s inherent weakness. We later opened the motor. 
Overheat caused softening of plastic parts inside the motor, especially plastic 
materials surrounding the brush. Softened plastics may absorb vibration energy 
more than hard-cold one. Figure 13B demonstrates wave patterns. U is much 
noisier than Q although running speed does not change. It is an induction motor 
(200 V, 50 Hz).

We found that a box-size range [30; 270] seems to work properly as in the heart. 
However, the box-size range [130; 270], which is a much narrower range, seems to con-
tribute greatly to capture “warning sign” about “failing” motor (see # in Figure 13A). 
The plotting “130–270” indicates that the “time-window size [130; 270]” detects 
malfunctioning earlier than other “window sizes” (Figure 13A). Moreover, the 
SI value (see the plotting of “window-size 130–270”) increases rapidly in number 
earlier than the “bang” sounds (Figure 13A). This is beyond doubt. But we must say 
that details are not known for explicit interpretation.

Figure 12. 
Schematic image of electric motor experiment. A hand-dryer motor (in this study 100 and 200 V tested) is set 
on a base. A piezoelectric device monitors vibration. The sensor is connected to a logger (ADInstrument). It is 
the same analysis method as the EKG study, except for a higher sampling rate (20 or 40 kHz).
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7.4 Aluminum bar

We test material’s toughness or the fracture toughness by changing stress inten-
sity. Figure 15 shows a diagrammatic image of fracture testing. We set a cantilever. 
A bar was tightly set on the fixed base (see W, in Figure 15). Vibration was applied 
by a speaker (see S, in Figure 15). Vibratory wave was monitored by a piezo device. 
We apply downward pressure to one end of the bar (see caption of Figure 15).

Figure 16 shows the summary of results. There is no load during the time 
period P. After P, an increase of a load is started. The bar distorts reversibly (Q , R, 
S in Figure 16). At time T, a catastrophic event, an irreversible fracture occurred 
(TU in Figure 16).

Figure 16C shows that, at normal state, SI is near 0.5 instead of near zero 
(Figure 17). This is not like motor (Figure 13).

Before the fracture event, Figure 16C shows unique results: SI attains a very high 
level, 1.2–1.4. This high value of SIs reminds us of ischemic heart disease’s SI [1] (see 
Section 6.2). It is hidden threat. It is a high-risk state.

In summary, mDFA can monitor shear stress. Q-R-S periods are a period of 
reversible deflection. Among them, R-S periods are special. It is at a risky time: an 
elastic state shifts suddenly into an irreversible condition, which is catastrophe. 

Figure 13. 
A 200 V motor, overheating experiment. (A) mDFA results. (B) Example waves and peak-identifications. (C) 
Time zero, run motor. The time period P, heating up is insignificant. Q , Amplitude of signal decrease. Between 
U and V, a bang sound. Then smoking is started and gradually become worse, then the room was filled with 
smoke. Motor was stopped before igniting (see Off). It is perhaps fair to say that the time period lengths of R, 
S, T, and U are not identical. One thus can ignore R, S, T, and U, which do not interfere interpretation of data. 
The surge of large increase of SI occurs after Q.
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For the safety, at the level where SI is about 0.6, inspectors are recommended to do 
their job for checking abnormality of materials, bridges, buildings, etc. However, it 
is just a biologist idea.

Figure 15. 
Schematic image of cantilever set-up. A bar (black bar) set on a base by a weight (W). One end receives 
downward force accelerating at a constant speed (an arrow). A speaker (S) generates vibration. Fluctuation 
signal passes through the material bar and reaches to a piezoelectric sensor (P), which is connected to PowerLab 
4/20 (ADInstrument, Australia). The recording method is the same as that of EKG-study as aforementioned, 
except for a higher sampling rate (20 or 40 kHz). Inset: PowerLab’s recorded wave profile, without load.

Figure 14. 
An example mDFA. Running motor. (A) An interval time series. (B) mDFA graph, log-log plotting and fitting lines. 
(C) mDFA results. Note that slopes are vertical, meaning a normal healthy motor has an SI around 0. (Supplement 
note: if the testing motor is set on unstable fixed base, such as the automobile engine in the car, giving rise to a 
resonance with the surroundings, then SI becomes approximately 0.5, like stochastic noise. Undescribed in this article).
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7.5 Earthquake

We consider that earthquake is fracture of rock structure underground, mean-
ing fracture of materials. We expected that mDFA might help analyze these data. 
Ground vibration data are available from government institutions. We tested 
the idea.

Figure 16. 
mDFA results of cantilever experiment. (A) Vibration recording. (B) Diagrammatic representation of 
deflecting bar by a load. (C) SI value change over time. (D) Example waveforms. Material: aluminum 
L-shaped angle bar, cross section 3 mm thickness and 20 mm side. Load: tap water, flowing into a bucket at a 
rate approximately 5 L per min.

Figure 17. 
An example mDFA. Aluminum bar. No load. See Figure 14 for comparison to motor tests.
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Figure 18 shows a gigantic earthquake vibration, recorded by a seismometer at 
Narita in Japan, approximately 500 km away from the seismic center. The date was 
11 March, 2012, afternoon.

We obtained raw seismic data (Figure 18) from the High Sensitivity 
Seismograph Network Japan. Two arrows in Figure 18 show the time of the 
big event. A flat line before the big event is NOT a true straight line (see A1 in 
Figure 18). We magnified y-axis scale. The conversion discloses hidden small 
vibrations (A2 and A3, Figure 18).

Linear y-axis is inconvenient for peak detection, because some are extremely 
large. We converted y-axis. We plotted it in a logarithmic scale. B2 shows the square 
of B1 (Figure 18B2). Then, we make it upside down (from Figure 18B2, B3).

After this pretreatment, we captured peaks by a lab made program (Figure 18C). 
We use the same program for R-R peak detection in the heartbeat study. The C1-trace 
shows a portion of C2-trace in enlarged time scale. The C3-trace shows an example of 
peak-to-peak interval time series.

Figure 19 shows mDFA results. The observation period is from 3 to 29 March, 
2012. The scaling exponent on 4 March was around 0.5 (SI = ~0.5) (Figure 19B). This 
means the vibration is stochastic movement. Then, SI grows up and attains a “risky” 
level about of 1.0. Since we are NOT specialists of seismology, we are afraid to say that 
it is hidden threat or high-risk state. However, in terms of chaos dynamic theory, 1.0 
means the system’s behavior is dynamic. It is like the heart system. It is never stable.

We know that it is too hasty to mention: this mDFA result is very similar to that 
of aluminum bar fracture experiment shown in Figure 16. In the aluminum bar 
fracture, SI grows up during the elasticity period, that is, reversible deflection. 

Figure 18. 
Earthquake data and pretreatment for mDFA. A, Hidden vibration being exposed to view, a raw earthquake 
data (A1), an enlargement of Y-axis (A2), further enlargement of Y-axis (A3). B, An explanation of 
pretreatment procedures. A raw earthquake data (B1), logarithmic output of the square of B1, an inverse of 
B2 (B3). C, An example explanation of peak detection, with a faster chart speed (C1) and with a slower time 
(C2), accomplished peak-to-peak interval time series (C3).
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After the fracture event, aluminum’s SI returns to a normal SI-value (around 0.5). 
Figure 19B shows similar trait in Figure 16.

This earthquake investigation using mDFA has just begun. We are not profes-
sionals, but Figure 19B results are remarkable. We hope that seismologists and 
engineers might possibly have an interest in mDFA.

8. Conclusions

mDFA computation is simple. It is high school level mathematics: first, con-
structing peak-to-peak interval time series [x]; second, calculating an average value 
xave using 2000 data; third, computing  Σ  (x – xave); fourth, cutting the time series 
into box; fifth, drawing a fitting biquadratic line in each box; sixth, finding the first 
data (Ent) and the last data (Exit) in each box; seventh, calculating the difference 
(Exit−Ent) in each box; eighth, calculating Σ  (Exit − Ent)2/2000 then obtaining 
“variance” (statistics of root-mean-square); ninth, changing the size of box one by 
one, and repeating the statistics cyclically; tenth, making a log-log plotting graph 
that is box-size versus variance; eleventh, drawing a linear regression line; and 
twelfth, measuring slope of the line. At the end, the slop denotes SI.

A 2000 “interval” data are fundamental. This length of data is not always rigid. 
A 2200-interval, for example, produces similar results to that of 2000-interval.

We hope that many people can make their own mDFA program. The basics are aver-
aging, root-mean-square computation, and fitting. It has never been proposed before.

In the present study, we extended mDFA to nonlife system. We then provide the 
comprehensive results by analyzing various real-world data, which include oscil-
lation/vibration generated from materials. All our results are versatile; it could be 
applicable to the heart, a motor, materials, and possibly earthquake motion.

Figure 19. 
mDFA results. Data: Narita seismometer. (A) Seismic intensities reported by Japan Meteorological Agency. The 
marks (X) indicate individual earthquakes. Five or six noticeable tremors before the big event are seen. (B) 
mDFA results. A plotting (marked -o-) represents averaged SI-value of all box-size ranges.
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Figure 19. 
mDFA results. Data: Narita seismometer. (A) Seismic intensities reported by Japan Meteorological Agency. The 
marks (X) indicate individual earthquakes. Five or six noticeable tremors before the big event are seen. (B) 
mDFA results. A plotting (marked -o-) represents averaged SI-value of all box-size ranges.
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The heartbeat data and/or material-vibration are not static and ever-changing 
phenomena. They fluctuate momentarily. We did not expect that a nonlinear-way-
of-thinking method (mDFA) can distinguish the states between “intact heart” and 
“isolated heart” when we started investigation without questioning. It was more 
than what we thought. Invertebrate experiments, that is, isolated heart experiments 
and unpredictable death experiments were a never-to-be-forgotten experiment to 
discover the power of the mDFA technique.

Peng’s DFA and mDFA each has different scope and concept. Peng’s DFA consid-
ers criticality. In turn, mDFA deals with characteristics of fluctuation embedded in 
signal that fluctuates over time. In the future, not only a biologist but also engineers 
and seismology physicists hopefully study much more data in their discipline, by 
using mDFA.

If we need to find abnormality of a system, mDFA always requires comparison 
with a baseline SI value. There is a baseline value. That quantification method 
makes mDFA reliable and versatile.
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Chapter 4

Countermeasure for High Level 
Sound Generated from Boiler 
Tube Bank Duct
Masaaki Mori and Kunihiko Ishihara

Abstract

Heat exchangers and boilers are widely used in various plants such as power 
plants and chemical plants. In the heat exchanger and the boiler, a high level sound 
is sometimes generated from the tube bank installed in a duct. In tube banks, warm 
gas flows outside of the tube, and due to the external flow around tube banks, 
the Karman vortex shedding occurs. At a certain frequency of the Karman vortex 
shedding that depends on the flow velocity, the resonance phenomenon called the 
self-sustained tone occurs. The self-sustained tone might cause noise problems in 
the surroundings, losses due to plant shutdown, etc. For suppression of the self-sus-
tained tone, insertion of baffle plates in the tube bank is generally used. Although 
the insertion of baffle plates has been adopted for a long time, it is difficult to decide 
the effective insertion positions. On the other hand, a method using perforated 
plates has been proposed for the suppression of the self-sustained tones. In this 
chapter, we review the generation mechanism of the self-sustained tone clarified 
experimentally and numerically, and the methods for suppressing a self-sustained 
tone using baffle plates and perforated plates.

Keywords: self-sustained tone, high level sound, acoustic resonance, lock-in 
phenomenon, countermeasure, baffle plate, perforated plate

1. Introduction

Heat exchangers and boilers are widely used in various plants such as power 
plants and chemical plants. In heat exchangers such as boilers and gas heaters, a 
high level sound is sometimes generated and it results in a serious problem such 
as a plant shutdown or non-operation. A high level sound is generated in tube 
banks installed in a duct. In tube banks, water flows inside of tubes, warm gas 
flows outside of tubes, and Karman vortex shedding occurs. The vortex shed-
ding frequency depends on the flow velocity. In contrast, a resonance frequency 
called an acoustic natural frequency, which is independent of the flow velocity, 
is determined by the duct size and the sound speed. When the two frequencies 
coincide, a resonance phenomenon occurs at a certain velocity [1–9]. Ziada and 
Oengören [10] have shown that vortex excitation results from the formation of 
periodic vortices in the space between tubes by visualization experiments in the 
waterway. Hamakawa et al. [11] focused on effect of arrangement of tube banks, 
and investigated the characteristics of vortex shedding and acoustic resonance 
from in-line and staggered tube banks.
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When a resonance phenomenon occurs at a certain velocity, if the acoustic 
damping is small, a high level sound continues as flow velocity increases. This 
phenomenon is called the self-sustained tone [12, 13]. The self-sustained tone might 
cause the surrounding noise problem, and also cause plant shutdown and, hence, 
production losses, etc.

For a countermeasure of the self-sustained tone, a method of inserting a parti-
tion plate called a baffle plate inside the duct is generally used. In this method, the 
baffle plate inserted inside the duct is assumed to increase the natural frequency of 
the duct, detune the frequency of the vortex shedding from the tube bank and the 
acoustic natural frequency of the duct, and suppress the resonance phenomenon 
[14–16]. However, Ishihara et al. [12] demonstrated that the natural frequency of 
the duct decreases by inserting the baffle plate, and a decision of an appropriate 
insertion position of the baffle plate is not easy. Hamakawa et al. [16] have investi-
gated the effect of the baffle plate on the acoustic resonance generation from in-line 
tube banks with small cavity, and they clarified that although sound pressure level 
of an acoustic mode perpendicular to the flow (lift mode) is suppressed by a baffle 
plate, that of an acoustic mode parallel to the flow (drag mode) increases. Ishihara 
and Takahashi proposed that flexible walls such as rubber boards are set on the duct 
walls for suppressing the self-sustained tone [17]. They expected that the vibra-
tion of the flexible walls damp the lift resonance mode when self-sustained tone 
is generated. They demonstrated that the suppression effect of the rubber sheet 
appeared when the tension of it is small and it is located at just the tube bank and 
downstream of the tube bank. On the other hand, to suppress the self-sustained 
tones, a method using perforated plates and cavities has been proposed by Ishihara 
and Nakaoka [13]. A perforated plate has long been used in various noise-control 
applications, such as vehicle exhaust systems, ducts, hearing protection devices, 
and acoustic panels, because it is well known that perforated plates have an acoustic 
damping effect [18–20]. Ishihara and Nakaoka [13] thought that a resonance mode 
perpendicular to the flow (lift mode) might be suppressed by a damping effect of 
perforated plates, when the self-sustained tone occurred.

In this chapter, we review the generation mechanism of the self-sustained tone 
clarified experimentally and numerically, and the methods for suppressing a self-
sustained tone using baffle plates and perforated plates.

2. Generation mechanism of self-sustained tone

2.1 Self-sustained tone

The Karman vortex shedding frequency fv is generally proportional to the flow 
velocity and the natural frequency of the duct fa is constant value determined 
by the duct size and the sound speed. When the flow velocity increases, the fv 
approaches fa. Before the fv reaches the fa, the vortex shedding frequency suddenly 
locks on to the natural frequency of the duct. The resultant high level sound occurs 
at or nearly at the natural frequency of the duct, and this phenomenon is called a 
lock-in or lock-on. There are many studies on the excitation mechanism of a lock-in 
or lock-on phenomenon in the tube bank [1–11, 21, 22].

The relation between frequency and flow velocity in a lock-in phenomenon is 
represented in Figure 1. A high level sound called a self-sustained tone occurs due 
to a lock-in phenomenon [12, 13]. In a lock-in phenomenon, as shown in Figure 1, 
the frequency slightly rises as the flow velocity increases. Furthermore, the lock-in 
occurs at a certain flow velocity, and does not occur in accordance with the large 
acoustic damping of the duct if the flow velocity increases. However, with the small 
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acoustic damping of the duct, the lock-in continues as the flow velocity increases, 
and the sound pressure level remains high [13]. Figure 2 shows that when the shed-
ding frequency of the strong vortices generated in the tube bank almost coincides 
with the acoustic resonance frequency of the duct, the strong sound field in the 
duct is excited. As a result, the vortices and the sound field in the duct cause the 
strong interaction. This phenomenon is a self-excited mechanism.

Also, focused on the self-excited acoustic resonance of two side-by-side cylin-
ders in a duct, the mechanism of the self-excited acoustic resonance is investigated 
by experiments and numerical solutions [21, 22]. It was found that dynamic lift 
fluctuation on the cylinders and strong in-phase vortex shedding synchronization 
are generated by the acoustic resonance. Shahab Khushnood et al. reviewed and 
summarized the flow-induced vibrations and acoustic resonance in heat exchanger 
tube bundles [23].

2.2 Setup of experiment

Ishihara et al. [12, 13] performed the experiments to investigate the self-
sustained tone. Figure 3(a) and (b) represents the setup of the experiment and 
the tube bank. The duct is made of acrylic plates that have a thickness of 1 cm. The 
tube bank consists of an array of bronze tubes whose diameter is D = 6 mm. The 
array geometry is represented in Figure 3(b), where the spacings T/D and L/D are 

Figure 1. 
Relation between frequency and velocity in the case of lock-in phenomenon.

Figure 2. 
Acoustic resonance and lock-in phenomenon.
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2.0. In the tube bank, there are 9 rows of tubes in the flow direction and 19 tubes in 
the width direction, which is perpendicular to the flow, and the length in the flow 
direction is 102 mm. The sound pressure signal is measured using the microphone 
set near the duct outlet as shown in Figure 3(a), and converted to frequency 
domain with FFT analyzer. The flow velocity is changed by controlling the rota-
tional speed of the blower using the inverter. A high level sound is generated when 
the shedding frequency of vortices generated in the tube bank nearly coincides 
with the acoustic natural frequency of the duct system. A flow velocity measure-
ment hole was provided at a position 125 mm upstream of the tube group, and the 
flow velocity (U) was also measured by using a hot wire anemometer. The gap flow 
velocity Vg is obtained from the continuous equation, defined by the flow velocity 
U and the ratio of the area of the duct outlet to the area of the tube bank clear-
ance which is 234 mm (Duct width)/(234 mm – 19 (number of tubes in the width 
direction)*6 mm (tube diameter)) = 1.95, and represented by Vg = 1.95 U. The 
measurement frequency ranges from 100 to 2000 Hz. The sound pressures signal 
is measured with the sampling frequency of 10,000 Hz, the number of averages of 
1000, and the frequency resolution of 20 Hz.

2.3 Results of experiments

The sound pressure spectrum at each gap velocity (11.4, 15.7, 19.6, and 
21.3 m/s) is shown in Figure 4. As shown in Figure 4, the self-sustained tone is 
slightly generated at   V  g   = 19.6  m/s, and is clearly generated at   V  g   = 21.3  m/s. The 
peak frequency of the self-sustained tone is 740 Hz. The relation between overall 
sound pressure level and the gap velocity obtained from the experiments is 
represented in Figure 5. Sound pressure level generated by a flow in a duct gen-
erally follows the 5–8th power laws [13], and the sound pressure level generated 
in the duct in this experiment follows the 5th power law. Sound following the 5th 
power law is the ordinary aerodynamic sound. The sound pressure level rises as 
the gap velocity increases by following the 5th power law when the self-sustained 
tone is not generated (when the gap velocity is lower than 20 m/s). However, the 
sound pressure level is over 100 dB when the self-sustained tone is generated 
(when the gap velocity is higher than 20 m/s). Figure 5 represents that when the 
gap flow velocity is over 22 m/s, the overall sound pressure level remains high 
and is over 110 dB [15]. The self-excited tone is generated at the gap velocity 
over 20 m/s, and it indicated that if the Strouhal number St is assumed to be 
0.22, the vortex shedding frequency   f  v    is   f  v   = St ∗   V  g  ⁄ D  = 0.22 ∗  20 ⁄ 0.006  = 733   
Hz. Meanwhile, the resonance frequency   f  a    in the width direction of the duct is  
   f  a   =  C ⁄ 2L  = 340 / 2 / 0.234 = 726.5  Hz.

Figure 3. 
Setup of experiment and array geometry of tube bank [24]. (a) Setup of experiment. (b) Array geometry of 
tube bank.
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Taking the combined mode in the longitudinal direction into consider-
ation, the resonance frequency fa is obtained from Eq. (1) and equals 736.3 Hz, 
which is very close to the frequency of excitation at 740 Hz obtained from the 
experiments.

   f  a   =   c _ 2    √ 
___________

    (  l __  l  x    )    
2
  +   (  m __  l  y    )    2    =   340 ___ 2    √ 

_______________

    (  1 _____ 0.234  )    
2
  +   (  1 ____ 1.42  )    

2
    = 736.3  Hz (1)

Here, lx and ly denote the longitudinal duct length and the duct width, 
respectively.

2.4 Unsteady CFD simulations

Mori et al. [24] performed compressible CFD simulations to capture the self-
sustained tone and compare the simulation results with the measurements [13]. 
They confirmed that the self-sustained tone at the acoustic mode in the width direc-
tion of the duct occurs, and the sound pressure level does not follow the 5th power 
law when the gap velocity is high, as in the experiments. Unsteady flow fields in the 
duct are simulated in the paper. Inflow velocities are U = 5.846, 7.026, 8.051, 8.564, 
9.590, 10.923, and 13.846 m/s, and correspond to the gap velocities, Vg = 11.4, 13.7, 
15.7, 16.7, 18.7, 21.3, and 27.0 m/s, respectively. Figure 6 represents the CFD model 
that is a three-dimensional computational domain. Reynolds number ReD is based 
on the gap velocity Vg, and ranges from 4600 to 10,800.

Figure 4. 
Spectra of sound pressure level.

Figure 5. 
Relation between overall sound pressure level (200–2000 Hz) and the gap velocity.
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Taking the combined mode in the longitudinal direction into consider-
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which is very close to the frequency of excitation at 740 Hz obtained from the 
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Table 1. 
CFD simulation conditions.

Unsteady flow fields are calculated using the commercial CFD code ANSYS 
Fluent version 17.0. An implicit pressure-based coupled solver with second-order 
numerical accuracy in both space and time and compressible LES (Dynamic 
Smagorinsky model) calculation features have been applied. The interaction 
between the flow and acoustic fields need to be solved when the resonance or self-
sustained tone is generated, a high level sound is generated, and the monitor point 
is near the noise source region. Therefore, the acoustic pressure is directly extracted 
from the unsteady compressible CFD simulations [25].

The origin of the Cartesian coordinate is placed at the center of the inflow 
boundary. The cell spacing adjacent to the wall is 0.00025 m. In the wake region 
near the tube bank, the cell spacing is about 0.002 m. In the far wake region, the cell 
spacing is stretched to 0.006 m. The domain contains 4,944,100 cells and 5,156,304 
nodes. CFD simulation conditions are shown in Table 1.

Steady-state simulations were performed using Spalart-Allmaras (S-A) turbulence 
model and then used as initial conditions of transient LES simulations. The time step 
size corresponds to the non-dimensional time step based on fv, 0.00733. To convert 
the acoustic pressure time histories obtained from CFD simulations into the frequency 
spectra, the discrete Fourier transform (DFT) has been applied. The acoustic pressure 
is extracted from 2500 steps (from t = 0.05 to 0.1 s). The sampling period is 2e-5 s.

Instantaneous snapshots of vorticity fields at Z = 0 plane are shown in  
Figure 7(a) and (b), for the cases of Vg = 11.4 m/s and Vg = 21.3 m/s. A vortex street is 
formed downstream by vortices shed in the tube bank. At Vg = 21.3 m/s, the strength 
of the vortices is larger than at Vg = 11.4 m/s. Instantaneous snapshots of static pres-
sure fields are represented in Figure 8. Figure 8 shows that the value of the static 
pressure on the upstream side of the tube bank is larger than that on the downstream 
side, and distinguishing the sound pressure from the static pressure seems to be diffi-
cult. Thus, the fluctuation pressure is defined as follows to distinguish easily between 
the sound pressure and the static pressure [24].

  dp =  p  s   −  p  mean    (2)

Figure 6. 
CFD model [24].
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Here, ps denotes the static pressure which is defined by ps = p − p0, pmean denotes 
the time-averaged pressure, and p0 denotes the ambient pressure. Instantaneous 
snapshots of fluctuation pressure field at Z = 0 plane obtained from the unsteady 
CFD simulations are represented in Figure 9. The value of the fluctuation pressure 
at Vg = 21.3 m/s is much larger than at Vg = 11.4 m/s. At Vg = 21.3 m/s, the pressure 
fluctuation clearly represents the resonance mode in the duct width direction.

The frequency spectra of SPL are monitored on the wall of the duct near the 
outflow boundary, and represented in Figure 10. The self-sustained tone is generated 
when the gap velocity Vg is 21.3 m/s, and the self-sustained tone is not generated when 
the gap velocity Vg is 11.4 m/s. The peak frequency of the self-sustained tone is about 
740 Hz and its high harmonic frequency, 1480 Hz, when the gap velocity Vg is 21.3 m/s. 
This frequency, 740 Hz, is close to the resonance frequency in the duct width direc-
tion, 726.5 Hz, and that in the combined mode in the longitudinal direction, 736.3 Hz, 
as mentioned in Section 2.3. The resonance frequencies obtained from the theory 
(without the flow) and the CFD simulations or the experiments are slightly different 
because of the absence or presence of the flow. Figure 1 shows that the slight increase 
of the resonance frequency occurs with an increase of the gap flow velocity [24]. The 
predicted SPL of the dominant tone at 740 Hz reasonably agrees with the measured 
one. The generation of the higher harmonic at 1480 Hz, which is surrounded by the 
red circle in Figure 10, is also predicted as in the experiments. The predicted SPL of 
the dominant tone, which is assumed to contribute most to the overall SPL when the 
self-sustained tone is generated, reasonably agrees with the measured one.

Figure 7. 
Vorticity fields. (a) Vg = 11.4 m/s. (b) Vg = 21.3 m/s.

Figure 8. 
Static pressure fields. (a) Vg = 11.4 m/s. (b) Vg = 21.3 m/s.
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Table 1. 
CFD simulation conditions.
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Smagorinsky model) calculation features have been applied. The interaction 
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Here, ps denotes the static pressure which is defined by ps = p − p0, pmean denotes 
the time-averaged pressure, and p0 denotes the ambient pressure. Instantaneous 
snapshots of fluctuation pressure field at Z = 0 plane obtained from the unsteady 
CFD simulations are represented in Figure 9. The value of the fluctuation pressure 
at Vg = 21.3 m/s is much larger than at Vg = 11.4 m/s. At Vg = 21.3 m/s, the pressure 
fluctuation clearly represents the resonance mode in the duct width direction.

The frequency spectra of SPL are monitored on the wall of the duct near the 
outflow boundary, and represented in Figure 10. The self-sustained tone is generated 
when the gap velocity Vg is 21.3 m/s, and the self-sustained tone is not generated when 
the gap velocity Vg is 11.4 m/s. The peak frequency of the self-sustained tone is about 
740 Hz and its high harmonic frequency, 1480 Hz, when the gap velocity Vg is 21.3 m/s. 
This frequency, 740 Hz, is close to the resonance frequency in the duct width direc-
tion, 726.5 Hz, and that in the combined mode in the longitudinal direction, 736.3 Hz, 
as mentioned in Section 2.3. The resonance frequencies obtained from the theory 
(without the flow) and the CFD simulations or the experiments are slightly different 
because of the absence or presence of the flow. Figure 1 shows that the slight increase 
of the resonance frequency occurs with an increase of the gap flow velocity [24]. The 
predicted SPL of the dominant tone at 740 Hz reasonably agrees with the measured 
one. The generation of the higher harmonic at 1480 Hz, which is surrounded by the 
red circle in Figure 10, is also predicted as in the experiments. The predicted SPL of 
the dominant tone, which is assumed to contribute most to the overall SPL when the 
self-sustained tone is generated, reasonably agrees with the measured one.

Figure 7. 
Vorticity fields. (a) Vg = 11.4 m/s. (b) Vg = 21.3 m/s.

Figure 8. 
Static pressure fields. (a) Vg = 11.4 m/s. (b) Vg = 21.3 m/s.
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Figure 9. 
Fluctuation pressure fields. (a) Vg = 11.4 m/s. (b) Vg = 21.3 m/s.

Figure 10. 
Spectra of sound pressure level.

The relation between overall sound pressure level and the gap velocity obtained by 
both the simulations and experiments is represented in Figure 11. In both the simula-
tions and experiments, when the gap velocity is low and below 20 m/s, the sound pres-
sure level rises as the gap velocity increases by following the 5th power law. However, 

Figure 11. 
Relation between overall sound pressure level (200–2000 Hz) and gap velocity.
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when the gap velocity is higher than 20 m/s, the self-sustained tone is generated and 
the sound pressure level is high and over 100 dB not by following the 5th power law. 
Figures 10 and 11 represent that the sound pressure levels obtained by the simulations 
reasonably agree with those obtained by the experiments. Figure 12 shows the SPLs 
on the wall of the duct at 740 Hz; these are extracted from the unsteady CFD simula-
tions using DFT. As in the experiments, Figure 12(b) shows that when Vg = 21.3 m/s 
(the gap velocity is higher than 20 m/s), the SPL on the duct wall clearly represents 
the acoustic resonance mode in the duct width direction or the combined mode in the 
duct width and longitudinal directions. However, when Vg = 11.4 m/s (the gap velocity 
is lower than 20 m/s), the acoustic resonance mode is not clearly represented as shown 
in Figure 12(a). The fluctuation pressure field shown in Figure 9(b) is consistent with 
the acoustic mode at 740 Hz shown in Figure 12(b), which means that the dominant 
mode in the self-sustained tone is the acoustic mode in the duct width direction or 
the combined mode in the duct width and longitudinal directions, and is close to the 
acoustic mode obtained from the Eq. (1) and the experiments.

As shown in Figures 10 and 11, the simulations show a reasonable agreement with 
the experiments in terms of the generation prediction of the self-sustained tone.

3. Countermeasure for self-sustained tone using baffle plate

3.1 Setup of experiment

In this section, we describe the experiments performed by Ishihara et al. [12, 26].  
They have investigated the appropriate insertion position of the baffle plate for 
the suppression of the self-sustained tone and the mechanism of suppressing the 
self-sustained tone by inserting the baffle plate. The setup of the experiment is 
shown in Figure 3(a) and the duct used in this experiment is shown in Figure 13. 
The tube bank consists of an array of bronze tubes whose diameter is D = 6 mm. 
The array geometry is represented in Figure 3(b), where the spacings T/D and 
L/D are 2.0. In the tube bank, there are 5 rows of tubes in the flow direction and 
18 tubes in the width direction, which is perpendicular to the flow, and the length 
in the flow direction is 60 mm. The sound pressure signal is measured using the 
microphone set near the duct outlet as shown in Figure 3(a), and converted to 
frequency domain with FFT analyzer. One tube bank is installed in the duct in the 
present experiment as shown in Figure 13. The baffle plate with a length of 60 mm, 
thickness of 3 mm, and height of 200 mm is inserted in the center of the tube bank 

Figure 12. 
SPL on the wall of the duct ([24]). (a) Vg = 11.4 m/s. (b) Vg = 21.3 m/s.
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Figure 9. 
Fluctuation pressure fields. (a) Vg = 11.4 m/s. (b) Vg = 21.3 m/s.

Figure 10. 
Spectra of sound pressure level.
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self-sustained tone by inserting the baffle plate. The setup of the experiment is 
shown in Figure 3(a) and the duct used in this experiment is shown in Figure 13. 
The tube bank consists of an array of bronze tubes whose diameter is D = 6 mm. 
The array geometry is represented in Figure 3(b), where the spacings T/D and 
L/D are 2.0. In the tube bank, there are 5 rows of tubes in the flow direction and 
18 tubes in the width direction, which is perpendicular to the flow, and the length 
in the flow direction is 60 mm. The sound pressure signal is measured using the 
microphone set near the duct outlet as shown in Figure 3(a), and converted to 
frequency domain with FFT analyzer. One tube bank is installed in the duct in the 
present experiment as shown in Figure 13. The baffle plate with a length of 60 mm, 
thickness of 3 mm, and height of 200 mm is inserted in the center of the tube bank 
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Figure 13. 
Setup of experiment ([12]).

Figure 14. 
Pattern of baffle plate positions ([12]).

as shown in Figure 13. The position of this baffle plate is varied in the flow direction 
in increments of a row pitch (12 mm) in the tube array. The patterns of the baffle 
plate position are shown in Figure 14. An effective position of the baffle plate for 
suppressing the self-sustained tone is derived from this experiment.

3.2 Results of experiments

3.2.1 Natural frequency and peak frequency of self-sustained tone

Figure 15 represents the natural frequency of the duct and the peak frequency 
of the self-sustained tone. The vertical axis shows the frequency while the 
horizontal axis shows the pattern of the baffle plate positions as shown in this 
figure. The natural frequency of the duct can be obtained by the speaker test that 
was performed using the setup of the experiment shown in Figure 13. The peak 
frequency of the self-sustained tone was obtained by the ventilation experiment. 
The symbol  ∆  shows the peak frequency in the case “with baffle plate”. In this 
case, the self-sustained tone was not generated when the baffle plate positions 
are −1, 0, and + 1. Therefore, we cannot see the symbol  ∆  in these positions. The 
natural frequency of the duct corresponds to the peak frequency of the self-sus-
tained tone as represented in Figure 15. For a countermeasure of a self-sustained 
tone, a method involving the insertion of a baffle plate in the duct is generally 
adopted to suppress the self-sustained tone. This method is based on the idea 
that the baffle plate can prevent the resonance within the range of the usage flow 
velocity by introducing a new partition, thus increasing the natural frequency 
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of the duct [14, 15]. However, Figure 15 represents that the natural frequency of 
the duct decreases by the insertion of the baffle plate regardless of the position 
in Figure 15, because the baffle plate cannot divide into two parts of the acoustic 
field of the duct due to a small length. If the baffle plate length is the same with 
the length of the duct, then the natural frequency becomes higher and doubles.

3.2.2 Onset gap velocity of self-sustained tone

Figure 16 represents the onset gap velocity of the self-sustained tone. The 
vertical axis shows the gap velocity of the tube bank when the self-sustained tone is 
generated and the horizontal axis shows the pattern of the baffle plate positions as 
shown in this figure. In patterns (−1, 0, and + 1) where the baffle plate is inserted in 
the entire tube bank, the self-sustained tone was not generated within the range of 
the flow velocity that the setup of experiment can produce. The self-sustained tone 
is not generated because vortices are assumed to become very small in patterns  
(−1, 0, +1) as described later. Furthermore, the onset gap velocity of the self-
sustained tone shows a significantly different tendency between the upstream and 
the downstream positions of the baffle plate.

Figure 15. 
Natural frequency and peak frequency ([12]).

Figure 16. 
Gap velocity and pattern of baffle plate positions ([12]).
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Figure 13. 
Setup of experiment ([12]).

Figure 14. 
Pattern of baffle plate positions ([12]).
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suppressing the self-sustained tone is derived from this experiment.

3.2 Results of experiments

3.2.1 Natural frequency and peak frequency of self-sustained tone

Figure 15 represents the natural frequency of the duct and the peak frequency 
of the self-sustained tone. The vertical axis shows the frequency while the 
horizontal axis shows the pattern of the baffle plate positions as shown in this 
figure. The natural frequency of the duct can be obtained by the speaker test that 
was performed using the setup of the experiment shown in Figure 13. The peak 
frequency of the self-sustained tone was obtained by the ventilation experiment. 
The symbol  ∆  shows the peak frequency in the case “with baffle plate”. In this 
case, the self-sustained tone was not generated when the baffle plate positions 
are −1, 0, and + 1. Therefore, we cannot see the symbol  ∆  in these positions. The 
natural frequency of the duct corresponds to the peak frequency of the self-sus-
tained tone as represented in Figure 15. For a countermeasure of a self-sustained 
tone, a method involving the insertion of a baffle plate in the duct is generally 
adopted to suppress the self-sustained tone. This method is based on the idea 
that the baffle plate can prevent the resonance within the range of the usage flow 
velocity by introducing a new partition, thus increasing the natural frequency 
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of the duct [14, 15]. However, Figure 15 represents that the natural frequency of 
the duct decreases by the insertion of the baffle plate regardless of the position 
in Figure 15, because the baffle plate cannot divide into two parts of the acoustic 
field of the duct due to a small length. If the baffle plate length is the same with 
the length of the duct, then the natural frequency becomes higher and doubles.

3.2.2 Onset gap velocity of self-sustained tone

Figure 16 represents the onset gap velocity of the self-sustained tone. The 
vertical axis shows the gap velocity of the tube bank when the self-sustained tone is 
generated and the horizontal axis shows the pattern of the baffle plate positions as 
shown in this figure. In patterns (−1, 0, and + 1) where the baffle plate is inserted in 
the entire tube bank, the self-sustained tone was not generated within the range of 
the flow velocity that the setup of experiment can produce. The self-sustained tone 
is not generated because vortices are assumed to become very small in patterns  
(−1, 0, +1) as described later. Furthermore, the onset gap velocity of the self-
sustained tone shows a significantly different tendency between the upstream and 
the downstream positions of the baffle plate.

Figure 15. 
Natural frequency and peak frequency ([12]).

Figure 16. 
Gap velocity and pattern of baffle plate positions ([12]).
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The measurement position of the fluctuation velocity in the tube bank by the 
hot wire anemometer is shown in Figure 17. Because the baffle plate is inserted at 
the center of the tube bank, the hot wire probe is inserted in the neighboring flow 
channel. Additionally, the fluctuation velocity is measured between each tube row 
(12 mm interval). Measurement examples (the measurement position is 36 mm) 
of the fluctuation velocity Uf of the flow in the tube bank and SPL are shown in 
Figures 18 and 19. The vertical axis shows the fluctuation velocity of the flow and 
the horizontal axis shows the frequency. Two peaks (one sharp and the other dull) 
are represented in Figures 18 and 19. The sharp peak is due to the self-sustained tone 
and the dull peak is due to Karman vortex shedding as represented in Figure 18. The 
Karman vortex occurs in the tube bank, and the Strouhal number is about 0.13–0.19. 
The peak frequency of Karman vortex shedding is in proportion to the flow velocity 
and increases as the flow velocity increases. On the other hand, the peak frequency 
of the self-sustained tone coincides with the natural frequency of the duct, the sharp 
peak is assumed to correspond to the flow fluctuations related to the generation of 
the self-sustained tone. To distinguish the sharp peak from other peaks, it is referred 
to as “Excitation flow fluctuation” in this chapter. However, Karman vortices are 
generated and the excitation flow fluctuation is not generated if the baffle plate 
inserted in the entire tube bank suppresses the self-sustained tone.

3.2.3 Suppression mechanism of self-sustained tone by baffle plate

The sound power which the vortices add to the acoustic field of the duct is given 
by Eq. (3) from Howe [27]. The parameters are W: sound power [W],  ρ : gas density 
[kg/m3],   ω →   : vorticity [rad/s],   U 

→
   : flow velocity, [m/s], and    

→
   φ   ̇    : particle velocity [m/s].

  w = ρ∫  ( ω →   ×  U 
→

  )  ∙   
→

  φ   ̇   dV  (3)

The particle velocity in the duct is given by the gradient of the sound pressure. 
Moreover, the phase of the particle velocity to the sound pressure progresses by 90 
degrees. The particle velocity is therefore the maximum at the node of the acoustic 
pressure. In addition, the particle velocity is the largest in the center of the duct 
width. Karman vortices are strong in the tube bank, and that means the vorticity is 
large in the tube bank. In addition, the vorticity strongly depends on the fluctuation 
velocity Uf of the flow in the tube bank. Each parameter is controlled by inserting 
the baffle plate in the center of the duct where these two parameters (the particle 
velocity and vorticity) are large. As shown Figure 12(b), the sound pressure level 
is the maximum on the duct wall and the sound pressure level is the minimum in 

Figure 17. 
Measurement positions of fluctuation velocity in duct ([12]).
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the center of the duct, which means that the gradient of the sound pressure or the 
particle velocity is the maximum in the center of the duct and tube bank. Therefore, 
the vorticity and particle velocity decrease due to the baffle plate inserted in the 
duct; as a result, the sound power decreases. This is the suppression mechanism of 
the self-sustained tone.

The distribution of the excitation flow fluctuation in the tube bank when the 
self-sustained tone is generated is examined. Here, it has been non-dimensionalized 
as shown in Eq. (4) because the excitation flow fluctuation is a value depending on 
the flow velocity.

  u =  U  f   /  V  g    (4)

Figure 20 represents the distribution of the excitation flow fluctuation in the 
tube bank. The vertical axis shows the baffle plate positions. The circle shows the 
dimensionless excitation flow fluctuation and its radius indicates the value of 
the excitation flow fluctuation while the horizontal axis shows the measurement 

Figure 18. 
The fluctuation velocity of flow and the sound pressure level at observation point ③ without the baffle plate ([26]).
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the center of the duct, which means that the gradient of the sound pressure or the 
particle velocity is the maximum in the center of the duct and tube bank. Therefore, 
the vorticity and particle velocity decrease due to the baffle plate inserted in the 
duct; as a result, the sound power decreases. This is the suppression mechanism of 
the self-sustained tone.

The distribution of the excitation flow fluctuation in the tube bank when the 
self-sustained tone is generated is examined. Here, it has been non-dimensionalized 
as shown in Eq. (4) because the excitation flow fluctuation is a value depending on 
the flow velocity.

  u =  U  f   /  V  g    (4)

Figure 20 represents the distribution of the excitation flow fluctuation in the 
tube bank. The vertical axis shows the baffle plate positions. The circle shows the 
dimensionless excitation flow fluctuation and its radius indicates the value of 
the excitation flow fluctuation while the horizontal axis shows the measurement 

Figure 18. 
The fluctuation velocity of flow and the sound pressure level at observation point ③ without the baffle plate ([26]).
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position of the flow fluctuation velocity in the tube bank. As represented in 
Figure 20, the excitation flow fluctuation is not generated in the entire tube bank 
under the condition where the self-sustained tone is not generated. On the other 
hand, Figure 20 represents that it is generated in the entire tube bank under 
the condition of the self-sustained tone being generated. Therefore, the two 
parameters particle velocity and the excitation flow fluctuation are controlled 
by inserting the baffle plate. Ishihara et al. [12] thought that it is the suppression 
mechanism of the self-sustained tone to decrease the sound power by controlling 
these two parameters.

Figure 20. 
Fluctuation velocity of flow on tube bank and the measurement position ([12]).

Figure 19. 
The fluctuation velocity of flow and the sound pressure level at observation point ③ with the baffle plate 
(Pattern of baffle plate position is “0”) ([26]).
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4. Countermeasure for self-sustained tone using perforated plate

4.1 Setup of experiment

In this section, we describe the experiments performed by Ishihara and 
Nakaoka [13] and Ishihara [28]. They carried out some experiments to examine 
the suppression effect of the perforated plates and cavities installed, and con-
firmed the suppression effect. They defined the aperture ratio ϕ of the perforated 
plate and investigated how the change in the value of the aperture ratio ϕ of the 
perforated plate affects the self-sustained tone in the duct. They varied the value 
of the aperture ratio ϕ from 1 to 32%. The setup of the experiment is shown in 
Figure 21. The duct is made of acrylic plates that have a thickness of 1 cm. The 
tube bank consists of an array of bronze tubes whose diameter is D = 6 mm. The 
array geometry is represented in Figure 3(b), where the spacings T/D and L/D 
are 2.0. In the tube bank, there are 9 rows of tubes in the flow direction and 19 
tubes in the width direction, which is perpendicular to the flow, and the length 
in the flow direction is 102 mm. The sound pressure signal is measured using the 
microphone set near the duct outlet as shown in Figure 3(a), and converted to 
frequency domain with FFT analyzer.

The perforated plate is made of iron, and has a length of 400 mm, a height of 
250 mm, and a thickness of 2.3 mm. A hole with a diameter of 3 mm was opened 
in a staggered arrangement on a plate. As shown in Figure 22(a), perforated plates 
can be mounted from the slit (shown in green), and the duct has two cavities with 
a depth of Lc = 100, 66 and 33 mm. In this experiment, in order to examine the 
influence of the aperture ratio of the perforated plate on the self-sustained tone 
suppressing effect, as shown in Figure 22(b), assuming a hole diameter of 3 mm, 
Ishihara and Nakaoka [13] made six patterns (1, 2, 4, 8, 16, and 32%) of the perfo-
rated plates. Here, the aperture ratio ϕ is the ratio of the area of the holes to the total 
area of the perforated plate and is defined by Eq. (5).

  ϕ =   
 n  h   (  π  d   2  ___ 4  ) 

 _______  S  p       (5)

Here, nh is the number of the hole, Sp = 200 × 420 mm is the total area of the 
perforated plate, and d is the hole diameter (3 mm). Even at the same aperture 
ratio, if the hole diameter is different, the influence on self-sustained tone may be 
different. However, in this study, it is assumed that the hole diameter is constant 

Figure 21. 
Setup of experiment [29].
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position of the flow fluctuation velocity in the tube bank. As represented in 
Figure 20, the excitation flow fluctuation is not generated in the entire tube bank 
under the condition where the self-sustained tone is not generated. On the other 
hand, Figure 20 represents that it is generated in the entire tube bank under 
the condition of the self-sustained tone being generated. Therefore, the two 
parameters particle velocity and the excitation flow fluctuation are controlled 
by inserting the baffle plate. Ishihara et al. [12] thought that it is the suppression 
mechanism of the self-sustained tone to decrease the sound power by controlling 
these two parameters.

Figure 20. 
Fluctuation velocity of flow on tube bank and the measurement position ([12]).

Figure 19. 
The fluctuation velocity of flow and the sound pressure level at observation point ③ with the baffle plate 
(Pattern of baffle plate position is “0”) ([26]).
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Figure 21. 
Setup of experiment [29].
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(3 mm) [13]. Since the case that the aperture ratio is 0% (holeless plate) is defined 
as the standard of this experiment, ϕ = 0% is also a parameter of the aperture ratio.

4.2 Results of experiments

An effect of the aperture ratio on sound pressure level spectra at the gap velocity 
Vg = 21.3 m/s is represented in Figure 23. The sound pressure decreases more than 
30 dB in cases where the perforated plates and cavities are installed (ϕ ≥ 0%), and 
the sound pressure level decreases in the high-frequency region as the aperture ratio 
increases. Hence, the perforated plate is assumed to have a sound-absorbing property 
at high frequencies. The experimental results of the relation between overall sound 
pressure level and the gap velocity in cases of aperture ratios ϕ = 1, 2, 4, 8, 16, and 
32% are represented in Figure 24. Sound following the 5th power law is the ordinary 
aerodynamic sound, as mentioned in Section 2.3. On the other hand, as shown by the 
blue circle in Figure 24, the noise which does not follow the power law and becomes 
extremely large is referred to as the self-sustained tone. As shown in Figure 24, the 
self-sustained tone is generated only in the duct with the plate of the aperture ratio 
ϕ = 0%, which is the normal duct without holes. When the perforated plate with aper-
ture ratios of ϕ = 1–32% is applied on the duct wall surfaces, the overall sound pressure 
level rises as per the 5th power law, and the self-sustained tone is not generated.

Figure 22. 
Tube bank part with perforated plates ([29]). (a) Detail of tube bank part with perforated plates and cavities. 
(b) Perforated plate.
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Ishihara [28] studied experimentally the effect of a cavity volume which is used 
with perforated plates on the SPL. He concluded that the effect of a cavity volume 
on the SPL is a little. Figure 25 shows the effect of a cavity volume or depth on the 
sound pressure level in the case of the aperture ratio ϕ = 4% as the typical example 
of the aperture ratio. Further, Ishihara [28] clarified experimentally the critical and 
optimum aperture ratios. The results show that the critical aperture ratio is about 
0.25%, and the optimum aperture ratio is concluded to be 4%.

4.3 Unsteady CFD simulations

Mori et al. [29] performed compressible CFD simulations and acoustic simu-
lations, and compared the simulation results with the measurements [13] to 
numerically verify the effect of the aperture ratio of the perforated plate on the 
self-sustained tone and acoustic resonance frequencies. The numerical method for 
unsteady CFD simulations is described in Section 2.4. The CFD model for the nor-
mal duct without holes, which corresponds to the duct with the perforated plates of 
the aperture ratio ϕ = 0%, is shown in Figure 6. As an example of the CFD model 
for the duct with the perforated plates, Figure 26(a) represents the CFD model 

Figure23. 
Effect of aperture ratio on sound pressure level spectra at Vg = 21.3 m/s.

Figure 24. 
Relation between overall sound pressure level and the gap velocity in cases of aperture ratios ϕ(AR) = 0, 1, 2, 4, 
8, 16, and 32%, and Lc = 100 mm.



Noise and Vibration Control - From Theory to Practice

70

(3 mm) [13]. Since the case that the aperture ratio is 0% (holeless plate) is defined 
as the standard of this experiment, ϕ = 0% is also a parameter of the aperture ratio.

4.2 Results of experiments

An effect of the aperture ratio on sound pressure level spectra at the gap velocity 
Vg = 21.3 m/s is represented in Figure 23. The sound pressure decreases more than 
30 dB in cases where the perforated plates and cavities are installed (ϕ ≥ 0%), and 
the sound pressure level decreases in the high-frequency region as the aperture ratio 
increases. Hence, the perforated plate is assumed to have a sound-absorbing property 
at high frequencies. The experimental results of the relation between overall sound 
pressure level and the gap velocity in cases of aperture ratios ϕ = 1, 2, 4, 8, 16, and 
32% are represented in Figure 24. Sound following the 5th power law is the ordinary 
aerodynamic sound, as mentioned in Section 2.3. On the other hand, as shown by the 
blue circle in Figure 24, the noise which does not follow the power law and becomes 
extremely large is referred to as the self-sustained tone. As shown in Figure 24, the 
self-sustained tone is generated only in the duct with the plate of the aperture ratio 
ϕ = 0%, which is the normal duct without holes. When the perforated plate with aper-
ture ratios of ϕ = 1–32% is applied on the duct wall surfaces, the overall sound pressure 
level rises as per the 5th power law, and the self-sustained tone is not generated.

Figure 22. 
Tube bank part with perforated plates ([29]). (a) Detail of tube bank part with perforated plates and cavities. 
(b) Perforated plate.

71

Countermeasure for High Level Sound Generated from Boiler Tube Bank Duct
DOI: http://dx.doi.org/10.5772/intechopen.86039

Ishihara [28] studied experimentally the effect of a cavity volume which is used 
with perforated plates on the SPL. He concluded that the effect of a cavity volume 
on the SPL is a little. Figure 25 shows the effect of a cavity volume or depth on the 
sound pressure level in the case of the aperture ratio ϕ = 4% as the typical example 
of the aperture ratio. Further, Ishihara [28] clarified experimentally the critical and 
optimum aperture ratios. The results show that the critical aperture ratio is about 
0.25%, and the optimum aperture ratio is concluded to be 4%.

4.3 Unsteady CFD simulations

Mori et al. [29] performed compressible CFD simulations and acoustic simu-
lations, and compared the simulation results with the measurements [13] to 
numerically verify the effect of the aperture ratio of the perforated plate on the 
self-sustained tone and acoustic resonance frequencies. The numerical method for 
unsteady CFD simulations is described in Section 2.4. The CFD model for the nor-
mal duct without holes, which corresponds to the duct with the perforated plates of 
the aperture ratio ϕ = 0%, is shown in Figure 6. As an example of the CFD model 
for the duct with the perforated plates, Figure 26(a) represents the CFD model 

Figure23. 
Effect of aperture ratio on sound pressure level spectra at Vg = 21.3 m/s.

Figure 24. 
Relation between overall sound pressure level and the gap velocity in cases of aperture ratios ϕ(AR) = 0, 1, 2, 4, 
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for the duct with the perforated plates of the aperture ratio ϕ = 2%. Figure 26(b) 
shows a part of the CFD model near the perforated plates and cavities in the case of 
the aperture ratio ϕ = 2%. The CFD domain contains 10,727,088 cells and 6,612,429 
nodes for the case of the aperture ratio ϕ = 1%; 12,053,432 cells and 7,308,716 nodes 
for the case of the aperture ratio ϕ = 2%; and 13,646,420 cells and 8,004,142 nodes 
for the case of the aperture ratio ϕ = 4%, respectively.

Figure 27 shows instantaneous snapshots of the fluctuation pressure field. 
Comparing the cases of ϕ = 0% with ϕ = 1%, the fluctuation pressure in the case 
of ϕ = 0% is much larger than that in the case of ϕ = 1%. In the cases of ϕ = 1%, the 
pressure fluctuation does not represent the resonance mode in the duct width direc-
tion which appears in the case of ϕ = 0% in Figure 27(a).

The effect of the aperture ratio on the frequency spectra of SPL monitored on 
the wall of the duct near the outflow boundary is represented in Figure 28(a). 
For comparison, both the simulated and measured data are represented, and the 
frequency spectra of SPL in the case of ϕ = 0% is also displayed in Figure 28(a). In 
both simulations and experiments, the self-sustained tone is generated in the case 
of ϕ = 0%; however, the self-sustained tone is not generated in the cases of ϕ = 1%. 
The effect of the aperture ratio on the overall sound pressure level is represented in 

Figure 26. 
CFD model for duct with perforated plates and cavities with a depth of Lc=100 mm. (a) Duct with the 
perforated plates of the aperture ratio ϕ = 2%. (b) Duct near the perforated plates and cavities in the case of 
the aperture ratio ϕ = 2% [29].

Figure 25. 
Relation between overall sound pressure level and the gap velocity in cases of aperture ratios ϕ = 4% and 
Lc = 100, 66, and 33 mm [29].
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Figure 28(b). The SPL decreases with an increase of the aperture ratio, and rapidly 
decreases when the aperture ratio is between 0 and 1%.

Figure 29 shows the SPL on the wall of the duct in frequency domain at the 
peak frequency, 740 Hz. In the case of ϕ = 0%, the SPL on the wall of the duct 
clearly represents the acoustic mode in the duct width direction as represented in 
Figure 27(a). On the other hand, in the cases of ϕ = 1%, Figure 29(b) shows that 

Figure 27. 
Fluctuation pressure fields in the cases of aperture ratio at Vg = 21.3 m/s. (a) ϕ =0%. (b) ϕ = 1%.

Figure 28. 
Effect of aperture ratio on SPL at Vg = 21.3 m/s. (a) ϕ = 1%. (b) Overall SPL (200–2000 Hz).



Noise and Vibration Control - From Theory to Practice

72

for the duct with the perforated plates of the aperture ratio ϕ = 2%. Figure 26(b) 
shows a part of the CFD model near the perforated plates and cavities in the case of 
the aperture ratio ϕ = 2%. The CFD domain contains 10,727,088 cells and 6,612,429 
nodes for the case of the aperture ratio ϕ = 1%; 12,053,432 cells and 7,308,716 nodes 
for the case of the aperture ratio ϕ = 2%; and 13,646,420 cells and 8,004,142 nodes 
for the case of the aperture ratio ϕ = 4%, respectively.

Figure 27 shows instantaneous snapshots of the fluctuation pressure field. 
Comparing the cases of ϕ = 0% with ϕ = 1%, the fluctuation pressure in the case 
of ϕ = 0% is much larger than that in the case of ϕ = 1%. In the cases of ϕ = 1%, the 
pressure fluctuation does not represent the resonance mode in the duct width direc-
tion which appears in the case of ϕ = 0% in Figure 27(a).

The effect of the aperture ratio on the frequency spectra of SPL monitored on 
the wall of the duct near the outflow boundary is represented in Figure 28(a). 
For comparison, both the simulated and measured data are represented, and the 
frequency spectra of SPL in the case of ϕ = 0% is also displayed in Figure 28(a). In 
both simulations and experiments, the self-sustained tone is generated in the case 
of ϕ = 0%; however, the self-sustained tone is not generated in the cases of ϕ = 1%. 
The effect of the aperture ratio on the overall sound pressure level is represented in 

Figure 26. 
CFD model for duct with perforated plates and cavities with a depth of Lc=100 mm. (a) Duct with the 
perforated plates of the aperture ratio ϕ = 2%. (b) Duct near the perforated plates and cavities in the case of 
the aperture ratio ϕ = 2% [29].

Figure 25. 
Relation between overall sound pressure level and the gap velocity in cases of aperture ratios ϕ = 4% and 
Lc = 100, 66, and 33 mm [29].
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Figure 28(b). The SPL decreases with an increase of the aperture ratio, and rapidly 
decreases when the aperture ratio is between 0 and 1%.

Figure 29 shows the SPL on the wall of the duct in frequency domain at the 
peak frequency, 740 Hz. In the case of ϕ = 0%, the SPL on the wall of the duct 
clearly represents the acoustic mode in the duct width direction as represented in 
Figure 27(a). On the other hand, in the cases of ϕ = 1%, Figure 29(b) shows that 

Figure 27. 
Fluctuation pressure fields in the cases of aperture ratio at Vg = 21.3 m/s. (a) ϕ =0%. (b) ϕ = 1%.

Figure 28. 
Effect of aperture ratio on SPL at Vg = 21.3 m/s. (a) ϕ = 1%. (b) Overall SPL (200–2000 Hz).
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Figure 30. 
Relation between overall sound pressure level (200–2000 Hz) and gap velocity in cases of aperture ratios 
ϕ = 0% and ϕ = 1%.

the acoustic mode is not clearly represented and the value of SPL on the duct wall is 
close to 40 dB smaller than that in the case of ϕ = 0%.

The relation between overall sound pressure level and the gap velocity in the 
cases of ϕ = 0 and 1% is represented in Figure 30. As represented in Figure 30, the 
self-sustained tone is generated in the case of ϕ = 0%, and the sound pressure level 
does not follow the 5th power law when the gap velocity is high, as mentioned in 
Section 2.4. However, in the case of ϕ = 1%, the self-sustained tone is not generated, 
and regardless of the gap velocity, the overall sound pressure level rises along the 
5th power law in both simulations and experiments. Therefore, when the perforated 
plate is installed on the duct wall surfaces, the self-sustained tone is not generated in 
the CFD simulations, as in the experiments [13].

4.4  Acoustic simulations and suppression mechanism of self-sustained tone by 
perforated plates

The acoustic characteristics of the duct with the perforated plates and cavities 
without the flow were calculated by means of BEM (the commercial code, WAON) 
[30]. Boundary element models for the cases of the aperture ratio ϕ = 0 and ϕ = 2% 
are shown in Figure 31(a) and (b), respectively, and in the case of ϕ = 2%, the duct 

Figure 29. 
SPL on the wall of the duct at Vg = 21.3 m/s [29]. (a) ϕ = 0%. (b) ϕ = 1%.
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with the perforated plates and cavities is modeled as shown in Figure 31(c). There are 
80,530 boundary elements for the case of the aperture ratio ϕ = 0%; 167,361 bound-
ary elements for the case of the aperture ratio ϕ = 1%; 226,079 boundary elements 
for the case of the aperture ratio ϕ = 2%; and 307,747 boundary elements for the case 
of the aperture ratio ϕ = 4%, respectively. The maximum element size is 0.013 m. 
An impedance boundary condition is imposed at the inflow boundary to consider 
acoustic waves moving from the inflow boundary to the outside and the value of the 
impedance is ρc. The outflow boundary is the surface connecting the duct inside and 
outside. At the outflow boundary, the interface boundary, where the particle velocity 
and acoustic pressure of the internal and external sound fields of the duct are coupled, 
is imposed. At other wall boundaries except the holes, weak absorption boundaries, 
whose absorption coefficient is 0.02, are imposed. The absorption coefficient “0.02” 

Figure 31. 
Boundary element model and position of monopole point source [29]. (a) ϕ = 0%. (b) ϕ = 2%. (c) ϕ = 2%. 
(d) ϕ = 0%. (e) ϕ = 2%.

Figure 32. 
Acoustic frequency responses.
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Table 2. 
Peak frequency in each case of the aperture ratio [29].

corresponds to that of the general acrylic surface. To clarify the acoustic characteristics 
of the tube bank duct, the acoustic frequency responses have been calculated using the 
monopole point sources (without the flow) that are supposed to be vortices gener-
ated on the downstream side behind the tube as shown in Figure 31(d) and (e). The 
magnitude of the point sources is 1 Pa at all frequencies. The point source is located at 
(0.25H, −3.86H, 0) downstream of the tube bank, and H is 200 mm in the height of 
the tube bank duct. In order to excite the resonance mode in the duct width direction, 
the sound source was arranged asymmetrically with respect to the YZ plane.

Figure 32 represents the acoustic frequency responses that have been calculated 
using the monopole point source (without the flow). The monitor point is located 

Figure 33. 
Acoustic modes at each peak frequency [29]. (a) ϕ = 0%. (b) ϕ = 1%. (c) ϕ = 2%. (d) ϕ = 4%.
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at (0.585H, −4.76H, 0) downstream of the tube bank. In the case of ϕ = 0%, the 
peak frequency surrounded by the green circle is 725 Hz, and close to the resonance 
frequency in the duct width direction, as mentioned in Section 2.3. On the other 
hand, in the cases of ϕ = 1, 2, and 4%, peak frequencies surrounded by blue, red, 
and purple circles are close to the resonance frequency in the duct width direction, 
and change to higher frequencies than that in the case of ϕ = 0% with an increase 
of the aperture ratio. Table 2 represents the peak frequency in each case of the 
aperture ratio. It has been also confirmed that the resonance frequency increases as 
the aperture ratio increases in the previous study [31] in which an acoustic reso-
nance frequency has been experimentally and analytically verified by assuming a 
one-dimensional sound field in a duct partitioned by a perforated plate, and similar 
results are obtained in this study. Figure 33 shows the acoustic mode at each peak 
frequency in the cases of ϕ = 0, 1, 2, and 4%. In the case of ϕ = 0%, the acoustic 
mode in the width direction strongly appears at 725 Hz. However, in the cases of 
ϕ = 1, 2, and 4%, the acoustic mode in the duct width direction does not clearly 
appear, and the value of SPL decreases as the aperture ratio increases. Therefore, it 
was assumed that the perforated plate has an effect of attenuating sound.

5. Conclusions

1. The sound pressure level rises with an increase of the gap flow velocity by 
following the 5th power law when the gap velocity is low. However, when the 
gap velocity is high, the self-sustained tone is generated not by following the 
5th power law.

2. Insertion of baffle plates in the tube bank decreases the natural frequency of 
the duct and increases the onset gap velocity of the self-sustained tone. Hence, 
the natural frequency of the duct does not seem to be related with the sup-
pression of the self-sustained tone when the baffle plate is installed in the tube 
bank. The self-sustained tone is the most effectively suppressed by inserting 
the baffle in the entire tube bank because the baffle plate decreases the particle 
velocity and vorticity. Furthermore, there is a difference in the onset gap 
velocity of the self-sustained tone between when the baffle plate is inserted 
upstream and when it is inserted downstream.

3. The perforated plates installed on the duct walls suppress the self-sustained tone 
and increase the resonance frequency in the duct width direction. Consequently, 
if the perforated plates are installed on the duct walls, the self-sustained tone is 
assumed to be suppressed by an increase of the resonant frequency in the duct 
width direction and sound-absorbing effect of the perforated plates.
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peak frequency surrounded by the green circle is 725 Hz, and close to the resonance 
frequency in the duct width direction, as mentioned in Section 2.3. On the other 
hand, in the cases of ϕ = 1, 2, and 4%, peak frequencies surrounded by blue, red, 
and purple circles are close to the resonance frequency in the duct width direction, 
and change to higher frequencies than that in the case of ϕ = 0% with an increase 
of the aperture ratio. Table 2 represents the peak frequency in each case of the 
aperture ratio. It has been also confirmed that the resonance frequency increases as 
the aperture ratio increases in the previous study [31] in which an acoustic reso-
nance frequency has been experimentally and analytically verified by assuming a 
one-dimensional sound field in a duct partitioned by a perforated plate, and similar 
results are obtained in this study. Figure 33 shows the acoustic mode at each peak 
frequency in the cases of ϕ = 0, 1, 2, and 4%. In the case of ϕ = 0%, the acoustic 
mode in the width direction strongly appears at 725 Hz. However, in the cases of 
ϕ = 1, 2, and 4%, the acoustic mode in the duct width direction does not clearly 
appear, and the value of SPL decreases as the aperture ratio increases. Therefore, it 
was assumed that the perforated plate has an effect of attenuating sound.

5. Conclusions

1. The sound pressure level rises with an increase of the gap flow velocity by 
following the 5th power law when the gap velocity is low. However, when the 
gap velocity is high, the self-sustained tone is generated not by following the 
5th power law.

2. Insertion of baffle plates in the tube bank decreases the natural frequency of 
the duct and increases the onset gap velocity of the self-sustained tone. Hence, 
the natural frequency of the duct does not seem to be related with the sup-
pression of the self-sustained tone when the baffle plate is installed in the tube 
bank. The self-sustained tone is the most effectively suppressed by inserting 
the baffle in the entire tube bank because the baffle plate decreases the particle 
velocity and vorticity. Furthermore, there is a difference in the onset gap 
velocity of the self-sustained tone between when the baffle plate is inserted 
upstream and when it is inserted downstream.

3. The perforated plates installed on the duct walls suppress the self-sustained tone 
and increase the resonance frequency in the duct width direction. Consequently, 
if the perforated plates are installed on the duct walls, the self-sustained tone is 
assumed to be suppressed by an increase of the resonant frequency in the duct 
width direction and sound-absorbing effect of the perforated plates.
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Chapter 5

Effective Low Frequency Noise
Insulation Adopting Active
Damping Approaches
Ming Yuan and Fan Yang

Abstract

In this chapter, effective low frequency noise insulation adopting active
damping approaches are illustrated. In general, engineering plate structures suffer
insufficient noise insulation performance in the low frequency band. To improve
the structure’s noise insulation performance, active damping methods can be
utilized, which aim to suppress plate structure’s efficient sound radiation modes.
The collocated sensor/actuator configuration guarantees the control system’s
robustness, and simplifies the control law design. In the presented study, two
control laws are proposed to add active damping to the structure. One control law is
negative acceleration feedback (NAF) control and the other control law is filtered
velocity feedback (FVF) control. The NAF control is suitable to control one specific
mode and the FVF control is suitable to realize wide band vibration control. With
respect to practical implementation, a carbon fiber reinforced plastic (CFRP) plate
is served as the control target and active control laws are implemented on it.
Experimental system for active control is presented in detail, and some practical
advises are given to help readers to solve similar problems in a convenient way. The
measured sound pressure and vibration results show effectiveness of the active
damping treatment.

Keywords: noise insulation, low frequency, active damping, control laws,
smart structure, real-time control

1. Introduction

Low frequency noise and vibration control has always been hot spot in academic
and industry fields. For examples, in aircraft, vehicles, trains and industrial
machines, large amplitude of structural responses are fluent in the low frequency
ranges. These unwanted disturbances give rise to large decibels of noise and accel-
erating structure fatigue. Meanwhile, the noise’s detrimental effect to human being’s
health has been well known [1].

In the mentioned examples above, plate structures are widely used. In general,
the plate’s structural parameters have been determined in advance, and lightweight
structure is favorable for cost reduction. Accordingly, the plate structure usually
have small thickness and low damping characteristics. When external noise excites
the plate structure, the plate itself becomes an effective sound transmission path
to the internal space [2, 3]. Specially, when the excitation frequency equals to the
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Chapter 5

Effective Low Frequency Noise
Insulation Adopting Active
Damping Approaches
Ming Yuan and Fan Yang

Abstract

In this chapter, effective low frequency noise insulation adopting active
damping approaches are illustrated. In general, engineering plate structures suffer
insufficient noise insulation performance in the low frequency band. To improve
the structure’s noise insulation performance, active damping methods can be
utilized, which aim to suppress plate structure’s efficient sound radiation modes.
The collocated sensor/actuator configuration guarantees the control system’s
robustness, and simplifies the control law design. In the presented study, two
control laws are proposed to add active damping to the structure. One control law is
negative acceleration feedback (NAF) control and the other control law is filtered
velocity feedback (FVF) control. The NAF control is suitable to control one specific
mode and the FVF control is suitable to realize wide band vibration control. With
respect to practical implementation, a carbon fiber reinforced plastic (CFRP) plate
is served as the control target and active control laws are implemented on it.
Experimental system for active control is presented in detail, and some practical
advises are given to help readers to solve similar problems in a convenient way. The
measured sound pressure and vibration results show effectiveness of the active
damping treatment.

Keywords: noise insulation, low frequency, active damping, control laws,
smart structure, real-time control

1. Introduction

Low frequency noise and vibration control has always been hot spot in academic
and industry fields. For examples, in aircraft, vehicles, trains and industrial
machines, large amplitude of structural responses are fluent in the low frequency
ranges. These unwanted disturbances give rise to large decibels of noise and accel-
erating structure fatigue. Meanwhile, the noise’s detrimental effect to human being’s
health has been well known [1].

In the mentioned examples above, plate structures are widely used. In general,
the plate’s structural parameters have been determined in advance, and lightweight
structure is favorable for cost reduction. Accordingly, the plate structure usually
have small thickness and low damping characteristics. When external noise excites
the plate structure, the plate itself becomes an effective sound transmission path
to the internal space [2, 3]. Specially, when the excitation frequency equals to the
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plate structure’s natural frequency, large amplitude of vibration can impetus air
particles strongly, making the structure itself can radiate noise efficiently [4].

To improve the plate’s noise insulation performance, special treatments should
be adopted to attenuate the sound transmission. An effective approach is adding
damping to the plate. Accordingly, the structural vibration response is reduced,
which can improve the structure’s sound insulation performance substantially.

Among the damping approaches, passive damping is a simple and effective
approach to realize vibration control. For instance, the viscoelastic material based
approach has been applied widely in the engineering applications. However, this
approach is only suitable to the mid-high frequencies and does not have satisfying
performance in the low frequency range [5], especially when the installation have
rigorous restrictions of added weight and spaces.

In another vein, active damping approaches have shown to be a good candidate
to realize effective vibration control in the low frequency range. To perform active
damping, an active control system is needed, which requires power supply. A
classical active control system is composed by sensor, actuator, signal conditioner,
controller and power amplifier [6].

In this study, we adopt piezoelectric smart material to realize structural sensing
and actuating functions. The piezoelectric material can be integrated into the struc-
ture easily, which requires little mounting spaces [7]. The piezoelectric effect
enables the structural signal being converted into electrical signal, and accelerome-
ter is a commercialized product. The inverse piezoelectric effect enables the piezo-
electric material being adopted as actuator, which follows the control signal well in
the low frequency range. With proper design, it is anticipated that the plate’s noise
insulation performance can be improved significantly in the low frequency range
after active control.

In Section 2, the general structural dynamic properties are characterized, and the
interesting modes to be controlled are refined; in Section 3, the active control laws
are proposed to increase the structure’s damping behavior; in Section 4, some
practical implementation issues for the active system are emphasized; in Section 5,
a CFRP plate is selected as the control target and the performance of active sound
insulation is evaluated.

2. Frequency band classification and interesting target modes

2.1 Frequency band classification

In general, the frequency range of the structural dynamics can be classified
into three frequency bands, i.e., low frequency, mid frequency and high
frequency [8, 9].

Figure 1.
Frequency band classification based on modal overlapping.
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As shown in Figure 1, in the low frequency band, the structural responses are
characterized by apparent vibration modes, peaks and troughs can be found at the
corresponding frequency response plot. Besides, the structural uncertainties are
small, making the structure’s vibro-acoustic behavior can be predicted well with the
help of finite element method.

When the frequency goes up into the mid and high frequency range, the modal
overlapping increases and the peaks and troughs cannot be distinguished clearly
from the frequency response plot. Meanwhile, the structural uncertainties and
computation burden increase intensively, causing the finite element method being
not suitable to handle such problem.

2.2 Interesting target modes

To realize effective active sound insulation, the vibration modes to be controlled
must be selected carefully. Because the sound excitation is wideband in general,
indicating multiple vibration modes can be excited at the same time, which brings
difficulty to the control law design. Luckily, for each vibration mode, its sound
radiation effectiveness differs significantly. If some modes contribute little to the
far-field sound field, these modes can be omitted in the active control law design.

Besides, the mode selection has close relationship to the control loop’s sensor/
actuator placement. In general, the measured sensing signal should have sufficient
signal to noise ratio (SNR) value. If the sensor/actuator is not placed properly, the
control law’s effectiveness and robustness will be decreased, owing to the low SNR
value.

To place the sensor/actuator properly, and identify the interesting target modes,
modal analysis can be adopted. Here, a rectangular plate is illustrated as an example
and its first four mode shapes are presented in Figure 2.

Figure 2.
Vibration mode shapes of rectangular plate.
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overlapping increases and the peaks and troughs cannot be distinguished clearly
from the frequency response plot. Meanwhile, the structural uncertainties and
computation burden increase intensively, causing the finite element method being
not suitable to handle such problem.

2.2 Interesting target modes

To realize effective active sound insulation, the vibration modes to be controlled
must be selected carefully. Because the sound excitation is wideband in general,
indicating multiple vibration modes can be excited at the same time, which brings
difficulty to the control law design. Luckily, for each vibration mode, its sound
radiation effectiveness differs significantly. If some modes contribute little to the
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Besides, the mode selection has close relationship to the control loop’s sensor/
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value.
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According to these mode shapes, it is shown that the 2-2 mode (even-even
mode) shape radiates like a quadrupole acoustic source. In the low frequency range,
for such vibration mode, the neighboring push-pull phenomenon makes acoustic
cancellation occurs strongly. Similarly, acoustic cancellation also occurs strongly at
the 1-2 mode (odd-even mode) and 2-1 mode (even-odd mode), which reduce these
modes’ sound radiation effectiveness. The 1-1 mode (odd-odd mode) radiates like a
monopole, which has the highest sound radiation ability.

Furthermore, the mode’s radiation efficiencies can be quantized with different
boundary conditions. For the simply supported boundary, the detailed equations
can be found in Refs. [10, 11]. For the clamped boundary, the detailed equations can
be found in Ref. [12].

These above analysis indicates that in the active sound insulation application, the
main interested modes will be odd-odd modes. At the resonant frequency, and
assuming the displacement is uniform, the structure can be simplified into a
dynamic system with one degree of freedom.

As shown in Figure 3, the sound pressure from the incident side is p1 and the
sound pressure from the transmitted side is p2. The structural displacement is η,
damping coefficient is r, stiffness coeffcient is k, the dynamic system can be
expressed as:

m€η þ r _η þ kη ¼ p1 � p2 (1)

The volume velocity is assumed continuous at the plate’s two sides, and the
corresponding acoustic impedance is:

Figure 3.
Simplified model for noise insulation study.
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According to the definition of sound transmission loss, when the incident sound
wave is in vertical direction of the structure, the noise insulation metric can be
calculated as:
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where ρ0c0 is the air’s characteristic impedance.
The noise insulation suffers the lowest value at the resonant frequency, which

can be expressed as:

R ¼ 10 log 10 1þ r
2ρ0c0

����
����
2

(4)

As shown in Eq. (4), to improve the noise insulation performance, the damping
should be increased.

3. Active noise insulation control laws

3.1 Sensor and actuator placement

From the control engineering’s perspective, sensor/actuator selection and place-
ment correlate to the system’s observability and controllability. For instance, for an
interesting mode, if the sensor is placed at the structure’s nodal point, no informa-
tive response can be obtained. The measured signal is buried in noise. Similarly, if
the actuator is placed along the interesting mode’s nodal line, this mode will be
uncontrollable.

To improve the control law’s robustness and facilitate control law design, the
collocated sensor/actuator configuration is favorable. Under such configuration, the
transmission path between the collocated actuator and sensor is the nearest, gener-
ates a minimum phase system. In other words, the magnitude and phase responses
between the sensor and actuator is unique and the pole/zero appears in an
interlacing way. Correspondingly, as shown in Figure 4, the resonant peaks and
anti-resonant through will appear one by one. In the phase plot, 180° phase lag is
generated across the resonant frequency and 180° phase lead is generated across the
anti-resonant frequency. If the two adjacent modes are near, the modes’ coupling
makes the phase lag being smaller than 180°. In summary, the interlacing
property makes the phase lag’s variation always within 180°, which facilitates the
control law design.

In practical implementation, the sensor and actuator’s physical properties make
the collocation in a limited frequency range. This means the phase lag between the
sensor/actuator pair will beyond 180° above certain frequency limit. Therefore, to
meet the Nyquist criterion [13], the controller’s gain must be limited within a
certain range.
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3.2 Negative acceleration feedback (NAF) control

The NAF control law utilize the structural acceleration signal as the input signal.
Then the control output is generated according to the NAF control law, which is
written as:

HNAF jωð Þ ¼ g
ω2
c

�ω2 þ 2ωcζNAFjωþ ω2
c

(5)

where g is the control gain, ωc is the targeting control angular frequency,ζNAF is
the controller’s damping ratio parameter.

According to the analysis given in [14], at the targeting control angular
frequency, the NAF control law generates active damping to the structure.

For a given control frequency, with different control damping parameters, the
NAF controller’s bode plot values is shown in Figure 5.

The damping ratio value should be paid attention for practical implementation.
Clearly, if a lower damping ratio value is adopted, the control authority will be

Figure 4.
Interlacing property of the collocated sensor/actuator configuration.

Figure 5.
Bode plot of the NAF controller with different control damping ratio parameters.
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increased for a certain frequency. Because the controller can generate larger output
at this frequency. However, the control performance will be reduced substantially
when the target frequency is slightly biased from the realistic resonant frequency. If
the damping value is too large, the control authority will be weak, and the added
active damping effectiveness will be small.

The merit of NAF controller is: the control authority is exerted to one specific
mode. The controller rolls-off at 40 dB/dec above the target control frequency. This
roll-off characteristic can suppress high frequency noise effectively, which is favor-
able to guarantee the control gain.

Concerning multiple modes suppression, the same number of NAF controllers
will be needed and the NAF controllers should be connected in parallel. However,
the authors do not recommend using NAF control law to suppress more than three
modes. One important reason is, when the interesting modes are adjacent, because
the controller’s output does not rolling off sufficiently, the control interferences are
generated, making the control law’s tuning process being complicated.

3.3 Filtered velocity feedback (FVF) control

Direct velocity feedback (DVF) control utilizes the structural velocity as the
feedback signal directly. The controller is a constant gain, which can generate active
damping to the structure [15].

Because the DVF control law does not provide roll-off property, the control
authority is limited for practical experimental test. However, in the sound insula-
tion application, to realize global reduction, wideband active damping is required
essentially.

To fulfill this task, the DVF control law must be modified and Filtered Velocity
Feedback (FVF) control is proposed to improve the control performance. The FVF
control law behaves like an electrical dynamic absorber, which can be deduced
according to Ref. [16].

In the frequency domain, the FVF controller can be expressed as:

HFVF jωð Þ ¼ g
jωþ 2ωnζFVF

�ω2 þ 2ωnζFVFjωþ ω2
n

(6)

Figure 6.
Bode plot of the FVF controller with different control damping ratio parameters.
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authority is limited for practical experimental test. However, in the sound insula-
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where g is the control gain, ωn is the controller’s upper frequency,ζFVF is the
controller’s damping ratio.

For a given control frequency, the FVF controller’s Bode plot with different
control damping values is shown in Figure 6.

As shown in Figure 6, in the low frequency, the controllers behaves like a DVF
controller but the control output rolls off at 20 dB/dec after the controller’s upper
frequency. Therefore, active damping is generated in the low frequency range.

Unlike the NAF controller, the damping ratio of FVF controller should be high
enough to generate sufficient gain below the upper frequency. For instance,
ζFVF ¼ 0:7 is a good choice.

If acceleration signal is used as the control input instead of velocity signal, the
modified FVF control law becomes into:

H0
FVF jωð Þ ¼ g

jωþ 2ωnζFVF
jω �ω2 þ 2ωnζFVFjωþ ω2

n

� � (7)

4. Implementation considerations

4.1 Real-time control platform

To implement the control law, a real-time operating system (RTOS) is required
to maintain the control law operating in a deterministic way. Normally, the sensing
signal is sampled from the analog input channel, and the data acquisition device is
switched to hardware-timed single point mode. The real-time control system guar-
antees the control law being updated within the period of two consecutive sampling
points. After the control algorithm is updated, the output signal is sent to the analog
output channel.

In general, the control law’s thread should have the highest priority during
the execution. This mechanism makes the control law can be implemented in a
deterministic way. The other functions of the RTOS, such as signal monitoring,
data logging and network communications are usually assigned to low
execution priorities.

For rapid control system prototyping, some examples of the real-time target
are: PXI target [17], CompactRIO target [18], Speedgoat target [19] and dSPACE
target [20]. These real-time platforms’ corresponding photo is shown in Figure 7.

4.2 Delay minimization

With respect to the feedback control system, time delay is highly unwanted.
However, inside the feedback control system, each component can introduce some
kind of delay, which generates adverse influence to system’s stability and performance.

For a pure delay system, the phase lag (in degree) can be expressed as:

φ ¼ �57:3� ω� T (8)

where ω is the angular frequency and T is the time caused by system delay.
If the sensor and actuator are placed in the collocated configuration, the physical

signal’s propagation delay from the actuator to the sensor is minimized. Therefore,
the digital control system becomes the primary time delay source, which has close
relationship with the sampling rate.

To minimize the delay caused by data sampling, the sampling rate should be
high enough. In general, the sample rate should be at least 10 times higher than the
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interesting bandwidth’s upper frequency. However, the achieved sampling rate is
also restricted by the controller. When the control law requires intensive computa-
tion effort and the controller is not fast enough, the control law will not be finished
in time. In such circumstance, to meet the deterministic mechanism, the sampling
rate should be reduced.

In summary, to determine the control law’s updating rate, the control band-
width, computation burden and real-time target’s performance should be taken into
consideration simultaneously.

4.3 Filter

Filters are widely used in active control systems, which can suppress excessive
noise signal. Crucially, if the control law itself does not have the roll-off character-
istic in the high frequency, low pass filter will be always favorable. The high pass
filter can also be utilized to suppress the ultra-low frequency noise.

The filter’s cut-off frequency and order should be determined with respect to the
control plant. For the realization form, analog filter is recommended. Because
analog filter has much less propagation delay than the digital filter.

5. Case studies

As shown in Figure 8, the sound insulation test was performed in an anechoic
room. The control target is a stiffened CFRP plate and the dimension parameter is
840 mm � 840 mm � 1 mm. The plate is mounted on an aluminum cavity, with a
thickness of 16 mm. A loudspeaker is placed inside the cavity, which generates
acoustic excitation the stiffened plate. The CFRP plate is clamped to the aluminum
cavity using screws. The edges between the CFRP plate and aluminum box are
sealed to prohibit air leakage.

According to the sound insulation mass law, because the box’s thickness is much
larger than the CFRP plate, the sound transmission path from the internal cavity to

Figure 7.
Real-time control platforms for rapid prototyping.
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where g is the control gain, ωn is the controller’s upper frequency,ζFVF is the
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H0
FVF jωð Þ ¼ g

jωþ 2ωnζFVF
jω �ω2 þ 2ωnζFVFjωþ ω2

n

� � (7)
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the outside is the latter. To evaluate the control law’s performance, in front of the
CFRP plate, a microphone sensor (G.R.A.S 40 ph) is used to monitor the sound
pressure level (SPL) value. The distance between the microphone sensor and CFRP
plate is 1 m.

For the control system implementation, three independent control channels are
adopted. Correspondingly, as shown in Figure 9, three piezoelectric PZT-5H
patches are served as actuators, which are labeled as 1, 2, 3.

The detailed components of control system are shown in Figure 10. Collocated
accelerometers are bonded to the central of the piezoelectric patches, which are
used for structural sensing. Control algorithms are programed using LabVIEW™

and subsequently compiled and downloaded into a CompactRIO target for real-time
implementation. A Virtex-5 LX110 FPGA chip guarantees the control loops can be
implemented with high throughput and in parallel physically [21].

The digital control loop’s updating rate is set to 20 kHz. To transform the
continuous transfer function into discretized form, bilinear transformation method
is adopted. The equation of the bilinear transformation is shown as follows:

Figure 8.
Schematic diagram for the active sound insulation test.

Figure 9.
Photograph of the test structure.
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z ¼ 1þ Ts=2
1� Ts=2

(9)

where T is the sampling time.
The components of the control system is shown in Figure 10. Band-limited noise

(20–500 Hz) is sent to the loudspeaker, which can excite multiple vibration modes
of the CFRP panel. Besides, the 1-1 mode is a global vibration mode, which needs
more control effort. In view of the above circumstances, a hybrid control law is
proposed to solve the problem.

In the hybrid scheme, the NAF control puts control authority to the plate’s 1-1
mode and FVF control puts control authority to multiple modes of the plate.

Figure 10.
Components of the control system.

Figure 11.
Schematic diagram of the hybrid control system.
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Therefore, it is anticipated that this hybrid control law can exert sufficient active
damping to the CFRP panel, which is suitable for the noise insulation application.

The schematic diagram of the hybrid control system is shown Figure 11.
When the active insulation system starts to work, the acceleration signal

spectrums before control and after control are shown in Figure 12.
From the measured data, the proposed hybrid control scheme can realize

wideband vibration reduction. For instance, at 83 Hz, the vibration reduction value
is 13 dB; at 143 Hz, the vibration reduction value is 6.6 dB; at 194 Hz, the vibration
reduction value is 5.3 dB; at 216 Hz, the vibration reduction value is 5.2 dB; at
273 Hz, the vibration reduction value is 4.3 dB; at 305 Hz, the vibration reduction
value is 5.9 dB.

The SPL spectrums before control and after control are shown in Figure 13.

Figure 12.
Measured acceleration signal (solid line: before control, dashed line: after control).

Figure 13.
Measured sound pressure level (solid line: without control, dashed line: with control).
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At 83 Hz, as anticipated, this first vibration mode contribute to the SPL spec-
trum significantly. After the active damping treatment, at this frequency, the SPL
reduction value is up to 15.3 dB. For the entire interesting frequency band, the SPL
reduction value comes up to 7.3 dB. These measured experimental results prove that
the proposed active damping control method can improve the structure’s sound
insulation performance in an effective way.

6. Conclusions

In this chapter, the active damping approaches are adopted to improve struc-
ture’s sound insulation performance in the low frequency range. The collocated
sensor/actuator configuration is adopted to simplify the control law design. The
NAF control law is proposed to suppress the plate’s 1-1 mode, which radiates sound
effectively and needs more control authority. The FVF control is proposed to sup-
press multiple vibration modes in wide range. In the experimental study, a CFRP
panel is utilized as the control target and the NAF and FVF control laws are
combined together to generate active damping to the CFRP structure. Experimental
test results show the hybrid control law can realize wideband active damping and
improve the plate’s sound insulation performance significantly.
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Chapter 6

Analysis of Energy Relations
between Noise and Vibration
Produced by a Low-Field MRI
Device
Jiří Přibil, Anna Přibilová and Ivan Frollo

Abstract

Magnetic resonance imaging (MRI) tomography is often used for noninvasive
scanning of various parts of a human body without undesirable effects present in
X-ray computed tomography. In MRI devices, slices of a tested subject are selected
in 3D coordinates by a system of gradient coils. The current flowing through these
coils changes rapidly, which results in mechanical vibration. This vibration is sig-
nificant also in the equipment working with a low magnetic field, and it causes
image blurring of thin layer samples and acoustic noise significantly degrading a
speech signal recorded simultaneously during MR scanning of the vocal tract. There
are always negative physiological and psychological effects on a person exposed to
vibration and acoustic noise. In order to minimize these negative impacts
depending on intensity and time duration of exposition, we mapped relationship
between energy of vibration and noise signals measured in the MRI scanning area
and its vicinity.

Keywords: magnetic resonance imaging, acoustic noise, mechanical vibration,
statistical analysis, low magnetic field environment

1. Introduction

The magnetic resonance imaging (MRI) method is successfully used for moni-
toring progress in therapy after vocal fold cancer surgery or for monitoring of the
implanted cartilage in legs or arms, and/or the process of regeneration in different
tissues, etc. In the case of the open-air MRI device, a weak magnetic field (up to
0.2 T) is usually generated by a pair of permanent magnets. Between these magnets,
the gradient system consisting of 2 � 3 planar coils is situated together with the RF
receiving/transmitting coils surrounding the tested object [1]. Slices of a tested
object are selected in 3D coordinates by a gradient system consisting of planar coils
parallel to the magnets. A rapidly changing current flowing through the gradient
coils produces significant mechanical vibration [2, 3] causing blurring of images of
thin layer samples and acoustic noise significantly degrading the speech signal
recorded simultaneously during MR scanning of the human vocal tract [4, 5].
Acoustic noise has always negative physiological and psychological consequences on
the exposed person depending on the noise intensity and time duration of noise
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exposure [6]. In order to minimize these negative factors, this work is focused on
mapping of energy relationship between vibration and noise signals measured in the
MRI scanning area and its vicinity with the final aim to choose the proper scan
sequence and its parameters—repetition time (TR), echo time (TE), orientation of
scan slices, etc. Apart from real-time recording of the vibration and noise signals,
the sound pressure level (SPL) was measured by a sound level meter using fre-
quency weighting to match human perception of noise. The measured data and
recorded signals were further processed off-line—the determined energetic features
were statistically analyzed and the results were compared visually and numerically.

2. Subject and methods

As mentioned above, the open-air MRI device is primarily used in medical
diagnostics, so designation of three planes formed by x, y, and z axes follows
medical terminology used for human body planes [7]. The plane dividing the body
vertically into ventral (anterior) and dorsal (posterior) parts is called a coronal
(frontal) plane. The second vertical plane dividing the body to left and right sides is
a sagittal plane. The horizontal plane that divides the human body into superior
(upper) and inferior (lower) parts is called a transverse (cross-sectional) plane.
During sequence execution, the gradient coil pair corresponding to the chosen scan
orientation is activated, it consequently vibrates, and acoustic noise is radiated in
the surrounding air. Two basic types of sequences called spin echo (SE) and gradi-
ent echo (GE) arising from MRI physical principles [8] are preferred in this type of
MRI device. The volume size of the tested object/subject is another important factor
having an influence on the intensity of the produced vibration and noise in the
scanning area of the MRI device. A tested person/sample/phantom as a part of the
whole vibrating mechanical system changes the overall mass, stiffness, and
damping by loading the lower gradient coil structure in the patient’s bed.

2.1 Sensors for measurement in a weak magnetic field environment

If the vibration and noise signals are recorded during MR scanning, interaction
with the stationary magnetic field B0 in the scanning area must be eliminated;
otherwise, the quality of the acquired images would not be preserved. It means that
the vibration sensors placed in the MRI scanning area with the static magnetic field
cannot contain any part made from a ferromagnetic material. In MRI equipment,
working with a weak magnetic field the interaction problem can be solved by a
proper choice of the measuring device and its arrangement. Usually, it is sufficient
to locate it in an adequate distance from the noise signal source outside the magnetic
field area. Since the noise intensity as well as its spectral properties depends on the
position of the measuring instrument, the recording/measuring microphone must
have high sensitivity, an appropriate pickup pattern, type of the microphone, and a
position in regard to the central point of the MRI scanning area (distance, direction
angle, working height). The best solution is to use a microphone with a variable
pattern having two diaphragms that share a common back plate. Such a microphone
behaves as two back-to-back cardioid microphones. If one membrane is connected
to a constant polarization voltage and the second one is polarized by a variable
voltage, principally any directional pattern can be created. Basic omnidirectional,
figure-of-eight, and cardioid patterns corresponding to both same voltages of the
same polarity, the opposite polarity, and one zero voltage are represented in an ideal
form by a polar equation:
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ρ θð Þ ¼ Aþ B � cos θ, Aþ B ¼ 1, (1)

where A = 1, B = 0 for omnidirectional, A = 0, B = 1 for figure-of-eight, and
A = 0.5, B = 0.5 for cardioid directional patterns.

The noise distribution in the scanning area of the MRI equipment and its neigh-
borhood has to be mapped prior to the selection of the proper recording micro-
phone location. C-weighting was used for SPL measurement to accommodate the
objective noise intensity to the subjective loudness at high sound levels. The C-
weighting filter frequency response in s-domain is given by the equation

H sð Þ ¼ G � 2πf 2
� �2 � s4

sþ 2πf 1
� �2 � sþ 2πf 2

� �2 , (2)

where f1 = 20.6 Hz, f2 = 12,194 Hz, and 20 log G = 0.062 dB [9]. To get the
transfer function of the digital IIR filter, the frequency scale is warped by the
bilinear transform from s-plane to z-plane

s ! 2 � 1� z�1

1þ z�1 : (3)

The sensors measuring vibration signals are placed inside the MRI scanning
area where the basic stationary magnetic field of the MRI device is present together
with the superimposed pulse magnetic field generated by the gradient system as
well as the high voltage field originated during activation of the excitation RF coil.
These fields would disturb a signal picked up by the sensor from ferromagnetic
material or damage electronics integrated with the sensor [10, 11], which can be
avoided using the vibration sensor with a piezoelectric transducer. The sensor
must have good sensitivity and maximally flat frequency response with the fre-
quency range covering the vibration and noise harmonic frequencies that fall into
the low band due to frequency-limited gradient pulses. As a similar frequency
range can be found in basic processing of speech signals, it is very important in the
case of 3D scanning of the human vocal tract by MRI with parallel recording of a
speech signal [5].

The mentioned requirements imposed on the vibration sensor can be met by the
sensor for acoustic musical instruments [12]. Its first usage in the magnetic field
environment must be preceded by a calibration procedure and a measurement of its
sensitivity and frequency response. The measured frequency response is used to
determine a correction curve for filtering of the picked-up vibration signal and
consecutive linearization operation that has effect on correctness of all analyzed
spectral properties determined from the vibration signals—see the block diagram in
Figure 1. The correction filter is proposed by a standard procedure of second-order
shelving filter design [13]:

H zð Þ ¼ b0 þ b1z�1 þ b2z�2

a0 þ a1z�1 þ a2z�2 : (4)

For the sampling frequency fs, the polynomial filter coefficients a0,1,2 and b0,1,2
are derived from three input parameters—gain G, mid-point frequency fc, and
quality factor Q—in the following manner:

A ¼ 10
G
20,ωc ¼ 2π � f c

f s
, (5)
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qs ¼
ffiffiffiffi
A

p

Q
� sinωc, qc1 ¼ Aþ 1ð Þ � cosωc, qc2 ¼ A� 1ð Þ � cosωc, (6)

a0 ¼ Aþ 1� qc2 þ qs, a1 ¼ 2 � A� 1� qc1
� �

, a2 ¼ a0 � 2qs, (7)

b0 ¼ A � Aþ 1þ qc2 þ qs
� �

, b1 ¼ �2A � A� 1þ qc1
� �

, b2 ¼ b0 � 2qs: (8)

2.2 Features for description of vibration and noise signals

Several methods can be used to determine the energy of a periodical signal:

• The standard root mean square (RMS) is calculated from a signal x(n) in a
defined region of interest (ROI) with the length of M samples

SignalRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
M

∑
M

n¼1
x nð Þj j2

s
: (9)

• The absolute value of the mean of the Teager-Kaiser energy operator OTK [14]
is used to calculate the energy EnTK

OTK ¼ x nð Þ2 � x n� 1ð Þ � x nþ 1ð Þ, EnTK ¼ abs
1

M� 2
∑
M�2

n¼1
OTK nð Þ

� �
: (10)

• The frame energy is estimated by the first cepstral coefficient c0 or the
autocorrelation coefficient r0 after processing the signal x(n) in frames using
NFFT-point FFT to compute magnitude spectrum and power spectrum |S(k)|2,

Enc0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
YNFFT=2

k¼1

S kð Þj j2
" # 2

NFFT

vuuut , Enr0 ¼ 2
NFFT

∑
NFFT=2

k¼1
S kð Þj j2: (11)

Figure 1.
Block diagram of processing of the picked-up vibration signal.
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For basic visual comparison of spectral properties of the recorded vibration and
noise signals, the periodogram representing an estimate of the power spectral den-
sity (PSD) can be successfully used. The basic spectral properties can be determined
from the spectral envelope, and subsequently, the histograms of spectral values can
be calculated and compared. They also include the basic resonance frequencies FV1
and FV2 and their ratios, and the spectral decrease (tilt-Stilt) as the degree of fall of
the power spectrum calculated by a linear regression using the mean square
method.

The supplementary spectral features describe the shape of the power spectrum
of the noise signal. The spectral centroid (Scentr) determines a center of gravity of
the spectrum—the average frequency weighted by the values of the normalized
energy of each frequency component in the spectrum

Scentr ¼ f s
NFFT

�∑
NFFT
k¼1 k S kð Þj j2

∑NFFT
k¼1 S kð Þj j2 : (12)

The spectral flatness (Sflat) is useful to determine the degree of periodicity in the
signal, and it can be calculated as a ratio of the geometric and the arithmetic mean
values of the power spectrum

Sflat ¼
QNFFT

k¼1 S kð Þj j2
h i 2

NFFT

2
NFFT

∑NFFT
k¼1 S kð Þj j2 : (13)

The spectral entropy is a measure of spectral distribution. It quantifies a degree
of randomness of spectral probability density represented by normalized frequency
components of the spectrum. The Shannon spectral entropy (SHE) can be calcu-
lated using the following formulas:

SHE ¼ � ∑
NFFT

k¼1
S kð Þj j2 log 2 S kð Þj j2: (14)

3. Description of performed measurements and experiments

The performed measurements were focused on analysis of vibration and noise
conditions in the scanning area and in the neighborhood of the open-air MRI
equipment E-scan Opera by Esaote S.p.A., Genoa [15] located at the Institute of
Measurement Science, SAS, Bratislava. The experiments were realized in four steps:
in the preliminary phase, the calibration was carried out, and the sensitivity and the
frequency response of the used vibration sensor were determined. Next, the noise
was measured using different directional patterns of the pickup microphone and the
influence of the pickup pattern on the spectral properties of the recorded noise
signal was analyzed. Then, the main vibration and noise measurement and record-
ing experiment were realized. The recorded signals were subsequently processed
and statistically analyzed. Finally, a detailed analysis of the influence of chosen scan
parameters on the time duration of the used MR sequences and on the quality factor
of the MR images was performed with the aim to find a suitable setting to minimize
exposition of the examined persons to noise and vibration.
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For basic visual comparison of spectral properties of the recorded vibration and
noise signals, the periodogram representing an estimate of the power spectral den-
sity (PSD) can be successfully used. The basic spectral properties can be determined
from the spectral envelope, and subsequently, the histograms of spectral values can
be calculated and compared. They also include the basic resonance frequencies FV1
and FV2 and their ratios, and the spectral decrease (tilt-Stilt) as the degree of fall of
the power spectrum calculated by a linear regression using the mean square
method.
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lated using the following formulas:
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3. Description of performed measurements and experiments

The performed measurements were focused on analysis of vibration and noise
conditions in the scanning area and in the neighborhood of the open-air MRI
equipment E-scan Opera by Esaote S.p.A., Genoa [15] located at the Institute of
Measurement Science, SAS, Bratislava. The experiments were realized in four steps:
in the preliminary phase, the calibration was carried out, and the sensitivity and the
frequency response of the used vibration sensor were determined. Next, the noise
was measured using different directional patterns of the pickup microphone and the
influence of the pickup pattern on the spectral properties of the recorded noise
signal was analyzed. Then, the main vibration and noise measurement and record-
ing experiment were realized. The recorded signals were subsequently processed
and statistically analyzed. Finally, a detailed analysis of the influence of chosen scan
parameters on the time duration of the used MR sequences and on the quality factor
of the MR images was performed with the aim to find a suitable setting to minimize
exposition of the examined persons to noise and vibration.
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3.1 Calibration of vibration sensors suitable for measurement in the low
magnetic field environment

The calibration and measurement experiments were realized with the help of the
main devices: the Audio Precision System One including two programmable input
and output channels for simultaneous measurement of electrical signals from the
vibration sensors mounted on the Vibration Exciter ESE 201 located at the Institute
of Electronics and Photonics, FEE&IT SUT, Bratislava. As a reference sensor, the
accelerometer KD35a from the company Metra Mess- und Frequenztechnik was
used. The sensor sensitivity of this standardized accelerometer is guaranteed, and it
operates over a frequency range from 50 Hz to 10 kHz. Three types of vibration
sensors having good response in the lower audio frequency range up to 2 kHz were
tested within this work:

• Cejpek SB-1 with the thin circular brass disc of 0.25-mm thickness and 27.5-
mm diameter designed primarily for pickup of a musical sound of a contrabass
(further called as “SB-1”),

• Shadow SH-SB2 double bass pickup with two disc transducers of 0.5-mm
thickness and 22.5-mm diameter (further called as “SB2a,b”),

• RFT heart microphone device HM 692 comprising a piezo-electric element
integrated in the 1-mm thin aluminum metal cover with 30-mm diameter
(further called as “HM692”).

The sensors were mounted on the plate of the vibration exciter as shown in the
detailed photo of the arrangement of the sensors in the right part of Figure 2.
The output voltage for supply of this exciter and the signal from the calibrated
sensors were checked parallel by the digital oscilloscope Rigol DS1102E. Two types
of the parameters of the vibration sensors were measured and compared in our
experiment:

• relative sensitivity at the reference frequency fref = 125 Hz,

• frequency response in the range from 20 Hz to 2 kHz at the chosen output
voltage of the vibration exciter (UexcBa0 = 360 mV).

Dependence of the sensor’s sensitivity on the excitation voltage for all three
sensors is presented in Figure 3a. The reference voltage sensitivity Ba0 of the SB-1

Figure 2.
Principle block diagram of the used calibration and measurement method together with a detailed photo of
practical mounting of the sensors on the plate of the vibration exciter.
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sensor was determined from this graph. Comparison in Figure 3b shows that the
measured frequency responses of SB-1, SB2ab, and HM692 are rotated by a slope of
about �20 dB per decade with respect to the frequency response of KD35a. As the
reference KD35a is an acceleration sensor, it emerges that the remaining three
sensors are velocity ones. The calculated inverse frequency response of the SB-1 is
drawn by the magenta dashed line together with the correction frequency response
obtained by shelving equalization that is plotted by the cyan dot-dash line in
Figure 3c. The effect of this shelving filter on the time-domain vibration signal, its
frequency-domain periodogram with chosen spectral features, and the spectrogram
can be seen in Figure 4.

3.2 Analysis of the influence of the directional pattern of the pickup
microphone on the spectral properties of the recorded noise signal

Acoustic noise measurement in the MRI neighborhood was realized in the direc-
tions of 30, 90, and 150°, at the distance of 60 cm from the central point of the
scanning area, and at the height of 85 cm from the floor—see the principal arrange-
ment photo in Figure 5. In this noise recording part of the experiment, the pick-up
Behringer dual-diaphragm condenser microphone B-2 PRO with switchable
cardioid, omnidirectional, or figure-of-eight pickup patterns was used—see the
directional patterns from the manufacturer’s specification sheet in Figure 6.

Subsequently, the spectral properties of the recorded noise signals were analyzed
using the mentioned three microphone pickup patterns. The obtained results are
presented for visual comparison in Figure 7 and summarized in numerical form in
Table 1; the output statistical parameters of the supplementary spectral features are
shown in Figure 8.

Figure 3.
Graph of: (a) measured sensors’ sensitivities, (b) frequency responses in the range 20 Hz to 2 kHz measured and
recalculated in [dB], and (c) correction frequency response for the SB-1 sensor linearization using the shelving
filter (b): fref = 125 Hz, UexcBa0 = 360 mV, Ba0 = {3.69 (KD35a), 12.9 (SB-1), 5.65 (SB2ab), and 2.45
(HM692)} mV/m s�2.
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sensor was determined from this graph. Comparison in Figure 3b shows that the
measured frequency responses of SB-1, SB2ab, and HM692 are rotated by a slope of
about �20 dB per decade with respect to the frequency response of KD35a. As the
reference KD35a is an acceleration sensor, it emerges that the remaining three
sensors are velocity ones. The calculated inverse frequency response of the SB-1 is
drawn by the magenta dashed line together with the correction frequency response
obtained by shelving equalization that is plotted by the cyan dot-dash line in
Figure 3c. The effect of this shelving filter on the time-domain vibration signal, its
frequency-domain periodogram with chosen spectral features, and the spectrogram
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tions of 30, 90, and 150°, at the distance of 60 cm from the central point of the
scanning area, and at the height of 85 cm from the floor—see the principal arrange-
ment photo in Figure 5. In this noise recording part of the experiment, the pick-up
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3.3 Mapping of the acoustic noise SPL in the MRI device vicinity

The acoustic noise SPL was measured using the multifunction environment
meter Lafayette DT 8820. In the first step, the dependence of the SPL noise values
on the distances DX was mapped. The measuring device was located successively at
the distances of {45, 50, 55, 60, 70, 80, 90} cm from the central point of the
scanning area, at the height of 85 cm from the floor (between both gradient coils),
and in the direction of 30° from the left corner near the temperature stabilizer,
producing majority of the background noise SPL0—see the experiment

Figure 4.
The vibration signal picked up by the SB-1 sensor without/with the applied shelving filter (left/right set of
graphs): selected 150-ms ROI of the signal together with the calculated RMS value (a), corresponding
periodogram including the spectral decrease-tilt (b), and spectrogram calculated from the whole 8-s duration of
the vibration signal (c); Q = 0.115, fc = 120, G = 30, and fs = 16 kHz.

Figure 5.
Principal arrangement of acoustic noise recording in the vicinity of the scanning area of the open-air MRI device
Opera: the pickup microphone situated at 30, 90, and 150°.
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Figure 6.
Example of directional patterns: cardioid (a), omnidirectional (b), and figure-of-eight (c) for the Behringer
condenser microphone B-2 PRO.

Figure 7.
Comparison of spectral envelope values in [dB] of the noise signals with different directional patterns of the
pickup microphone placed at different positions: histograms for omnidirectional, cardioid, and figure-of-eight
patterns—signals recorded at 90° (a) and histograms for signals recorded at 30, 90, and 150°—with the
cardioid directional pattern (b).

Microphone pickup pattern/
position

At 30° At 90° At 150°

Signal RMS

[�]
Stilt
[deg]

Signal RMS

[�]
Stilt
[deg]

Signal RMS

[�]
Stilt
[deg]

Omnidirectional 15.3 �16 13.5 �15 14.2 �13

Cardioid 15.2 �11 13.3 �10 14.0 �4

Figure-of-eight 14.1 �18 13.1 �13 13.0 �9

Table 1.
Comparison of the noise spectral parameters of the recordings picked up by the microphone with different
directional patterns placed at different positions.
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arrangement photo in Figure 9. Comparison of the resulting SPL values obtained
during execution of two basic SE and GE types of the MR scan sequences with the
background noise SPL (with no sequence running) is presented in the graphs of
Figure 10.

3.4 Main measurement experiments with the open-air MRI device

Within the scope of our main experiments, the baseline measurement and
recording of the vibration and noise signals were carried out during the execution of
the MR scan sequences. For noninvasive testing of the subject/object, usually two
basic classes of scan sequences are used to take MR images of human body parts
with high quality:

Figure 8.
Supplementary spectral properties of the recorded noise signals with different directional patterns of the pickup
microphone—(a) omnidirectional, (b) cardioid, and (c) figure-of-eight; box-plots of the basic statistical
parameters in the upper graphs, corresponding histograms of values of the spectral centroid, flatness, and
Shannon entropy (in the lower set of graphs); signal recorded at 90°.

Figure 9.
Arrangement photo of SPL noise measurement and parallel recording of noise and vibration signals of the open-
air MRI device Opera: (1) RF knee coil with a spherical water phantom, (2) vibration sensor, (3) pick-up
microphone, (4) SPL noise meter, and (5) principal angle diagram of the scanning area.
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• high-resolution (Hi-Res) sequences using the basic SE/GE MRI scan methods
[16],

• special 3D sequences used for building or reconstruction of 3D models of
biological or botanical issues [17].

Five types of MR scan sequences were tested in total in the investigated MRI
device Opera: SE 18 HF, SE 26 HF, GE T2 (as a typical representative of the “Hi-
Res” class), SS-3Dbalanced, and 3D-CE [15]. For each of these scan sequences,
different settings of the scan parameters are analyzed:

• orientation of scan slices TORIENT = {Coronal, Sagittal, Transversal}—see
visualization of the energy features of the vibration and noise signals in
Figure 11,

Figure 10.
Mapping of the acoustic noise SPL at different distances DX = {45, 50, 55, 60, 70, 80, 90} cm from the middle
of the scanning area of the MRI device for SE/GE sequences: (a) comparison of the SPL values with those of the
background noise (SPL0) and (b) box-plot of their basic statistical parameters.

Figure 11.
Visualization of energy features of the vibration and noise signals for different slice orientations: {coronal,
sagittal, transversal}: (a) signal RMS together with noise SPL values, (b) mean Enc0, (c) mean Enr0, and
(d) mean EnTK; used Hi-Res SE scan sequence with TE = 18 ms and TR = 500 ms.
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• high-resolution (Hi-Res) sequences using the basic SE/GE MRI scan methods
[16],

• special 3D sequences used for building or reconstruction of 3D models of
biological or botanical issues [17].

Five types of MR scan sequences were tested in total in the investigated MRI
device Opera: SE 18 HF, SE 26 HF, GE T2 (as a typical representative of the “Hi-
Res” class), SS-3Dbalanced, and 3D-CE [15]. For each of these scan sequences,
different settings of the scan parameters are analyzed:

• orientation of scan slices TORIENT = {Coronal, Sagittal, Transversal}—see
visualization of the energy features of the vibration and noise signals in
Figure 11,

Figure 10.
Mapping of the acoustic noise SPL at different distances DX = {45, 50, 55, 60, 70, 80, 90} cm from the middle
of the scanning area of the MRI device for SE/GE sequences: (a) comparison of the SPL values with those of the
background noise (SPL0) and (b) box-plot of their basic statistical parameters.

Figure 11.
Visualization of energy features of the vibration and noise signals for different slice orientations: {coronal,
sagittal, transversal}: (a) signal RMS together with noise SPL values, (b) mean Enc0, (c) mean Enr0, and
(d) mean EnTK; used Hi-Res SE scan sequence with TE = 18 ms and TR = 500 ms.
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• echo times TTE = {18, 22, 26} ms—compare the numerical results in Table 2,

• repetition time TTR = {60, 100, 200, 300, 400, 500} ms—documented by
comparison of the basic statistical parameters calculated from the vibration
and noise signals in Figure 12,

• mass of the object inserted in the MRI device scanning area {testing phantom/
lying person}—see graphical comparison of the mean values of the energy and
basic spectral properties of the vibration signal in Figure 14.

The slice orientations as well as the TE and TR parameters were set manually to
perform measurement and comparison in the range enabled by the current
sequence [15]. Practical realization of the last part of the experiment consists in
placing a testing phantom or a head and a neck of a lying person in the RF scan coil
between the upper and lower gradient coils of the MRI device. While the total
weight of the used testing phantom in the first part of the experiment was 0.75 kg,
the weighs of one male and one female voluntary person lying on the patient bed of
the MRI device were approx. 80 and 55 kg.

The multisignal measurement comprised real-time recording of the vibration
signal by the piezoelectric sensor located inside the scanning area of the investigated

Sequence1 Vibrations (SB-1) Noise2 SPL (C) [dB]

Signal RMS[�] EnTK [�] Enc0[�] Enr0[�]

TE = 18 ms 31.5 (1.53) 4.32 (0.67) 0.044 (0.002) 23.04 (4.7) 61.5

TE = 22 ms 34.6 (2.11) 4.96 (1.02) 0.040 (0.003) 24.03 (8.5) 62.5

TE = 26 ms 36.0 (2.27) 5.75 (0.85) 0.055 (0.004) 24.40 (9.3) 63.0
1Used Hi-Res SE-HF scan sequences with TR = 500 ms and sagittal orientation.
2Measured at the distance of DX = 60 cm and the angle of 30°, SPL0 = 56 dB.

Table 2.
Comparison of the mean energetic parameters of the vibration signal and the acoustic noise SPL (together with
std. values in parentheses) for different settings of the TE time.

Figure 12.
Visualization of energetic relations of the vibration (upper set of graphs) and noise (lower set) signals for
different TR times; {60, 100, 200, 300, 400, 500} ms—basic statistical parameters of: (a) Enc0, (b) Enr0, and
(c) EnTK; used Hi-Res GE-T2 sequences with TE = 22 ms and sagittal orientation.
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MRI device and of the acoustic noise signal using the microphone in its proximity,
and the additional measurement to check the noise SPL. In this part of the mea-
surement, the microphone stand with the Behringer dual-diaphragm condenser
microphone B-2 PRO was placed together with the SPL meter at the distance of
DX = 60 cm, and the 140-mm diameter spherical testing phantom filled with doped
water [15] was placed inside the knee RF coil. The SB-1 sensor [12, 18] was used to
pick up the vibration signal inside the scanning area of the MRI Opera device.
Practical position of the sensing disc was on the surface of the plastic holder of the
bottom gradient coils, as can be seen in the arrangement photo in Figure 9. The
stored recordings were further processed in order to evaluate and compare the
measured signal properties. All the noise and vibration signals were recorded with
the help of the Behringer Podcast Studio equipment. The signals with duration of
about 15 s sampled at 32 kHz were next processed in the sound editor program
Sound Forge 9.0a.

3.5 Analysis of the influence of the scan parameters on the time duration and
the quality factor of the MR images

The chosen type of the scanning sequence and the values of the resulting basic
scan parameters (TR and TE) have significant influence on the scanning time.
These parameters can also be changed manually, but their final values depend on
the setting of the other scan parameters—number of slices, slice thickness, number
of used accumulations NACC of the free induction decay (FID) signal [8, 16], etc.
Practical demonstration of the acquired MR images with increasing quality factor
(QF) shows greater range of visible details in the images for three different MR
scans of the human vocal tract in Figure 15.

The console program “ESAMRI” of the MRI device control software [15] was
used to carry out the following two parts of the analysis and comparison:

1. Influence of the basic setting of scan parameters on the final quality factor of
MR images and on the time duration TDUR of the scan sequence execution for:

• different slice thickness of {2, 2.5, 3, 4, 4.5, 5, 10} mm—the predicted QF

values are presented in Table 3 for the scan sequence Hi-Res SE18 HE,

• different repetition times of {60, 100, 200, 300, 400, 500} ms together
with NACC—see visualization of the graphical results using the “Hi-Res”
sequences of SE and GE types in Figure 16, and TDUR values in Table 4
for both Hi-Res sequences types,

• increased number of applied accumulations of the FID signal: NACC = {1,
2, 3, 4, 5, 6, 7, 8, 10, 16}—the predicted values of QF and TDUR are shown
numerically in Table 5 for the scan sequence Hi-Res SE18 HE.

Parameters1 Slice thickness [mm]

2 2.5 3 4 4.5 5 10

Q F [�] 17 21 26 34 38 43 85
1TDUR = 1 min 39 sec in all cases.

Table 3.
Influence of the slice thickness on the predicted quality factor of the MR image and on the time duration for the
scan sequence Hi-Res SE18 HE (TR = 500 ms, NACC = 1).
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2. Comparison of the predicted QF and TDUR values for “3D” types of MR scan
sequences—numerical matching of the results for the changed number of FID
signal accumulations and different number of 3D phases using:

• the SS-3D-balanced 10 sequences—see the values in Table 6,

• the 3D-CE 30 scan sequence (see Table 7).

NACC [�] TR [ms]

60 100 200 300 400 500

1 0:14 0:22 0:41 1:09 1:20 1:39

8 1:35 2:37 5:12 7:46 10:20 12:55

16 3:08 5:11 10:20 15:29 20:38 25:47

Table 4.
Dependence of the time duration TDUR [min:sec] on setting of TR and NACC parameters—merged values for
both Hi-Res sequences of SE and GE types; slice thickness = 4.5 mm.

Parameters NACC [�]

1 2 3 4 5 6 7 8 10 16

Q F [�] 14 20 24 28 31 34 37 40 44 56

TDUR

[min:sec]
0:14 0:26 0:37 0:49 1:00 1:12 1:24 1:35 1:58 3:08

Table 5.
Influence of the number of FID signal accumulations on the predicted quality factor of the MR image and on the
time duration for the scan sequence Hi-Res SE18 HE (TR = 60 ms and slice thickness = 10 mm).

Parameters NACC [�]

1 2 3 4 8 16

QF [�] 59 (102) 84 (144) 103 118 (204) 167 237

TDUR

[min:sec]
3:14 (5:36) 6:25 (11:04) 9:37 12:48 (22:00) 25:34 51:05

Table 6.
Influence of the number of FID signal accumulations on the predicted quality factor of the MR image and on the
time duration for the scan sequence SS-3D balanced (TE = 10 ms and TR = 20 ms) and 3D phases = 24 (for
42 phases, the values are in parentheses).

Parameters NACC [�]

1 2 3 4 8 16

QF [�] 134 (79) 189 (122) 231 267 (137) 378 534

TDUR

[min:sec]
1:04 (9:53) 2:00 (19:44) 2:56 3:52 (29:35) 7:36 15:04

Table 7.
Influence of the number of FID signal accumulations on the predicted quality factor of the MR image and on the
time duration for the scan sequence 3D-CE (TE = 30 ms and TR = 40 ms) and 3D phases = 8 (for 72 phases
the values are in parentheses).
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4. Discussion of the obtained results

The performed calibration and frequency response linearization of the piezo-
electric vibration sensor enables precise pick-up of vibration signals in the environ-
ment of a weak stationary magnetic field and a high-voltage RF signal disturbance
that is observed in the scanning area of the MRI device.

Our measurements have shown an inverse relationship between the diameter of
the used sensor and the minimum frequency of the vibration picked up from the
measured surface. The sensor HM692 with a massive aluminum microphone cap-
sule used in phonocardiography had the lowest sensitivity and caused the greatest
decrease of the maximum frequency. The calibration of the SB2 sensor was carried
out in parallel for both pickup elements. The measured frequency responses SB2a,b
are practically identical with nonlinear decrease in the range of low frequencies
from 35 to 100 Hz—see the frequency responses in Figure 3a. In 3D scanning of the
human vocal tract [4, 5, 19], the MRI device generates the acoustic noise of fre-
quencies in the range from 25 Hz to 3.5 kHz that is similar to the basic frequency
range of speech signals. For this reason, the SB-1 sensor was chosen for its greatest
size allowing the best low-frequency sensitivity.

Comparison of noise spectral properties recorded for different types of direc-
tional patterns of the pickup microphone yields the best recording conditions for
the cardioid pattern (minimum spectral decrease as shown by the obtained results
in Table 1). On the other hand, dispersion of the spectral envelope values is similar
for all three analyzed pattern types as can be seen in histograms in Figure 7a.
Comparison of different microphone positions has shown that at 30°, the back-
ground noise from the MRI temperature stabilizer degrades the recording (see the
signal RMS values in Table 1) and the direction of 150° is a bit unnatural from the
point of view of an examined person lying in the MRI scanning area. Therefore, the
direction chosen as the best for noise and speech signal recording was in the main
horizontal axis of the MRI device (at 90°). In addition, at this position, the lowest
values of the noise signal RMS were measured and the smallest dispersion of the
spectral envelopes was observed—see the green dash-dot line in Figure 7b.

The results of a detailed measurement of the acoustic noise intensity at different
distances from the central point of the scanning area for the SE and GE “Hi-Res”
sequences are presented in Figure 10. The GE sequence produces noise with a
slightly higher intensity, then the SE one (approx. 3-dB difference in the nearest
location of 45 cm from the center of the scanning area) and variation of the SPL
values depending on the measuring distance is also greater as seen in the box-plot
graph in Figure 10b. The minimum distance was set to 45 cm in order to eliminate
interaction of metal parts of the SPL meter with the static magnetic field of the MRI
device. If the SPL meter was placed near the center, the field homogeneity would be
disrupted and the warning message on the MRI control console would be followed
by disabling to run any scan sequence by the software system [14]. The maximum
measuring distance was set to 90 cm where the measured MRI noise was masked by
the background noise originating from the temperature stabilizer. In the middle of
the investigated measuring distances, the SPL values were similar for both types of
MR scan sequences, so the working distance of 60 cm was used for all further
measurements.

Next investigation of the recorded vibration and noise signals was aimed at the
influence of the choice of the slice orientation on the energy of the produced
vibration and noise signals. This effect is large—the maximum can be found in the
sagittal plane and the minimum in the transversal plane for the vibration signals,
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2. Comparison of the predicted QF and TDUR values for “3D” types of MR scan
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that is observed in the scanning area of the MRI device.
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measured surface. The sensor HM692 with a massive aluminum microphone cap-
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out in parallel for both pickup elements. The measured frequency responses SB2a,b
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distances from the central point of the scanning area for the SE and GE “Hi-Res”
sequences are presented in Figure 10. The GE sequence produces noise with a
slightly higher intensity, then the SE one (approx. 3-dB difference in the nearest
location of 45 cm from the center of the scanning area) and variation of the SPL
values depending on the measuring distance is also greater as seen in the box-plot
graph in Figure 10b. The minimum distance was set to 45 cm in order to eliminate
interaction of metal parts of the SPL meter with the static magnetic field of the MRI
device. If the SPL meter was placed near the center, the field homogeneity would be
disrupted and the warning message on the MRI control console would be followed
by disabling to run any scan sequence by the software system [14]. The maximum
measuring distance was set to 90 cm where the measured MRI noise was masked by
the background noise originating from the temperature stabilizer. In the middle of
the investigated measuring distances, the SPL values were similar for both types of
MR scan sequences, so the working distance of 60 cm was used for all further
measurements.

Next investigation of the recorded vibration and noise signals was aimed at the
influence of the choice of the slice orientation on the energy of the produced
vibration and noise signals. This effect is large—the maximum can be found in the
sagittal plane and the minimum in the transversal plane for the vibration signals,
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and in the coronal plane for the noise signals—see the column charts in Figure 11.
Therefore, the remaining experiments used only the sagittal orientation.

In accordance with our previous research [12, 18] the current experiments
confirm the influence of the TE and TR times on the vibration and acoustic noise
properties. The TE time extension causes fall of the final signal energy as
documented by raised all the four determined vibration energetic parameters as
well as the achieved SPL noise values in Table 2. The influence of the TR time
determining the basic dominant frequency can be seen in box-plot graphs in
Figure 12. This visualization of the basic statistical parameters obtained from anal-
ysis of vibration and noise signals shows the highest values of all energetic param-
eters for the shortest TR times (60 or 100 ms).

Comparison of energetic relations of the vibration and noise signals for different
sequence types brings ambiguous results and shows only small differences—see
three bar-graphs in Figure 13. The 3D sequence “SS-3Dbalanced” differs from the
remaining sequence types by reverse behavior: while the Enc0 and Enr0 parameters
indicate the minimum values, the EnTK achieves the maximum ones (see the graph
in Figure 13c). This situation can be caused by the minimum settings of the TE and
TR times that were used for the “Hi-Res” types to be comparable with the “3D”

types with slightly atypical values being out of the normal range of use although the
control software enables their setting [15].

Next comparison of energetic relations of the vibration and noise signals for
different objects placed in the scanning area of the MRI device shows a relatively
high effect of the mass put upon the bottom plastic holder of the gradient coils. The
effective weight of the person exerting a pressure on the bottom plastic holder of
the gradient coils attenuates the vibration pulses partially. The mass effect is dem-
onstrated by increase of the vibration signal energy based on Enc0 parameter with
its maximum for the lying male person with the weight of 80 kg (see the bar-graph
in Figure 14a). It is also demonstrated in the spectral properties of the vibration

Figure 13.
Comparison of energetic relations of vibration and noise signals for different sequence types: {Hi-Res SE-HE, Hi-
Res SE-HF, Hi-Res GE-T2, SS-3Dbal, 3D-CE}: (a) mean Enc0, (b) mean Enr0, and (c) mean EnTK; in all
cases, the sagittal slice orientation was used.

Figure 14.
Comparison of mean values of the energy and basic spectral properties of the vibration signal for different objects
placed in the scanning area of the MRI device: (a) energy Enc0, (b) box-plot of basic statistical properties for the
spectral decrease values, and (c) mutual values of the frequencies FV1 and FV2; used Hi-Res SE-HF scan
sequences with TE = 18 ms,TR = 400 ms, and sagittal orientation.
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signal as shown by lower spectral decrease in Figure 14a and by shift of the first two
dominant frequencies toward higher values—see the mutual FV1,2 position in
Figure 14c.

Results of the preliminary analysis of influence of the slice thickness document
that its increase has a positive effect on the predicted quality factor of MR images—
compare the values in Table 3. Next comparison shows a positive influence of
increase in the TR time on the quality factor, and this effect is more pronounced
when using the SE sequence type—see the left graph in Figure 16. This figure also
documents significant dependence between the applied number of FID signal

Figure 15.
Examples of MR images of the human vocal tract obtained with different values of the quality factor: (a) scan
sequence Hi-Res SE26 HF (TR = 500), slice thickness = 4.5 mm, QF = 100, (b) scan sequence Hi-Res SE26 HF
(TR = 500), slice thickness = 7.5 mm, QF = 196, and (c) scan sequence 3D SSF 30 (TR = 10), slice
thickness = 9.4 mm, and QF = 398.

Figure 16.
Influence of the TR time and the number of FID signal accumulations on the predicted image quality factor for
the Hi-Res sequences of—(a) SE and (b) GE type; slice thickness = 4.5 mm.
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signal as shown by lower spectral decrease in Figure 14a and by shift of the first two
dominant frequencies toward higher values—see the mutual FV1,2 position in
Figure 14c.

Results of the preliminary analysis of influence of the slice thickness document
that its increase has a positive effect on the predicted quality factor of MR images—
compare the values in Table 3. Next comparison shows a positive influence of
increase in the TR time on the quality factor, and this effect is more pronounced
when using the SE sequence type—see the left graph in Figure 16. This figure also
documents significant dependence between the applied number of FID signal

Figure 15.
Examples of MR images of the human vocal tract obtained with different values of the quality factor: (a) scan
sequence Hi-Res SE26 HF (TR = 500), slice thickness = 4.5 mm, QF = 100, (b) scan sequence Hi-Res SE26 HF
(TR = 500), slice thickness = 7.5 mm, QF = 196, and (c) scan sequence 3D SSF 30 (TR = 10), slice
thickness = 9.4 mm, and QF = 398.

Figure 16.
Influence of the TR time and the number of FID signal accumulations on the predicted image quality factor for
the Hi-Res sequences of—(a) SE and (b) GE type; slice thickness = 4.5 mm.
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accumulations and the predicted QF value. Also, in this case, the increase of QF is
more distinctive for the SE sequences. Values in Table 4 describe the influence of
TR andNACC values on the final time duration of the executed scan sequence. While
the increased TR causes only moderately greater overall time duration, the changed
NACC parameter has comparably higher influence on the final time duration. This
effect is also shown in a detailed comparison of numerical results for different NACC

values in Table 5. For the “Hi-Res” sequence types, the increase of the parameter
NACC from 2 to 16 results in about 2.8 times greater value of QF but 6 times greater
than that of TDUR. For the “3D” sequence types, the increase of the resulting time
duration is also affected by the choice of the number of 3D phases (equivalent to the
number of slices with selection of the slice thickness for the “Hi-Res” sequences) in
parallel as shown in Tables 6 and 7.

5. Conclusions

Acoustic noise measurement in the vicinity of the investigated open-air MRI
device yielded the maximum sound pressure level of about 82 dB(C) at the distance
of 45 cm from the central point of the MRI scanning area for the GE scan sequence
with short TE and TR times and the sagittal orientation of scan slices. For examina-
tion of other parts of the human body (leg, arm, etc.), the head is not inserted
directly between the upper and the lower gradient coils, so the noise level is much
lower as documented for different distances in Figure 10. Finally, the scanning
times for the mostly used 3D or Hi-Res sequences are in general less than 15 minutes
(typically about 3–5 minutes depending on the chosen number and thickness of the
slices)—exposition of the examined person and his/her hearing system to the noise
and vibration is not significant.

If there is need for more detailed MR images with higher quality factor QF (e.g.,
in scanning of particular parts of the human brain, the eye, the middle and inner
ear, etc.), the time duration TDUR can be much longer (more than half an hour). In
such a case, the long exposition to the vibration and acoustic noise may impose
great physiological and psychological stress on the patient. Therefore, these scan
parameters should be chosen only in the urgent cases.

The results of the performed measurements are useful for precise description of
the process of the mechanical vibration excitation and the acoustic noise radiation
in the scanning area and in the vicinity of the MRI device. The measurement results
and comparisons with a similar low-field MRI tomograph can be used in optimiza-
tion of the acoustic noise suppression in the speech recorded parallel with applica-
tion of MRI scanning for 3D modeling of the human vocal tract [19].

Acknowledgements

This work was funded by the Slovak Scientific Grant Agency project VEGA 2/
0001/17 and the Ministry of Education, Science, Research, and Sports of the Slovak
Republic VEGA 1/0905/17, and the Slovak Research and Development Agency,
project no. APVV-15-0029.

Conflict of interest

The authors declare no conflict of interest.

114

Noise and Vibration Control - From Theory to Practice

Author details

Jiří Přibil1*, Anna Přibilová2 and Ivan Frollo1

1 Institute of Measurement Science, SAS, Bratislava, Slovak Republic

2 Institute of Electronics and Photonics, Faculty of Electrical Engineering and
Information Technology, SUT, Bratislava, Slovak Republic

*Address all correspondence to: umerprib@savba.sk

©2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

115

Analysis of Energy Relations between Noise and Vibration Produced by a Low-Field MRI Device
DOI: http://dx.doi.org/10.5772/intechopen.85275



accumulations and the predicted QF value. Also, in this case, the increase of QF is
more distinctive for the SE sequences. Values in Table 4 describe the influence of
TR andNACC values on the final time duration of the executed scan sequence. While
the increased TR causes only moderately greater overall time duration, the changed
NACC parameter has comparably higher influence on the final time duration. This
effect is also shown in a detailed comparison of numerical results for different NACC

values in Table 5. For the “Hi-Res” sequence types, the increase of the parameter
NACC from 2 to 16 results in about 2.8 times greater value of QF but 6 times greater
than that of TDUR. For the “3D” sequence types, the increase of the resulting time
duration is also affected by the choice of the number of 3D phases (equivalent to the
number of slices with selection of the slice thickness for the “Hi-Res” sequences) in
parallel as shown in Tables 6 and 7.

5. Conclusions

Acoustic noise measurement in the vicinity of the investigated open-air MRI
device yielded the maximum sound pressure level of about 82 dB(C) at the distance
of 45 cm from the central point of the MRI scanning area for the GE scan sequence
with short TE and TR times and the sagittal orientation of scan slices. For examina-
tion of other parts of the human body (leg, arm, etc.), the head is not inserted
directly between the upper and the lower gradient coils, so the noise level is much
lower as documented for different distances in Figure 10. Finally, the scanning
times for the mostly used 3D or Hi-Res sequences are in general less than 15 minutes
(typically about 3–5 minutes depending on the chosen number and thickness of the
slices)—exposition of the examined person and his/her hearing system to the noise
and vibration is not significant.

If there is need for more detailed MR images with higher quality factor QF (e.g.,
in scanning of particular parts of the human brain, the eye, the middle and inner
ear, etc.), the time duration TDUR can be much longer (more than half an hour). In
such a case, the long exposition to the vibration and acoustic noise may impose
great physiological and psychological stress on the patient. Therefore, these scan
parameters should be chosen only in the urgent cases.

The results of the performed measurements are useful for precise description of
the process of the mechanical vibration excitation and the acoustic noise radiation
in the scanning area and in the vicinity of the MRI device. The measurement results
and comparisons with a similar low-field MRI tomograph can be used in optimiza-
tion of the acoustic noise suppression in the speech recorded parallel with applica-
tion of MRI scanning for 3D modeling of the human vocal tract [19].

Acknowledgements

This work was funded by the Slovak Scientific Grant Agency project VEGA 2/
0001/17 and the Ministry of Education, Science, Research, and Sports of the Slovak
Republic VEGA 1/0905/17, and the Slovak Research and Development Agency,
project no. APVV-15-0029.

Conflict of interest

The authors declare no conflict of interest.

114

Noise and Vibration Control - From Theory to Practice

Author details

Jiří Přibil1*, Anna Přibilová2 and Ivan Frollo1

1 Institute of Measurement Science, SAS, Bratislava, Slovak Republic

2 Institute of Electronics and Photonics, Faculty of Electrical Engineering and
Information Technology, SUT, Bratislava, Slovak Republic

*Address all correspondence to: umerprib@savba.sk

©2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

115

Analysis of Energy Relations between Noise and Vibration Produced by a Low-Field MRI Device
DOI: http://dx.doi.org/10.5772/intechopen.85275



References

[1] He Z, He W, Wu J, Xu Z. The novel
design of a single-sided MRI probe for
assessing burn depth. Sensors. 2017;17:
526. DOI: 10.3390/s17030526

[2] Panych LP, Madore B. The physics of
MRI safety. Journal of Magnetic
Resonance Imaging. 2018;47:28-43.
DOI: 10.1002/jmri.25761

[3] Moelker A, Wielopolski PA,
Pattynama PMT. Relationship between
magnetic field strength and magnetic-
resonance-related acoustic noise levels.
Magnetic resonance materials in
physics. Biology and Medicine. 2003;16:
52-55. DOI: 10.1007/s10334-003-0005-9

[4] Mainka A, Platzek I, Mattheus W,
Fleischer M, Müller AS. Three-
dimensional vocal tract morphology
based on multiple magnetic resonance
images is highly reproducible during
sustained phonation. Journal of Voice.
2017;31:504. e11-5504.e20. DOI:
10.1016/j.jvoice.2016.11.009

[5] Kuortti J, Malinen J, Ojalammi A.
Post-processing speech recordings
during MRI. Biomedical Signal
Processing and Control. 2018;39:11-22.
DOI: 10.1016/j.bspc.2017.07.017

[6] Seidman MD, Standring RT. Noise
and quality of life. International Journal
of Environmental Research and Public
Health. 2010;7:3730-3738

[7] Diedrichsen J, Balsters JH, Flavell J,
Cussans E, Ramnani N. A probabilistic
MR atlas of the human cerebellum.
NeuroImage. 2009;46:39-46. DOI:
10.1016/j.neuroimage.2009.01.045

[8] Liang ZP, Lauterbur PC. Principles of
Magnetic Resonance Imaging: A Signal
Processing Perspective. New York:
Wiley-IEEE Press; 2000. 416 p. ISBN:
978-0-780-34723-6

[9] Rimell AN, Mansfield NJ, Paddan GS.
Design of digital filters for frequency
weightings (A and C) required for risk
assessments of workers exposed to
noise. Industrial Health. 2015;53:21-27.
DOI: 10.2486/indhealth.2013-0003

[10] Fraden J. Handbook of Modern
Sensors: Physics, Designs, and
Applications. 4th ed. New York:
Springer; 2016. 663 p. ISBN: 978-1-
4939-0040-4

[11] Mechefske CK. Vibration in MRI
scanners. In: Al-Jumaily A, Alizad A,
editors. Biomedical Applications of
Vibration and Acoustics in Therapy,
Bioeffects and Modeling. New York:
ASME Press; 2008. pp. 329-349. ISBN:
978-0-7918-0275-5

[12] Přibil J, Přibilová A, Frollo I.
Comparison of mechanical vibration
and acoustic noise in the open-air MRI.
Applied Acoustics. 2016;105:13-23. DOI:
10.1016/j.apacoust.2015.11.013

[13] Zölzer U. Digital Audio Signal
Processing. 2nd ed. Chichester: John
Wiley & Sons; 2008. ISBN: 978-0-
470-99785-7

[14] Boudraa AO, Salzenstein F. Teager–
Kaiser energy methods for signal and
image analysis: A review. Digital Signal
Processing. 2018;78:338-375. DOI:
10.1016/j.dsp.2018.03.010

[15] SpA E. E-Scan Opera. Genoa: User’s
Manual. Revision A; 2008

[16] Bernstein MA, King KF, Zhou XJ.
Handbook of MRI Pulse Sequences.
Burlington: Elsevier Academic Press;
2004. 1040 p. ISBN: 978-0-12-092861-3

[17] Wellard RM, Ravasio JP, Guesne S,
Bell C, Oloyede A, Tevelen G, et al.
Simultaneous magnetic resonance
imaging and consolidation measurement

116

Noise and Vibration Control - From Theory to Practice

of articular cartilage. Sensors. 2014;14:
7940-7958. DOI: 10.3390/s140507940

[18] Přibil J, Přibilová A, Frollo I.
Mapping and spectral analysis of
acoustic vibration in the scanning area
of the weak field magnetic resonance
imager. Journal of Vibration Acoustic
Transaction ASME. 2014;136:051005–
01-051005–051010. DOI: 10.1115/
1.4027791

[19] Přibil J, Přibilová A, Frollo I.
Analysis of acoustic noise and its
suppression in speech recorded during
scanning in the open-air MRI. In:
Ahmed N, editor. Advances in Noise
Analysis, Mitigation and Control.
InTech. Croatia: Rijeka; 2016.
pp. 205-228

117

Analysis of Energy Relations between Noise and Vibration Produced by a Low-Field MRI Device
DOI: http://dx.doi.org/10.5772/intechopen.85275



References

[1] He Z, He W, Wu J, Xu Z. The novel
design of a single-sided MRI probe for
assessing burn depth. Sensors. 2017;17:
526. DOI: 10.3390/s17030526

[2] Panych LP, Madore B. The physics of
MRI safety. Journal of Magnetic
Resonance Imaging. 2018;47:28-43.
DOI: 10.1002/jmri.25761

[3] Moelker A, Wielopolski PA,
Pattynama PMT. Relationship between
magnetic field strength and magnetic-
resonance-related acoustic noise levels.
Magnetic resonance materials in
physics. Biology and Medicine. 2003;16:
52-55. DOI: 10.1007/s10334-003-0005-9

[4] Mainka A, Platzek I, Mattheus W,
Fleischer M, Müller AS. Three-
dimensional vocal tract morphology
based on multiple magnetic resonance
images is highly reproducible during
sustained phonation. Journal of Voice.
2017;31:504. e11-5504.e20. DOI:
10.1016/j.jvoice.2016.11.009

[5] Kuortti J, Malinen J, Ojalammi A.
Post-processing speech recordings
during MRI. Biomedical Signal
Processing and Control. 2018;39:11-22.
DOI: 10.1016/j.bspc.2017.07.017

[6] Seidman MD, Standring RT. Noise
and quality of life. International Journal
of Environmental Research and Public
Health. 2010;7:3730-3738

[7] Diedrichsen J, Balsters JH, Flavell J,
Cussans E, Ramnani N. A probabilistic
MR atlas of the human cerebellum.
NeuroImage. 2009;46:39-46. DOI:
10.1016/j.neuroimage.2009.01.045

[8] Liang ZP, Lauterbur PC. Principles of
Magnetic Resonance Imaging: A Signal
Processing Perspective. New York:
Wiley-IEEE Press; 2000. 416 p. ISBN:
978-0-780-34723-6

[9] Rimell AN, Mansfield NJ, Paddan GS.
Design of digital filters for frequency
weightings (A and C) required for risk
assessments of workers exposed to
noise. Industrial Health. 2015;53:21-27.
DOI: 10.2486/indhealth.2013-0003

[10] Fraden J. Handbook of Modern
Sensors: Physics, Designs, and
Applications. 4th ed. New York:
Springer; 2016. 663 p. ISBN: 978-1-
4939-0040-4

[11] Mechefske CK. Vibration in MRI
scanners. In: Al-Jumaily A, Alizad A,
editors. Biomedical Applications of
Vibration and Acoustics in Therapy,
Bioeffects and Modeling. New York:
ASME Press; 2008. pp. 329-349. ISBN:
978-0-7918-0275-5

[12] Přibil J, Přibilová A, Frollo I.
Comparison of mechanical vibration
and acoustic noise in the open-air MRI.
Applied Acoustics. 2016;105:13-23. DOI:
10.1016/j.apacoust.2015.11.013

[13] Zölzer U. Digital Audio Signal
Processing. 2nd ed. Chichester: John
Wiley & Sons; 2008. ISBN: 978-0-
470-99785-7

[14] Boudraa AO, Salzenstein F. Teager–
Kaiser energy methods for signal and
image analysis: A review. Digital Signal
Processing. 2018;78:338-375. DOI:
10.1016/j.dsp.2018.03.010

[15] SpA E. E-Scan Opera. Genoa: User’s
Manual. Revision A; 2008

[16] Bernstein MA, King KF, Zhou XJ.
Handbook of MRI Pulse Sequences.
Burlington: Elsevier Academic Press;
2004. 1040 p. ISBN: 978-0-12-092861-3

[17] Wellard RM, Ravasio JP, Guesne S,
Bell C, Oloyede A, Tevelen G, et al.
Simultaneous magnetic resonance
imaging and consolidation measurement

116

Noise and Vibration Control - From Theory to Practice

of articular cartilage. Sensors. 2014;14:
7940-7958. DOI: 10.3390/s140507940

[18] Přibil J, Přibilová A, Frollo I.
Mapping and spectral analysis of
acoustic vibration in the scanning area
of the weak field magnetic resonance
imager. Journal of Vibration Acoustic
Transaction ASME. 2014;136:051005–
01-051005–051010. DOI: 10.1115/
1.4027791

[19] Přibil J, Přibilová A, Frollo I.
Analysis of acoustic noise and its
suppression in speech recorded during
scanning in the open-air MRI. In:
Ahmed N, editor. Advances in Noise
Analysis, Mitigation and Control.
InTech. Croatia: Rijeka; 2016.
pp. 205-228

117

Analysis of Energy Relations between Noise and Vibration Produced by a Low-Field MRI Device
DOI: http://dx.doi.org/10.5772/intechopen.85275



Chapter 7

Vibration Analysis and Control
in the Rail Car System Using
PID Controls
Ilesanmi Afolabi Daniyan and Khumbulani Mpofu

Abstract

The PID classic control systems are often employed for rail car systems to reduce
the vibrations and disturbance rate during movement. In this study, the dynamic
modeling and simulation of PID controls for rail car systems were carried out. Using
9 degrees of freedom, the modeling process comprises the representation of the rail
car system and the rail track followed by the generation of equations of motion as
well as differential equations for the rail car body, wheel sets and bogie. The
represented systems are simulated in the MATLAB Simulink 2018 environment
based on the equations of motion generated, and subsequently vibration analysis
was carried out. The PID control system tuned according to the Nichols-Ziegler rule
was introduced to minimize the vibrations and disturbance rate. The performance
of the control and the rail car system in terms of the input step response, band-
width, frequency, phase margin, frequency and input and output rejections was
evaluated. The control system demonstrated significant robustness in providing the
required active control for the system, while there was improved stability and
reduction in noise and vibration under control action of the PID, thus improving
ride comfort.

Keywords: advanced controls, modeling, rail car, simulation, vibration

1. Introduction

The rail car system uses steel wheels moving on steel rails, and its suspension
system comprises the bogie, primary and secondary suspension elements as well
as springs and dampers. The rail car has the power bogies in the front and rear
positions each having four wheels arranged in pairs and rigidly connected through
an axle. The sets of wheel, which rotates at the same speed, are connected to the
bogie through the primary suspension system, which is harder and stiffer in order
to minimize load disturbances and uneven weight distributions. This is to maintain
a good balance of the rail car while moving along its track. The stiff primary
suspension system connects the wheel set to the bogie, while the soft secondary
suspension system connects the bogie to the rail car body in order to isolate it from
disturbances that stem from rail irregularities, uneven track profiles and its associ-
ated vibrations. While the primary suspension system is designed to provide
guidance and rail car stability amidst load and weight variations, the secondary
suspension system is to enhance comfortable ride by isolating rail car body from rail
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represented systems are simulated in the MATLAB Simulink 2018 environment
based on the equations of motion generated, and subsequently vibration analysis
was carried out. The PID control system tuned according to the Nichols-Ziegler rule
was introduced to minimize the vibrations and disturbance rate. The performance
of the control and the rail car system in terms of the input step response, band-
width, frequency, phase margin, frequency and input and output rejections was
evaluated. The control system demonstrated significant robustness in providing the
required active control for the system, while there was improved stability and
reduction in noise and vibration under control action of the PID, thus improving
ride comfort.

Keywords: advanced controls, modeling, rail car, simulation, vibration

1. Introduction

The rail car system uses steel wheels moving on steel rails, and its suspension
system comprises the bogie, primary and secondary suspension elements as well
as springs and dampers. The rail car has the power bogies in the front and rear
positions each having four wheels arranged in pairs and rigidly connected through
an axle. The sets of wheel, which rotates at the same speed, are connected to the
bogie through the primary suspension system, which is harder and stiffer in order
to minimize load disturbances and uneven weight distributions. This is to maintain
a good balance of the rail car while moving along its track. The stiff primary
suspension system connects the wheel set to the bogie, while the soft secondary
suspension system connects the bogie to the rail car body in order to isolate it from
disturbances that stem from rail irregularities, uneven track profiles and its associ-
ated vibrations. While the primary suspension system is designed to provide
guidance and rail car stability amidst load and weight variations, the secondary
suspension system is to enhance comfortable ride by isolating rail car body from rail
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track irregularities. These design requirements of both suspension systems are to
dampen the effect of vibration and increase the overall system’s performance [1, 2].
For a rail car, when vibrations are not kept within the permissible limits, the
comfort, safety and health of passengers are at risk, and the time interval for
maintenance activities for the components will likely increase. Hence, undesirable
vibration in the rail car system is the cause of noise, considerable energy loss,
reduction in the system’s performance, fatigue or fracture of some component,
instability of a moving rail car and displacement of the rail track, amongst others.
Over the years, there are three main types of suspension systems often employed to
check vibration in the rail car system, namely, the passive, semi-active and fully
active suspension systems [3, 4]. The design requirements of the suspension system
of the rail car are to provide support against the dynamic loads and weight of the
railcar; prevent load and rail disturbances; isolate the rail car body disturbances that
could offset its balance; prevent irregular motions such as bouncing, yawing, etc.;
provide guidance along the rail track; and optimize the curving, braking and other
car maneuvering performances. The passive suspension system, which consists of
springs, absorbs and stores the energy absorbed, while the dampers mounted on
each wheel act as the shock absorber that dissipates the energy stored in the spring
and reduces the vibrations from the rail transmitted to the vehicle ([5–7]. The
passive suspension system is cost-effective and driven by simple technology, but its
demerit lies in the fact that it cannot measure some critical parameters such as the
velocity, displacement, acceleration, etc. of the rail car system in real time in order
to effect the needed adjustments to stabilize the rail car system; hence, it is rigid and
cannot reach the compromise between alternate hard primary and soft secondary
suspension systems amidst load and rail irregularities. On the other hand, the active
suspension system uses sensors, comparators and actuator for measuring and mon-
itoring some critical parameters that influence rail car stability in real time [8, 9].
The measured system’s parameters are compared with the threshold already pre-set
on the controller, which can guarantee comfortable ride. The steady-state errors
generated are eliminated through adjustment and compensation for such errors,
and as such, there is high-level damping without compromising the system’s per-
formance. The third category of suspension system is the semi-active suspension
system, which employs a spring and controllable damper. The spring element stores
the energy, while the controllable damper dissipates the energy stored. The semi-
active suspension systems combine the features of the passive and active suspension
systems such as the use of passive damper and an actively controlled spring. The
merit of the semi-active suspension is that it is cost and energy effective [9–11].

Over the years, researchers have employed several approaches ranging from
classic to advance systems to control the suspension system in order to minimize the
effect of vibrations. Such approaches include the use of proportional-integral-
derivative (PID) control, Fuzzy PID, Linear Quadratic Regulator vibration control-
ler, Adaptive Neuro-Fuzzy Inference System control and magnetorheological
dampers, amongst others [12–16].

2. Materials and method

The analysis of vibration and control in the rail car system starts with the
schematic representation of the rail car and track system including their degrees of
freedoms and subsequent generation of equations of motion. The modeling is done
with the masses of the system (rail car, body and wheel sets) having 6 degrees of
freedom in the longitudinal, lateral and vertical directions as well as in the roll, pitch
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and yaw rotational motions. Figures 1 and 2 illustrate the free body diagram for the
rail car and track system in their degrees of freedom.

In order to give a complete vibration analysis and control, the model design and
simulation of the suspension systems are considered as both linear and non-linear
systems. There are three forces acting on the rail car suspension system, namely, the
spring force, rolling resistance and forces due to the wheel-track interactions. The
spring force and the rolling resistance act on the rail car body with mass m1 in the
horizontal directions, while the spring force, rolling resistance and the forces due to
the wheel-track interactions act on the bogies with mass m2 due to load in the
horizontal directions. The masses of the rail car and its bogies are represented bym1
and m2, respectively, while the bodies are connected to the rail car through the
secondary suspension with couplings having stiffness K: If force Fd is the force
generated as a result of wheel-track interaction, Fu is the control force and μ is the
coefficient of rolling friction, then Newton’s second law of motion holds; thus,

F ¼ ma (1)

∑F1 ¼ K x1 � x2ð Þ � μm1 g _x1 ¼ m1€x1 (2)

∑F2 ¼ Fd � K x1 � x2ð Þ � μm2 g _x2 ¼ m2€x2 (3)

Eq. (3) expresses the summation of the forces

∑ F1 þ F2ð Þ ¼ m1€x1 þm2€x2 (4)

Figure 1.
The rail car and its suspension system [17].

Figure 2.
The free body diagram for the rail car model [18].
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vibration in the rail car system is the cause of noise, considerable energy loss,
reduction in the system’s performance, fatigue or fracture of some component,
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active suspension systems [3, 4]. The design requirements of the suspension system
of the rail car are to provide support against the dynamic loads and weight of the
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the energy, while the controllable damper dissipates the energy stored. The semi-
active suspension systems combine the features of the passive and active suspension
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merit of the semi-active suspension is that it is cost and energy effective [9–11].

Over the years, researchers have employed several approaches ranging from
classic to advance systems to control the suspension system in order to minimize the
effect of vibrations. Such approaches include the use of proportional-integral-
derivative (PID) control, Fuzzy PID, Linear Quadratic Regulator vibration control-
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dampers, amongst others [12–16].
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The analysis of vibration and control in the rail car system starts with the
schematic representation of the rail car and track system including their degrees of
freedoms and subsequent generation of equations of motion. The modeling is done
with the masses of the system (rail car, body and wheel sets) having 6 degrees of
freedom in the longitudinal, lateral and vertical directions as well as in the roll, pitch
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and yaw rotational motions. Figures 1 and 2 illustrate the free body diagram for the
rail car and track system in their degrees of freedom.

In order to give a complete vibration analysis and control, the model design and
simulation of the suspension systems are considered as both linear and non-linear
systems. There are three forces acting on the rail car suspension system, namely, the
spring force, rolling resistance and forces due to the wheel-track interactions. The
spring force and the rolling resistance act on the rail car body with mass m1 in the
horizontal directions, while the spring force, rolling resistance and the forces due to
the wheel-track interactions act on the bogies with mass m2 due to load in the
horizontal directions. The masses of the rail car and its bogies are represented bym1
and m2, respectively, while the bodies are connected to the rail car through the
secondary suspension with couplings having stiffness K: If force Fd is the force
generated as a result of wheel-track interaction, Fu is the control force and μ is the
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F ¼ ma (1)

∑F1 ¼ K x1 � x2ð Þ � μm1 g _x1 ¼ m1€x1 (2)

∑F2 ¼ Fd � K x1 � x2ð Þ � μm2 g _x2 ¼ m2€x2 (3)

Eq. (3) expresses the summation of the forces

∑ F1 þ F2ð Þ ¼ m1€x1 þm2€x2 (4)

Figure 1.
The rail car and its suspension system [17].

Figure 2.
The free body diagram for the rail car model [18].

121

Vibration Analysis and Control in the Rail Car System Using PID Controls
DOI: http://dx.doi.org/10.5772/intechopen.85654



∑ F1 þ F2ð Þ ¼ M€x (5)

∑ F1 þ F2ð Þ ¼ ∑ Fd þ Fuð Þ (6)

The spring deflection is expressed as Eq. (7):

δ ¼ K x1 � x2ð Þ (7)

∑ Fd þ Fuð Þ ¼ M€x þ b _x þ Kx (8)

Fd½ � þ Fu½ � ¼ M½ �€x þ b½ � _x þ K½ �x (9)

Hence, x ¼ x:::::x1
� �T

(10)

_x ¼ dx
dt

¼ f x tð Þ; u tð Þ; tð Þ (11)

where x tð Þ is the state vector and a set of variables representing the configura-
tions of the system. The modeling of the rail car system and its suspension system as
well as the track system is done on the MATLAB Simulink 2018 environment
(Figure 3).

The transfer function was used for representing the linear systems, and the
inputs are the load changes, applied forces as well as the uneven track profiles,
while the output of the system is the acceleration and displacement of the rail car
body as well as the deflection of the suspension systems.

According to Sezer and Atalay [19], the vectors for the displacement, rail car
disturbance and control forces are expressed as Eqs. (12)–(14), respectively:

x ¼ Xr,Lr,Vr,θr,∅r,ψr,Xb1,Lb1,Vb1,θb1∅b1,ψb1,Xb2,Lb2,Vb2,θb2∅b2,ψb2,
�

Xb3,Lb3,Vb3,θb3∅b3,ψb3,Xw1,Lw1,Vw1,θw1,ψw1,Xw2,Lw2,Vw2,θw2,

ψw2,Xw3,Lw3,Vw3,θw3,ψw3,Xw4,Lw4,Vw4,θw4,ψw4,Xw5,Lw5,Vw5,

θw5,ψw5, Xw6, Lw6,Vw6,θw6,ψw6�T (12)

Fd½ � ¼ 000000000000000000000000 ksLYr1ð Þ ksV Vr1 þ Vr2ð Þð Þ½
ksLR1Lr1 þ ksV Vr2 � Vr1ð Þð Þ00 ksLLr2ð Þ ksV Vr3 þ Vr4ð Þð Þ
ksLR1Lr2 þ ksVa Vr4 � Vr3ð Þð Þ00 ksLLr3ð Þ ksV Vr5 þ Vr6ð Þð Þ
ksLR1Lr3 þ ksVa Vr6 � Vr5ð Þð Þ00 ksLLr4ð Þ ksV Vr7 þ Vr8ð Þð Þ
ksLR1Lr4 þ ksVa Vr8 � Vr7ð Þð Þ00 ksLLr5ð Þ ksV Vr9 þ Vr10ð Þð Þ
ksLR1Lr5 þ ksVa Vr10 � Vr9ð Þð Þ00 ksLLr6ð Þ ksV Vr11 þ Vr12ð Þð Þ
ksLR1Lr6 þ ksVa Vr12 � Vr11ð Þð Þ0�T (13)

Fu½ � ¼ 0 UL1 þUL2 þUL3ð Þ UV1 þUV2 þ UV3 þUV4 þUV5 þUV6ð Þ½
d3 UL1 þ UL2 þ UL3ð Þ p2 UV2 þ UV4 þ UV6ð Þ � UV1 þ UV3 þUV5ð Þð Þ� ��

Lo UV5 þ UV6ð Þ � UV1 þ UV2ð Þð ÞÞ h2UL1 �UL3ð ÞÞ0
� UL1ð Þ UV1 þ UV2ð Þð Þ d2UL1 � p2 UV2 � UV1ð Þ� �

000 �UL2ð Þ
�UV3 þUV4ð ÞÞ d2UL2 � p2 UV4 �UV3ð Þ� �

000 �UL3ð Þ �UV5 þUV6ð ÞÞ
d2UL3 � p2 UV6 � UV5ð Þ� �

00000000000000000000000000000000�T
(14)
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where.
Lr1, Lr2, Lr3, Lr4, Lr5, Lr6 are the lateral rail disturbance functions;

Vr1,Vr3,Vr5, Vr7, Vr9, Vr11 are the vertical right rail disturbance functions;
Vr2, Vr4, Vr6,Vr8, Vr10,Vr12 are the vertical left rail disturbance functions; Xr,Lr,Vr
are the longitudinal, lateral and vertical displacements of the rail car body;
Xbi, Lbi,Vbi are the longitudinal, lateral and vertical displacements of the rail car
bogie; Xwj, Lwj,Vwj are the longitudinal, lateral and vertical displacements of the rail
car wheel sets; θr,∅r,ψ r, are the roll, pitch and yaw displacements of the rail car
body; θbi,∅bi,ψbi, are the roll, pitch and yaw displacements of the rail car bogie;
θwj,∅wj, ψwj, are the roll, pitch and yaw displacements of the rail car wheel set
(i ¼ 1…::3; and j ¼ 1…::6Þ; p1 is the lateral distance between the vertical primary
suspensions; p2 is the lateral distance between the vertical secondary suspensions;
d1 is the vertical distance between the wheel set and the bogie mass centre; d2 is the
vertical distance between the bogie mass centre and lateral secondary suspension;
d3 is the vertical distance between the lateral secondary suspension and railcar body
mass centre; Lo is the longitudinal distance between the bogies; and a is the lateral
distance between the contact points of the wheel-rail.

The mathematical model can be obtained in either the state space or using the
transfer function for necessary control actions. The control action is to improve the
speed of response, system’s balance and stability and to reduce the steady-state
error as well as the amplitude of oscillations. Eqs. (15) and (16) express the form of
the second-order systems:

_y tð Þ þ ξωn _y tð Þ þ ω2
ny tð Þ ¼ kdω2

nu tð Þ (15)

G sð Þ ¼ X sð Þ
F sð Þ ¼

1
ms2 þ bsþ k

¼ kdω2
n

s2 þ 2ξωnsþ ω2
n
¼ kdω2

n

sþ σð Þ2 þ ω2
d

(16)

Figure 3.
Modeling of the rail car and its suspension system.
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�
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where.
kd is the dc gain which is the steady-state step response to the magnitude of the

step input expressed as Eq. (17)

kd ¼ 1
k

(17)

ωd is the damped natural frequency expressed as Eq. (18)

ωd ¼ ωn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ξ2

q
(18)

σ is the real part of the pole expressed as Eq. (19)

σ ¼ ξωn (19)

ωn is the undamped natural frequency at which the system oscillates expressed
as Eq. (20)

ωn ¼
ffiffiffiffi
k
m

r
(20)

ξ is the damping ratio which defines the rate or nature of amplitude of oscillation
(Eq. (21))

ξ ¼ b

2
ffiffiffiffiffiffiffi
km

p (21)

The performance of the control system is measured by the settling time, delay
time rise time, percent overshoot and the steady-state error.

The settling time ts is the time it takes the system to fall within a certain percent
(mostly 2%) of the steady-state value for a step input response expressed as
Eq. (22):

ts ¼
�lnTf

ξωn
¼ 4ζ ¼ 4

σ
(22)

On the other hand, the rise time is the time it takes the signal to change from a
low value to a high value (say 10–90% or 0–100%). The time it takes the peak value
to occur known as the time is expressed as Eq. (23):

tp ¼ π

ωd
(23)

The steady-state error E sð Þ is the difference between the input reference signal
R sð Þ and the output signal Y sð Þ expressed as Eq. (24):

E sð Þ ¼ R sð Þ � Y sð Þ (24)

Similarly, the delay time is the time required for the response to reach half the
final value for the first time, while the percent overshoot is the percent by which the
step response of the system exceeds the final steady-state value. It is a parameter
that defines the instability of a system (Eq. (25)):
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Po ¼ e�1 ζπffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ξ2

p (25)

Eq. (26) relates the percent overshoot to the damping ratio:

ξ ¼ �lnPoffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π2 þ ln2 Poð Þ

q (26)

The input parameters of the system are presented in Table 1.

2.1 The proportional-integral-derivative (PID) control

The PID control represents the proportional, integral and derivative controls. It
is a form of classic control designed to automatically reduce rise and settling times,
steady-state errors and percent overshoot. The block diagram of the PID controller
is illustrated in Figure 4. The threshold value otherwise referred to as the reference
point is pre-set on the controller while real-time measurement using sensors is
taken. The error generated, which is the difference between the threshold value and
the actual measurement, represents the deviation from the ideal process; thereafter,
the actuator effects real-time control to adjust process variables. The output signal
of the PID controllers often responds to changes over time with respect to the actual

S/N Parameter Notation Value Unit

1 Average mass of the rail car M1 50,500 kg

2 Average mass of bogie M2 2410 kg

3 Mass of primary suspension system Mp 30,000 kg

4 Mass of secondary suspension system Ms 30,000 kg

5 Moments of inertia Ii 56,900 kgm2

6 Rail car roll inertia Ir 68,200 kgm2

7 Rail car pitch inertia Ip 71,000 kgm2

8 Average mass of first wheel set and axle m1 1300 kg

9 Average mass of second wheel m2 1300 kg

10 Distance between the centre of gravity and the front position of the
rail car

di 6 m

11 Distance between the centre of gravity and the middle position of
the rail car

d2 6 m

12 Distance between the centre of gravity and the rear position of the
rail car

d3 6 m

13 Spring constant of the primary suspension system k1 2.4 � 106 N/m

14 Spring constant of the secondary suspension system k2 5.6 � 105 N/m

15 Spring constant of the wheel k3 4.0 � 105 N/m

16 Damping constant of the primary suspension system b1 1.2 � 103 Ns/m

17 Damping constant of the secondary suspension system b2 2.95 � 104 Ns/m

18 Damping constant of the wheel b3 5.0 � 104 Ns/m

Source: [20, 21].

Table 1.
Input parameter for rail car system modeling.

125

Vibration Analysis and Control in the Rail Car System Using PID Controls
DOI: http://dx.doi.org/10.5772/intechopen.85654



where.
kd is the dc gain which is the steady-state step response to the magnitude of the

step input expressed as Eq. (17)

kd ¼ 1
k

(17)

ωd is the damped natural frequency expressed as Eq. (18)

ωd ¼ ωn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ξ2

q
(18)

σ is the real part of the pole expressed as Eq. (19)

σ ¼ ξωn (19)

ωn is the undamped natural frequency at which the system oscillates expressed
as Eq. (20)

ωn ¼
ffiffiffiffi
k
m

r
(20)

ξ is the damping ratio which defines the rate or nature of amplitude of oscillation
(Eq. (21))

ξ ¼ b

2
ffiffiffiffiffiffiffi
km

p (21)

The performance of the control system is measured by the settling time, delay
time rise time, percent overshoot and the steady-state error.

The settling time ts is the time it takes the system to fall within a certain percent
(mostly 2%) of the steady-state value for a step input response expressed as
Eq. (22):

ts ¼
�lnTf

ξωn
¼ 4ζ ¼ 4

σ
(22)

On the other hand, the rise time is the time it takes the signal to change from a
low value to a high value (say 10–90% or 0–100%). The time it takes the peak value
to occur known as the time is expressed as Eq. (23):

tp ¼ π

ωd
(23)

The steady-state error E sð Þ is the difference between the input reference signal
R sð Þ and the output signal Y sð Þ expressed as Eq. (24):

E sð Þ ¼ R sð Þ � Y sð Þ (24)

Similarly, the delay time is the time required for the response to reach half the
final value for the first time, while the percent overshoot is the percent by which the
step response of the system exceeds the final steady-state value. It is a parameter
that defines the instability of a system (Eq. (25)):
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Po ¼ e�1 ζπffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ξ2

p (25)

Eq. (26) relates the percent overshoot to the damping ratio:

ξ ¼ �lnPoffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π2 þ ln2 Poð Þ

q (26)

The input parameters of the system are presented in Table 1.

2.1 The proportional-integral-derivative (PID) control
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measurements and set points. The PID variables are iteratively adjusted until the
steady-state error from the output signal is eliminated. This control action is done
by adjusting the controller gain with resulting decrease in the rise time and percent
increase in the overshoot, which makes the system go unstable. This rise time is
further reduced with the integral control action. Finally, the derivative action is
introduced to compensate for the offset. This reduces the percent overshoot and
settling time, thus making the system stable over time.

Eq. (27) gives the expression for the control action of the PID controller:

uc ¼ Kpe tð Þ þ Ki

Ti

ðt

0

e tð Þdtþ KdTd
de tð Þ
dt

(27)

The Nichols-Ziegler tuning rules employed for tuning the PID control as well as
the summary of the effects of its control action on the PID are presented in Tables 2
and 3, respectively.

The signal (U) which passes through the controller computes the derivative and
integral of error signal. The signal error is thereafter sent to the system in order to
obtain the system’s output (Y). The PID controller was designed in the MATLAB
Simulink 2018 environment to generate a continuous time control. Using the
Nichols-Ziegler rules, the tuning of PID controller was done by generating the

Figure 4.
The block diagram of the PID controller.

S/N Type of controller Kp Ki Kd

1 P 0.5 Kcr ∞ 0

2 PI 0.45 Kcr 0.83 Pcr 0

3 PID 0.6 Kcr 0.5 Pcr 0.125 Pcr

Table 2.
Zeigler-Nichols tuning rules.

S/N Controller response Rise time Overshoot Setting time

1 Kp Decrease Increase Small change

2 Ki Decrease Increase Increase

3 Kd Small change Decrease Decrease

Table 3.
Effect of the control action of the PID.
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system’s transfer function and subsequent importation of the parameters obtained
into the linear time-invariant system.

The PID control system and its connection to the rail car system are shown in
Figures 5 and 6, respectively.

The aim of the control design is to keep the system variables close to the
reference in order to compensate for the effect of load and rail disturbances. The
system requirement is to check unpleasant motion and ensure rail car stability by
reaching a compromise between the stiff primary suspension and soft secondary
suspension system.

The actively controlled suspension system can be activated via the use of sole-
noid, hydraulic, electromagnetic means or through a magnetorheological damper.
This system is designed to use the solenoid actuators because of its lightweight,
simplicity in structure, ease of installation and short response time, which makes it
highly sensitive to disturbances.

3. Results and discussion

Figure 7 shows the step response before the iterative adjustment of the PID
control. The amplitude of oscillation, which is a function of the percent overshoot,
is 2 mm, and the system could not return to the equilibrium position after 3 s. The
shape of the plot represents a system that is underdamped, which signifies the need
for damping to minimize unwanted motion. The system whose step response is
depicted in Figure 7 is relatively unstable as vibration will reduce the system’s and
ride performance.

Figure 8 shows the step response from the controlled system. When compared
to Figure 1, the amplitude of oscillation has reduced to 1.15 mm and settling time
0.5 s under the effect of the PID control action. The system is relatively stable as the

Figure 5.
The PID control system.

Figure 6.
The PID control and the rail car systems.
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plot gives an indication of a critically damped system. This implies that under the
effect of the PID control system, the system could regain its stability and equilib-
rium position after encountering some level of disturbances.

Figure 9 shows the response of the PID controller in order to determine whether
the control system meets the design requirements. The tuned response represents
the actual measurement of the process variables, while the baseline response repre-
sents the reference or set point. The differences between the tuned response and the
baseline response give the steady-state error. The nature of the plot also indicates
that the system is critically damped; thus, the damping ratio ξ ¼ 1:

Figure 9 shows the reference tracking of the tuned response and the reference
(baseline). The design requirement of the control system includes set-point track-
ing; hence, this plot shows how the closed-loop system responds to a step change in
set point. From the plot, the steady-state error is minimal, thus indicating the
effectiveness of the control system.

Figure 10 shows the closed-loop step response to a step disturbance at the
system’s output. This is important in analyzing the sensitivity of the control system

Figure 7.
Step response for the uncontrolled system.

Figure 8.
Step response for the controlled system.
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to noise measurement. The negligible value of the steady-state error as shown by
the degree of agreement between the tuned output response of the system and the
baseline (reference) indicates the high sensitivity and compensation of the system’s
control to the noise measurement.

Figure 11 shows the closed-loop system response to load disturbance. The plot
represents a step disturbance from the system’s input. The differences between the
tuned response and the baseline response, which is a function of the steady-state
error, are significantly large. The implication of this is that the control system is
insensitive to the rejection of load and other input disturbances, which is capable of
offsetting the balance of the system. The large steady-state error resulting from
input disturbance rejection stems from the fact that a single PID may not be able to
satisfy all the design requirements at the same time; hence, there is always a
performance trade-off amongst the reference tracking, percent overshoot and input
disturbance rejection. However, the use of Fuzzy PID or ISA-PID controller can be
used to meet the design requirements significantly. This will improve the response
of the reference tracking with the provision of an additional tuning parameter,

Figure 9.
Step plot for reference tracking.

Figure 10.
Plot of output disturbance rejection.
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which allows for independent control of the effect of the reference signal on the
proportional action.

The robustness and performance of the PID control are directly proportional to
the degree of stability of the rail car, ride comfort and performance of the rail car.
The summary of the performance of the PID control system is presented in Table 4.

From Table 4, the tuned response has better performance and robustness com-
pared to the baseline due to periodic iterative adjustment to eliminate the steady-
state error for each step input. The rise time of the tuned response indicates a fast
response time of the control system to disturbances or changes when compared to
the baseline. This signifies some degree of delay in the time it takes the system to
respond to fluctuations. In addition, comparing the settling time for both responses,
the tune response settles faster after some disturbances compared to the baseline
response. This explains the ability of the rail car to regain its stability after encoun-
tering some level of disturbances with the active control system. Also, the percent
overshoot for the tuned response is still within the range of the permissible oscilla-
tion (5%) for critically damped system which indicates that the rail car system is
relatively stable amidst load and rail disturbances. An increase in the phase margins
implies a significant reduction in the percent overshoot and bandwidth.

Figure 12 shows the bode response of the control system. This is the plot of the
frequency and phase response of the control system. The phase margin was found to

Figure 11.
Plot of input disturbance rejection.

Parameter Tuned response Baseline (reference) response

Rise time 0.07 s 0.0847 s

Settling time 0.499 1.94 s

Overshoot 4.76% 10.3%

Peak 1.05 1.1 mm

Phase margin 83o 60.4o

Frequency 16.6 17.8 rad

Closed loop Stable Stable

Table 4.
Summary of the performance of the PID control.
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be 83o at a frequency of 16.6 rad/s for the tuned response compared to the baseline
response with a phase margin and frequency of 60.4o and 17.8 rad/s, respectively.
The relationship between the phase margin and percent overshoot is inversely
proportional. Hence, the high value of the phase margin results in significant
decrease in the percent overshoot, thus improving the rail car stability. Also, the
higher closed-loop bandwidth results in faster rise time. The rise time was found to
be 0.07 s for the tuned response and 0.0847 s for the baseline response. This implies
that for the baseline response, the percent overshoot is still significant to offset the
stability of the rail car system.

Figures 13 and 14 show the result of the linearization of the rail car system. This
is to determine the dynamics of the system in real time and within time and
frequency domains. Figure 13 shows the impulse response of the rail car system,
which is the degree of rail car body displacement as a result of load or rail distur-
bances. The maximum amplitude oscillation is 0.02 mm, which is negligible and
insufficient to offset the rail car balance. In addition, the settling time (less than 1 s)

Figure 12.
Bode plot for the controller effort.

Figure 13.
Impulse response of the actively controlled rail car.
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is also within the permissible range indicating the ability of the system to regain its
stability within a second as a result of load or rail disturbances.

Figure 14 shows the bode plot of the rail car system; the phase margin was
found to be 48o at a frequency of 20.2 rad/s which signifies significant reduction in
the percent overshoot due to the compensation for steady-state error by the deriv-
ative action of the PID.

4. Conclusion

The control of undesirable vibrations of the rail car system in 6 degrees of
freedom was carried out using the PID control system. The initial displacement and
vertical acceleration that characterize the performance of the system on encounter-
ing rail and load disturbances were minimized with the iterative adjustment of the
PID controller according to Nichols-Ziegler tuning rules. In addition, the perfor-
mance of the control and the rail car system in terms of the input step response,
bandwidth, frequency, phase margin and input and output rejections was within
the acceptable range. Hence, the PID control system shows significant robustness in
providing the required active control for the system, while the rail car system shows
improved stability and reduction in vibration under control action of the PID, thus
improving ride comfort. However, a single PID may not sufficiently satisfy all the
design requirements at the same time resulting in performance trade-off. However,
Fuzzy PID or ISA-PID controller can be used to meet the design requirements
significantly. This will further improve the performance and robustness of the rail
car system.

Figure 14.
Bode plot for the actively controlled rail car.
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Chapter 8

Analysing Non-Linear Flutter
Vibrations Using System Dynamic
Approach
Cosmas Pandit Pagwiwoko and Louis Jezequel

Abstract

The objective of this work is to investigate the dynamic behaviour of aero-elastic
vibrations in the presence of non-linear stiffness such as free-play mechanism,
softening or hardening stiffness. A closed loop dynamic system is proposed to
represent the phenomenon of flow-structure interaction. In this approach a transfer
function for generating the aerodynamic forces based on the structural response is
constructed in the feedback loop of the dynamic system with the aid of Padé
rational function. The effects of the non-linear factors therefore can be included
conveniently in time domain simulation and the stability of limit cycle oscillations
(LCO) can be analysed accurately.

Keywords: LCO, non-linear structures, flow structure interactions, aero-elasticity,
self-excited vibration, binary classical flutter

1. Introduction

Aero-elasticity is a multi-physics discipline that involves the loads of aerody-
namics, elastic and inertial generated by the motion of structure. One of the most
important phenomena in this field is flutter regarding to its harmful effect to the
structure. This flow-induced vibration under certain conditions can be self-excited
and divergently unstable. In aerospace industry the boundary of flutter instability is
usually determined by V-g method, a computational technique in frequency
domain based on the balance of energy of the oscillating wing and the flow by
maintaining a harmonic function of the aero-elastic response. In this method
explained remarkably by Stanciu et al. [1], the critical velocity of the flow is deter-
mined by solving the complex eigen value problem of the aero-elastic system.
Although the method can give accurate results it is only effective for linear cases.
However in real aircraft there are non-linear factors of structure such as free-play,
hysteretic and large deformation that need to be taken into account. Trickey et al.
[2] observed that certain cases in regards to excessive LCO found in some Boeing
and Airbus aircrafts and stated that the characterization and explanation of this
non-linear vibration were important for fatigue and maintenance issues. In their
research, the methods of non-linear dynamics were developed for these purposes
and they proposed a novel system-identification technique to generate an approxi-
mation of LCO to be used for online monitoring of dynamic behaviour close to
bifurcation condition [8].
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Pereira et al. [3] showed an example of LCO due to the existence of hardening
nonlinearity of wing stiffness in pitching of F-16 aircraft that caused persistent
aero-elastic problems. Therefore the knowledge and comprehension of non-linear
aero-elasticity are of increasing importance in aircraft design. In their work an
investigation on the combined influence of hardening and free-play nonlinearities
on the bifurcation response was carried out.

A document regarding the missing of MH370 Boeing 777 is also concerned about
the phenomena of aero-elasticity. The failure analysis of the right-side flaperon that
was found in French territory’s Reunion Island [4] on 2015, reported that flutter
(LCO) caused to repetitive loading which in turn imparted stress fatigue in the
primary aluminum alloy attachment components.

This work has an intention to simulate numerically the interaction of flow-
structure as a dynamic system by arranging the structure part as a principle plant
and the aerodynamic part as a feedback loop subsystem. The analysis of structural
response in time domain enables to insert the nonlinearities conveniently. The part
of structures is reconstructed in a form of block-diagram representing a dynamic
system where the inertial loads are expressed explicitly as a result of the elastic loads
and frictions generated in the progressing structure response due to external aero-
dynamic excitations, while the part of aerodynamics is arranged as a feedback-loop
transfer function activated by the structural response. For this purpose, the
unsteady aerodynamic forces calculated by using singularity method in frequency
domain have to be converted to Laplace variable s by using Padé’s approximation
rational function. Botez et al. [5] in conducting flutter analysis of CL-604 Bombar-
dier, used a least-squares technique utilizing certain number of lagging-terms, and
the approximation showed the best aerodynamic forces conversion from frequency
into Laplace domain in terms of execution time and precision.

In analysing LCO on mechanical system in general where there is involvement of
various physical parameters such as non-linear stiffness, hysteretic and free-play,
and more specifically the influence of damping to the stability of the oscillations,
Sinou and Jézéquel [6] proposed to employ a two-degree-of-freedom model for the
sake of simplicity. With the same spirit, in this study we use a pitch-plunge two
dimensional wing-section model in analysing the effects of structural nonlinearities
on a binary classical flutter.

2. Stability analysis of aero-elastic system

2.1 Description of the two-degree-of-freedom model

Figure 1 shows schematically a two-degree-of-freedom pitch-plunge fluttering
aerofoil model. The support system consisting of axial and rotational springs are
attached to a rigid aerofoil on a point so-called elastic axis. These two flexible
supports restrict the motions of the aerofoil with the exception in the two modes of
translation and rotation. For the case of zero damping, the equations of motion of
the aerofoil subjected a uniform flow can be written as:

m mxαb
mxαb Ig þm xαbð Þ2
� � €h

€α

( )
þ kh 0

0 kα

� �
h
α

� �
¼ �L

LecþMac

� �
¼ Faerof g

(1)

where h and α are the degree of freedom in plunging and pitching, respectively,
as explained in Figure 1, while kh and kα are the spring stiffness in translation and
rotation, respectively.
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2.2 Unsteady aerodynamic model

Theodorsen’s unsteady aerodynamic model as explained by Brunton and Rowly
[7] excellently is used in this work. This method analyses the motions of the aerofoil
in frequency domain and it assumes that the amplitudes are small. In the analysis
the aerofoil is considered thin, the flow is inviscid incompressible with no separa-
tion or intrusion.

In this method the frequencies of the harmonic oscillating motions are consid-
ered relatively slow therefore the transversal and rotational velocities of the aerofoil
contribute as an additional angle of attack to the total lift. As a result the quasi-
steady of the lift coefficient CQS

L can be expressed proportional to the total angle of
attack:

CQS
L ¼ ∂Cl

∂α
αþ

_h
U∞

þ b
1
2
� a

� �
_α

U∞

 !
(2)

In thin aerofoil theory the lift gradient can be considered equals to 2π, the vortex
singularity is located at the aerodynamic center (a quarter of the chord from the
leading-edge) and the downwash velocity is focused at three quarter of the chord.

The aerodynamic loading consisted of lift and pitching moment can be
presented as:

L ¼ 1
2
ρU2 c l C kð Þ CQS

L (3)

Mac ¼ 1
2
ρU2 c2 l C kð Þ CQS

L (4)

Figure 1.
Two-degree-of-freedom aero-elastic model.
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where c and l are the chord and the span of the 2D wing, respectively. C(k) is
Theodorsen’s function showing that there is a phase difference between aerody-
namic loading and wing section’s motion. The parameter k called reduced
(nondimensional) frequency is defined as ωb/U∞.

2.3 Flutter stability boundary

V-g method based on the balance of energy between the flow and the motion of
the structure is used to determine the flutter boundary for a linear aero-elastic
system. The analysis is conducted in frequency domain where harmonic motions in
pitching and plunging are imposed to the dynamic response of the structure to
represent the state of the aero-elastic system in the stability boundary. In order to
maintain harmonic motions of the structure, a virtual structural damping g is
inserted to the system hence the equation of motions adopting from Eq. (1)
becomes:

m mxαb
mxαb Ig þm xαbð Þ2
� � €h
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( )
þ 1þ igð Þ kh 0

0 kα

� �
h
α

� �
¼ Faerof g (5)

By imposing a harmonic functions to the motions in both plunging and pitching
as shown in Eq. (6):

h
α

� �
¼ ĥ

α̂

( )
eiωt (6)

Henceforth, the aerodynamic loading can be represented as the expression in
Eq. (7):
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where the generalized aerodynamic matrix Q(ik) in complex form can be writ-
ten as:
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subsequently the equations of motion showed in Eq. (5) will lead to the solution
of the eigen values problem as presented below:

kh 0

0 kα

� ��1 m mxαb
mxαb Ig þm xαbð Þ2
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2k2
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 !
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ω2
ĥ
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(9)

Elaborating a certain range of reduced frequency k into Eq. (9) will give as a
result, a range of complex eigenvalues for both modes of motion. The real parts
relate to the natural frequencies while the imaginary parts to the artificial structural
damping of the aero-elastic system for certain values of flow velocity, associated
with the reduced frequency k (Table 1).
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An aero-elastic flutter model with NACA0015 wing section is fabricated and
installed in the wind-tunnel in vertical position as shown in Figure 2a and b. The
each end of the wing model is mounted on a support system consisted of a pair of
steel cantilever beams to allow the side-slipping translation motion and a warm
spring for the yawing rotational motion.

The solution of the eigenvalue problem in Eq. (9) yields two curves of natural
frequencies and two artificial structural damping depending to the flow speed as
presented in Figures 3 and 4, respectively. The critical speed is defined where one
of the artificial structural damping curves intercepts the real actual structural
damping of the structure.

Figure 4 shows the flutter boundary of this linear aero-elastic model where the
critical flow speed is around 15 m/s. The negative values of the damping curves
indicate that an amount of energy has to be supplied to the system to have a

Notation Description Value

a Relative distance to half chord from midchord �0.5

b Half chord 0.05 m

c Chord 0.1 m

l Span of the wing model 0.28 m

e Relative distance from E.A. to a.c. 0.0

xα Relative distance from c.g. to mid-chord in b 0.34

m Plunging mass 1.35 kg

mp Pitching mass 0.93 kg

Ip Mass moment of inertia in pitching 7.741e�4 kg m2

kh Axial stiffness in plunging 906.81 N/m

kα Rotational stiffness in pitching 11,445 Nm

E.A. Elastic axis

a.c. Aerodynamic center

c.g. Centre of gravity

Table 1.
Value of physical parameters.

Figure 2.
Aero-elastic wind-tunnel model, NACA 0015 aerofoil, two-degree-of-freedom system in translation and
rotation, in the cross-section of 30 cm � 30 cm test-section.
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where c and l are the chord and the span of the 2D wing, respectively. C(k) is
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namic loading and wing section’s motion. The parameter k called reduced
(nondimensional) frequency is defined as ωb/U∞.
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damping of the structure.

Figure 4 shows the flutter boundary of this linear aero-elastic model where the
critical flow speed is around 15 m/s. The negative values of the damping curves
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Notation Description Value

a Relative distance to half chord from midchord �0.5

b Half chord 0.05 m

c Chord 0.1 m

l Span of the wing model 0.28 m

e Relative distance from E.A. to a.c. 0.0

xα Relative distance from c.g. to mid-chord in b 0.34

m Plunging mass 1.35 kg

mp Pitching mass 0.93 kg

Ip Mass moment of inertia in pitching 7.741e�4 kg m2

kh Axial stiffness in plunging 906.81 N/m

kα Rotational stiffness in pitching 11,445 Nm

E.A. Elastic axis

a.c. Aerodynamic center

c.g. Centre of gravity

Table 1.
Value of physical parameters.

Figure 2.
Aero-elastic wind-tunnel model, NACA 0015 aerofoil, two-degree-of-freedom system in translation and
rotation, in the cross-section of 30 cm � 30 cm test-section.
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harmonic response and for the positive ones the energy has to be dissipated such to
maintain the harmonic stable response. In Figure 3, the frequencies of two aero-
elastic modes, i.e. translation and rotation approach each other as the flow speed is
getting close to the critical speed of flutter boundary. The phenomenon so-called
internal resonance shows that there is an interchange of energy between the two
modes of vibration.

3. Non-linear behaviour of the aero-elastic system

3.1 System dynamic approach

Consider a structure withM, C, K as the matrices of mass, damping and stiffness
respectively, subjected to an external loads F(t). The dynamic response x(t) basi-
cally can be presented in an arrangement of block diagrams based on the equation
of motion by showing explicitly the inertial internal loads:

Figure 3.
Natural frequencies in translation and rotation modes (in Hertz) versus flow velocity (in m/s).

Figure 4.
Artificial structural damping parameters g in translation and rotation modes versus flow velocity (in m/s). The
solid horizontal red colour line is the value of structural damping of steel (the material of the both springs).
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M €x ¼ F tð Þ � C _x � Kx (10)

The above expression can be considered as a junction with the input of F(t)
which consists of a disturbance and aerodynamic forces encountered by closed loop
feedback signals of C and K, brings forth the output of inertial load signals. Figure 5
explains the block diagram of this mechanical system.

To be able to model the effects of structural non-linearity accurately and to
simulate conveniently in time domain, the aero-elastic system needs to be

Figure 5.
Block diagram for simulation of a structure subjected to an external load and some initial conditions.

Figure 6.
(A) Matrix Q11 signifying the generalized aerodynamic forces where the points are values of calculated in
frequency domain for a certain range of reduced frequency k, and the solid line is the approximated curve in
Laplace variable s by using four parameters of lagging term βj of 01, 0.2, 0.3 and 0.4. (B) Matrix Q21
signifying the generalized aerodynamic forces where the points are values of calculated in frequency domain for
a certain range of reduced frequency k, and the solid line is the approximated curve in Laplace variable s by
using four parameters of lagging term βj of 01, 0.2, 0.3 and 0.4.
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represented as a system dynamic model. In this system the aerodynamic forces are
generated by the lifting surface as a result of the structural temporal response in a
closed loop form. For this purpose the unsteady-aerodynamic forces calculated in
frequency domain based on harmonic motions of the natural modes as expressed in
Eq. (8), are now converted in Laplace variable using Padé rational function
approximation as shown in Eq. (11).

The lagging term parameters βj, for j = 1, n, are real and chosen less than 1, where
the values and the numbers are determined to optimize the approximated curves.
The matrices A0, A1 and A2 in real values are estimated with curve-fitting using
least square technique in complex plan to approximate the values of the aerody-
namic forces calculated in frequency domain.

Q ikð Þ½ �≈ A0½ � þ A1½ � bs
U∞

� �
þ A2½ � bs

U∞

� �2

þ ∑
n

j¼1

Ajþ2
� �

s

sþ βj
U∞
b

(11)

Figure 6A and B explains the curve fitting of the generalised aerodynamic forces
in matrix Q11 and Q21 calculated in a range of frequency in discretized data with
the approximation rational function of Padé showed in solid lines.

The other matrix of the generalised aerodynamic forces Q12 and Q22 are zero as
the consequence of the location of the elastic axis coincides with the aerodynamic
center of the wing section.

Figure 7.
Aerodynamic transfer function.
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Based on the dynamic response of structure in terms of x(t), d/dt x(t) andd2/dt2 x(t)
the aerodynamic forces in the forms of lift and pitchingmoment can be calculated by
using a transfer function constructed using Eq. (10). Figure 7 shows the arrangement of
the block diagrams to express the aerodynamic transfer function.

The interaction of flow and structure can be simulated by arranging the block
diagrams of structure showed in Figure 5 as a subsystem, coupled with the aerody-
namic forces showed in Figure 7 where the calculation is conducted in time domain
for each step of time discrete, simultaneously. The block diagrams of the plant
representing the structure and the aerodynamic forces subsystem as a feedback loop
have to be arranged such that all the processes are enhanced in integral operations
to ensure the minimum numerical errors and the convergence of the solutions.

By putting together the block diagram representing the structure as shown in
Figure 5 with the aerodynamic transfer function shown in Figure 7 as a feedback
loop based on the structural response to generated aerodynamic forces, the flow
structure interaction can be represented as two subsystems interconnected to each
other, triggered by a disturbance subsystem as explained in Figure 8.

For validating the numerical model and simulation showed in Figure 8, the case
of linear elastic of the aero-elastic system is conducted first. Figures 9 and 10 shows

Figure 8.
Simulation of flow-structure interactions is carried out by arranging the subsystem of structure containing mass,
mass moment of inertia, structural stiffness and damping, coupled with aerodynamic forces in lift and pitching
moment as functions of the dynamic response of structure.

Figure 9.
Convergent translation response of the aerofoil at the flow speed of 13 m/s with initial condition of 4 cm
displacement.
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the response of the aerofoil in translation for the airflow speeds of below and above
the flutter boundary.

The simulation for the aero-elastic system at critical airflow under a certain
disturbance or initial condition will evidently yield a constant amplitude of sinusoi-
dal motions.

3.2 Flutter limit cycle oscillation

Phase portraits representing the relationships between the displacement and the
velocity of the response are used to analyse the dynamic behaviour of the non-linear
system.

Figure 11 presents the phase diagram or the case of linear aero-elastic system
where the ellipsoidal trajectories show a stable harmonic response of flutter bound-
ary at the wind speed of flutter boundary.

Figure 10.
Divergent unstable response of the aerofoil due to a small impulse disturbance at the flow speed of 16 m/s in
translation.

Figure 11.
Phase portrait of the linear aero-elastic system at the flutter speed boundary of 14 m/s.
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A structural non-linear factor may influence the dynamic behaviour of an
aero-elastic system. The insertion a free-play in rotation into the support mecha-
nism of the model for an example, at the wind speed below the critical flutter, the
system will not reduce entirely the dynamic response of the aerofoil under a
certain perturbation as in the linear case, but introduce an oscillation with constant
amplitude at a certain frequency. Figure 12 shows a limit cycle oscillation at the
wind speed of 13.0 m/s of the aero-elastic system under an initial condition.

Furthermore structural non-linear factors may also influence the limit of stabil-
ity. The free-play mechanism reduces the flutter critical speed for around 0.5 m/s as
showed in Figures 13 and 14.

At the critical speed calculated for linear system but with the existence of the
free-play, the system will generate an unstable divergent structural response as
explained in Figure 14.

Figure 12.
Phase portrait of the aero-elastic system with free-play mechanism of 2° of rotation at the wind speed of 13.0 m/s
due to initial displacement of 4 cm.

Figure 13.
Phase portrait for the existence of 2° free-play mechanism in rotation at the wind speed of 13.5 m/s with the
initial condition of 4 cm displacement.
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From the wind-tunnel flutter testing it is observed that a moderate oscillation
starts at 13 m/s flow speed and becomes severe vibration at 18 m/s. It can be
concluded that a small free-play mechanism involves in the lower speed (less than
the critical boundary), and a hardening-stiffness behaviour for the higher speed.

4. Conclusion

A two-degree-of-freedom in transversal and rotational motions wing section for
describing classical binary flutter mechanism is used to investigate the effect of
free-play nonlinearity to the stability of the aero-elastic system and the associated
limit cycles. The aerodynamic forces are calculated by using Theodorsen’s method
in frequency domain based on thin aerofoil theory.

By representing the aero-elastic system as a closed loop block diagrams of a
dynamic system where the structural part serves as the main plant of the system
and the aerodynamic transfer function as a feedback loop calculated based on the
dynamic structural response, it is suitable to carry out the simulation on the plat-
form of Simulink-Matlab. For this purpose the aerodynamic forces have to be
conversed in Laplace domain.

The work shows the effectiveness of the flow-structure interactions when the
system is considered as a dynamic system where the response can be analysed in
time domain and the effects of non-linear factors can be conveniently included
simultaneously.

The limit cycle oscillation and stability can be showed numerically by
representing the phase portrait of the response. At the speed of airflow below the
critical speed of flutter, a constant oscillation may happen due to a free-play
nonlinearity. It can be shown that the stability boundary becomes smaller than the
critical speed.
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