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Preface

This professional technical book is intended for engineers, scientists, and research-
ers in both systems engineering advanced mathematical modeling and simulation
fields. The objectives of this book are to present a collection of chapters on (i) 
Systems-of-Systems (SOS) engineering and SOS architecture design and analysis
addressing the challenges associated with SOS Enterprise Architecture (SOSEA) 
design and SOS Enterprise (SOSE) CONOPS Modeling, Simulation and Analysis
(MS&A); (ii) SOS perspectives with MS&A applications on practical systems; and 
(iii) decision support systems and game theoretical modeling and analysis. To meet
these objectives, this book is organized as follows:

• Section 1 “Recent Trends in SOS Design and MS&A”: This section provides
an introductory chapter discussing recent trends in SOS architecture design, 
MS&A for complex systems, and gaming and decision support systems, and 
it relates these trends to the chapters presented in this book. This introductory
chapter also discusses the differences between Systems-of-Systems (SOS) and 
System-of-Systems (SoS) and the extension of the existing SoS engineering 
approach to SOS for architecture design and MS&A of complex systems or
processes. 

• Section 2 “Systems-of-Systems (SOS) Engineering”: This section includes
two chapters, namely, Chapters 2 and 3, with emphasis on the taxonomy of a
complex SOS and System-of-Systems (SoS) engineering method and process
for managing an enterprise transformation. Chapter 2 provides (i) a thorough
discussion of SOS taxonomy with emphasis on space and airborne systems
applications and (ii) two examples of military satellite communications
(SATCOM) and manned aircraft systems. Chapter 3 discusses the applications
of system engineering technical process flows on enterprise systems with an
emphasis on SoS perspectives.  

• Section 3 “SOS Architecture Design and Analysis”: This section also provides
two chapters. Chapter 4 defines the SOSE, SOSEA, and SOSE CONOPS and 
presents an approach for the design and development of a complex SOSEA 
with a focus on space and airborne systems. Chapter 4 also presents SOSEA 
CONOPS assessment framework and models. Chapter 5 discusses the imple-
mentation of the proposed SOS framework and MS&A models in MATLAB 
and presents preliminary results for a notional space SOSEA in the presence
of radio frequency interference (RFI). Chapter 5 also presents newly proposed 
SOSEA resiliency metrics for assessing complex SOSE CONOPS, including 
Resilient Assessment Index Against RFI (RAI-RFI), Spectrum Resiliency
Assessment Index (SRAI), and Resilient Capacity (RC). 

• Section 4 “SOS Modeling, Simulation and Analysis (MS&A) Applications”: 
This section presents three chapters, namely, Chapters 6, 7, and 8, demon-
strating the use of SoS and SOS perspectives to simulate and analyze practical 
complex processes and systems related to the melt spinning process, and 
test systems for assessing the effect of friction on drive screw and spectrum

XII
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analysis systems for estimating frequencies of multiple linear frequency 
modulated (LFM) signals. Chapter 6 discusses the use of SoS engineering 
for the development of computer models to simulate a complex melt spin-
ning process (MSP) and presents a new SoS perspective on MS&A of MSP to 
reduce the risk for achieving uniformity of the fiber quality. Chapter 7 pres-
ents a new approach in SOS engineering to (i) develop computer models for 
simulating the effect of friction on a drive screw with a predetermined torque 
and (ii) develop MS&A models of  the drive screw. Chapter 7 also uses the 
SOS perspective from a control engineering viewpoint to examine the com-
plex drive screw control process (DSCP) to connect the SOS MS&A models 
and simulate the DSCP process flow for achieving optimum performance. 
Chapter 8 demonstrates the use of SOS perspective and standard SoS engi-
neering approach for the decomposition of the frequency estimation process 
(FEP) into three systems, including System 1 responsible for transforming 
the time-domain signal into a frequency-domain signal, and time-frequency 
(TF) transform using continuous wavelet transform (CWT) with a focus on 
the chirplet transform (CT); System 2 responsible for detecting instantaneous 
signal frequency (IF) in the presence of noise; and (c) System 3 responsible 
for assessing of the filter impulse response length on TF distribution and 
analyzing the TF behavior and applying Hough transform (HT) for frequency 
estimation. Furthermore, Chapter 8 also presents simulation results for 
estimating frequencies of multiple LFM signals.

• Section 5 “Decision Support Systems (DSS) Applications”: There are two 
chapters in this section, namely, Chapters 9 and 10. Chapter 9 presents an 
approach for decision support under risk using multiple criteria optimiza-
tions. This chapter discusses the difficulty in assigning values to decision 
parameters and proposes an iterative process in discovering preferences and 
fine-tuning personal aspiration levels. It shows the benefits of this itera-
tive process to help the decision-makers assess their objectives during the 
decision-making process and improve the consistency between the iterative 
evolution of the analysis and the changes in the decision-maker’s preferences. 
Chapter 10 reports the on-going experiment with Play ReCH (Reuse Cultural 
Heritage) as a case study of how collaborative decision-making can help pro-
mote cooperation and innovation in the context of urban public policy. The 
chapter reports that early lessons learned from the Play ReCH project have 
shown a strong potential for a reduction of cultural poverty, a greater social 
cohesion, and perpetuation of the culture to the next generation.

• Section 6 “Game Theory Applications”: This section addresses a wide range of 
game theoretical models (GTM), including theoretical disturbed Stackelberg 
games, innovative distributed control approach using game theory tools for 
mode selection and power control in 5G wireless communications device-to-
device (D2D), and game theory applications for modeling, simulation and 
analysis of the evolution of tumor cells, neocortical epilepsy, schizophrenia, 
brain disorders, and cancer. To address these game theory applications, there 
are three chapters in this section: Chapters 11, 12, and 13. Chapter 11 offers 
a generalization of the Stackelberg game that helps antagonists reach an 
equilibrium through an open loop process. Chapter 11 confirms the results of 
some earlier studies that, using symmetric Riccati differential equations, a 
convexity would warrant the existence of a unique Stackelberg equilibrium. 
With the ever-growing wireless traffic in D2D communication, users are 
competing with an increasingly unavailable spectrum causing interference. 

IV

Chapter 12 presents a noncooperative game for managing power control in 
D2D uplink underlaid cellular networks. This chapter discusses a noncoopera-
tive game model setup and shows the model iteratively negotiates a min-max 
range of power that leads to Nash equilibrium. Finally, Chapter 13 addresses 
game theory that can be appropriately applied to healthcare. This chapter 
discusses the application of game theory to forecast the evolution of tumor 
cells, neocortical epilepsy surgery, schizophrenia, and cancer.

The remaining task of this preface is to recognize the contributions of key people 
for the creation of this professional technical book. I would like to express my deep 
gratitude to all the authors and co-authors for their contributions. The success of 
this book has not only been the result of the work from the authors and coauthors 
but also from the cooperation of many people, including numerous reviewers 
and the people at our IntechOpen publisher who provided constant support. 
Particularly, I would like to thank (i) the IntechOpen Author Service Manager, 
Ms. Romina Rovan, for her invaluable assistance, conscientious, and relentless 
support during the editing and publishing process—without her this book is not 
possible; (ii) former IntechOpen Commissioning Editor, Mrs. Klara Mestrovic, 
and the new Commissioning Editor, Ms. Jenela Germuth, for their continuous 
support; (iii) Professor Carlos Pedro Gonçalves of Universidade Lusófona de 
Humanidades e Tecnologias for his review and editing of several chapters on game 
theory applications; (iv) Professor Tung X. Bui of University of Hawaii for his 
review of decision support and game theory chapters and valuable contributions to 
introductory Chapter 1, and Professor Hien Tran of North Carolina State University 
for his review of SOS chapters; (v) my colleagues at California State University in 
Fullerton, Professors Charles Lee and Sam Behseta for their continuous support; 
and (vi) my colleagues and managers at The Aerospace Corporation, Dr. Hung 
Nguyen, Mr. Andy Guillen, Dr. Sumner Matsunaga, Navneet Mezcciani, and Garick 
Leu-cheung for their constant support and review of SOS chapters. Finally, I’m 
forever indebted to my wonderful wife, Thu-Hang Nguyen, for her moral support 
and constant encouragement during the process of making this complex and diverse 
professional technical book.  

Tien M. Nguyen
Adjunct Research Professor,

Visiting Scholar, Center for Computational and Applied Mathematics (CCAM),
California State University in Fullerton (CSUF),

Fullerton, California, U.S.A
(also, with The Aerospace Corporation)
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Chapter 1

Introductory Chapter: Recent 
Trends in Systems-of-Systems 
Design, Modeling, Simulation and 
Analysis for Complex Systems, 
Gaming and Decision Support 
Final
Tien M. Nguyen and Tung X. Bui

1. Introduction

This book is a collection of some of the latest development work that embrace 
three major interrelated scientific disciplines – systems theory, decision theory 
and game theory, and the information and communication science with the goal to 
deploy innovative and effective computer-support application Systems of Systems 
(SOS). In addition, it also suggests the adoption of the Decision Support as a process-
driven approach to iteratively engineer SOS. The book is a collective effort that uses 
a diverse set of studies using a wide spectrum of SOS applications to shed insights in 
the use of MS&A models to assist decision makers. Thanks to the exponential growth 
of big data related to all aspects of human activities, the surge in decision-making 
complexity due to the current climate of uncertainty with unforeseen consequences, 
and the increasing pervasiveness of advanced information and communication tech-
nologies (ICT) such as the proliferation of mobile apps, Internet-of-Things (IoT) and 
bots, we have witnessed an acceleration of integration of “complex systems” across of 
a wide range of application domains that include, but are not limited to, telecommu-
nications, medicine (healthcare), military, manufacturing, transportation, energy, 
social networking platforms, education, and arts and culture. From Reference [1] the 
perspectives of system engineering, complex systems can be classified as:

• SOS Type 1: A family of system-of-systems that provides similar core services, 
e.g., communication services. But each system provides different core service 
types, e.g., non-secure FDMA vs. secure TDMA1 communication services;

• SOS Type 2: An integration of many families of SoS. When combined, this type 
of system provides unique SOS capabilities at the enterprise level (i.e., inte-
grated level). An example of this complex system is a combination of a family of 
communications SoS with a family of Global Position Satellite (GPS) SoS; and

1 FDMA = Frequency Division Multiple Access vs. TDMA = Time Division Multiple Access.
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• SOS Type 3: An integration of many heterogenous, independent but interre-
lated types of systems with each system providing distinctive core services. For 
example, a production line consists of (i) electrical system, (ii) sensor system, 
and (iii) mechanical system with belt conveyor, etc.

Note that we use U.S. Department of Defense (DoD) SOS System engineering 
guide [1] to define SOS. While many existing papers, documents and System-of-
Systems (SoS, which is not SOS) standards considered integration of (i) many 
systems of the same type of systems together which is identical to our Type 1, and 
(ii) many different types of systems as a system consisted of many systems and 
referred to as SoS, which is identical to our SOS Type 3. In this chapter, we focus our 
discussion on SOS Type 2, since existing SoS engineering standards can be directly 
applied to SOS Type 1 and Type 3 but not Type 2.

It would be safe to claim that the disciplines of current system thinking, decision 
science and computer and telecommunication engineering have played a critical role 
in the emergence of SoS2 and SOS. Traditional system theory posits that the whole 
is greater than the sum of its isolated parts [2–4]. And to achieve this holistic added 
value, it seeks to identify, analyze and create processes through optimal arrange-
ments or adaptations of individual and independent subsystems’ components and 
systems under system and SoS perspectives, respectively. This part-to-whole and 
whole-to-part thinking has been extended to SOS perspective for complex systems 
belong to SOS Type 2 and is prevalent in the selected chapters of this book.

Decision theory deals with the reasoning -- be it rational or not -- that drives a 
person’s choice. The three core concepts in decision theory are elicitation and inter-
pretation of the decision maker’s preferences, the search of available options, and 
the management of uncertainty, risks and regrets [5–7]. In organizational or collec-
tive settings, decision making is extended to multiple stakeholders. Von Neumann, 
Morgenstern and Nash are universally credited for their pioneering work on game 
theory [8–10]. They proposed mathematical models of strategic interaction among 
rational decision-makers. The latter can be either cooperative or non-cooperative. 
The discussion on modern SOS in this volume constantly the basic foundations of 
game theory that uses Nash equilibrium as a prime operational goal.

The third underlying discipline that unifies the chapter of this book is the discipline 
of computer, information, communication and computer system (ICS) engineering. As 
ICS engineers continue to stay at the forefront of technological development, specific 
issues related to process flow design and conflict management of federated systems 
have emerged to be most challenging. The majority of chapters in this book, through-
out their specific domain applications, such as space systems, attempt to address the 
challenges related to merging computing and communications due to the limitations 
of existing core protocols and at SOS design level, a deep understanding of how to con-
ceptualize, design and manage coordinating parallelism [11, 12]. These design issues 
appear virtually in all chapters of this book. And the authors have demonstrated several 
different approaches to address these challenges in their specific applications.

As mentioned earlier, the authors use the DoD Systems Engineering Guide 
published in 2008 for defining SOS [1]. U.S. DoD has defined SOS as “a set or 
arrangement of systems that results when independent and useful systems are 
integrated into a larger system that delivers unique capabilities.” SOS development 
involves the creation of systems, which are collections of legacy, evolving and new 
systems that must have a high degree of flexibility and adaptability. Two of the 
main considerations for defining SOS are:

2 Note that in this Chapter SoS can be considered as SOS Type 1 and Type 2 but not Type 3. Existing standard 
SoS engineering approach needs to be modified or extended to address SOS Type 2 enterprise challenges.
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i. The lack of authority over the constituent systems because of their inde-
pendent management, funding and objectives that may not align with those 
of the SOS as a whole.

ii. The emergent behavior adds a large degree of unpredictability, as overall 
system behavior cannot be predicted by having individual knowledge of each 
of the constituents.

Recently in 2019, the International Council on Systems Engineering (INCOSE) 
[13] has released the latest version of the “Guidelines for the Utilization of ISO/
IEC/IEEE 15288 in the Context of System of Systems (SoS) Engineering”, which is 
an extension of existing system engineering, to industry for review and comments. 
This document provides guidance for the utilization of ISO/IEC/IEEE 15288 in 
the context of SoS in many domains. This INCOSE guidebook perceives that SoS 
engineering demands a balance between linear procedural procedures for system-
atic activity and holistic nonlinear procedures due to additional complexity from 
SoS emergence. ISO/IEC/IEEE 15288 is considered by most system engineers as the 
foundation for SoS Engineering for many civilian and commercial applications, 
while U.S. DoD Systems Engineering Guide for SOS is considered as the foundation 
for SOS engineering design and implementation for defense applications.

The following sections address the objectives presented in the abstract section.

2. Current trends on SOS engineering

Using a requirement-based approach, existing System-of-Systems (SoS) 
engineering is a software engineering discipline that deals with the analysis, 
design, development, deployment and evaluation of heterogenous systems. A 
peculiar aspect of SoS engineering is to deal with a significant level of uncertainty 
in requirements engineering [13]. As such, while the goal of traditional system 
engineering is to build the system right, SoS engineering goal is to build the right 
system in the SoS context. Instead of optimizing individual systems, the primary 
objective of SoS engineering methodology is to maximize the overall performance 
of an integrated platform.

Many researchers, scientists and system engineers in the field have recognized 
the following challenges related to existing requirement based SoS approach when 
extended to complex SOS Type 2 defined above: (i) Requirements are usually 
derived from the assumptions of certain selected technology enablers that are usu-
ally a few years behind the current technologies, and (ii) When the requirements 
are changing at a fast pace, the current (As-Is) system architecture design using 
this SoS requirement-based approach becomes a “bottleneck” when interfacing 
with newer (To-Be) systems that are not within the same family. The current SOS 
engineering approach is to focus on the use of capability-based SOS engineering 
approach to address the “requirements” challenges for monolithic and complex 
systems (SOS Type 2 or complex SOS) with changing requirements due to technol-
ogy changes and dynamic environments.

3. Current trends on SOS architecture design and MS&A

Known as complex SOS, these new deployments represent a step further in inte-
grating task-driven dedicated systems that pool and share resources (i.e., data) and 
capabilities (i.e., modeling and intelligence) together to expand more functionalities 



Systems-of-Systems Perspectives and Applications - Design, Modeling, Simulation...

4

• SOS Type 3: An integration of many heterogenous, independent but interre-
lated types of systems with each system providing distinctive core services. For 
example, a production line consists of (i) electrical system, (ii) sensor system, 
and (iii) mechanical system with belt conveyor, etc.

Note that we use U.S. Department of Defense (DoD) SOS System engineering 
guide [1] to define SOS. While many existing papers, documents and System-of-
Systems (SoS, which is not SOS) standards considered integration of (i) many 
systems of the same type of systems together which is identical to our Type 1, and 
(ii) many different types of systems as a system consisted of many systems and 
referred to as SoS, which is identical to our SOS Type 3. In this chapter, we focus our 
discussion on SOS Type 2, since existing SoS engineering standards can be directly 
applied to SOS Type 1 and Type 3 but not Type 2.

It would be safe to claim that the disciplines of current system thinking, decision 
science and computer and telecommunication engineering have played a critical role 
in the emergence of SoS2 and SOS. Traditional system theory posits that the whole 
is greater than the sum of its isolated parts [2–4]. And to achieve this holistic added 
value, it seeks to identify, analyze and create processes through optimal arrange-
ments or adaptations of individual and independent subsystems’ components and 
systems under system and SoS perspectives, respectively. This part-to-whole and 
whole-to-part thinking has been extended to SOS perspective for complex systems 
belong to SOS Type 2 and is prevalent in the selected chapters of this book.

Decision theory deals with the reasoning -- be it rational or not -- that drives a 
person’s choice. The three core concepts in decision theory are elicitation and inter-
pretation of the decision maker’s preferences, the search of available options, and 
the management of uncertainty, risks and regrets [5–7]. In organizational or collec-
tive settings, decision making is extended to multiple stakeholders. Von Neumann, 
Morgenstern and Nash are universally credited for their pioneering work on game 
theory [8–10]. They proposed mathematical models of strategic interaction among 
rational decision-makers. The latter can be either cooperative or non-cooperative. 
The discussion on modern SOS in this volume constantly the basic foundations of 
game theory that uses Nash equilibrium as a prime operational goal.

The third underlying discipline that unifies the chapter of this book is the discipline 
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ICS engineers continue to stay at the forefront of technological development, specific 
issues related to process flow design and conflict management of federated systems 
have emerged to be most challenging. The majority of chapters in this book, through-
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and improved SOS performance (i.e., effectiveness and efficiency) to deliver unique 
capabilities than simply the sum of the individual constituent systems. Many of these 
SOS appear invisible to most users, but their presence is omnipresent in our daily 
lives: smart power grids, integrated traffic networks for air, land and sea connectiv-
ity, health information systems, global supply chain networks, and many others.

The two key parts of using existing standard requirement based SoS engineering 
for extension to SOS are to: (i) design a complex SOS Type 2 architecture, and (ii) 
develop MS&A models to characterize and predict the behavior of the complex SOS 
Type 2 architecture. Like SoS perspective, in SOS, most if not all individual systems 
and systems’ components are already in place. Therefore, the development of a com-
plex SOS Type 2 architecture requires a full consideration of the technical feasibility 
of the constituent systems within Family of Systems (FoS), systems within different 
types of FoS, and the compatibility between the SOS requirements (i.e., systems of 
different FoS’ systems) and those of individual systems’ components. Practically, the 
complex SOS architectural focus could be just to establish adequate communication 
protocols between systems and ensure proper interoperability. If the SOS require-
ments is distinctively unique, a more elaborate SOS architecture design is required 
to modify some existing constituent systems to achieve overall SOS effectiveness. As 
such, the task of SOS architecture design and analysis is to strike a balance between 
the enterprise goals of all involved stakeholders. Reference [14] employs this SoS 
requirement-based approach to address architecture design challenges from mis-
sion definition to architecting complex SOS. However, for complex SOS Type 2 
architecture with different FoS types, with requirements that are not stable due to 
the technology changes and dynamic operational environment conditions for one 
type of FoS as compared to the other types of FoS, the requirement-based design 
approach may lead to a stove-pipe architecture solution due to the following reasons:

• As mentioned above, requirements are usually derived based on the assump-
tions of selected technology enablers that are usually a few years behind the 
current technologies (e.g., at least 3 to 5 years for space systems),

• When the requirements of one type of FoS are changing at a fast pace, the As-Is 
system architecture design using SOS requirement-based approach becomes 
a “bottleneck” when interfacing with newer systems that are not within the 
same family,

• The family of SoS that requires frequent upgrade/refresh due to technology changes 
can cause a loss of interoperability with family of SoS that have stable requirements,

• Practically, SOS management at the enterprise level can pose a real challenge, when 
a family of SoS systems with stable requirements are not able to synchronize with 
the other families of SoS systems to be deployed at a later date; Managing this mis-
alignment of systems and requirements synchronization is unmanageable task.

As discussed earlier, the current trends are to extend SoS requirement-based 
engineering to SOS capability-based engineering approach for the design and 
development of MS&A of complex systems. These current trends are based on the 
following capability-based engineering concepts:

• SOS architecture design is based on the top-down approach by associating each 
system with its high-level capabilities not subsystem’s components’ require-
ments. This approach leaves the flow-down of capability-to-requirement to the 
selected contractors for the design and build of each FoS,

7

Introductory Chapter: Recent Trends in Systems-of-Systems Design, Modeling, Simulation…
DOI: http://dx.doi.org/10.5772/intechopen.97754

• Managing the capabilities at the SOS enterprise level, i.e., SOS capability align-
ment, synchronization and integration will be managed using capability-based 
engineering approach.

• Develop MS&A models to simulate, analyze and characterize SOS capabili-
ties with well-defined SOS architecture performance metrics focusing on 
capabilities, and not detail requirements’ metrics.

4. Existing SOS Modeling, simulation and analysis (MS&A)

The current trends for the development of SOS MS&A models requires to 
classify and decompose complex SOS according to their presumed capability’s 
attributes and relationships. In the context of this chapter, the classification and 
decomposition will be performed using SOS capability-based engineering perspec-
tive, which is also referred to as SOS perspective that encapsulate the three SOS 
types as defined earlier. Using [15], the book chapters have presented SOS tax-
onomy for space and airborne systems.

Optimizing the synergy between independent and heterogeneous systems 
or FoS’ systems is a particular challenge in SOS architecture analysis. In order to 
analyze the SOS architecture effectiveness and to specify SOS characteristics, 
behaviors and features, engineers develop SOS MS&A frameworks and models 
and associated SOS performance metrics. The book chapters successfully dem-
onstrated the use of SOS perspective for the development of MS&A models to 
characterize the performance of a notional space systems-of-systems with differ-
ent FoS types.

5.  A SOS perspective and current trends on the MS&A of decision 
support systems (DSS)

Decision-making is being profoundly challenged by the digitization of the 
business world and the rise of environmental uncertainty and risks. Augmented 
by digital technologies, decision makers have in their hands massive amount of 
open source data, and often, they are forced to make swift decisions while trying 
to mitigate increasing level of risks. Given the diversification of massive infor-
mation sources that go beyond the organization boundaries, decision makers 
are facing with a triple level of uncertainty – increased difficulty in identifying 
the possible courses of actions given a complex decision; increased difficulty in 
estimating the likelihood of decision outcomes of a chosen action, and unex-
pected emergence of new actors – be it allies or foes – along the decision-making 
process.

DSS are commonly known as computer-based systems that are designed for 
aiding decision-makers to transform an ill-defined and unstructured problem into a 
well-defined and structured problem. In that process, the problem can be iteratively 
analyzed, and possible decision outcomes can be visualized. The role and function 
of a DSS is to guide the user throughout the decision-making process that eventu-
ally lead to a final decision – either optimal or satisfactory. In this DSS perspec-
tive, MS&A is seen as a set of tools that help decision makers to (i) express their 
preferences and needs, (ii) explore all possible solutions, (iii) perform evaluation 
analyses, and (iv) select the best possible preferred outcomes. In complex decision-
making situations, a DSS is a computer-based system that supports its user(s) to 
make effective decisions in ill-structured problems.
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A DSS is typically composed of four components [4]:

• A Data Component: that allows the decision maker to retrieve relevant data 
from all possible relevant sources to generate new alternatives and new  
perspectives in decision making;

• A Model Component: that enables selection, creation, and manipulation of mod-
els to help decision makers best capture the dimensions of the decision problems;

• An Interface Component: that provides context-sensitive and personalized 
interaction with the users; and

• A Communication Component: that facilitates structured and free-format 
information exchanges between users.

In a SOS environment, the level of sophistication of these four components 
increases with the size of interconnected systems. The overarching SOS engineering 
challenge is to deal with the uncertainty related to the design of interoperability and 
coordination. It is critical to design context-dependent interfaces between indi-
vidual systems using technologies such as the Unified Modeling Language (UML), 
with the need for integration and coordination:

• SOS Dynamic Program Solver: Given a specific complex problem at hand, the DSS 
facilitates the generating of problem-solving solutions. It can simply be the execu-
tion of an existing ready-to-be-applied decision model, or it can set up a sequence 
of trial-and-error algorithms in search for an optimal problem formulation.

• SOS Daemon: In a highly distributed system, the role of this kernel of the 
multi-tasking DSS is to manage, coordinate and control in the background, 
without the direct control of the user, the overall execution of the SoS. Upon 
request, the daemon activates the processing of data, model and analysis, 
interpretation and visualization.

• SOS Scheduler: In a large-scale, loosely coupled distributed architectures, 
the SoS scheduler task is to generate a feasible scheduling scheme to execute 
decision making problems. It is providing process-driven policies to help the 
SOS Deamon to sequence DSS execution – either in a concurrent or sequential 
manner – and to allocate computational resources to each of the DSS tasks.

• SOS Planner and Controller: In highly vulnerable operations, the Planner and 
Controller performs the function of a hardware/software watchdog to ensure 
that the SoS can be promptly reset if it is disrupted by malfunctions or failures. 
In normal operations, the DSS should allow for the coordination of modeling 
and simulation processes.

Over the last thirty years, with the emergence of Decision Support Technology, 
decision makers have benefited from dedicated DSS applications, from engineer-
ing to business and healthcare to engineering. Elevating the role and function of 
DSS to support complex SoS presents both opportunities and challenges to the 
discipline. As exemplified in the book chapters, the concept of DSS can offer group 
decision for risk management and collective generation of social urban policies. 
Furthermore, game theories can be used to engage antagonists in finding a solution 
that would be acceptable to all.
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6.  A SOS perspective and current trends on MS&A of game theoretical 
models (GTM)

The development of computer models to perform the MS&A of a particular game 
theoretical model, whether it is used for analyzing and predicting the behaviors 
of complex systems or future economic well-being or forecasting stock market, 
are very challenging for system analysts, economic analysts, financial analysts and 
mathematicians. As pointed out in the book chapters, practical GTM are usually 
very complex because these models require the analysts and mathematicians to have 
a deep understanding of a combination of:

(i) Game theory, i.e., what type of game that the analyst should be selected for 
the problem being investigated and how-to set-up the game to achieve desire 
outcomes,

(ii) Advanced mathematics3 in several fields, including modeling and simula-
tion, algebra, probability, statistics and calculus, and

(iii) The problems being investigated with profound subject matter expertise in 
a particular scientific area. As an example, the analyst may require having a 
thorough understanding of the behavior of the cellular system being inves-
tigated or understanding of several medical fields, including tumor cells, 
thoracic surgery, neocortical epilepsy and kidney donation.

Currently, researchers, scientists, engineers and analysts have applied game theory 
to many applications, including but not limited to health care, wireless communica-
tions systems, complex systems acquisition, finances, and economics. As mentioned 
in Section 4 above, for the development of SOS MS&A models using SOS perspective, 
a game theoretical modeling taxonomy is required. Figure 1 provides a description 
of a game theoretical taxonomy that the SOS modelers can use in selecting proper 
game “engine” (or system in SOS context) to perform required SOS MS&A modeling 
tasks. As shown in Figure 1, there are two types of games, namely, static games and 
dynamic games. For each game type, depending on the information available to the 
players, the MS&A modelers can choose to play complete or incomplete information 
with either corporative or non-corporative games. For static games, the modelers 
develop game engines using normal form. While, dynamic games use extensive form 
with the complete information games being divided into perfect information and 
imperfect information games. The definitions for these games are given below:

• Complete information games: Players know all information about the other 
players, e.g., their “types”, strategies, payoffs and preferences.

• Incomplete information games: Players may or may not know some informa-
tion about the other players, e.g., their “types”, strategies, payoffs or their 
preferences.

• Perfect information games: Players are aware of the actions chosen by other 
players. They know who the other players are, what their possible strategies/
actions are, and the preferences/payoffs of these other players. Information 
about the other players in perfect information game is also complete.

3 Note that mathematical game theory can also be considered as a brand of mathematics that required 
mathematical background in modeling and simulation, algebra, probability, statistics and calculus.
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Over the last thirty years, with the emergence of Decision Support Technology, 
decision makers have benefited from dedicated DSS applications, from engineer-
ing to business and healthcare to engineering. Elevating the role and function of 
DSS to support complex SoS presents both opportunities and challenges to the 
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decision for risk management and collective generation of social urban policies. 
Furthermore, game theories can be used to engage antagonists in finding a solution 
that would be acceptable to all.
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6.  A SOS perspective and current trends on MS&A of game theoretical 
models (GTM)
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thorough understanding of the behavior of the cellular system being inves-
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develop game engines using normal form. While, dynamic games use extensive form 
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• Complete information games: Players know all information about the other 
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preferences.

• Perfect information games: Players are aware of the actions chosen by other 
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3 Note that mathematical game theory can also be considered as a brand of mathematics that required 
mathematical background in modeling and simulation, algebra, probability, statistics and calculus.
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• Imperfect information games: Players simply do not know of the actions 
chosen by other players. However, they know who the other players are, what 
their possible strategies/actions are, and the preferences/payoffs of these other 
players. Hence, information about the other players in imperfect information 
game is incomplete.

Figure 1 assumes all games are Bayesian games. Basically, there are seven game 
models associated with static and dynamic game types. Each of these game models 
can be considered as a model of a “system” with a specified set of inputs and out-
puts and when these systems are set-up properly, together they will provide desired 
outcomes. Recently, References [16, 17] have used this SOS MS&A approach for 
developing complex computer simulation models to evaluate and develop acquisi-
tion strategy for acquiring complex space systems for U.S. DoD. Reference [18] 
discusses the use of decision support system to complement the game models when 
decisions on a selecting of a particular architecture solution does not converge. 
Therefore, it is probably safe to claim that the current trends for the development 
of complex MS&A models for game theoretical modeling applications are to use 
(i) SOS perspective, and (ii) Decision support system when the game model of a 
complex system or process does not converge.

7. Conclusion

The chapters presented in this technical book share a common thread of using 
Systems-of-Systems (SOS) perspectives and existing INCOSE System-of-Systems 
(SoS) engineering to address complex practical test-and-evaluation processes 
and systems, ranging from melt spinning process and space systems enterprise 
to medical problems. While dealing with a great level of details illustrating their 
thematic methodologies, the authors do take the effort in providing the readers 

Figure 1. 
Game theoretical Modeling Taxonomy from SOS perspective.

11

Introductory Chapter: Recent Trends in Systems-of-Systems Design, Modeling, Simulation…
DOI: http://dx.doi.org/10.5772/intechopen.97754

Author details

Tien M. Nguyen1,2* and Tung X. Bui3,4,5

1 Center for Computational and Applied Mathematics (CCAM), California State 
University, Fullerton (CSUF), USA

2 The Aerospace Corporation, USA

3 Shidler College of Business, USA

4 Information Technology Management, University of Hawaii at Manoa, USA

5 Haas School of Business, University of California at Berkeley, USA

*Address all correspondence to: tmnguyen57@fullerton.edu

with a thorough background discussion, making their chapters comprehensive and 
reachable to all. We hope that the readers will find the chapters selected for this 
book a source of ideas for their own work -- ideas that are anchored in a set of inter-
disciplinary and, moreover, ideas are being explored or experimented in promising 
systems-of-systems applications.

By its very nature, an SOS evolves overtime with changing systems require-
ments. Looking forward, the coordination of simultaneous and real-time processes 
in large-scale programmable networks remains to us a major challenge in the design 
of SOS for complex problem solving. In spite of the recent advances in Artificial 
Intelligent (AI) and automated systems, the burden of managing the interfaces 
between distributed data repositories, disparate and incompatible model bases, and 
context-dependent visualization and presentation techniques, the coordination of 
parallel operations still depends in a large part on the SOS designers. It is a time-
consuming and tedious process to conceptualize and implementing parallelism. We 
hope the readers find in this book concepts and ideas that would help them achieve 
their requirements analysis and SOS design task.

Last but not least, and although not explicitly discussed, most of the chapters in 
this book have judiciously pointed out the necessity of establishing a coherent set 
of principles for systems-of-systems engineering, including synergism, symbiosis, 
modularity and self-governance, conservation and reconfiguration, emergence and 
re-architecting, efficiency and effectiveness. If these principles are clearly defined 
and adopted by the community of SOS developers and users, we expect that SOS 
would be the next and ultimate generation of digital applications.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 2

Systems-of-Systems Taxonomy:
Space and Airborne Systems
Perspective
John D. Nguyen

Abstract

This chapter discusses the taxonomy of Systems-of-Systems (SOS) with a focus
on space and airborne systems perspective. A discussion with a broad view of
taxonomy with considerations for space and airborne systems classification,
including SOS and Family-of-Systems (FOS), will be presented. The chapter defines
taxonomic categories considering dimensions in the classification of space and
airborne SOS based on their acquisition strategy, operational mode, and problem
domain. Commercial and military acquisition strategies will be addressed along
with their intentional operational modes and problem domains. The space and
airborne systems discussed will be Satellite Communication (SATCOM) systems,
sensing and imaging satellite systems and Positioning-Navigation-and-Timing
(PNT) satellite, and military and commercial aircraft systems. The chapter provides
examples on notional military SATCOM and manned aircraft systems.

Keywords: space systems, systems-of-systems (SOS), satellite communication,
sensing and imaging satellite, positioning-navigation-and-timing (PNT) satellite,
family of system (FOS), SOS engineering, constituent systems, acquisition,
autonomy of constituents, application domains, standards, operational
Independence, managerial Independence, evolutionary development

1. Background and introduction

The term “Taxonomy” used in this chapter will be borrowed from the defini-
tions presented in Refs. [1–3], but with an emphasis on space and airborne per-
spective. This chapter defines taxonomy as a hierarchical structure framework to
classify space and airborne systems terms into parent-and-child relationships,
where each level of a hierarchy can be referred to as a “Category.” In this chapter,
“Systems” will be categorized as Systems of Systems (SOS) and Family of Systems
(FOS). For general military space systems, military space FOS can be categorized as
(i) Satellite Communication (SATCOM) systems, (ii) Sensing and Imaging satellite
systems, and (iii) Positioning-Navigation-and-Timing (PNT) satellites. Practically,
civilian space FOS can be categorized as (i) commercial FOS of Broadcasting satel-
lites, (ii) commercial FOS of Wideband Internet satellites, and (iii) commercial FOS
of Data, Video, Audio Communications satellites. In general, commercial space FOS
can be categorized as (i) NASA FOS of Near-Earth Missions, (ii) NASA FOS Deep
Space missions, and (iii) NOAA FOS Earth Surveillance satellites. SOS can be a
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selected group of FOS that are connected together. For space systems, they (SOS)
can be categorized as military, civilian and commercial space systems. For airborne
systems, they can be categorized as military and commercial airborne systems, since
civilian and commercial airborne systems are practically identical. In general,
airborne systems can be categorized as (i) military manned aircraft systems, and
(ii) military un-manned aircraft systems. Similarly, for commercial aircraft, it is also
can be categorized as (i) commercial manned aircraft systems, and (ii) commercial
un-manned aircraft systems. Figure 1 presents our view of taxonomy for “systems”.
Figure 2(a) and (b) illustrate taxonomies for Space and Airborne FOS, respectively.

This chapter will focus on SOS taxonomy for space and airborne systems. Due to
the constraint on the length, this chapter will only provide two taxonomy examples
on space and airborne systems, where a generic space and airborne systems’ taxon-
omies will be presented. For airborne systems, the example will be focused on
manned airborne systems. The chapter is organized as follows:

i. Section 2 describes existing SOS taxonomy framework described in [3];

ii. Section 3 discusses our proposed SOS taxonomy framework for space
systems;

iii. Section 4 proposes an approach for SOS taxonomy framework for airborne
systems;

iv. Section 5 provides examples on notional military SATCOM and manned
aircraft systems;

v. Section 6 concludes the chapter with remarks on the taxonomy’s needs for
future space systems.

Figure 1.
A taxonomy definition of systems.
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2. Description of existing SOS taxonomy framework

This section describes a current perspective on the SOS taxonomy framework,
where SOS can be categorized as three types:

• Acquisition type

• Operation type

• Domain type.

Each of the type will be classified into different component as shown in Figure 3.
The following provides a summary of the three types and their associated
components.

• Acquisition type: SOS is classified based on how the systems acquired [3]:

◦ Dedicated SOS: Is defined as planned SOS, where they are consciously
designed and engineered from the beginning to be SOS, where the
interaction between the component systems is expected when the systems
are acquired. As pointed out in [3], in the past, many military SOS were
not acquired in this manner, and the emerging trend is to design military
systems around the SOS concept.

◦ Virtual SOS: Unlike dedicated SOS, this type of SOS is un-planned when
the component systems are engineered and acquired. Another
characteristic of these systems is that once their use has ended the

Figure 2.
Taxonomy definitions of space and airborne FOS (a) a taxonomy definition of space FOS (b) a taxonomy
definition of airborne FOS.

19

Systems-of-Systems Taxonomy: Space and Airborne Systems Perspective
DOI: http://dx.doi.org/10.5772/intechopen.92347



selected group of FOS that are connected together. For space systems, they (SOS)
can be categorized as military, civilian and commercial space systems. For airborne
systems, they can be categorized as military and commercial airborne systems, since
civilian and commercial airborne systems are practically identical. In general,
airborne systems can be categorized as (i) military manned aircraft systems, and
(ii) military un-manned aircraft systems. Similarly, for commercial aircraft, it is also
can be categorized as (i) commercial manned aircraft systems, and (ii) commercial
un-manned aircraft systems. Figure 1 presents our view of taxonomy for “systems”.
Figure 2(a) and (b) illustrate taxonomies for Space and Airborne FOS, respectively.

This chapter will focus on SOS taxonomy for space and airborne systems. Due to
the constraint on the length, this chapter will only provide two taxonomy examples
on space and airborne systems, where a generic space and airborne systems’ taxon-
omies will be presented. For airborne systems, the example will be focused on
manned airborne systems. The chapter is organized as follows:

i. Section 2 describes existing SOS taxonomy framework described in [3];

ii. Section 3 discusses our proposed SOS taxonomy framework for space
systems;

iii. Section 4 proposes an approach for SOS taxonomy framework for airborne
systems;

iv. Section 5 provides examples on notional military SATCOM and manned
aircraft systems;

v. Section 6 concludes the chapter with remarks on the taxonomy’s needs for
future space systems.

Figure 1.
A taxonomy definition of systems.
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2. Description of existing SOS taxonomy framework

This section describes a current perspective on the SOS taxonomy framework,
where SOS can be categorized as three types:

• Acquisition type

• Operation type

• Domain type.

Each of the type will be classified into different component as shown in Figure 3.
The following provides a summary of the three types and their associated
components.

• Acquisition type: SOS is classified based on how the systems acquired [3]:

◦ Dedicated SOS: Is defined as planned SOS, where they are consciously
designed and engineered from the beginning to be SOS, where the
interaction between the component systems is expected when the systems
are acquired. As pointed out in [3], in the past, many military SOS were
not acquired in this manner, and the emerging trend is to design military
systems around the SOS concept.

◦ Virtual SOS: Unlike dedicated SOS, this type of SOS is un-planned when
the component systems are engineered and acquired. Another
characteristic of these systems is that once their use has ended the

Figure 2.
Taxonomy definitions of space and airborne FOS (a) a taxonomy definition of space FOS (b) a taxonomy
definition of airborne FOS.

19

Systems-of-Systems Taxonomy: Space and Airborne Systems Perspective
DOI: http://dx.doi.org/10.5772/intechopen.92347



component systems are usually disassembled and no longer operate as a
part of a larger SOS.

• Operational type: SOS is classified based on how the systems operate [3]:

◦ Chaotic SOS: This type of SOS has no central control authority or
managerial entity and thus no agreed upon purpose.

◦ Collaborative SOS: For this type of SOS, the component systems interact
voluntarily almost out of necessity. Control and management authority
have little power to coerce the behavior of the component systems. Control
and Management authorities may issue standard practices and procedures
by which components must operate to be a part of the larger system, but
ultimately it is up to the component systems to acquiesce to those
standards to become part of the larger system (as with the Internet). The
overall behavior of these systems may still be somewhat unpredictable.

◦ Directed SOS: This type of SOS is designed to have its control by a central
management authority. The systems are designed and operated for a
specific purpose.

• Domain type: SOS is classified based on how the domain that systems
operate [3]:

Figure 3.
Current SOS taxonomy framework [3].
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◦ Social SOS: Is defined as SOS that are either physical or conceptual SOS
classes. As pointed out in [3], a social SOS is government.

◦ Conceptual SOS: These systems do not exist as tangible entities in
physical space nor do they operate on or manipulate matter. Systems that
are conceptual include those in which humans interact with concepts or
those that require no human intervention at all.

◦ Physical SOS: These systems are operating in or on the physical world.
These systems involve interactions between humans and the physical
world or systems that are completely embedded in the physical world with
no human interaction. These systems are composed of component systems
that are tangible or affect matter.

3. Proposed SOS taxonomy framework for space systems

Figure 4 describes the proposed SOS taxonomy for space systems, where SOS
can be categorized as military SOS, civilian SOS and commercial SOS. As discussed
in Section 1, military SOS can be classified SATCOM SOS, Image/Sensor SOS, PNT
SOS, and mixed SATCOM + Image/Sensor + PNT SOS. Similarly, the classifications
for civilian and commercial SOS are also shown in Figure 4.

Each type of the military SOS (e.g., SATCOM SOS) can be further classified in
terms of acquisition type, operational type and domain type. Using the current
framework described in the above section [3], this section derives the proposed
taxonomy framework for space systems. The section is organized as follows:
(i) Section 3.1 presents a taxonomy framework for military space systems,

Figure 4.
Proposed SOS taxonomy framework for space systems.
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Proposed SOS taxonomy framework for space systems.
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(ii) Section 3.2 addresses the commercial space systems, and (iii) Section 3.3 dis-
cusses the taxonomy framework for civilian spaces systems.

3.1 SOS taxonomy framework for military space systems

Figure 5 presents our proposed SOS taxonomy for military space systems. The
SOS taxonomy framework for military space systems can be categorized as:

• Acquisition type

◦ Dedicated SOS

◦ Virtual SOS

• Operation type

◦ Collaborative SOS

◦ Directed SOS

• Domain type:

◦ Physical SOS

Figure 5.
Proposed SOS taxonomy framework for military space systems.
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3.2 SOS taxonomy framework for commercial space systems

Figure 6 presents our proposed SOS taxonomy for commercial space systems.
The SOS taxonomy framework for commercial space systems can be categorized as:

• Acquisition type

◦ Dedicated SOS

• Operation type

◦ Collaborative SOS

◦ Directed SOS

• Domain type

◦ Physical SOS

Note that the commercial framework missed a component in the acquisition
type, namely, virtual SOS. This is because the SOS solution is usually derived from
customer’s needs. While for military space systems, due to the threats dynamic, the
warfighter needs are changing at a fast pace and there will be un-planned SOS
components to be deployed.

Figure 6.
Proposed SOS taxonomy framework for commercial space systems.
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3.3 SOS taxonomy framework for civilian space systems

Figure 6 presents our proposed SOS taxonomy for commercial space systems.
The SOS taxonomy framework for civilian space systems can be categorized as:

• Acquisition type

◦ Dedicated SOS

• Operation type

◦ Collaborative SOS

◦ Directed SOS

• Domain type

◦ Physical SOS

Note the proposed SOS taxonomy framework for civilian space systems is iden-
tical to commercial space systems, see Figure 7. Similar to commercial space sys-
tems, the SOS acquisition for civilian space systems is depending on a planned
mission’s needs.

Figure 7.
Proposed SOS taxonomy framework for civilian space systems.
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4. Proposed SOS taxonomy framework for airborne systems

Again, using the framework described in Section 2, this section derives the pro-
posed taxonomy framework for airborne systems. The section is organized as follows:
(i) Section 4.1 presents a taxonomy framework for military airborne systems, and
(ii) Section 4.2 addresses the commercial space systems. Note that the taxonomy
framework for civilian airborne systems is identical to commercial systems.

4.1 SOS taxonomy framework for military airborne systems

Figure 8 presents our proposed SOS taxonomy for military airborne systems.
The SOS taxonomy framework for military airborne systems can be categorized as:

• Acquisition type

◦ Dedicated SOS

◦ Virtual SOS

• Operation type

◦ Collaborative SOS

Figure 8.
Proposed SOS taxonomy framework for military airborne systems.
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4. Proposed SOS taxonomy framework for airborne systems
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◦ Directed SOS

• Domain type

• Physical SOS

• Conceptual SOS

Similar to military space systems, due to the threats dynamic, the warfighter
needs are changing at a fast pace and there will be un-planned SOS components to
be deployed in airborne platforms. However, there is an addition component that is
included in the domain type, namely, conceptual SOS. For airborne systems, this
conceptual SOS component provide pilot training systems that have components
existed in both physical and non-physical domains. For the physical domain, the
pilot training system includes the training facility. For the non-physical domain, the
pilot training system includes the cyber space component, where the pilots
encounter the non-physical entities for training purposes.

4.2 SOS taxonomy framework for commercial airborne systems

The SOS taxonomy framework for commercial airborne systems is very similar
to the military airborne systems, except that the SOS component for acquiring
un-planned systems is no longer required. Thus, the framework includes:

Figure 9.
Proposed SOS taxonomy framework for commercial airborne systems.
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• Acquisition type

◦ Dedicated SOS

• Operation type

◦ Collaborative SOS

◦ Directed SOS

• Domain type

◦ Physical SOS

◦ Conceptual SOS

Figure 9 depicts the proposed SOS taxonomy framework for commercial air-
borne systems.

5. Examples on notional military space and airborne systems

This section provides examples of taxonomy on notional military space and
airborne systems since the case for civilian and commercial systems can also be
derived directly from these examples. Figure 10 illustrates the two examples to be
described in the following subsections. Subsection 5.1 presents an example of a
taxonomy framework for a typical military SATCOM SOS. Subsection 5.2 provides
an example of a taxonomy framework for a typical manned military aircraft that

Figure 10.
SOS taxonomy framework for military space and airborne systems (described in the following subsections).
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can be used for the derivation of a taxonomy framework for un-manned military
aircraft.

5.1 A notional military SATCOM system

A typical military SATCOM system with a fully process SATCOM payload can be
classified into the following subsystem components that are part of a SOS design [4]:

• Received Antenna Subsystem (RX-AS)

• RF Front-End Subsystem (RF-FES)

• Fully Digital Processing Subsystem (FDPS)

• Tracking-Telemetry & Commanding Subsystem (TT&CS)

• Frequency & Timing Subsystem (FTS)

• Altitude & Control Subsystem (A&CS)

• Communication Security Subsystem (COMSECS)

• RF Back-End Subsystem (RF-BES)

• Transmit Antenna Subsystem (TX-AS)

Followings are the decomposition of each of the above subsystems. Typical RX
and TX antenna subsystems include the following components [4]:

• Antenna Configurations

• Beamformer Component

• Antenna Controller Component.

Typical RF Front-/Back-End Subsystems include the following components [4]:

• Front-end

◦ Low Noise Antenna (LNA)

◦ Multi-wideband Receiver

◦ Down RF Converter

◦ Tunable IF Converter

• Back-end

◦ High Power Amplifier (HPA)

◦ Up RF Converter
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The FDPS is the heart of a fully processing payload, and a typical FDPS includes
the following components [4]:

• Analog-to-Digital Converter/Digital-to-Analog Converter (ADC/DAC)

• Digital Processor (e.g., Field Programmable Gate Array (FPGA))

• Modulator/Demodulator (MOD/DEMOD)

• Decoder/Encoder

• Digital Network Switch (DNS)

• Fully On-Board Satellite System Controller (FOBSSC)

A typical TT&CS includes the following components [4]:

• On-Board Ranging Processor

• On-Board Command Processor

• On-Board Telemetry Processor

Using a typical fully process SATCOM payload described above, Figure 11
provides a SOS taxonomy framework for a notional military SATCOM system
operating in an SOS environment.

5.2 A notional military airborne system

A typical military manned airborne system can be classified into the following
subsystem components that are part of a SOS design [5]:

Figure 11.
SOS taxonomy framework for military SATCOM systems.
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• Airframe

• Propulsion

• Application Software

• Communications / Friend-or-Foe (FoF) Identification

• Navigation / Guidance Control

• Central Computer

Figure 12.
SOS taxonomy framework for military manned aircraft.
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• Fire Control Subsystem

• Data Display and Controls

• Survivability Unit

• Reconnaissance Unit

• Automatic Flight Control Unit

• Central Integration Checkout

• Antisubmarine Warfare Unit

• Armament Subsystem

• Weapons Delivery Unit

• Auxiliary Equipment

Figure 12 provides a SOS taxonomy framework for a notional military manned
airborne system operating in an SOS environment.

6. Conclusion

This chapter provides descriptions of SOS taxonomy frameworks for space and
airborne systems. A broad view of taxonomy frameworks with considerations for
space and airborne SOS and FOS were presented. Using existing SOS taxonomy
framework, the chapter proposed SOS taxonomy frameworks for space and air-
borne systems based on their acquisition types, operational modes, and problem
domains. Examples on SOS taxonomy were provided for notional military SATCOM
and manned aircraft systems. Similarly, examples for manned airborne and other
space systems can also be derived by tailoring the framework presented in Section 5.
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Chapter 3

Applications of Systems
Engineering Technical Process
Flows on Enterprise Systems
Alper Pahsa

Abstract

Systems engineering (SE) and SE management is the objective of all SE efforts,
which defines the transformation of specific customer needs into a system product,
service, or enterprise systems. Enterprise systems of systems engineering apply
systems engineering fundamentals to the design of an enterprise. It is created by
knowledge, principles, and processes tailored to the design of enterprise systems.
Enterprise is a complex, socio-technical system that includes interdependent
resources of people, information, and technology to reach a common goal. Enter-
prise systems is complex that a system configuration can be controlled among the
different stakeholders. There are four different steps in enterprise systems process;
it includes technology planning (TP), capabilities-based engineering analysis
(CBEA), enterprise architecture, and enterprise analysis and assessment. This is the
main reason that the enterprise work is developed and established at HAVELSAN
Inc., Information and Security Technology Division. SE and technical processes for
enterprise projects require establishing a systematic taxonomy and SE process cus-
tomization. This chapter presents the work done on SE for enterprise projects at
HAVELSAN. The chapter presents the results of the study of similarities and dif-
ferences of the various applications of systems engineering of product systems
oriented against enterprise systems.

Keywords: enterprise systems engineering, enterprise systems,
system engineering (SE)

1. Introduction

SE approach is defined as [1]: “An interdisciplinary approach to evolve and
verify an integrated and life cycle balanced set of systems product and process
solutions that satisfy customer needs. Systems engineering: (a) encompasses the
scientific and engineering efforts related to the development, manufacturing, veri-
fication, deployment, operations, support, and disposal of systems products and
processes; (b) develops needed user training equipment, procedures, and data
(c) establishes and maintains configuration management of the systems;
(d) develops work breakdown structures and statements of work; and (e) provides
information for management decision making.”
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The real-world application of SE is no different than its definition. In most
practical applications, the knowledge about required product, service,
enterprise, and system of systems (SoS) is mandatory for the successful project
realizations.

The SoS is used in the literature since the 1950s to define systems that include
independent constituent systems, which behave mutually with a common goal to
establish a process. An example of SoS arises in the fields of power grid technology,
transport, production, business, government, and military enterprises. SoS engi-
neering links with independence, heterogeneity, evolution, and emergence proper-
ties of SoS. SoSs are found in wide areas. For instance, emergency response (fire,
police, and hospital) with independent and managed systems never collaborates to
provide a service on which trusted service is placed. Many conclusions can be
drawn in Figure 1 depending on the current state of SoSE.

Initially the literature is fragmented. Because SoSE is in the early stages, devel-
opment process is preceded on the topic [2].

SoS for enterprise systems is a group of activities related to capability delivery
design and establishment in enterprise mission planning. It transforms and realizes
the enterprise goals (strategic policies) into an informative and consistent Enter-
prise Architecture as a Strategic Plan for “System of Systems” evolution of the
Enterprise. It is a general principle that organization-level transformation needs are
wide and detailed. They involve specific objective in mind of the enterprise
requirements and transformation of those requirements in the enterprise. Since the
enterprise is a complex system of systems, it needs a SoS enterprise systems engi-
neering method with low-risk process to devise and manage such an organization-
wide transformation [3].

The SoS ESE method includes a process to manage enterprise transformation
throughout three critical components. Initially it needs comprehensive, integrated,
and mission-service-based architecture. Secondly, it defines a management objec-
tive for using that architecture through all organization processes of the acquisition
methods to minimize risk by linking the architecture’s engineering processes to

Figure 1.
Perspectives of systems of systems [2].
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the acquisition processes. Lastly, by design it defines a flexible architecture
intended to do leveraging industry best practices rather than forcing a prescriptive,
one-size-fits-all of the process constraints [3].

The extent to which these combinations are selected from the previously deter-
mined approaches vs. the need for system engineers to create such combinations is
part of SE application. This knowledge also lays the basis for the various application
domains. Some domains have very detailed set of procedures, guidelines, and stan-
dards relevant to that domain, while others take general SE and tailor it as needed
by using the judgment of those involved. In general, all domains have a little of both
domain-specific guidelines and experienced people [4].

As discussed above, SE approaches transform innovations and engineering chal-
lenges into specific products, services, or enterprise systems. Based on these facts,
HAVELSAN has been working on in a CMMI V3-based development product life
cycle system and has been applying ISO/IEC 15288 SE standards traditional product
development technical and engineering processes. Based on the structural differ-
ences in projected system needs, there exists a need to customize and develop new
approaches of SE technical processes for the anticipated products and services [4]
for enterprise system projects. For instance, in Information and Security Technolo-
gies Division at HAVELSAN Inc., there is more than 30% of projects that can be
classified as service systems, more than 50% as product development projects, 4%
as enterprise systems [5] project, and 16% as a combination of these systems. These
facts require devising a new methodology of technical engineering processes for the
new type of systems projects according to the ISO/IEC 15288 Systems and Software
Engineering—System life cycle processes. In the following sections, fundamentals
of product systems and enterprise systems are discussed, and then customized SE
technical process for enterprise systems is compared against the product develop-
ment SE and ISO/IEC 15288 Systems and Software Engineering technical processes.
Finally, a conclusion will be provided.

2. Product systems

As defined in finance terminology, the word “product” was first defined as in
economics and commerce products belonging to broader category of goods. In
marketing, a product is anything that can be offered to a market that might satisfy a
customer’s needs. In retail industry, products are called merchandise. In
manufacturing, products are purchased as raw materials and sold as finished goods.
Commodities are usually raw materials, such as metals and agricultural products,
but a commodity can also be anything widely available in the open market. In
project management, products are the formal definitions of the project deliverables
that constitute or contribute to deliver the objectives of the project. In insurance
industry, the policies are considered products offered for sale by the insurance
company that created the contract [2].

A product system is the combination of “end” products and the enabling prod-
ucts for those “end” products. This concept of a product is illustrated in Figure 1 of
Reference 5, the ANSI/EIA 632-2003 standard. The scope of the ANSI/EIA standard
is clearly restricted to product systems described in Figure 2 of [7].

The end product can be defined as a system with its own elements or subsys-
tems, each of which has its own enabling products as stated in Figure 3 [4]. The
product development process usually focuses only on the SE of the end product.
Performing SE processes for “Product Systems” is essential when either the
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enabling products are complex or their relationship to the end product is complex.
Otherwise, the use of conventional product development process is sufficient [5].

The processes of the SE activities are used to develop and realize the end prod-
ucts. Fourteen levels of technical processes are described as SE activities for product
realization in ISO/IEC 15288 standards [5]. These processes are Business and
Mission Analysis Process, Stakeholder Analysis and Requirements Identification
Process, Identification of Systems Requirements Process, Architecture
Definition Process, Design Definition Process, System Analysis Process, Implemen-
tation Process, Integration Process, Verification Process, Transition Process,
Validation Process, Operation Process, Maintenance Process, and Disposal Process.

For product systems, product realization processes are applied to each opera-
tional/mission product in the system structure starting from the lowest-level prod-
uct and working up to higher-level integrated products. These processes are used to
create the design solution for each product (e.g., by the Product Implementation or
Product Integration Process) and to verify, validate, and transition up to the next
hierarchical level products that satisfy their design solutions and meet stakeholder
expectations as a function of the applicable life cycle phases [8].

Figure 2.
Product System Components [7].

Figure 3.
End products and enabling products [4].
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3. Enterprise systems

Enterprise systems are complex, highly integrated systems comprised of pro-
cesses, organizations, information, and supporting technologies, with multifaceted
interdependencies and interrelationships across their boundaries. Understanding
the SE and management of complex social, technical, and infrastructure dimensions
of an enterprise is critical to achieving and sustaining the enterprise performance.
This section attempts to address the following questions:

• What are the key attributes of a successful enterprise, both today and
emerging?

• What are the key concepts, elements, and interrelationships that comprise an
enterprise system?

• What is involved in “architecting” and “engineering” an enterprise to achieve
the desired characteristics in the context of environment, business model, and
associated product system? [9]

Enterprises are studied by social scientists for many years; however, according
to this study, all of the perspectives against the Enterprises were only concentrated
on organizational structure or the information architecture [4].

Enterprise-type projects need to be looked as a system of systems (SOS), rather
than as a collection of functions connected solely by information systems and
shared facilities. What differentiates the design of an enterprise system from prod-
uct system lies in the inclusion of people and organization (including policies,
leadership, and facility) as part of the system, but not just only including as a user or
operator of the s.

Most business enterprises include one or more SoSs. For instance, most busi-
nesses have integrated many of their back office systems such as employee systems,
payroll systems, and accounting systems. In addition they may also have an inte-
grated set of customer facing systems such as order of entry, pricing systems,
billing, service monitoring, inventory management, and customer help. These types
of SoS tend to be relatively static in that the systems are always linked and
interoperating with each other to support the organization’s key business
functions [6].

Enterprise acquires or develops systems or individual elements of a system. The
enterprise can also create, supply, use, and operate systems, SOS, or system ele-
ments. Since there can possibly be several organizations involved in this enterprise
venture, each organization can be responsible for particular systems or certain kinds
of elements. Each organization brings their own organizational capability with
them, and the unique combination of these organizations leads to the overall
operational capability of the whole enterprise. These concepts are illustrated in
Figure 4 [4].

The primary purpose of an enterprise is to create value for society, other
stakeholders, and for the organizations that participate in that enterprise. This is
illustrated in Figure 3 that shows all the key elements that contribute to this value
creation process. These elements in the enterprise can be treated as a system with
SOS perspective, where the processes, methods, and tools of SE activities can be
applied to.

There are three types of organizations of interest: business, projects, and teams.
A typical business participates in multiple enterprises through its portfolio of
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projects. Large SE projects can be considered as an enterprise in their own merit,
with participation by many different business areas, and may be organized as a
number of sub-projects.

Enterprise system cannot be separated from their environment and its associated
product system. In studying any engineering systems, it can be seen that the prod-
uct system (i.e., what gets delivered to the stakeholders) and the enterprise system
are truly intertwined, along with the overall environment in which they reside. An
established enterprise will innately influence any new product system that is pro-
duced by that enterprise. Similarly, the characteristics of a product system to be
developed will drive the enterprise architecture toward a particular structure and
set of behaviors. Moreover, in enterprise architecting, we are faced with an impor-
tant consideration: how do you architect an enterprise that can most effectively
produce a desired “product system”? Today we can, at best, cite heuristics and
emerging principles on how enterprises should be architected. Current research in
enterprise systems architecting is working toward transforming enterprise
architecting from an art to a science, wherein enterprises can be predictably
architected and engineered [4].

4. System of systems

The term “System of Systems” (SOS) has been used since the 1950s to define the
systems that are composed of independent subsystems, which behave jointly
toward a common goal through the synergism between them. For instance, energy
systems, transport, production, government, and military enterprises are examples
of SoS [6].

Understanding the environment in which a system or SoS is generated and
established is central to understanding how best to apply SE principles within that
environment. Differences between individual or subsystem observations and SoS
are given in Table 1 [10].

Today’s requirement for more complex, more capable systems in short time is
leading many organizations to the integration of new and existing systems with
commercial off-the-shelf (COTS) products into network-centric, knowledge-based
system of systems. With this method system, development activities to make up the
new multisystem architecture, identify sources to either supply or develop the

Figure 4.
Individual competence leads to organizational, system, and operational capability [4].
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necessary components, and also integrate and test the high-level components are in
development and are being defined as SoS Engineering. Many people believe that
software-intensive systems are widely found in human use. It is known that the
software is embedded in automobiles, household appliances, and even computers
and sensors on bicycles to tell us how far we have gone and our average speed. It is
also easy to see, once one understands the concepts of SoS that SoS can also be
found anywhere [11].

5. SE technical processes for enterprise systems

Enterprise SE is defined as the body of knowledge, principles, and practices
having to do with the analysis, design, implementation, and operation of an enter-
prise. In a continued changing and competitive environment, systems engineers
who work on enterprise projects should consider a fundamental question: “How to
design and improve all system elements associated with the enterprise through the
use of SE and analysis methods and tools more effectively for achieving its goals and
objectives.” In Enterprise SE, there exist three schools of thoughts:

• The enterprise can be viewed as a complex system.

• The enterprise is to be viewed as a system of processes that can be engineered
both individually and holistically.

• The use of engineering rigor in transforming the enterprise.

In the enterprise engineering paradigm, the enterprise is viewed as a complex
system of processes that can be engineered to accomplish specific organizational

Table 1.
Comparing system and acknowledged system of systems [10].
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objectives. Enterprise systems engineering recognizes the ever-changing organic
nature of the enterprise and therefore has a valid worldview or paradigm.

Attempts to define Enterprise SE frequently fall back on refining previous con-
cepts of systems integration and interoperability rather than on Enterprise SE as a
whole; indeed, refining all of these concepts is useful, yet the focus is still on
modeling and integrating already-existing systems or components. Because it is
already stated in literature of Enterprise SE that effective enterprise integration
involves not only hardware, equipment, and data but also people, technology, and
business processes [12].

Enterprise SE systems thinking should cover the following aspects:

• Conceptual Foundation for Enterprise SE: Considering and classifying types of
enterprises and their characteristics, both as in hardware and software;
drawing upon the related fields of complexity science and sociology to explain
and predict the interactions between processes and the behavior of enterprises
undergoing in change

• Enterprise Technical Strategies: Enterprise architecture and associated
frameworks (TOGAF, DODAF, Zachmann, etc.); service-oriented
architectures, framework architectures, and components of systems; generic
platform architectures crossing multiple systems; reusable architectural
patterns; strategic management of technology; and integrated technical
support environments, covering modeling, integration, and organization-level
information and sharing

• Enterprise Process and Management: Combination of enterprise management
with organizational objectives; enterprise systems of systems engineering; agile
development methods to counter uncertainty; management of programs and
portfolios integrated with appropriate engineering processes; commercial
policies and contract management and decision-making techniques at all levels
to support the above

• Organizational Design and Change Management: Shaping the organization for
adaptability and to match the types of complexity involved; top down vs. peer-
to-peer collaboration and governance strategies; enterprise leadership styles;
implementing; sustaining and measuring change

Enterprise systems architecture is a new strategic view that creates a systems
perspective, viewing the entire enterprise as a complex system encompassing mul-
tiple views such as organization view, process view, and knowledge view and
enabling information technology view in an integrated framework.

According to the MITRE [9], the following process areas are applied to close the
gap between the Enterprise SE and Product SE:

• Strategic technical planning

• Enterprise architecture modeling

• Capability-based planning analysis

• Technology planning

• Enterprise analysis and assessment
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The Enterprise SE process is shown in the context of the entire enterprise in
Figure 4 [13]. The Enterprise SE processes are depicted in the middle with the business
processes on the left and technical systems engineering processes on the right. In
Figure 5, these business processes are described as in relation to the business activities.

For HAVELSAN study projects discussed in this chapter, the following table is
constructed according to the needs of the enterprise projects, including technical
and SE processes, and product development project systems engineering and tech-
nical processes that are not meeting the Enterprise scope of work. Table 2 provides
the basis for comparison of input/output and processes of the product, service, and
enterprise SE technical processes according to the INCOSE guidelines and ISO/IEC
15288 standards.

Figure 5.
Enterprise systems engineering process areas in the context of the entire enterprise [13].

Process
no.

Project type
technical
processes

Product development project
systems engineering technical
process and outputs

Enterprise system project type
systems engineering technical
process and outputs

1 Business and
mission analysis
process

• Statement of work
• Technical specifications
• Technical solution documents
• Engineering analysis (trade-off

analysis)
• Regulations and/or business

processes
• National and international

standards
• Concept of operations document
• Customer meeting records

• Statement of work
• Technical specifications
• Technical solution documents
• Engineering analysis (trade-off

analysis)
• Regulations and/or business

processes
• National and international

technical standards
• Customer meeting records
• Organizational strategic plan
• Capability-based planning

analysis
• Technology standards planning

2 Stakeholder
analysis and
requirement
identification
process

• Project plans
• Work breakdown structures
• Project feasibility estimations

• Program management plan
• Work breakdown structure
• Project feasibility
• Opportunity-risk evaluation

plan
• Enterprise architecture

roadmap process

3 Identification of
systems
requirement
process

• System/subsystem specifications
• System/subsystem interface

specifications
• Software specifications

• Enterprise system/subsystem
specifications

• Enterprise system/subsystem
interface specifications
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objectives. Enterprise systems engineering recognizes the ever-changing organic
nature of the enterprise and therefore has a valid worldview or paradigm.

Attempts to define Enterprise SE frequently fall back on refining previous con-
cepts of systems integration and interoperability rather than on Enterprise SE as a
whole; indeed, refining all of these concepts is useful, yet the focus is still on
modeling and integrating already-existing systems or components. Because it is
already stated in literature of Enterprise SE that effective enterprise integration
involves not only hardware, equipment, and data but also people, technology, and
business processes [12].

Enterprise SE systems thinking should cover the following aspects:

• Conceptual Foundation for Enterprise SE: Considering and classifying types of
enterprises and their characteristics, both as in hardware and software;
drawing upon the related fields of complexity science and sociology to explain
and predict the interactions between processes and the behavior of enterprises
undergoing in change

• Enterprise Technical Strategies: Enterprise architecture and associated
frameworks (TOGAF, DODAF, Zachmann, etc.); service-oriented
architectures, framework architectures, and components of systems; generic
platform architectures crossing multiple systems; reusable architectural
patterns; strategic management of technology; and integrated technical
support environments, covering modeling, integration, and organization-level
information and sharing

• Enterprise Process and Management: Combination of enterprise management
with organizational objectives; enterprise systems of systems engineering; agile
development methods to counter uncertainty; management of programs and
portfolios integrated with appropriate engineering processes; commercial
policies and contract management and decision-making techniques at all levels
to support the above

• Organizational Design and Change Management: Shaping the organization for
adaptability and to match the types of complexity involved; top down vs. peer-
to-peer collaboration and governance strategies; enterprise leadership styles;
implementing; sustaining and measuring change

Enterprise systems architecture is a new strategic view that creates a systems
perspective, viewing the entire enterprise as a complex system encompassing mul-
tiple views such as organization view, process view, and knowledge view and
enabling information technology view in an integrated framework.

According to the MITRE [9], the following process areas are applied to close the
gap between the Enterprise SE and Product SE:

• Strategic technical planning

• Enterprise architecture modeling

• Capability-based planning analysis

• Technology planning

• Enterprise analysis and assessment
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The Enterprise SE process is shown in the context of the entire enterprise in
Figure 4 [13]. The Enterprise SE processes are depicted in the middle with the business
processes on the left and technical systems engineering processes on the right. In
Figure 5, these business processes are described as in relation to the business activities.

For HAVELSAN study projects discussed in this chapter, the following table is
constructed according to the needs of the enterprise projects, including technical
and SE processes, and product development project systems engineering and tech-
nical processes that are not meeting the Enterprise scope of work. Table 2 provides
the basis for comparison of input/output and processes of the product, service, and
enterprise SE technical processes according to the INCOSE guidelines and ISO/IEC
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Process
no.

Project type
technical
processes

Product development project
systems engineering technical
process and outputs

Enterprise system project type
systems engineering technical
process and outputs

• Hardware specifications
• Hardware interface

specifications
• System/subsystem requirements

review
• Software requirements review
• Hardware requirements review
• Test plan
• Validation and verification plan

• System/subsystem
requirements review

• Validation and verification
plan

4 Architecture
definition process

• System/subsystem design model
(SysML/UML, system IT
models, etc.)

• Data configuration lists
• Interface design model (SysML/

UML, etc.)
• Software design model (UML,

etc.)
• Data model (UML)
• Database design model (UML,

etc.)
• Hardware design model

(AutoCad mechanical and
design drawings, Ansys or
CATIA 3D models and
engineering analysis, cable/wire
drawings, mass model, structure
model, electromagnetic model
analysis, RF propagation,
communication link budget
analysis, etc.)

• Engineering analysis reports
(trade-off analysis, safety,
ergonomy, security, reliability,
maintainability, survivability,
availability, material and process
analysis)

• Enterprise architecture design
model (based on TOGAF or
DODAF standards, etc.)

• Enterprise architecture
interface design model (based
on TOGAF or DODAF
standards)

• Enterprise architecture
configuration data list

• Enterprise architecture data
model (SysML/UML, etc.)

• Organizational enterprise
architecture system model
(SysML/UML, etc.)

• Enterprise architecture
operation model (BPM, etc.)

• Enterprise architecture
organization model Kurumsal
(SysML/UML, etc.)

• Engineering analysis reports
(enterprise architecture trade-
off analysis, enterprise
architecture service level
performance calculations,
enterprise architecture service
level time and human source
analysis, enterprise
architecture operation security
analysis, service flow
simulation and calculations)

5 Design definition
process

• System/subsystem design
review

• Interface design description
• Software design description
• Database design description
• Hardware design description
• Primary item development

specification

• Enterprise architecture system/
subsystem design document

• Enterprise architecture system
interface document

• Enterprise architecture
program management plan

• Architecture product project
portfolio project management
plan

• Enterprise architecture service
system project portfolio project
management plan

• Enterprise architecture system
engineering management plan

• Enterprise architecture
roadmapping

• Acquisition plan
• Technical specification
• Administrative specification
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Process
no.

Project type
technical
processes

Product development project
systems engineering technical
process and outputs

Enterprise system project type
systems engineering technical
process and outputs

• Statement of work
• Configuration management

plan

6 System analysis
process

• System/subsystem design
review (SSDR)

• Software preliminary design
review (SW-PDR)

• Software critical design review
(SW-CDR)

• Hardware preliminary design
review (HW-PDR)

• Hardware critical design review
(HW-CDR)

• Enterprise architecture system/
subsystem design review

• Enterprise architecture
operational design review

• Enterprise architecture
roadmap design review

• Strategic plan analysis
• Capability-based technical

planning analysis
• Technology and standard

planning analysis
• Enterprise architecture

technical product development
project portfolio design
reviews

• Enterprise architecture service
system project portfolio design
reviews

• Subcontractor or project plan
peer reviews

• Statement of work peer
reviews

• Administrative specification
peer reviews

7 Implementation
process

• Systems engineering
management plan

• Software development plan
• Hardware development plan
• Coding standards
• Prime item product specification
• Technical design drawings and

part lists
• Development process adaptation

document
• Project environment evaluation

report

• Enterprise architecture
program management plan

• Enterprise architecture
technical system product
development portfolio project
management plan and systems
engineering process

• Enterprise architecture
program service system project
portfolio project management
plan and service systems
engineering process

• R&D project portfolio for
enterprise architecture systems

• Systems engineering plan for
enterprise systems

• Strategic technical plan
implementation analysis
checklist

• Capability-based
implementation analysis
checklists

• Technology and standard
planning checklists

• Enterprise architecture
measurement and evaluation
metrics and checklists

8 Integration
process

• Validation and verification plan
• Test plan
• Test description document

• Enterprise architecture
program management plan
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Process
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Process
no.

Project type
technical
processes

Product development project
systems engineering technical
process and outputs

Enterprise system project type
systems engineering technical
process and outputs

• Test procedure
• Test report
• Peer review planning and

tracking list

• Enterprise architecture systems
engineering management plan

• Verification and validation
control plan

• Enterprise architecture system
test description document

• Enterprise architecture system
test procedure

• Enterprise architecture system
test report

• Peer review planning and
tracking list

• Product development
integration validation process
for technical systems in
enterprise architecture

• Strategic technical
implementation analysis
checklist

• Capability-based
implementation analysis
checklists

• Checklist leri technology and
standard plans

• Enterprise architecture
measurement and evaluation
metrics and checklists

9 Verification
process

• Verification and validation
control plan

• Test readiness review
• Test plan
• Test description document
• Test procedure
• Test report
• Version description document
• Functional and physical

configuration audit

• Enterprise architecture
program management plan

• Systems engineering
management plan

• Verification and validation
control plan

• Test description document
• Test procedure
• Test report
• Version description document
• Functional and physical

configuration audit
• Enterprise architecture

technical product development
or acquisition project portfolio
integration verification process

• Strategic technical verification
of realization analysis
checklists

• Capability-based
implementation analysis
checklists

• Technology and standards
planning checklists

• Enterprise architecture
measurement and assessment
checklists

10 Transition process • Software installation plan
• Hardware installation plan
• Software transition plan
• Installation requirements

• Enterprise architecture
roadmap
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Process
no.

Project type
technical
processes

Product development project
systems engineering technical
process and outputs

Enterprise system project type
systems engineering technical
process and outputs

• Transition to installation and
operation plan

• Transition to installation and
operation report

• Migration plan (for construction
and infrastructure operations)

• Occupational health and safety
plan (for construction and
infrastructure operations)

• Product specification
• Software product specification
• User manual
• User training plan

• Enterprise architecture
technical products systems
engineering transition process

• Enterprise architecture
technical Kurumsal Mimari
service systems engineering
transition process

• Implementation of strategical
technical analysis checklists

• Implementation of capability-
based analysis checklists

• Implementation of technology
and standards planning
checklists

• Enterprise architecture
measurement and analysis
checklists

11 Validation process • Verification and validation plan
• Test readiness review
• Test plan
• Test description document
• Test procedure
• Test report
• Version description document
• Functional and physical

configuration audit

• Enterprise architecture
roadmap

• Program management plan
• Data configuration list
• Systems engineering

management plan
• Validation and verification

plan
• Test readiness review
• Test plan
• Test description document
• Test procedure
• Test report
• Operation technical plan

checklist
• Version description document
• Functional and physical

configuration audit
• Implementation of strategical

technical analysis checklists
• Implementation of capability-

based analysis checklists
• Implementation of technology

and standards planning
checklists

• Enterprise architecture
measurement and analysis
checklists

12 Operation process • Installation requirements
• Transition to installation and

operation plan
• Transition to installation and

operation report
• Work standards
• Application procedure

• Program management plan
• Systems engineering

management plan
• Enterprise architecture

roadmapping
• Enterprise architecture

technical system product
systems engineering operation
process

• Enterprise architecture service
systems engineering operation
process
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Project type
technical
processes
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6. Conclusion

In conclusion, several remarks can be made based on the results presented in
Table 2. Table 2 defines the differences in the system types and explains technical
engineering life cycles for each system type. The table provides data to compare the
technical engineering life cycle process’s inputs and outputs according to the
INCOSE SE book and ISO/IEC 15288 standards. Enterprise systems of systems
engineering applies systems engineering fundamentals to the design of an enter-
prise. It is created by knowledge, principles, and processes tailored to the design of
enterprise systems. Enterprise is a complex, socio-technical system that includes
interdependent resources of people, information, and technology to reach a com-
mon goal. Enterprise systems engineering is needed when the complexity is faced
which breaks down the assumptions upon which textbook systems engineering is
based, such requirements being stable and well understood; a system configuration

Process
no.

Project type
technical
processes

Product development project
systems engineering technical
process and outputs

Enterprise system project type
systems engineering technical
process and outputs

• Capability-based
implementation analysis
checklists

• Technology and standards
planning checklists

• Enterprise architecture
measurement and evaluation
metrics checklists

13 Maintenance
process

• System/subsystem requirements
specification

• System/subsystem design
document

• Software maintenance plan
• Hardware maintenance plan
• Work standard-isolation of

faults/removal

• Program roadmapping
• Systems engineering

management plan
• Enterprise architecture

roadmapping
• Enterprise architecture

technical systems product
development maintenance
process

• Technology and standards
implementation checklists

• Enterprise architecture
measurement and evaluation
checklists

14 Disposal process • System/subsystem requirements
review

• System/subsystem design
document

• Project management plan or
environment management plan

• Systems engineering
management plan

• Atık Takip Formu
• Environmental effect analysis
• Environmental management

program
• Disposal water tracking form

• Program management plan
• Systems engineering

management plan
• Configuration management

plan
• Enterprise roadmapping
• Strategic technical analysis
• Capability-based

implementation analysis
• Technology and standards

implementation report
• Enterprise measurement and

evaluation report

Table 2.
ISO/IEC 15288 system standards and technical process for enterprise systems.
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can be controlled among the different stakeholders. There are four different steps in
Enterprise systems process; it includes technology planning (TP), capabilities-based
engineering analysis (CBEA), enterprise architecture, and enterprise analysis and
assessment.

At HAVELSAN Inc., for software product development projects, the CMMI V3-
based Development product life cycle management is used. For systems develop-
ment process, the ISO/IEC 15288 Systems Engineering standards are used. How-
ever, because of the structural differences required by the project’s needs for a
specific system type, it is necessary to customize and develop new SE and technical
approaches for the required products and services of enterprise system projects. For
instance, in our Information and Security Technologies Division at HAVELSAN
Inc., there is 30% or more projects classified as Service Systems, about 50% classi-
fied as product development projects, about 4% as enterprise systems projects, and
16% is classified as combination of the three mentioned systems. Our current
product development technical processes are not useful enough to use them in
enterprise system projects. HAVELSAN has devised a new methodology of techni-
cal systems engineering processes for the service and enterprise systems projects to
accomplish customer needs and required quality assurance. Enterprise system pro-
jects require enterprise resources such as people, processes, infrastructure, and
strategic objectives. To fulfill the enterprise system project requirements related to
enterprise resources, one needs to define new SE and technical engineering pro-
cesses. Table 1 will help system engineers to compare the enterprise system project
perspectives in development stages with the product system development stages.
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6. Conclusion

In conclusion, several remarks can be made based on the results presented in
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can be controlled among the different stakeholders. There are four different steps in
Enterprise systems process; it includes technology planning (TP), capabilities-based
engineering analysis (CBEA), enterprise architecture, and enterprise analysis and
assessment.

At HAVELSAN Inc., for software product development projects, the CMMI V3-
based Development product life cycle management is used. For systems develop-
ment process, the ISO/IEC 15288 Systems Engineering standards are used. How-
ever, because of the structural differences required by the project’s needs for a
specific system type, it is necessary to customize and develop new SE and technical
approaches for the required products and services of enterprise system projects. For
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Inc., there is 30% or more projects classified as Service Systems, about 50% classi-
fied as product development projects, about 4% as enterprise systems projects, and
16% is classified as combination of the three mentioned systems. Our current
product development technical processes are not useful enough to use them in
enterprise system projects. HAVELSAN has devised a new methodology of techni-
cal systems engineering processes for the service and enterprise systems projects to
accomplish customer needs and required quality assurance. Enterprise system pro-
jects require enterprise resources such as people, processes, infrastructure, and
strategic objectives. To fulfill the enterprise system project requirements related to
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cesses. Table 1 will help system engineers to compare the enterprise system project
perspectives in development stages with the product system development stages.
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Chapter 4

SOS Enterprise, SOSE CONOPS, 
SOSE Architecture Design 
Approach: A Perspective on Space 
and Airborne Systems
Tien M. Nguyen

Abstract

The objective of this chapter is to (i) define System-of-Systems Enterprise 
(SOSE), SOSE Concept of Operations (CONOPS), and SOSE Architecture (SOSEA) 
CONOPS assessment, and (ii) discuss their differences using examples from 
existing space and airborne systems. The chapter also describes the SOS design 
challenges and presents an SOSE Architecture design approach addressing these 
challenges. In addition, DOD Architecture Framework Version 2.02 (DODAF-v2.02) 
views will be discussed along with a recommendation for a set of key DODAF 
views to capture system architecture artifacts with practical examples involving 
SOS Enterprise architectures for notional space-based communications system and 
manned airborne Intelligence, Surveillance, and Reconnaissance (ISR) platform.

Keywords: SOS Enterprise (SOSE), SOSE CONOPS, SOSE Architecture (SOSEA) 
design, SOSE integration, compatibility matrix, SOSEA evaluation metrics, SOSE 
capability component, capability gap analysis framework, capability management 
framework, requirements-based, capability-based, integration analysis framework

1. Introduction

Currently, from a combined space and airborne perspective, one can categorize 
existing “enterprises” as: (i) military enterprise, (ii) civilian enterprise, and  
(iii) commercial enterprise for space and airborne applications. This chapter uses 
existing U.S. Department of Defense (DOD) and The International Council on 
Systems Engineering (INCOSE) definitions on System-of-Systems (SOS) and 
Family-of-Systems (FOS) [1–3] to define these enterprises through the use of 
practical examples and design scenarios. Figure 1 illustrates the space SOSE concept 
in general. As an example, current commercial space enterprise consists of (i) 
FOS of Broadcasting Satellites (FOS-BS), (ii) FOS of Wideband Internet Satellites 
(FOS-WIS), and (iii) FOS of Data, Video, Audio Communications Satellites (FOS-
DVACS). For commercial space enterprise, the SOS environment can be defined as:

• A set of connections among satellites within each FOS, namely, FOS-BS, FOS-
WIS, and FOS-DVACS

• A set of connections among FOS-BS, FOS-WIS, and FOS-DVACS.
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Similarly, the definition for military space enterprise includes: (i) FOS of 
communications satellites, (ii) FOS of sensing/imaging satellites, and (iii) FOS of 
Position-Navigation-and-Timing (PNT) satellites. For civilian space enterprise, it 
includes: (i) FOS for near-Earth missions, (ii) FOS for deep space missions, and 
(iii) FOS for earth surveillance missions. The same definitions can be derived for 
the airborne enterprises.

As the space and airborne operational environment is moving from “system” 
to “SOS” environment, the system (or SOS) engineers face many challenges when 
designing a new system that can operate within a SOS environment. Some of the 
key challenges are:

• Backward compatibility: Compatible with existing SOS environment (also 
referred to as “As-Is”);

• Forward compatibility: Compatible with future planned SOS environment (or 
“To-Be”);

• System architecture design is very challenging in SOS environment because 
of the transition from “requirement-based” to “capability-based” to avoid 
stovepipe solution. For a stovepipe requirement-based system design, a set 
of technology enablers1 is chosen at the time of the design, and the system 
requirements are derived from that selected set of technology enablers and 
then they are flown-down to subsystems and associated hardware, software, 
and middleware components. For requirement-based system design, the 
architecture trade space is well defined due to known technology enablers. But 
for capability-based system design, the architecture trade space is unknown to 
systems designers due to unknown technology enablers. The following chal-
lenges described below are the by-products of this transition;

1 Technology Enabler (TE) is defined as the technology that concretely fulfills the required user’s 
capabilities (or warfighter’s capabilities for military systems). Examples of TE for space applications are: 
Software Defined Radio (SDR) modem, Beamforming network, Digital Channelizer and Beamformer 
(DCB), Adaptive Linearizer, etc.

Figure 1. 
Space SOS Enterprise definition.
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 ○ Technology enablers identification to ensure synchronization with the 
required system design features in SOS environment.

 ○ Capability gap analysis: Analyzing capability gaps and generating solution to 
fill the gap should be synchronized with changing customer’s needs.

 ○ SOS integration analysis to ensure early identification of potential integra-
tion issues between the new system with existing SOS environment.

 ○ SOS capabilities management ensuring synchronization between existing 
SOS’s requirements with planned capabilities.

• A robust, agile, and flexible SOSE Architecture design approach leading to 
a system architecture solution that (i) meets customer’s requirements for 
seamless interfacing with both existing/legacy and future systems, and (ii) can 
identify desired architecture products early during the concept design cycle 
allowing for accurate costing of the system.

This chapter will describe a SOSEA design approach that can address the above 
challenges. The chapter is organized as follows: (i) Section 2 describes SOSE 
CONOPS, SOSEA alternative solutions, and associated SOSEA evaluation metrics; 
(ii) Section 3 discusses U.S.DODAF, SOSEA perspectives across enterprise domains, 
SOSE capability components, and SOSE integrated capability. This section also 
presents a perspective on enterprise domains, including Doctrine (D), Organization 
(O), Training (T), material (m), Leadership (L), Personnel (P), Facility (F), and 
Policy (P), abbreviated as DOTmLPF-P; (iii) Section 4 proposes an approach for 
the design of a system in a SOSE environment that can address all the challenges 
discussed above; (iv) Section 5 provides examples on notional SOSEA alternative 
solutions using the proposed approach described in Section 4 for typical space-
based communications system and manned airborne Intelligence Surveillance 
Reconnaissance (ISR) platform; and (v) Section 6 concludes the chapter with 
remarks on future design and analysis of SOSE space and airborne systems.

2. SOSE CONOPS and SOSEA alternative solutions

Section 2.1 describes SOSE CONOPS, Section 2.2 discusses SOSEA alternative 
solutions, and Section 2.3 proposes a potential set of SOSEA assessment metrics for 
evaluating alternative architecture solutions.

2.1 SOSE CONOPS description

This subsection provides a description of SOSE CONOPS through an example 
using the space SOSE definition presented in Section 1. Figure 2 presents a notional 
SOSE CONOPS for Satellite Communication (SATCOM) applications. The figure 
illustrates the connections among military, civilian, and commercial SOS Enterprises. 
This SOSE CONOPS shows: (i) Military satellite Node 1 (MIL-Node 1), MIL-Node 2,  
and MIL-Node 3 communicating with Military Gateway 1 (MIL GW 1), MIL GW 
2, MIL GW 3, User Mobile Terminal 1, and User Mobile Terminal 2; (ii) MIL-Node 
2 communicating with MIL GW 1 and MIL GW 2 through the datalinks 1 and 2, 
respectively; (iii) Commercial Satellite Node 4 talking to Commercial Satellite 
Gateway 1 through RF signal 2; and (iii) Civilian Satellite Node 5 talking to Civilian 
Satellite Gateway 2 through RF signal 1. For this notional SOSE CONOPS, the RF 
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signals 1 and 2 are interfering with the datalinks 1 and 2, hence the Commercial 
Satellite Node 4 and Civilian Satellite Node 5 are considered as Radio Frequency 
Interference (RFI) nodes. As shown in this SOSE CONOPS, the SOSEA design issue 
here is to identify an existing Commercial Satellite Node, represented by a com-
mercial Satellite of Interest (SaOI) Node X, that can enhance the resiliency2 of the 
military network consisting of MIL-Node 1, MIL-Node 2, and MIL-Node 3 [4].

2.2 SOSEA alternative solutions description

Using similar approach presented in Section 2.1, this section defines the concept 
of SOSEA alternative solutions using space SOSE examples. For the SOSE CONOPS 
presented in Figure 2, there are many possible SOSEA alternative solutions based 
on existing commercial satellites’ availability. As an example, a quick survey was 
conducted to collect data for this notional construction of a SOSE commercial space 
database, the following commercial satellites and Ground Stations (GS) are found 
to be available:

• SPACEWAY Satellites 2 and 3 and ARSAT satellite 2; there is a total of three 
commercial satellites available, namely, Commercial Satellite Nodes 6, 7, and 8, 
respectively.

• U.S. Universal Space Network (USN) GS in California and U.S. Orbital 
Tracking Corp GS in California; there is a total of two GS available, namely, 
commercial GS Nodes 3 and 4, respectively.

For the notional SOSE CONOPS described in Figure 2, there are six possible (3 × 2) 
SOSEA alternative solutions. Figure 3 describes a process for deriving a set of potential 
SOSEA alternative solutions for this example. Thus, a system architecture solution 
optimization is dependent on:

• SOSE environment, that is, depending on the SOSE CONOPS.

• SOSEA alternative solutions. As explained above, for this notional CONOPS, 
there are six potential SOSEA alternative solutions.

2 U.S. DOD uses Resilient Capacity addressing Avoidance, Robustness, Reconstitution, and Recovery 
[4]. Recently, the author has introduced two additional resiliency metrics addressing RFI problems. The 
first metric is Resilience Assessment Index against RFI (RAI-RFI) and the second metric is Spectrum 
Resiliency Assessment Index (SRAI) [8, 9].

Figure 2. 
Notional SOSE CONOPS for SATCOM applications.
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2.3 Proposed SOSEA evaluation metrics

Defining SOSE Architecture evaluation metrics, such as Quality-of-Service (QoS) 
or Measure of Goodness (MoG), for assessing alternative system architecture solu-
tions in a complex SOS environment is not a trivial task. The QOS of a system archi-
tecture solution can be defined in terms of the Resilient Capacity (see Footnote 3) for a 
complex military space systems network or a Package Error Rate (PER) for a commer-
cial satellite systems network. Based on past experience, Table 1 presents a notional 
set of metrics for typical space SOS military applications.3 This set of metrics can be 
used for assessing MoG of the six notional SOSE military architecture alternative solu-
tions discussed in Section 2.2. The set of metrics presented in Table 1 emphasizes 

3 The tailoring of this metrics for civilian and military applications is straight forward.

Figure 3. 
A process for generating SOSE Architecture alternatives.

Table 1. 
Notional SOSEA technical performance metrics (TPMs) for military space applications.
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on the Critical Operational Issues (COIs) for meeting the users’ (or warfighter’s) 
needs. One of the key COIs is the “Technology Feasibility Issue” that addresses the 
compatibility issues of the new system with existing/legacy SOSE services and joint 
Command, Control, Communications, Computers, Intelligence, Surveillance, and 
Reconnaissance (C4ISR) assets, see COI #2 of Table 1. As indicated in Table 1, the 
notional criteria for meeting the COI # 2 are:

• Compatibility matrix: Captures interfaces and industry standards that are 
compatible among required HW/SW, SOSE systems, and joint C4ISR assets;

• Connectivity matrix: Captures connectivities among all nodes.

3. SOSEA perspectives and capability view

This section is organized as follows: Section 3.1 describes the current 
U.S. DODAF Version 2.02 artifacts; Section 3.2 presents a SOSEA perspective for 
commercial and civilian applications; Section 3.2 presents a SOSEA perspective for 
military applications; and Section 3.3 discusses SOSE capability components and 
SOSE integrated capability.

3.1 U.S. DODAF artifacts

DoDAF Version 2.02 is the most current version for the U.S. department of 
defense [3]. For all U.S. DOD programs, the architecture components are expected 
to conform to DoDAF artifacts to the maximum extent possible. The conformance 
ensures the reuse of information, architecture artifacts, models, and viewpoints 
can be shared with common understanding [3]. DODAF artifacts include EIGHT 
viewpoints [3]:

i. All Viewpoint (AV): Describes the overarching aspects of architecture 
context that relate to all viewpoints.

ii. Capability Viewpoint (CV): Describes capability requirements, the delivery 
timing, and the deployed capability.

iii. Data and Information Viewpoint (DIV): Describes data relationships 
and alignment structures in the architecture content for the capability and 
operational requirements, system engineering processes, and systems and 
services.

iv. Operational Viewpoint (OV): Describes operational scenarios, activities, and 
requirements that support capabilities.

v. Project Viewpoint (PV): Describes the relationships between operational 
and capability requirements and the various projects being implemented. PV 
also details dependencies among capability and operational requirements, 
system engineering processes, systems design, and services design within the 
Defense Acquisition System process.

vi. Services Viewpoint (SeV): Describes the design for solutions articulating 
the Performers, Activities, Services, and their Exchanges, providing for or 
supporting operational and capability functions.
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vii. Standards Viewpoint (StdD): Describes the applicable operational, busi-
ness, technical, and industry policies, standards, guidance, constraints, 
and forecasts that apply to capability and operational requirements, system 
engineering processes, and systems.

viii. Systems Viewpoint (SV): For Legacy support, SV describes the design 
for solutions articulating the systems, their composition, interconnectiv-
ity, and context providing for or supporting operational and capability 
functions.

As described in [3], there can be many DODAF artifacts associated with each 
view. This chapter proposes a set of key DODAF views and associated artifacts that 
can be used to provide a systematic way of describing a system architecture in an 
SOS environment. Figure 4 proposes an approach to capture system architecture 
artifacts using DODAF-V2.02 views in a SOS environment.

For examples, as shown in Figure 4, OV-1 and OV-4 are used to capture a system 
or a SOS CONOPS; OV-2, SV-1, and SV-2 for capturing system or a SOS design 
structure; OV-5, SV-4, SV-4a, SV-4b, SV-5a, SV-5b, and SV-5c for capturing system 
or SOS operations; and OV-3 and SV-6 for capturing system or a SOS Information 
Exchange Requirements (IER).

3.2 Civil and commercial perspective: POTmLPF

From a combined civilian and commercial perspective, the enterprise domains 
usually consist of seven key components, namely, Policy (P), Organization (O), 
Training (T), material (m), Leadership (L), Personnel (P), and Facility (F). This 
is also referred to as POTmLPF. A civilian/commercial enterprise solution should 
address the impacts across these components. The material enterprise solutions 
address the “m” and “F” components, and the non-material solutions address 
the “P,” “O,” “T,” “L,” and “P” components. Figure 5 describes a perspective for 
a commercial enterprise. For civilian enterprise, one replaces “Company” in 
Figure 5 by “Civilian Agency” (e.g., NASA or NOAA). This figure shows that a 
commercial (or civilian) enterprise can be organized across POTmLPF compo-
nents and these components can be represented by DODAF views as illustrated in 
Figure 4. Furthermore, a commercial enterprise can also be organized by grouping 

Figure 4. 
Proposed DODAF-V2.02 views capturing SOS Architecture.
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on the Critical Operational Issues (COIs) for meeting the users’ (or warfighter’s) 
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supporting operational and capability functions.
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POTmLPF components into “Company Capability Component #1” through “#N.” 
For example, “Company Capability Component #1” includes POTL components.

3.3 Military perspective: DOTmLPF-P

Military enterprise domain usually consists of eight key components, namely, 
Doctrine (D), Organization (O), Training (T), material (m), Leadership (L), 
Personnel (P), Facility (F), and Policy (P). This is also referred to as DOTmLPF-P. 
Figure 6 presents a perspective for military enterprise. Similar to commercial enter-
prise, a military enterprise can also be organized across DOTmLPF-P components, 
or by grouping DOTmLPF-P components into “Enterprise Capability Component 
#1” through “#N,” and these components can be represented by DODAF views as 
shown in Figure 4.

3.4 SOSE capability view and integrated capability component

As shown in Figure 6, for a military SOSE, the SOSE “Capability Component” 
is defined as a group of any of the DOTmLPF-P components belonging to that 

Figure 5. 
A commercial SOSE perspective.

Figure 6. 
Military SOSE perspective.

61

SOS Enterprise, SOSE CONOPS, SOSE Architecture Design Approach: A Perspective on Space…
DOI: http://dx.doi.org/10.5772/intechopen.92674

enterprise, and that these capability components will contribute to the overall 
SoSE “Integrated Capabilities Component.” The DODAF SOSE Capability View 
is defined as a view that one can use to graphically describe these SOSE capability 
components. The DODAF CVs are recommended for capturing these capability 
components and the overall SOSE integrated capabilities (labeled as “Overall 
Military Integrated Enterprise Capabilities,” Figure 6). As an example, the military 
SOSE capabilities are made up by grouping various capability components across 
all DOTLmPF-P domains. The architecture models used in the design of a system 
in a SOS environment shall be developed such that they can (i) generate integrated 
SoSE capabilities, and (ii) be used to analyze capability gaps. During the design 
process, these models must be able to generate SOSE capability components that 
are synchronized with the customer’s changing needs. This synchronization process 
may require consensus among customer’s stakeholders to ensure meeting customer’s 
needs through a system life cycle.

As an example, Figure 7 shows an example of the eight key “SOSE Capability 
Components” for a notional Airborne Operation Center (AOC). These SOSE 
Capability Components will be key drivers in the determination of the integrated 
SOS Capabilities and SOS Requirements for the notional operation center. In gen-
eral, the SOS Capabilities can be classified into two categories, namely, (i) Existing 
SOS capabilities (As-Is), and (ii) Future SOS Capabilities (To-Be). Furthermore, 
the SOS requirements can be classified into material and non-material 

Figure 7. 
A capability view for notional military AOC.

Figure 8. 
Example of the functional decomposition of key SOSE capability components to desired capabilities for a 
notional military AOC.
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requirements. The “Material” requirements include Facility, system hardware, 
software, and middleware requirements. The “Non-Material” requirements include 
D, P, O, P, T, and L.

Figure 8 provides an example of the decomposition of the notional eight key 
SOS Capability Components into desired capabilities for the notional military air 
operation center described in Figure 7. For this example, the SOSE Capability 
Component titled “Target Development Capability” component is decomposed into 
four desired capabilities, namely, Find, Fix, Track, and Publish Target. Figure 9 
provides the “Functional Decomposition” of desired “Find- Fix-Track” Capabilities 
to “System Requirements” for flowing-down to hardware and software compo-
nents’ requirements. In the example shown in Figure 9, the “Target Development 
Capability” component with the desired “Track” performance can be met by using 
existing Phase Locked Loop (PLL) and Kalman filtering technology enablers.

4. System architecture design and analysis in SOS environment

This section describes an approach to develop and design a system architecture 
solution in a SOS environment. Using the proposed approach, the architecture 
solution will meet customer’s requirements for interfacing with existing “as-is” 
legacy and “to-be” systems. The approach presented here focuses on the use of only 
OVs and SVs presented in Figure 4 for capturing the system architecture products, 
including hardware, software, and middleware components. These components 
will be captured in a Bill of Material (BOM), which will be used for Rough Order of 
Magnitude (ROM) costing estimate of the system solution early during the design 
cycle. Figure 10 describes the proposed approach for a system architecture design 
and implementation in a SOS environment. As shown in Figure 10, the approach 
starts with the box labeled “Enterprise Needs” where requirements (or needs) are 
provided by customer (or users) of the system and/or SOS. Next, the box labeled 
“Capability Gap Analysis” is performed to determine the “functional gaps” between 
the required “SOS Enterprise Needs” and existing systems’ capabilities. For space 
applications, the box labeled “Identify Technology Enablers (TEs)” is to conduct 
a survey of space industry to identify a set of potential TEs that can be used to fill 

Figure 9. 
Example of the functional decomposition of desired capabilities to subsystem requirements for a notional 
military AOC.
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the identified functional gaps. At this point, a set of alternative SOS Enterprise 
Architectures (SOSEA) is derived and assessed to determine the best solution. The 
box labeled “SOS Architecture Design and Assessment” uses the identified TEs and 
the SOSEA CONOPS (box labeled “SOSE CONOPS Development”), for the design 
and select the best system architecture solution from a SOS perspective, namely, a 
SOS Architecture solution. For traditional “SOS Architecture Design,” the approach 
is based on the “Requirement-Based Architecture Design” approach, which requires 
a given set of system requirements.4 For this approach, the architecture trade 
space is defined by the systems requirements based on a selected set of technology 
enablers and a corresponding set of specified values for the Measure Of effective-
ness (MOEs) as shown in Table 1. As an example, for the MOEs, a set of Key 
Performance Parameters (KPPs) for SATCOM network can be Bit Error Rate (BER), 
Packet Error Rate (PER), and Packet Loss Rate (PLR).

For long-term customer’s needs, the TEs are usually unknown, and the tradi-
tional SOS Architecture design approach is no longer applicable, the SOS engineers 
use “Capability-Based Architecture Design” approach. This approach evolves the 
“As-Is” architecture to the “End-State” (or “To-Be”) architecture solution by going 
through “Increment” steps. For this approach, the end-state capabilities are derived 
based on the identified capabilities to fill the “functional gaps” for long-term 
customer’s needs. The increment steps are defined by decomposing the “end-state” 
capabilities into smaller sets of capabilities that can be addressed by the current TEs 
at each increment.

The box labeled “System Block Diagram in DODAF-V2.02” uses the SOS 
Architecture solution derived from the box labeled “SOS Architecture Design and 
Assessment” and the box labeled “SOS Integration Analysis” to generate a system 
block diagram using only OVs and SVs (see Section 5.3) with (i) all internal con-
nectivities among subsystems and their hardware, software, and middleware 
components are identified with actual products’ names, and (ii) external SOS 
connectivities with other systems are identified along with existing Commercial 
of the Shelf (COTS) interfaces and industry standards. The box labeled “System 
Interconnect Diagram” captures all required subsystems and their hardware, 
software, and middleware components and their internal connectivities among 
4 This is also referred to as “Level A” specification. Level A specification is based on a set of selected 
technology enablers.

Figure 10. 
SOS Architecture design and implementation approach.
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space is defined by the systems requirements based on a selected set of technology 
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ness (MOEs) as shown in Table 1. As an example, for the MOEs, a set of Key 
Performance Parameters (KPPs) for SATCOM network can be Bit Error Rate (BER), 
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themselves. Finally, the box labeled “BOM (ROM Baseline)” is an excel spreadsheet 
that captures required subsystems and their actual COTS products for all hardware, 
software, and middleware components and their ROM cost estimate for the over-
all system.

The following subsections, Sections 4.1, 4.2, 4.3, and 4.4, provide proposed 
baseline approaches for “Capability Gaps Analysis,” “Identify Technology Enablers,” 
“SOS Integration Analysis,” and Capabilities Management, respectively.

4.1 Capability gap analysis for capability-based SOS

Figure 11 presents a proposed baseline approach for capability gaps analysis. The 
flow of this proposed approach is straight forward. The three key features that make 
this approach unique are:

• Key Feature 1: Conversion of existing system requirements into required cur-
rent system/SOS capabilities.

• Key Feature 2: Development of a matrix to align existing system requirements 
with current system/SOS capabilities.

• Key Feature 3: Prioritization of the capability gaps (also referred to as func-
tional gaps) based on mission objectives, performance (e.g., KPPs), technol-
ogy, and cost requirements.

The next step after the capability gap analysis is the generation of the required 
capabilities to fill the identified functional gaps. This is also a nontrivial task, as 
pointed out in Section 3.4, the framework for constructing the capability generation 
models must be able to generate the required SOS capabilities (to fill the gaps) that 
are synchronized with the customer’s changing needs. For a military enterprise, 
Figure 12 proposes an enterprise capability planning framework for generating 
required capabilities that can be synchronized with changing customer’s needs. The 
salient features associated with this proposed framework are:

• Each of the proposed capabilities generated from this framework is evaluated 
using Advanced Modeling and Simulation (AM&S) tools to ensure alignment 
with the identified functional gap and desired operational effects. Example of 
AM&S tools include SOS AM&S models that can be used to characterize SOS 
TPMs (e.g., SOS Resilient Capacity, SOS Spectrum Resiliency, etc., see Section 
5.1 for more details) for a specified space mission.

• Capability-to-Requirement Conversion and Requirement-to-Capability 
Alignment processes to ensure system requirements and required customer’s/
users’ capabilities are always synchronized.

• Generation of required capabilities is focused on generating Effects-Based 
Operation (EBO) capabilities.

• For military applications, generating of required capabilities is based on:

 ○ DOTLmPF-P trade analysis for best solution: material vs. non-material 
solutions

 ○ Total Ownership Cost reduction
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 ○ Improve operation effectiveness (see Table 1 for measure of operation 
effectiveness)

 ○ Life Management Plans (LMEP)

The proposed approach focuses on generating the required capabilities using 
operational EBO approach. Table 2 illustrates (a) EBO physical action, and (b) EBO 
kind of effects. For EBO approach, it is critical to define performance measure and 
develop corresponding advanced modeling and simulation tools to evaluate and 
assess EBO effects. Note that one can modify the framework presented in Figure 12 
for civilian and commercial enterprises.

4.2 Technical framework for identifying technology enablers

Figure 13 describes a baseline approach for identifying required Technology 
Enablers (TEs) for a selected SOSEA solution. The approach assumes a notional 

Figure 12. 
Proposed framework for generating military SOSE capabilities and associated technical solutions for enterprise 
planning purpose.

Figure 11. 
A capability gap analysis framework for capability-based SOS.
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user’s needs for space (or airborne) systems. The key step here is the identification 
of the “Design Features” to meet the Needs. The needs here can be mission needs, 
or warfighter needs or customers’ needs. In this proposed approach, these needs 
have been translated to “Business Needs.” As an example, the business needs for this 
notional users’ needs are ([5], also see Section 5.2):

• Reduce ground system cost

• Improve interoperability

Examples for the selected TEs that meet these business needs are [5]:

• Government of the Shelf (GOTS) multi-mission Satellite Operation Center 
(SOC) software suite for Telemetry Tracking & Commanding (TT&C) 
services: Real-time execution component, Mission planning component, Flight 
dynamic component, etc.

• COTS Satellite Operations (SATOPS) TT&C services

• COTS Open Source Middleware: Active MQ , VMware with Vsphere, etc.

4.3 Integration analysis for capability-based SOS

Figure 14 shows an integration analysis framework for (i) identifying potential 
SOS integrations problems, and (ii) recommending corresponding solutions for 

Figure 13. 
Technical framework for identifying technology enablers for notional users’ needs.
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the identified integration problems. As described in Figure 14, the proposed SOS 
integration analysis allows for incremental architecture solutions discussed earlier 
and provides the following six outputs:

• Output 1: Identify integration problems and recommend solutions

• Output 2: Integration score against scenarios (or use cases). This score allows 
the designers understand the effectiveness of the proposed system architecture 
solution(s) against the threats or “loading” on the systems and network of 
systems (SOS)

• Output 3: Identify gaps and problems: The gaps here are the internal and 
external interface gaps in the presence of various threats or loading scenarios

• Output 4: Propose required capability for seamless integration and improve 
interoperability

• Output 5: Propose evolution alternative(s) in terms of interoperability and 
affordability.

• Output 6: Recommend optimum SOS Architecture solution in terms of 
interoperability and affordability

The proposed SOS integration analysis is flexible, agile, and robust and is 
applicable for any SOS Enterprise because of the following features:

• Compatibility matrix: This matrix is used to track internal and external inter-
faces ensuring interfaces (i) among internal subsystems and their components 
are compatible, and (ii) among systems and SOS are compatible. Compatibility 
matrix is also used to identify the incompatibility among interfaces of any SOS 
Enterprise.

Figure 14. 
An integration analysis framework for capability-based SOS.
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• Loading scenarios are used in the development of the SOSE CONOPS, where 
the desired system and SOS loading factors are clearly defined. Loading factors 
can be the number of users, or data rates, or the number of missile fires, etc.

• Generating alternative SOS Architecture solutions using compatibility matrix. 
This concept provides a flexible and agile approach for generating practical 
and implementable SOS Architecture alternatives.

4.4 Capability management framework

A flexible and robust framework to manage systems and SOS capabilities and 
system requirements for a notional military enterprise is illustrated in Figure 15. 
The proposed framework allows for managing both current/legacy systems 
requirements and mid-term/long-term systems’ capabilities at the enterprise 
level. The framework ensures capturing system requirements and system capa-
bilities using the existing standard documentation approach and allocating incre-
ment requirements for evolving “as-is” to “to-be” systems effectively. Currently, 
for U.S. military enterprise using capability-based architecture approach, the 
system capabilities are documented in the Initial Capability Document (ICD), 
the Capability Development Document (CDD), and the Capability Production 
Document (CPD) depending on the acquisition phase of the system life cycle  
[6, 7]. For requirement-based architecture approach, the system requirements are 
usually documented in Technical Requirement Document (TRD) and/or System 
Requirements Document (SRD), which are/is derived from System Specification 
Document (SSD) and/or ICD [7].

5. Examples on notional SOSE Architecture solutions

This section provides three examples related to the design, modeling, simula-
tion, and analysis of a system in SOSE environment. Section 5.1 describes a notional 
commercial system solution that can be used to augment existing military system 
for increased resiliency against radio frequency interference threats. Using the 

Figure 15. 
Capability management framework for a notional.
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architecture design approach presented in this chapter, Sections 5.2 and 5.3 present 
notional architecture solutions for a typical Satellite Operation Center (SOC) and 
a notional airborne Intelligence, Surveillance, and Reconnaissance (ISR) platform, 
respectively.

5.1 A notional SOS solution for increased SOS resiliency

As indicated in Footnote 3, the author has defined and developed two new resil-
iency metrics addressing Radio Frequency Interference (RFI) problems. The first 
metric is Resilience Assessment Index Against RFI (RAI-RFI) and the second metric 
is Spectrum Resiliency Assessment Index (SRAI). Mathematical models for these 
two metrics can be found in [8, 9]. This section inverts the question addressed in the 
notional SATCOM SOSE CONOPS described in Figure 2. Instead of addressing the 
question related to the optimum commercial satellite location in space, it addresses 
the question related to an optimum location for a ground system solution given that 
the SaOI Node X in space will be defined as one of the three civilian satellites given 
in the notional SOSE CONOPS presented in Figure 16. The SOSEA design issue here 
focuses on the identification of an existing Military or Civilian Ground Tracking 
Station (GTS) that can enhance the resiliency of the satellite operations support-
ing a notional military satellite network described in SOSE CONOPS presented in 
Figure 16 [9]. This notional SOSE CONOPS includes 6 military GEO satellites and 
8 military GTSs, three civilian satellites, and 15 civilian GTS. Using the RAI-RFI 
mathematical model presented in [6, 7], Figure 16 shows a time average heat map 
of the RAI-RFI metric [6, 7]. The heat map shows the potential optimum GTS loca-
tions for improved resiliency [9].

5.2 A notional satellite operation center architecture solution

Figure 17 illustrates an operational view using DODAF OV-5 for a typical SOC 
operational architecture [5]. The design question here is to upgrade existing SOC 
using Commercial of the Shelf (COTS) and Government of the Shelf (GOTS) 
Hardware (HW), Software (SW), and Middleware (MW) TEs. Using the above 

Figure 16. 
Example of time average heat map of RAI-RFI metric for a notional military enterprise CONOPS [9].
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architecture design approach, one can develop Table 3 to capture the identified 
business needs, desired SOC design features (to meet the needs), required TEs, and 
stake holder and user’s benefits [5].

From the required TEs presented in the sixth column of Table 3, a notional list of 
potential TEs that meets the design criteria is presented in Table 4 [5]. To identify an 
optimum SOC Architecture solution for the upgrade, the SOS designer needs to con-
duct a survey to understand the risks associated technology readiness level and market 
availability of each identified TE and perform an architecture trade study. Using the 
notional survey results, in Ref. [5], it is shown that the optimum architecture solution 
for the SOC upgrade is a combination of TE-1, TE-2, TE-4, TE-5, and TE-6.

Figure 17. 
OV-5: typical SOC operational architecture.

Table 3. 
Synchronizing user needs with business needs, design features, and technology enablers.
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5.3 A notional airborne ISR platform architecture solution

This section presents how a DODAF views presented in Figure 4 can be used 
to capture a typical Airborne ISR Platform (AIP) architecture solution operating 
in a notional SOS environment. The notional SOS environment considered here 
includes: (i) Military user nodes that can be on ground or surface or air, and  

Table 4. 
A notional list of technology enablers and associated suppliers.

Figure 18. 
OV-5: Typical AIP SOS operational activity.
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Figure 20. 
SV-1: Typical AIP SOS interface in a notional SOS environment.

(ii) Commercial ground nodes that can be a ground broadcast news or a commercial 
mobile user. Figure 18 describes a DODAF OV-5 for typical AIP SOS operational 
activity. Figure 19 illustrates a DODAF OV-2 for typical AIP SOS operational node 
connectivity. Figure 20 illustrates a DODAF SV-1 for typical AIP SOS interface in 
the notional SOS environment.

Figure 19. 
OV-2: Typical AIP SOS operational node connectivity.
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6. Conclusion

This chapter describes SOSE, SOSE CONOPS, SOSEA alternative solutions, 
SOSEA CONOPS assessment, and SOSEA design approach through examples using 
typical and/or notional space and airborne systems in a typical SOS operational 
environment. The SOSE environment considered is a combination of military, 
civilian, and commercial operational environments. As pointed out throughout the 
chapter, examples for military applications can be tailored for civilian and commer-
cial applications and vice versa. Similarly, examples for airborne systems can also 
be tailored for space systems considering transmission delay for satellite systems is 
much longer than airborne systems. The SOSEA approach proposed in this chapter 
has been used by the author for the design, modeling, simulation, and analysis of 
space and airborne systems for actual military and commercial programs.
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Abstract

This chapter discusses the implementation of System-of-Systems Enterprise
Architecture (SOSEA) CONOPS assessment framework and models in Matlab, and
presents preliminary results concerning SOSEA resiliency in the presence of a
notional Radio Frequency Interference (RFI) scenario. The chapter provides an
overview of the SOSEA CONOPS Assessment Framework, and discusses related
SOS Resiliency Models including Resilient Assessment Index Against RFI (RAI-
RFI), Spectrum Resiliency Assessment Index (SRAI), and Resilient Capacity (RC).
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assessment index, satellite communication, satellite operation

1. Background and introduction

In 2011, The Department of Defense (DOD) established a formalized concept of
resilience for space systems and Systems-of-Systems (SOS) [1]. They define resil-
ience as the ability of an architecture to support the functions necessary for mission
success in spite of hostile action or adverse conditions. Similarly, in Enhancing
Space Resilience Through Non-Material Means McLeod, et al. define resilience as
“an attribute of a system that generally indicates its ability to maintain critical
operations in the face of adverse disruptions” [2]. However, they acknowledge that
there is much room for variation to this definition depending on circumstances and
priorities. Gregory Edlund splits resilience evaluations into two broad categories of
either being analytic or deterministic [3]. For Edlund, analytic models are geared
more towards attempting to measure or score a system’s resilience. Deterministic
models are focused more on characterizing a system’s breaking points, which
Edlund argues may be more useful in practice. This chapter addresses the modeling
of SOS Enterprise Resiliency and its metrics.

The U.S. Military uses communications satellite systems to facilitate beyond
line-of sight communications. For decades, the satellite space has been largely
uncontested. However, the orbital space around the Earth has become more
congested as technology advances. Such advances make the space environment
more accessible to various organizations. Third party un-intentional interferences
with the military satellite communication system are a growing and serious threat as
more and more government, commercial, and civilian entities enter the orbital
space environment. This chapter discusses three models to analyze different
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of SOS Enterprise Resiliency and its metrics.

The U.S. Military uses communications satellite systems to facilitate beyond
line-of sight communications. For decades, the satellite space has been largely
uncontested. However, the orbital space around the Earth has become more
congested as technology advances. Such advances make the space environment
more accessible to various organizations. Third party un-intentional interferences
with the military satellite communication system are a growing and serious threat as
more and more government, commercial, and civilian entities enter the orbital
space environment. This chapter discusses three models to analyze different
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resiliency aspects of the military’s satellite space system against the threats caused
by third party RFI with a focus on unintentional interferences. The first model is
the Resilience Assessment Index Against RFI (RAI-RFI) that will be used to assess
the robustness and reconstitution of a SOS [4–7]. The Second model is the Spectrum
Resilience Assessment Index (SRAI) [4, 6–8], which is an expansion of the RAI-RFI.
By adding spectrum analysis to the RAI-RFI model, the amount of time that a
communication link can access its allocated frequency band can be measured in the
presence of disruptive events, such as RFI. Various communication technologies
can then be compared to identify the best technology for enhanced spectrum
resilience. The third model is the Resilient Capacity (RC) model, which assesses a
SOS ability against RFI threats [4–8]. Additionally, the RC score will attempt to be
improved when RFI causes disconnections by augmenting the military system with
a pre-existing commercial or civilian satellite.

This chapter presents the work done in 2018 by CSUF graduate student team
with a focus on the Matlab implementation of RAI-RFI, SRAI and RC models. The
chapter organizes as follows: (i) Section 2 provides definition of SOS resiliency and
its metrics for evaluation the resiliency; (ii) Section 3 discusses the differences
between SOS Enterprise (SOSE) CONOPS and SOSE Architecture (SOSEA) – Sec-
tion 3 also provides description a notional Satellite Operation (SATOP) SOSE
CONOPS and Satellite Communication (SATCOM) SOSE CONOPS; (iii) Section 4
provides an overview of the proposed SOSEA CONOPS assessment approach,
including framework and associated models; (iv) Section 5 presents an implemen-
tation approach of the framework and models in Matlab commercial-of-the-shelf
software; (v) Section 6 discusses SOSE CONOPS Modeling in Matlab; (vi) Section 7
addresses the SOSE RAI-RFI Modeling in Matlab and simulation results; (vii) Sec-
tion 8 describes SRAI model implementation and simulation results in Matlab; (viii)
Section 9 discuss RC Model implementation and simulation results in Matlab; and
(viii) Section 10 concludes the chapter with a discussion on the preliminary results
and way-forward.

2. Definition of SOS resiliency and its metrics

In this chapter, the metric “Resiliency” is defined in the context of RFI threats, i.e.,
Resiliency against RFI threats. The RFI threats include both Friendly and Un-friendly
RFI threats. The chapter focuses on the following three Resiliency metrics [4]:

• Resilience Assessment Index Against Radio Frequency Interference (RAI-RFI):
This is a newly proposed “Robustness-and-Reconstitution” metric that
calculates the probability of a ground tracking system or a satellite
communication system is being disrupted by RFI events and its ability to
reduce RFI by re-routing the desired signal to avoid RFI threats. RAI-RFI
provides a measure of SOSE robustness and quality of reconstitution.

• Spectrum Resiliency Assessment Index (SRAI): SRAI is also a newly proposed
“Avoidance-Robustness-and-Reconstitution Metric”, which derived from the U.
K. Ministry of Defense (MOD) that defines the ability of a system that can access
the spectrum and be able to response to a disruptive event. SRAI is a metric that
is calculated based on the probability that a system can access to its allocated RF
frequency band in the presence of un-friendly and/or friendly-RFI threats.

• Resilient Capacity (RC): This metric is derived from the “DOD Definition of
Resilience” focusing on Avoidance, Robustness, Reconstitution, and Recovery
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RC is defined as the SOSE’s probability that two arbitrary nodes within a SOSE
network can communicate with each other amidst RFI adversity. It is a
function of Avoidance, Robustness, Recovery and Reconstitution. Nodes can
be a ground tracking node on the ground or a satellite node in space

3. SOS enterprise CONOPS vs. SOSEA

The differences between SOSE CONOPS and SOSEA are illustrated in Figure 1.
The detailed description of this figure can be found in [5].

3.1 Notional satellite operation SOSE CONOPS

Figure 2 illustrates a notional SATOP SOSE CONOPS that will be used for the
development of the SOS tools presented in this chapter. The detailed description of
this figure can also be found in [5].

3.2 Notional satellite communication SOSE CONOPS

A notional SATCOM SOSE CONOPS can be found in [5]. For the purpose of the
SOS tool development, Figure 3 shows the notional SATCOM SOSE CONOPS used
for the demonstration of the SOSE tools discussed in this chapter. Note that the
communication satellite RFI Node 4 and exo-atmospheric Jammer Node 1 show a
potential un-intentional and intentional RFI sources, respectively, that can disrupt

Figure 1.
Overview of SOSE CONOPS and SOSEA solutions [5].
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resiliency aspects of the military’s satellite space system against the threats caused
by third party RFI with a focus on unintentional interferences. The first model is
the Resilience Assessment Index Against RFI (RAI-RFI) that will be used to assess
the robustness and reconstitution of a SOS [4–7]. The Second model is the Spectrum
Resilience Assessment Index (SRAI) [4, 6–8], which is an expansion of the RAI-RFI.
By adding spectrum analysis to the RAI-RFI model, the amount of time that a
communication link can access its allocated frequency band can be measured in the
presence of disruptive events, such as RFI. Various communication technologies
can then be compared to identify the best technology for enhanced spectrum
resilience. The third model is the Resilient Capacity (RC) model, which assesses a
SOS ability against RFI threats [4–8]. Additionally, the RC score will attempt to be
improved when RFI causes disconnections by augmenting the military system with
a pre-existing commercial or civilian satellite.

This chapter presents the work done in 2018 by CSUF graduate student team
with a focus on the Matlab implementation of RAI-RFI, SRAI and RC models. The
chapter organizes as follows: (i) Section 2 provides definition of SOS resiliency and
its metrics for evaluation the resiliency; (ii) Section 3 discusses the differences
between SOS Enterprise (SOSE) CONOPS and SOSE Architecture (SOSEA) – Sec-
tion 3 also provides description a notional Satellite Operation (SATOP) SOSE
CONOPS and Satellite Communication (SATCOM) SOSE CONOPS; (iii) Section 4
provides an overview of the proposed SOSEA CONOPS assessment approach,
including framework and associated models; (iv) Section 5 presents an implemen-
tation approach of the framework and models in Matlab commercial-of-the-shelf
software; (v) Section 6 discusses SOSE CONOPS Modeling in Matlab; (vi) Section 7
addresses the SOSE RAI-RFI Modeling in Matlab and simulation results; (vii) Sec-
tion 8 describes SRAI model implementation and simulation results in Matlab; (viii)
Section 9 discuss RC Model implementation and simulation results in Matlab; and
(viii) Section 10 concludes the chapter with a discussion on the preliminary results
and way-forward.

2. Definition of SOS resiliency and its metrics

In this chapter, the metric “Resiliency” is defined in the context of RFI threats, i.e.,
Resiliency against RFI threats. The RFI threats include both Friendly and Un-friendly
RFI threats. The chapter focuses on the following three Resiliency metrics [4]:

• Resilience Assessment Index Against Radio Frequency Interference (RAI-RFI):
This is a newly proposed “Robustness-and-Reconstitution” metric that
calculates the probability of a ground tracking system or a satellite
communication system is being disrupted by RFI events and its ability to
reduce RFI by re-routing the desired signal to avoid RFI threats. RAI-RFI
provides a measure of SOSE robustness and quality of reconstitution.

• Spectrum Resiliency Assessment Index (SRAI): SRAI is also a newly proposed
“Avoidance-Robustness-and-Reconstitution Metric”, which derived from the U.
K. Ministry of Defense (MOD) that defines the ability of a system that can access
the spectrum and be able to response to a disruptive event. SRAI is a metric that
is calculated based on the probability that a system can access to its allocated RF
frequency band in the presence of un-friendly and/or friendly-RFI threats.

• Resilient Capacity (RC): This metric is derived from the “DOD Definition of
Resilience” focusing on Avoidance, Robustness, Reconstitution, and Recovery

76

Systems-of-Systems Perspectives and Applications - Design, Modeling, Simulation…

RC is defined as the SOSE’s probability that two arbitrary nodes within a SOSE
network can communicate with each other amidst RFI adversity. It is a
function of Avoidance, Robustness, Recovery and Reconstitution. Nodes can
be a ground tracking node on the ground or a satellite node in space

3. SOS enterprise CONOPS vs. SOSEA

The differences between SOSE CONOPS and SOSEA are illustrated in Figure 1.
The detailed description of this figure can be found in [5].

3.1 Notional satellite operation SOSE CONOPS

Figure 2 illustrates a notional SATOP SOSE CONOPS that will be used for the
development of the SOS tools presented in this chapter. The detailed description of
this figure can also be found in [5].

3.2 Notional satellite communication SOSE CONOPS

A notional SATCOM SOSE CONOPS can be found in [5]. For the purpose of the
SOS tool development, Figure 3 shows the notional SATCOM SOSE CONOPS used
for the demonstration of the SOSE tools discussed in this chapter. Note that the
communication satellite RFI Node 4 and exo-atmospheric Jammer Node 1 show a
potential un-intentional and intentional RFI sources, respectively, that can disrupt

Figure 1.
Overview of SOSE CONOPS and SOSEA solutions [5].

77

System-of-Systems Enterprise CONOPS Assessment Decision Support Tools
DOI: http://dx.doi.org/10.5772/intechopen.94123



the communications links of interest. The simulation results shown in Sections 7, 8
and 9 assumed the intentional RFI Node 1 is off.

4. SOS enterprise architecture CONOPS assessment approach

To address the SOSE Resiliency problem, this section addresses SOSEA CONOPS
assessment approach (as shown in Figure 4) with the following key SOSE CONOPS
framework features:

• SOSEA with three distinct space enterprises consisting of Military Space
Enterprise, Commercial Space Enterprise and Civil Space Enterprise.

Figure 2.
Notional SATOP SOS Enterprise CONOPS [5].

Figure 3.
Notional SATCOM SOS Enterprise CONOPS [5].
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• Databases include military, commercial and civil satellites and ground systems.

• Four Key SOSE CONOPS Assessment Metrics for measuring the space
enterprise performance including Communication Link Margin (focus of this
chapter), Communication Link Availability (focus of this chapter), System
Availability (not cover in this chapter) and Network Availability (not cover in
this chapter)

• Three Key Resiliency Metrics for measuring “Spectrum Resiliency” against RFI
threats: RAI, SRAI, and RC.

And, the key SOSE mathematical and simulation models’ features are:

• RAI Model: Generates a “Heat-Map” to show areas impacted by RFI threats and
associated reconstitution’s quality.

• SRAI Model: Generates a “Heat-Map” to show the likelihood that a
communication system can access to the allocated frequency-band in the
presence of RFI events

• RC Model: Generates SOSE Communication Link Margin and Link Availability
for the “areas identified by RAI and SRAI” models.

• System Recovery Time Model: Estimates system recovery time from RFI
threats.

Note that the SOSE System Availability and Network Availability metrics are not
covered in this chapter. Figure 4 presents the proposed SOSE framework and

Figure 4.
Integrated SOS enterprise framework and models.
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models to be implemented in Matlab for the evaluation of SOS metrics, including
RAI, SRAI and RC.

4.1 RAI-RFI model description

RAI-RFI model can be used to select an optimum placement of a new ground
station within existing SOSEA to reconstitute ground-station-to-satellite links when
adverse RFI events occur. The model can also be used to select the best space and
ground network nodes within existing SOSEA when adverse RFI events occur.

Let NGS be the number of Ground Stations (GS) in our SOSE and NSat be the
number of satellites in our SOSE. Then we define pij at time t under ideal conditions
(no RFI) as follows [4, 6]:

pij tð Þ ¼
0, if GS has no link with Satellite j at time t in ideal case

1, if GS has a link with Satellite j at time t in ideal case

(
(1)

for i ¼ 1, … ,NGS and j ¼ 1, … ,NSat:
Let P(t) be:

P tð Þ ¼
XNGS

i¼1

XNSat

j¼1

pij tð Þ (2)

We define ~P at a given time t as follows:

~P
X

tð Þ ¼
XNGS

i¼1

XNSat

j¼1

~pX
ij tð Þ (3)

Where

~pij tð Þ ¼ 0, if the set of node X does not reconstitute the link
1, if node x reconstitutes the link

�
(4)

Note that ~pij tð Þ is only eligible to be 1 if both pij tð Þ ¼ 1 (a link exists in ideal
conditions) and p̂ij tð Þ ¼ 1 (the link is down to due RFI). The RAI-RFI robustness
metric is given as [4, 6]:

RRAI tð Þ ¼ P tð Þ � P̂ tð Þ
P tð Þ (5)

The augmented RAI-RFI metric which incorporates reconstitution via hypo-
thetical ground stations is given as [6]:

~RRAI tð Þ ¼ P tð Þ � P̂ tð Þ� �þ ~P tð Þ
P tð Þ (6)

4.2 SRAI model description

As mentioned above, the Spectrum Resiliency is the ability of systems that
access the spectrum to respond to a disruptive event such as RFI [4]. On the other
hand, Section 4.1 shows that RAI is a metric describing if the systems can contact
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each other. The SRAI metric weights in the band sharing when a contact is made,
and it is defined as follow:

SRAI ¼ SRAI0 þ RRAI (7)

where RRAI is given by Eq. (5), and SRAI0 can be calculated using a simplified
mathematical model presented in Figure 4.2 [4, 8]. This simplified model is derived
for two popular multiple access techniques, namely, Frequency Division Multiple
Access (FDMA) and Time Division Multiple Access (TDMA). Figure 5(a) describes
the simplified model for calculatingSRAI0, where the SAS Index (SASI) can be
calculated using a mathematical model shown in Figure 5(b). Sample calculations
of notional SRAI metric for FDMA, TDMA and Code Division Multiple Access
(CDMA) can be found in [8].

4.3 RC model description

This subsection describes the RC model derived from the U.S. DOD definition
for resiliency [1, 4]. In SOSE context, RC is defined as the SOSE’s probability that
two arbitrary ground nodes can communicate with each other amidst adversity. It is
a function of the following four metrics [1, 4]:

• Avoidance (RAV) is the probability a threat can be avoided or prevented altogether

• Robustness (RRO) is the probability two arbitrary nodes can communicate
amidst degradation (i.e. radio frequency links lost due to increased RFI)

• Recovery (RRV) is the probability two arbitrary nodes can communicate when
links survive via band flipping (in presence of RFI)

Figure 5.
Simplified SRAI model for FDMA and TDMA. (a) Calculation of SRAI0. (b) Calculation of SAS Index (SASI).
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models to be implemented in Matlab for the evaluation of SOS metrics, including
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each other. The SRAI metric weights in the band sharing when a contact is made,
and it is defined as follow:
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the simplified model for calculatingSRAI0, where the SAS Index (SASI) can be
calculated using a mathematical model shown in Figure 5(b). Sample calculations
of notional SRAI metric for FDMA, TDMA and Code Division Multiple Access
(CDMA) can be found in [8].
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This subsection describes the RC model derived from the U.S. DOD definition
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a function of the following four metrics [1, 4]:
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amidst degradation (i.e. radio frequency links lost due to increased RFI)
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• Reconstitution (RRC) is how likely the system can be re-established to full
operational capacity while using 3rd party satellite support.

Figure 6 describes a simplified RC behavior modeling in a SOSE environment. A
simple mathematical model can be developed to characterize the RC behavior, and
it is given below [1, 4]:

R ¼ RAV þ 1� RAVð ÞRRO þ 1� RAVð Þ 1� RROð ÞRRV
þ 1� RAVð Þ 1� RROð Þ 1� RRVð ÞRRC (8)

Note that the RAI model encompasses the “Avoidance” and “Reconstitution”
resiliency features, since it is used to select (i) an optimum placement of a new
ground station within existing SOSE architecture to “Reconstitute” ground-
station-to-satellite links when adverse RFI events occur, and (ii) the best space and
ground network nodes within existing SOSE architecture when adverse RFI events
occur (i.e., RFI avoidance).

5. Implementation approach: decision support tool

The Graduate student team’s approach is to build mathematical models and
develop numerical algorithms from scratch. The team implements models using
MATLAB without any other Commercial of the Shelf (COTS) software, freeware
(e.g., STK, SOAP, NAIF, etc.) to avoid licensing and interfaces. The team collected
and maintained a database of ground and space systems including:

• Module-base extension

◦ Trajectory propagator (fundamental, core, no black-box software,
flexibility, scenario-driven)

◦ Resilience calculation (modeling, assessing, etc.)

◦ Signal processing (near future, testing advanced techniques)

◦ Add-on/Future projects

• Document technical reports, codes, and user manuals (easy to pass on to future
students).

Figure 6.
RC behavior modeling in a SOSE environment.
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6. SOSE CONOPS modeling in Matlab

SOSE CONOPS modeling in Matlab includes two key activities, namely, Data
collection and input into model simulation (Section 6.1) and orbital dynamic
modeling (Section 6.2).

6.1 Data collection and input into simulation

In our proof of concept simulations, we use publicly available data on satellites
and ground stations from [6]:

• CelesTrak

• CCSDS

• World Meteorological Organization

• NASA Near Earth Network, Deep Space Network, and TDRSS Network

• Air Force Satellite Control Network (AFSCN)

• NOAA, etc.

The data are then parsed the two-line elements for satellites as seen in Figure 7
and placed them into our orbital model. Ground Systems were added to the simu-
lation by latitude, Longitude and Height and converted into (x,y,z) tuples used in
the Earth Centered Inertial (ECI) model. Once the satellites and ground systems
were added to the system their positions are updated using a Kepler propagator [6].

6.2 Orbital dynamic modeling and simulation results

In our simulations we use a simplified “Dynamic Link Margin” (DLM) model
[4]. The simplified DLM model assumes the following [4, 6–8]:

• An Approximation of the link budget model with simplified RFI and signal
strength degradation model

• A fixed cross-polarization isolation loss

• Zero recovery time

Figure 7.
Two-line elements for satellites [6].
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Our first step is to make sure the two systems are in view of each other. Figure 8
Shows the calculation for ground to satellite and associated diagram of the geome-
try. Figure 9 shows the calculated area of coverage for a beam cone along with its
resulting coverage.

Once, we calculate that the satellite and ground station have each other in
Field-of-View (FoV), We calculate our link margin using our link margin model
which factors in antenna geometry and each satellites/ground stations unique
parameters.

The In-View and Footprint model implemented in Matlab are shown in
Figure 10 [6]. The model assumed that:

• Minimum elevation angle of ground station is known and is constant

• Satellite beams are circular or elliptical

• Half-power beam width of satellite is known and is constant

Figure 8.
Calculation for ground to satellite.

Figure 9.
Calculation for area of coverage for a beam cone [6].
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• “Aim point” is Nadir if satellite antenna is not steerable, and towards ground
station if satellite antenna is steerable

• A satellite is In-view if its elevation is greater than its minimum elevation
angle.

Figure 11 demonstrates the Matlab Simulation Results of a Notional SOSE Model
[6]. Figure 11(a) shows the 2-D view of the simulation results. Figure 11(b) shows
the 3-D view.

Figure 10.
In-view and footprint model implemented in Matlab [6].

Figure 11.
Matlab simulation results of a notional SOSE scenario [6].
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7. RAI-RFI implementation in Matlab and simulation results

The RAI-RFI model described in Section 4.1 is implemented in Matlab. The
following notional SOSE scenario was implemented in the model for demonstration
purpose [7].

• Simulation duration: January 1, 2020

◦ 5-minute intervals for 12 hours

• Notional Military System

◦ 8 military ground stations

◦ 6 geostationary satellites

• Notional Civil System

◦ 15 civil ground stations

◦ 3 civil satellites

• RAI-RFI computed for SOS described above and

• Augmented RAI-RFI computed for SOS with a single hypothetical additional
node to create a heat map

• Computed heat map for every 5 degrees of latitude and longitude

The plots of RAI-RFI heat map are shown in Figure 12 [7]. Where we can
analyze coverage and spot ideal locations for adding in new ground stations as
shown in the “Dark Blue” areas. Link availability is shown on the right side of the
figure. The rows are for each ground station and the columns for each military
satellite. Blue boxes indicate connections above the link margin threshold. Red
boxes indicate connections that have been lost due to RFI. White boxes indicate that

Figure 12.
RAI-RFI plot: time-averaged heat map [7].
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no connection is possible between the ground station and satellite which is usually
due to geometry. At each time interval the link availability chart is recalculated.

8. SRAI implementation in Matlab and simulation results

As discussed in Section 4.2, the Spectrum Resiliency Assessment Index (SRAI) is
an add on to RAI that considers issues of spectrum access and usage [8]. This metric
augments our tools by allowing us to consider spectrum access policy and spectrum
access interference use cases. Existing SATOPS are conducted using FDMA and
TDMA. We want to demonstrate that using CDMA we could increase SRAI, and
hence increase spectrum resiliency. Table 1 summarizes our reasoning for the
calculation of SRAI index for FDMA, TDMA and CDMA [4].

The intent is of this section is to demonstrate the tool capabilities, hence the
details of the simulation scenario is not provided here. But it should be noted that
the RFI sources considered in this section are the interferences from friendly satel-
lites and ground stations shown in Figure 3 [5], and the amount of interference
power is calculated assuming that the interferer satellites used omni antenna and
transmitted power was extracted from our database. For the SATOPS scenarios
shown in Table 1, the results show that FDMA is only 5% efficiency as compared to
CDMA and TDMA is 20% efficiency as compared to CDMA. For the same notional
SOS scenario presented in Section 6, using the results presented in Table 1 along
with Eq. (7) and Figure 5, the following 3 figures illustrate how different access
protocols can affect the SRAI results:

• Figure 13: SRAI for FDMA model described in Section 4.2. For the notional
SOS scenario described in Section 7, the simulation results show that the FDMA
allowed very limited spectrum access to share a frequency at once. The SRAI
index is less than 0.1.

SATOPS FDMA TDMA CDMA

Allocated Bandwidth 25 MHz 25 MHz 25 MHz

Frequency reuse 2 2 1

Required channel BW 4 MHz 4 MHz 4 MHz

No. of RF channels 25/4 = 6 25/4 = 6 6

Channels/Coverage Area 6/2 = 3 6/2 = 3 6/2 = 3

Control channels/Coverage Area 1 1 1

Usable channels/Coverage Area 3–1 = 2 3–1 = 2 3–1 = 2

SATOP Service per RF channel 1 4* 20**

SATOP channels/Coverage Area 2 � 1 = 2 4 � 2 = 8 20 � 2 = 40

Capacity vs. FDMA 2/2 = 1 8/2 = 4 40/2 = 20

SRAI Index for FDMA 1/20 = 5%

SRAI Index for TDMA 4/20 = 20%

SRAI Index for CDMA 100%
*Depends on the number of TDMA slots.
**Depends on the number of codes.

Table 1.
Sample calculation of SRAI index for FDMA, TDMA and CDMA [4].
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8. SRAI implementation in Matlab and simulation results

As discussed in Section 4.2, the Spectrum Resiliency Assessment Index (SRAI) is
an add on to RAI that considers issues of spectrum access and usage [8]. This metric
augments our tools by allowing us to consider spectrum access policy and spectrum
access interference use cases. Existing SATOPS are conducted using FDMA and
TDMA. We want to demonstrate that using CDMA we could increase SRAI, and
hence increase spectrum resiliency. Table 1 summarizes our reasoning for the
calculation of SRAI index for FDMA, TDMA and CDMA [4].

The intent is of this section is to demonstrate the tool capabilities, hence the
details of the simulation scenario is not provided here. But it should be noted that
the RFI sources considered in this section are the interferences from friendly satel-
lites and ground stations shown in Figure 3 [5], and the amount of interference
power is calculated assuming that the interferer satellites used omni antenna and
transmitted power was extracted from our database. For the SATOPS scenarios
shown in Table 1, the results show that FDMA is only 5% efficiency as compared to
CDMA and TDMA is 20% efficiency as compared to CDMA. For the same notional
SOS scenario presented in Section 6, using the results presented in Table 1 along
with Eq. (7) and Figure 5, the following 3 figures illustrate how different access
protocols can affect the SRAI results:

• Figure 13: SRAI for FDMA model described in Section 4.2. For the notional
SOS scenario described in Section 7, the simulation results show that the FDMA
allowed very limited spectrum access to share a frequency at once. The SRAI
index is less than 0.1.
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Capacity vs. FDMA 2/2 = 1 8/2 = 4 40/2 = 20

SRAI Index for FDMA 1/20 = 5%

SRAI Index for TDMA 4/20 = 20%

SRAI Index for CDMA 100%
*Depends on the number of TDMA slots.
**Depends on the number of codes.

Table 1.
Sample calculation of SRAI index for FDMA, TDMA and CDMA [4].
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• Figure 14: SRAI for TDMA model described in Section 4.2. For the same
notional SOS scenario described in Section 7, the simulation results show that
the TDMA allowed more spectrum access than FDMA. The SRAI index is
ranging from 0.15 to 0.3.

• Figure 15: SRAI model shown in Section 4.2 is modified for CDMA model.
Using the same notional SOS scenario described in Section 7, the simulation

Figure 13.
SRAI simulation results for FDMA.

Figure 14.
SRAI simulation results for TDMA.

Figure 15.
SRAI simulation results for CDMA.
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results show that the CDMA allowed the highest level of spectrum access by
allowing more user to share a frequency at once. The SRAI index is ranging
from 0.65 to 1.

9. RC implementation in Matlab and simulation results

The RC model presented in Section4.3 was implemented in Matlab, which takes
a traditional approach defined by U.D. DOD for modeling avoidance, robustness,
recovery, and reconstitution. This model can be broken down into many of the links
in a network and they are in any of the given states shown in Figure 16. The six
possible states shown in Figure 16 are:

• Radio Frequency (RF) Link achieves maximum capacity as planned

• RF Link avoids the RFI threats with acceptable signal degradation

• RF Link is lost due to increased RFI power

• RF Link has recovered from un-acceptable signal degradation caused by RFI

• RF link has re-established to full-operational capacity while using the 3rd party
satellite support

• RF link is disconnected by the users.

The notional SOSE scenario presented in Section 6 was modified for demonstra-
tion of the RC model with the following assumptions [8]:

• Simulation time duration: Jan 1, 2020 00:00:00 – Jan 3, 2020 00:00:00

◦ 10 second intervals

• SNR(dist) = �8 tan�1((dist �35,000)/35,000 “) + 14”

• RFI Power = SNR(dist) � (1–2φ/100 “)”

Figure 16.
Potential RC states at any given time.
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• For commercial/civilian groups, RFI was not considered as a factor in their
internal communication

◦ Only the SNR function with Link Margin (LM) > 3

• Only considered RFI on satellites, not ground stations

• If a satellite is only connected to one ground station, then it is not connected

• Ground stations can receive/transmit in different bands, but satellites receive/
transmit in same band.

Simulation results show that avoidance was at 74%, robustness at 50% and
recovery at 17%. In our simulation, we were able to have full reconstitution of
100%. Figure 17 shows Network Score1 for each time step, where each unit of the x-
axis represents a 10 second interval from our start time of the 1 sr of January 2020 at
time 00:00. The y-axis represents Network Score at each time interval. Whenever a
point on the y-axis drops below 1, it means that some portion of ground stations
have been cut off from the other ground stations. We observed seven of these
downtime windows during our two-day simulation, where RFI from civilian and
commercial sources caused a disruption in communication between ground stations
via satellite [8].

Figure 18 illustrates seven downtime windows. They are represented on the x-
axis. The color bar represents “mean” Network Score over a downtime window.

1 The network score is defined as the ratio between the number of actual connected network nodes to

the ideal number of possible network nodes can be connected. Network score is ranging from 0 to 1,

where 1 represents 100% connections in a network.

Figure 17.
RC simulation results: all downtime windows.
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The y-axis represents augmentation of the notional military SATCOM network with
the labeled satellite during a specific downtime window. The top-most row, labeled
“Un-augmented” shows the network status with no additional satellites. The RC
model generates these values via the simulation and then searches each column to
find the entry with the highest value. It then records this value and which satellite
was most supportive to the network during the window. For instance, we find the
“mean” network scale for downtime 1 in the first column on the left. The top entry,
0.4131, is the mean network score with no recruited civilian or commercial assisting
satellites. We then search down the column noting the maximum of 1 which occurs
when the military network is augmented with our theoretical commercial satellite
NovaThE. A score of 1 represents full reconstitution of SATCOM network during
the window.

10. Conclusion

The RAI-RFI, SRAI and RC models discussed are useful tools in analyzing a
space-based SOSE against RFI threats. The models separately address different
facets of a space based SOSE. The RAI-RFI model provides a statistical approach for
evaluating the best operating network node in the presence of RFI events. The SRAI
expands on the RAI-RFI model to account for different spectrum accessing tech-
nologies, e.g., FDMA, TDMA or CDMA.

The RC model provides probabilistic analysis of a space based SOSE’s ability to
successfully maintain communication amidst RFI threats. A network scoring metric
has been proposed to assess the state of the network when disconnects occur. The
network score is then utilized to identify optimal pre-existing support satellites

Figure 18.
RC simulation results: seven downtime windows.
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from third party sources that be leveraged by the military during times of discon-
nect. Aspects of our model can be refined by expanding on various details that have
been oversimplified.

Future work should incorporate an actual dynamic link budget model instead of
an approximation. Additionally, more thorough calculations should be considered
for RFI noise and the actual signal strength degradation that occurs when moving
from the center of the beam to the edge of the beam. Similarly, future consider-
ations should address the cross-polarization isolation that occurs between the signal
of interest and the friendly RFI signal. Other important aspects to incorporate might
be a recovery time model when RFI becomes present or financial cost as part of the
optimization assessment when looking for solutions to the degradation or disrup-
tions caused by RFI. Additional work should also include details regarding existing
and future Spectrum Access Systems and Spectrum Sharing Systems. For example,
we could implement actual Spectrum Access Systems using FDMA and TDMA. For
Spectrum Sharing Systems considerations can be made regarding licensed and
unlicensed underlay sharing techniques where secondary users can simultaneously
transmit with primary users, and the interference caused by the secondary users
over primary users must comply with a threshold level per National Telecommuni-
cations and Information Administration (NTIA)/ International Telecommunication
Union (ITU) interference protection criterion. Furthermore, additional work
should consider actual communication capacities and capabilities per communica-
tion link by weighting each link. This can be used to further evaluate Spectrum
Access Systems and Spectrum Sharing Systems based on allocated bandwidths. New
parameters associated with cognitive radio could also be introduced.
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Chapter 6

Chapter Review on Computer
Simulation of Melt Spinning:
A System of Systems Perspective
Derseh Yilie Limeneh and Kelem Tiessasie Yilma

Abstract

This chapter discusses an approach for process simulation in the design of melt
spinning process for finding optimal design parameters concerning spinneret,
quench air unit and other technical parameters for maximum throughput and
quality. The property of as-spun fiber is a function of structural parameters at a
given condition and orientation of the structural parameter and it is highly
governed by stress level at freeze line. Thus, to define structural property and
associated relationship, it requires to identify the process to control the variables
(or factors) that affect the structural parameter as well as final fiber property. In
addition, this chapter also provides a System-of-Systems (SOS) perspective on melt
spinning process and its computer modeling along with mathematical equations for
estimating spinline stress with a change in process variables. The spinline stress will
be used as an input for a computer simulation to have process optimization by
changing the necessary variables until it optimized.

Keywords: melt spinning, system-of-systems, poly ethylene terephthalate,
simulation, process parameters, process optimization

1. Introduction

Modeling and Simulation (M&S) have become important tools for evaluating
and scheming a melt spinning in a comprehensive arrangement of disciplines fluc-
tuating from fiber spinning and engineering to melt spinning [1]. For example, in
engineering scheme, modeling the parameters and simulation used to evaluate the
effectiveness of a melt spinning process concept, verify whether all the functional
design specifications are meet, or suggest modifications for improving the manu-
facturability of a product [2]. Melt spinning processes are considered as a system-
of-systems process based on the thermoplastic polymer processing method as
shown in Figure 1 [3]. For this process a system is required to ensure the polymer is
melted above its melting temperature, and the melted polymer is then transported
to another system where it is metered for constant mass through a spinneret into a
quench air stream blowing across the spinline [4]. The Spinline-and-Free-line”
forming can be considered as another system that is used to form spinline, cool and
finally solidify at a distance from the spinneret called ‘freeze- line’ [5]. The solidi-
fied polymer filament is winding at a speed significantly greater than the extrusion
velocity; this cause the final cross-sectional area is considerably smaller
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(about 100–200 times) than the initial extruded area. This “Winding” process can
be considered as another system in the melt spinning process [2, 6]. The way we
decompose the melt spinning process into SOS view is based on the “System Con-
trol” view-point. For examples: (i) the melted polymer process is considered as a
system because it requires a temperature control to ensure the polymer melts above
its melting temperature, and (ii) the winding process is considered as another
system because it requires to control the winding speed ensuring that the winding
speed is significantly greater than the extrusion velocity [7]. Concerning “Spinline-
and-Free-line” forming process, note that without considering crystallization in the
spinline, solidified filament orientation can be represented by the orientation in the
spinning threadline frozen at or near the glass transition temperature of the poly-
mer due to result of tensile deformation under stress in the flowing melt. So, stress
level at freeze line can easily govern the orientation, in which the process variables
such as extrusion temperature, extrusion velocity, take-up speed, quench air veloc-
ity and temperature affect the stress level at freeze line. This shows that molecular
orientation in the as-spun filaments is a function of extensional deformation and
cooling. Cooling rate across may vary across the filament and cause a change in
oriented filament cross section [8]. Thus, “Spinline-and-Freeze-line” system
requires a complex system control to ensure accurate orientation, glass transition
temperature, and tensile deformation under stress. In practice, the automation in
melt spinning can be tested using simulation approach for estimating and gaining
insight of the changes of process variables in order to reduce the risk on uniformity
of the fiber quality [9].

2. Spinline orientation

Quantification of melt spinning requires the development of mathematical
equations describing processing-structural-property correlations. The mathematical
equations will be used in the computer simulation for predicting the fiber-line stress
using readily measurable process variables such as melt temperature, take-up speed,
and extrusion velocity and quantitative correlations between response variable like

Figure 1.
The melt-spinning process.
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fiberline stress and structural parameter of the solidified fiber [5]. Using a simple
quantitative expressions critical operating conditions and material properties for
the melt-spinning for Polyethylene terephthalate (PET) identified. The method
used depends on the experimental observation that for vitrified polymers like PET
spun at speeds below 3000 m/min, the molecular orientation of the as-spun fila-
ment is uniquely determined by stress at freeze line when spinline stress is at the
glass transition temperature [9, 10].

Clearly, the spinning stage represents a non-isothermal, uniaxial elongational
flow situation with variable physical properties [5]. In order to develop the
governing mathematical equations, the following assumptions will be used through
this chapter.

1.The process is operating under steady state conditions.

2.The temperature and velocity field are independent of radial position.

3.The elongational viscosity is independent of extension rate and is equal to the
Trouton viscosity.

4.All the molecular motions at temperatures less than the glass transition
temperature, Tg.

5.The effects of inertia, gravity, surface tension and air drag are negligible.

6.Dieswell has insignificant effect.

Figure 1 shows the coordinate system used for the analysis. Based on the above
assumptions, the governing equations can be written as:

W ¼ ρAV (1)

σ ¼ F=A ¼ 3ηodV=dx (2)

or alternatively

dA=dx ¼ �ρFA=3Wηo (3a)

and

dT=dx ¼ �2 πAð Þ1=2=WCp ∗ h T� Tað Þ (3b)

The appropriate boundary conditions are

atx ¼ 0,A ¼ Ao, T ¼ To (4a)

at x ¼ L,A ¼ AL, T ¼ Tg (4b)

Where L is the distance of the freeze line from the spinneret. The temperature, T
(x), the velocity V(x), and the spin line tension F, are obtained by solving Eqs. (2),
(3), and (4) subject to the conditions represented by Eqs. (5) and (6). In order to
accomplish that, however, correlations for the temperature dependence of physical
properties (ρ, Cp ‘η0) and the heat transfer coefficient, h, need to be provided.

Rheological measurements of the shear viscosity of PET indicate that it behaves
like a Newtonian liquid for shear rates up to about 200 S�l. Thus, the assumption of
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Newtonian behavior may not be too inappropriate for PET [9–12]. The variations of
zero shear viscosity of PET, η0, as a function of intrinsic viscosity (IV) for different
temperatures.

η0 ¼ 9:76� 10�3 IVð Þ5:2893 exp 6923:7ð Þ= Tþ 273ð Þ½ � (5)

For density and specific heat, we assume the following linear variations with
temperature [13].

ρ ¼ 1:375� 10�3 � 0:75T (6a)

Cp ¼ 9:95� 102 þ 3:875T (6b)

For the heat transfer coefficient, the best available correlation is [9].

h ¼ 1:98A�1=3 W=ρAð Þ2 þ 8Vað Þ2
h i1=6

(7)

A proper choice of F is crucial for smooth operation of the numerical procedure;
a fairly good starting estimate can be obtained from the following equation.

Fs ¼ 10:635

ÐAL

A0
hA�1=2dA

Ð Ts

T0

ρCpdT
η0 T�Tað Þ

, (8)

At intermediate take-up speeds (3000 m/min), melt-spinning of PET results in
almost amorphous as-spun fibers. That is why molecular orientation of the as-spun
fiber is expected to represent the ‘frozen-in’ stress in the spinline [1, 2, 14]. Molec-
ular orientation which is measured by birefringence quantitatively related to pro-
cess variable form a link between the latter and the as-spun fiber properties.

Experimental data shown in Figure 2, for melt-spun PET fibers under different
process conditions demonstrate that the birefringence is directly proportional to the
spinline stress for PET,

Figure 2.
Variation of birefringence with principal stress difference for PET with + = Mn � 24,000; ∇ = Mn on-line
[14]; X = Mn 15,000; ◯ = Mn, 17,000.
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Δn ¼ Cσ ¼ C F=Að Þ (9)

C being the stress optical coefficient [9]. The intermediate take-up speeds in a
melt-spun PET fibers show amorphous at a slow crystallization behavior of PET, and
the birefringence depends on the (experimentally measured) spinline stress. To show
the relationship between as-spun fiber birefringence and the calculated stress at the
freeze line, the stress at freeze line is taken to be the spinline stress at which the
velocity is 95% of the take-up velocity [5, 15]. It is observed that a linear variation is
obtainedwith stress optical coefficient approximately about 6� 10�9 to 9� 10�9 Pa �1,
which is then compared with the values obtained by different experiments [5]. For
other experiments, the spinline stress controls the orientation of the as-spun fiber,
which in turn determines themechanical properties and associated fiberline processing
ability. Thus, it is clear that stress at freeze-line controls the orientation of the as-spun
fiber, and in turns it can determine themechanical properties [4, 13]. The sensitivity of
the as-spun fiber properties is directly related to the sensitivity of freeze-line stress to
the changes in process variables. Stress at freeze-line, on the other hand, can readily be
obtained from the process simulation calculations, provided the operating conditions
and the melt properties are available [16].

3. Sensitivity analysis

Sensitivity analysis provides an approach to look into the effect of a factor
affecting the response variables and making effective changes in the process
parameters for controlling process stability and product quality improvement [1, 6].
As shown in Table 1, the critical process variables have a significant effect on stress
level at the freeze-line are quantified for a typical PET spinning process [17].
The spinline stress is calculated under different operating conditions and melt
properties, which is then used in the assessment of stress sensitivity, are shown in
Figures 3 and 4 below [9].

The results indicate that the changes in process variables like extrusion temper-
ature, melt, take-up velocity and the melt throughput rate that can affect the
response variables (e.g., stress at the freeze-line) [5, 8]. The slope of the curve
provides a measure of the sensitivity of stress at the freeze-line to process variable

Process variable Value

Intrinsic velocity 0.611 dl g�1

Extrusion temperature 285°C

Glass transition temperature 67°C

Ambient air temperature 25°C

Quench air velocity 48 m min�1

Spinneret hole diameter 0.00038 m

Take-up velocity 1500 m min�1

Mass flow rate 0.001 kg min�1

Spinline tensiona 0.000972 N

Freeze line location from spinneret 0.37 m
aCalculated value.

Table 1.
Process variables for PET in a typical melt-spinning operation.
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changes. In comparison, stress at the freeze-line is moderately sensitive to changes
in quench air velocity and relatively insensitive to alterations in the quench air
temperature [9]. But it is more sensitive to a changes in the throughput rate as well
as the extrusion temperature and is relatively unperturbed by changes in the melt
intrinsic viscosity. But other changes exert only moderate influence in determining
the freeze-line location [6]. Since the as-spun fiber quality is uniquely determined
by its birefringence, which in turn is directly related to stress at the freeze-line, so
the degree of sensitivity of the as-spun fiber properties changes in these process
variables are the same as that of stress at the freeze-line [15, 18, 19].

4. Process implications

The information obtained from the sensitivity analysis provides good insight for
identifying the critical process with associated level of risk [14]. The process for
controlling the as-spun filament orientation requires critical process parameters like

Figure 3.
Sensitivity plot for stress at the freeze-line. The various curves are for percentage changes in (1) extrusion
temperature, (2) melt flow rate, (3) take-up velocity, (4) quench air velocity, (5) quench air temperature, and
(6) melt intrinsic viscosity [5].

Figure 4.
Expanded sensitivity plot for extrusion temperature = ●, and intrinsic viscosity = ◯ [9].
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extrusion temperature, intrinsic viscosity of the polymer melt take-up velocity and
melt flow rate. These parameters need to be taken into consideration, unless the
control process quality is having issues as discussed below [5].

If there is an increase in temperature and/or a decrease in melt intrinsic viscos-
ity, the spinline stress is being easily reduced, which affects the stretch ability as
well as final fiber quality [20]. These higher sensitivity of the spinline stress in
response to extrusion temperature has important implications for maintaining uni-
form product quality in a multiposition commercial plant with each position carry-
ing multiple hole spinnerets [21, 22]. As shown in Figure 5, Curve 4, a variation of
about 3°C in quench air temperature profile of the spinneret represents a 1% change
in the extrusion temperature; but this could result in about 10% variation in the
spinline stress by increasing the coefficient of variation of elongation [9]. So, having
static mixers upstream of the spin pack is the best way for delivering a thermally
homogeneous melt to the spinnerets [21–23]. Both the melt flow rate and the take-
up velocity can also affect as-spun filament quality. This is due to, increase in take-
up velocity at a constant flow rate results in increase orientation due to enhanced
stretching. But for a constant take-up velocity, the orientation is reduced as the flow
rate is enhanced. Because the filament denier increases rapidly with increase in flow
rate, and even the spinline tension actually decreases proportionally with a net
effect in a reduction in spinline stress as throughput is increased [14, 20]. By
controlling such process variables (i.e., the melt flow rate and the take-up speed), it
is possible to produce products over a range of denier and tenacity if needed [9, 17].
In addition, if the process is a batch process, the moisture content needs to be
controlled less than 0.005% and even a moisture level of 0.01% could lower the
polymer intrinsic viscosity from 0.6 to 0.56. In case if the change in intrinsic
viscosity is 7%, which leads to a 35% change in spin line stress, this thereby affecting
spinnability and product quality that desired [5].

In plants with continuous polymerization, variation in polymer intrinsic
viscosity may also result from reactor perturbation [22]. Therefore, incorporation of

Figure 5.
Sensitivity plot for freeze-line location. The various curves are for changes in (1) melt flow rate, (2) take-up
velocity, (3) quench air velocity, and (4) quench air temperature [9, 14].
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up velocity can also affect as-spun filament quality. This is due to, increase in take-
up velocity at a constant flow rate results in increase orientation due to enhanced
stretching. But for a constant take-up velocity, the orientation is reduced as the flow
rate is enhanced. Because the filament denier increases rapidly with increase in flow
rate, and even the spinline tension actually decreases proportionally with a net
effect in a reduction in spinline stress as throughput is increased [14, 20]. By
controlling such process variables (i.e., the melt flow rate and the take-up speed), it
is possible to produce products over a range of denier and tenacity if needed [9, 17].
In addition, if the process is a batch process, the moisture content needs to be
controlled less than 0.005% and even a moisture level of 0.01% could lower the
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spinnability and product quality that desired [5].

In plants with continuous polymerization, variation in polymer intrinsic
viscosity may also result from reactor perturbation [22]. Therefore, incorporation of

Figure 5.
Sensitivity plot for freeze-line location. The various curves are for changes in (1) melt flow rate, (2) take-up
velocity, (3) quench air velocity, and (4) quench air temperature [9, 14].
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an on-line viscometer to monitor the melt quality is likely to be a necessary instru-
mentation. There are different ways of increasing productivity. One approach is to
use a process optimization discussed above, i.e., by changing the process variables
to find optimum solution. The other approach is to increase in the number of holes
in the spinneret by 30% [24]. If possible, as per hole layout guidelines depend on
the investment to manipulate such multi-hole spinneret [9, 23, 24]. The location of
the freeze-line has critical practical implications for spinline stability and product
uniformity in multifilament spinning air turbulence [1, 9, 22]. An incorrect location
of the freeze-line can lead to filament breakage and/or fused filaments resulting in
process interruptions and poor product quality. Reducing the quench
air temperature from 25 to 15°C show 40% change in the filaments stability by
moving the freeze-line closer to the spinneret without a significant effect on the
structural parameter like orientation, this makes it be fewer disturbances to air [9].
The take-up velocity is not the most dominant controlling variable for orientation
development since its process implication does not have much impact on
spun-fiber.

5. Stress-orientation relationship for PET

The Dutta Nadkarni simulation package is recommended for simulation of the
melt spinning process [9, 20, 23]. Before we use the computer simulation for
spinning process optimization, it is important to develop a way to quantify the
correlation between the spinline stress and the as-spun filament orientation, such
that the operator can confirm its validity over a wide range of spinning process
parameters in current industrial operations is the data are collected from three
different plants for computing the spinline stress, stress at the freeze-line [5, 25].
Table 2 summarizes the industrial data collected. Using the data birefringence’s, of
the as-spun filaments orientation are measured experimentally (Figure 6).

σL ¼ 2:526� 10�9 Δn1:265
� �

(10)

Figure 6.
Variation of birefringence with principal normal stress difference at the freeze-line. Filled symbols represent
data collected from various industrial operations from India while the other symbols represent other published
data [9]. The birefringence’s value is correlated with linear regression analysis to fit the data and the correlation
is obtained with a correlation coefficient of 0.96 for fitting 37 data points as shown in Figure 6 (straight line fit
between birefringence and stress at the freeze line on the log–log plot) and Eq. (13) [5].
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The above equation is used as an input to the melt spinning process for optimizing
the relationship between birefringence’s and spinline stress for the melt-spinning of
PET at speeds up to 3000 m min�1 with a correlation coefficient of 0.96.

6. Case study for process optimization

The use of Eq. (1) along with the recommended computer simulation package
for a case study to: (i) Increase the production rate, (ii) Quality of the fiber, and (iii)
a new desired product developed through process optimization in spinning without
affecting the fiber line processing conditions [9, 23]. Maintain the denier and
orientation of the as-spun filaments at the reference levels because for a given
denier product, the throughput rate and the take-up speed have to be increased
proportionally which avoid downstream process optimization at the higher produc-
tivity [15]. For cases to increase in productivity changing the polymer, viscosity is
not desirable rather other process parameters are desirable, such as extrusion tem-
perature, quench air velocity and quench air temperature [7, 26]. According to the
process sensitivity analysis, the orientation of the as-spun filaments, as measured by
birefringence is very sensitive to changes in the spinning temperature and since the
orientation related to freeze-line stress, the spinning temperature is to be changed
so as to maintain freeze line stress and spin line tension at the original values
[21, 25]. Quench air velocity and temperature are the other process variables that
can be changed but they do not show significantly affect the spinline stress, rather
on the freeze-line location in order to ensure stability of the spinline to avoid denier
variation and final fiber quality [3, 20, 27]. The production rate can also be
improved by a proportional increase in the number of spinneret holes with no
changes in throughput per hole, take-up speed and spinning temperature and even
it is best option than process optimization through changing variable [11].

The reference process parameters of a spin- line whose productivity is to be
improved are summarized in Table 3 [9] along with the process conditions deter-
mined for production rate increases of 10, 20 and 30%. The process variables
provided in this table are representative of values used in a typical spinning opera-
tion, as averaged out from within the ranges given in Table 2. The computer
simulation of Dutta and Nadkarni is used for determining the changes in the process
variables when the throughput rate and take-up speed changes by 10, 20 and 30%
and the effect on the response parameters, including spinline stress, spinline tension
and freeze-line location, for increased productivity is shown in Figure 7 [11].

Process parameter Range No. of variables

Intrinsic velocity 0.6–0.65 2

Extrusion temperature 275–290 3

Quenching air temperature 15–25 7

Quench air velocity 30–130 3

Spinneret hole diameter 0.2–0.3 11

Take-up velocity 500–1250 9

Throughput rate 0.5–1.0 2

Filament diameter 4.0–12.0 11

Table 2.
Parametric space covered (taken from actual industrial data).
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All process variables show proportional increments with increased throughput
and take-up velocity [15]. Thus, to maintain the molecular orientation and the
downstream process variables constant, it is essential to have the values of spinline
stress, spinline tension and freeze-line location with proper adjustment of other
process variables [25]. The sensitivity analysis indicates that increasing extrusion
temperature decreases the spinline stress and spinline tension but extends the
freeze-line location as shown in Figure 8 below.

When extrusion temperature is assumed to be equal to the spinneret exit tem-
perature, there is a 10% increase in productivity. In order to return the spinline
stress and tension from a 6% increase to the original level, the increase in the
extrusion temperature should be approximately 1.87% [5, 7]. However, a 1.87%
increases in extrusion temperature would result in a further 1.75% increase in
Freeze-line location. The freeze-line location is thus sensitive to the combined

Parameter Original
condition

Increase in melt flow rate, take up velocity(W,VL)

10% 20% 30%

Intrinsic velocity 0.6 0.6 0.6 0.6

Extrusion temperature 280 280 280 280

Quenching air
temperature

20 20 20 20

Quench air velocity 100 100 100 100

Spinneret hole diameter 0.2 0.2 0.2 0.2

Take-up velocity 1000 1100 1200 1300

Throughput rate 0.5 0.55 0.6 0.65

Spinline stress 2.18 2.32 2.46 2.60

Spin line tension 82.8 87.5 93.8 98.0

Freeze line location 26.4 28.0 30.8 33.0

Table 3.
Effect of changes in productivity on spinline stress, tension and location of the freeze line [14].

Figure 7.
Simulation results showing effect of percentage increases in throughput and take-up velocity on the spin-line
stress, spin-line tension and freeze-line location.
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changes in throughput rate and extrusion temperature. [17, 24] Referring to
Table 4, although the spinline stress and tension can be brought back to the original
values by a change in the extrusion temperature, the freeze-line location remains

Figure 8.
Effect of percentage increase of extrusion temperature on the spinline stress, spinline tension and freeze-line
location for each of 10%, 20% and 30% increase in throughput and take-up velocity.

Parameter Reference
condition
intrinsic
viscosity
(IV) = 0.6

10% decrease in
freeze line location,
take up velocity

(L,W)

1.9% increase
in extrusion
temperature

(TE)

45% decrease
in quench air
temperature

(Ta)

Intrinsic velocity 0.6 0.6 0.6 0.6

Extrusion temperature 280a 280 285 285a

Quenching air
temperature

20a 20 20 11a

Quench air velocity 100 100 100 100

Spinneret hole
diameter

0.2 0.2 0.2 0.2

Take-up velocity 1000a 1100 1100 1100a

Throughput rate 0.5a 0.55 0.55 0.55a

Spin line stress 2.18b 2.32 2.20 2.19b

Spin line tension 82.8b 87.9 83.3 82.9b

Freeze line location 26.4b 28.0 28.9 26.8b

aParametric values changed to achieve a 10% increase in productivity for constant product quality.
bValues held constant to maintain product quality.

Table 4.
Summary of process changes required obtaining a 10% productivity increase while product quality is
maintained constant.
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changes in throughput rate and extrusion temperature. [17, 24] Referring to
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different from the original value by about 9.5%. The location of the freeze-line can
affect the spinline stability and product uniformity [5, 25]. Hence its retention at the
original value is desirable. A process variable is to be sought, which would move the
location of the freeze line closer to the spinneret without any significant changes in
either spinline stress or Freeze-line location. The quench air temperature is known
to influence freeze-line location to a greater extent relative to spinline tension and
spinline stress and can be effectively used for stabilizing the spinline. From Figure 9
it is seen that to move the freeze- line location by about 8.0%, the quench air
temperature has to be decreased by about 45%. Furthermore, the effect of this
process change on spinline stress and freeze line location is insignificant. The entire
exercise is summarized in Table 4, which indicates the changes in process variables
required to increase productivity while maintaining the denier, orientation and
stability of the spinline [5].

7. Case study for product development of low pill fibers

Lowering the intrinsic viscosity or molecular weight by having drawn fiber
denier of 1.2 held constant to make the downstream process variables at constant
values [12, 28] (Table 5). Because of this the changeable variables, it is required to
lower the draw ratio to 3.5 from reference value to prevent fiber breakage in
downstream process and this change as-spun denier from 4.5 to 4.2. Due to 8.3%
decreases in intrinsic viscosity a new pill fiber is developed. However, this phe-
nomena (decrease in spun fiber diner) causes the decrease in Spinline stress and
Spinline tension, which makes melt unspinnable increases the take-up velocity and
the throughput rate to new values (22.5%, 14.2% respectively), and lowering extru-
sion temperature to 275°C. This is a way to increase the Spinline tress with as-spun
denier at a value of 4.2. Freeze-line location has effect on the spinline stability and
product uniformity stress [29]. However having 50% decreases in quench air tem-
perature from reference value, to maintain the spinline stress and freeze-line

Figure 9.
Effect of percentage decrease in quench air temperature on spinline stress, spinline tension and freeze line
location for the specific case of 10% increase in throughput and take-up velocity [9, 24].
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location at the original values, we need to move the location of the freeze-line closer
to the spinneret [9, 11, 12, 30].

8. Conclusion

The mechanical property of fiber is highly governed by the orientation level in
the thread line. However, this structural parameter is heavily affected by the melt-
ing process as shown in the sensitivity analysis above with different level of effects.
According to the above analysis, it is shown that the molecular orientation devel-
oped in a melt flow in spinning process is governed by the spin-line stress (stress at
freeze line). A mathematical equation, which is an input for the simulation is
developed according to a given quantitative data, shows a linear relationship
between the orientation and stress levels. The simulation results are correlated with
the variables associated with the spin-line stress to determine if the stated assump-
tions are in agreement with the simulation results. The combination of the process
simulation and stress-orientation relationship gives us a procedure for identifying
and simulating the important spinning process variables that would affect the spin-
line stress, and hence the mechanical properties and fiber line processability of the
as-spun filaments. Once the effect is simulated the process optimization is done by
changing the process variables according to the final property desired. Therefore,
the process optimization can be achieved using SOS perspective and computer

Parameter Reference
condition
intrinsic
viscosity
(IV) = 0.6

8.3%
decrease in

melt
intrinsic
viscosity
(IV)

22.5% increase in
take up velocity

(VL)

14.2% increase in
melt flow rate

(W)

1.8%
decrease in
extrusion

temperature
(TE)

50%
decrease in
quench air
temperature

(Ta)

Intrinsic velocity 0.6a 0.55 0.55 0.55 0.55a

Extrusion
temperature

280a 280 280 275 275a

Quenching air
temperature

20a 20 20 20 10a

Quench air velocity 100 100 100 100 100

Spinneret hole
diameter

0.2 0.2 0.2 0.2 0.2

Take-up velocity 1000a 1000 1225 1225 1225a

Throughput rate 0.5a 0.5 0.571 0.571 0.571a

Spin line stress 2.18b 1.63 2.05 2.16 2.18b

Spin line tension 82.8a 61.8 72.5 76.6 76.9a

Freeze line location 26.4a 26.3 29.6 29.3 26.5a

As-spun fiber denier 4.5a 4.5 4.2 4.2 4.2a

Drawn fiber denier 1.2b 1.2 1.2 1.2 1.2b

Draw ratio 3.75a 3.75 3.5 3.5 3.5a

aParametric values changed to achieve low pill fiber product.
bValues held constant to maintain the downstream process variables at constant values.

Table 5.
Summary of process changes required obtaining low pill fibers without affecting downstream variables [9].
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freeze line). A mathematical equation, which is an input for the simulation is
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tions are in agreement with the simulation results. The combination of the process
simulation and stress-orientation relationship gives us a procedure for identifying
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simulation. This is a good advancement in melt spinning to achieve the process
optimization. The future work will tell on computer simulation and modeling of
manmade fibers and their parameters based on systems of system perspective.

Notations

AO initial cross sectional area
TO spinneret exit temperature
A(x) cross sectional area at (x) distance
T(x) spinneret temperature at (x) distance
Va quench air velocity
VL final velocity
Ta quenches air temperature
AL final cross sectional area
X distance from spinneret
L freeze line location
Tg glass transition temperature
n birefringence
σL stress at freeze line
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simulation. This is a good advancement in melt spinning to achieve the process
optimization. The future work will tell on computer simulation and modeling of
manmade fibers and their parameters based on systems of system perspective.
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Friction on Drive Screw Using 
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Abstract

In most mechanical systems, screw threads serve three main basic purposes: 
(i) to transmit power, (ii) to provide a clamping force, and finally (iii) to restrict 
or control motion. This chapter demonstrates the effects of friction and behavior 
which can occur in a bolted fastening (screw thread) for advanced design purposes. 
To model this behavior, other control components are attached to the bolted screw. 
The bolt preload is applied with a predetermined torque. For this case the preload 
depends on the friction under the head and in the thread. The friction prevents 
the loosing of the bolted fastening. This effect is termed as self-locking effect. We 
designed an algorithm that reproduces an exemplary simulation scenario, which 
determines friction and its effect on thread angle based on the strength of the 
coefficient of friction at a specific tension or clamp load value using the system-of-
system approach. The result shows specific behavior on both the motion in threads 
and drive screw with predetermined torque. The chapter is limited to creating a 
simple simulation environment to demonstrate the effects.

Keywords: predetermined torque, bolted fastener, tension, runout turn, drive screw

1. Introduction

A drive screw usually consists of head radius, shank, runout, and threads (as shown 
in Figure 1). The chapter defines the behavior of a thread fastener on drive screw 
by focusing more on the thread behavior and on the fasteners [1]. The mating parts 
introduced in this chapter consist of the worm drive, which meshes with the worm 
gear connected to the drive screw and the hypoid, to maintain high-speed reduction 
using a pair of hypoid gears. They are used to control friction by reducing rotational 
speed and transmit higher torque. Usually, when a bolt is tightened by applying a 
torque to the bolt head, the bolt gets stretched out causing the clamping plates to be 
compressed together. Fastener coatings are being required to comply with corrosion 
specifications and also fulfill specified tightening characteristical requirements. Some 
of these requirements mostly include test for torque tension and sometimes a coef-
ficient of friction test. The torque-tension test usually consists of an acceptance input 
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(i) to transmit power, (ii) to provide a clamping force, and finally (iii) to restrict 
or control motion. This chapter demonstrates the effects of friction and behavior 
which can occur in a bolted fastening (screw thread) for advanced design purposes. 
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1. Introduction

A drive screw usually consists of head radius, shank, runout, and threads (as shown 
in Figure 1). The chapter defines the behavior of a thread fastener on drive screw 
by focusing more on the thread behavior and on the fasteners [1]. The mating parts 
introduced in this chapter consist of the worm drive, which meshes with the worm 
gear connected to the drive screw and the hypoid, to maintain high-speed reduction 
using a pair of hypoid gears. They are used to control friction by reducing rotational 
speed and transmit higher torque. Usually, when a bolt is tightened by applying a 
torque to the bolt head, the bolt gets stretched out causing the clamping plates to be 
compressed together. Fastener coatings are being required to comply with corrosion 
specifications and also fulfill specified tightening characteristical requirements. Some 
of these requirements mostly include test for torque tension and sometimes a coef-
ficient of friction test. The torque-tension test usually consists of an acceptance input 
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torque which is often known as the predetermined torque at a specific tension clamp 
load value, while the coefficient of friction tests requires an acceptance coefficient of 
reference friction with a specified tension or a clamp value [2, 3].

Threaded faster assembles take some process, most especially for critical bolted 
joints, which takes some stages into account; this involves controlling both the 
input torque and the angle of tension that turns to achieve the desired output of 
proper preload of the bolted assembly [4, 5]. An accurate clear understanding 
of the role of friction is needed for both the underhead and threaded contact 
zones to giving a definition to the relationship between the angle of tension, the 
predetermined torque, and tension control; there are a lot of factors that affect the 
tension created in a bolt when tightening behavior occurs in the torque control. 
All the bolted joints consist of the main torque-angle signature. Additionally, 
by combining the torque-angle curves with a precise computation and a basic 
understanding of the logic mechanisms of the threaded fasteners, we can obtain 
the practical information required to evaluate the characteristics of the individual 
fastener tightening processes. The torque-angle curves can provide the necessary 
parametric data to properly qualify the capability of tightening tools to tighten a 
given fastener [6–8].

Figure 2 shows the energy transfer process that occurs when tightening threaded 
fasteners. The area under the torque-angle curve is basically proportional to the 
energy required to tighten the fastener. To model this process, achieving proper 
control of the tightening process is possible if we get a comprehensive understand-
ing of the relationship between the torque and turn in the development of the 
tension [9, 10]. It is necessary to be familiar with what happens when a typical 
fastener is tightened. The concept behind tightening a fastener involves turning in 
advance the lead screw and torque at turning moment so that the preload tension 
happens at the fastener. The predicted output is a clamping force that holds the 
components together. Modeling the torque turn signature for the fastener tighten-
ing process has four characteristic zones (Figure 3). The first is the rundown or 
prevailing zone, which occurs before the fastener head or nut contacts with the 
bearing surface. Basically, the alignment zone is the second part of the tightener; 
in this zone, the fastener and the joint mating surfaces are drawn into alignment 
to obtain a possible snug condition. The elastic clamping is the third zone, where 
the slope of the torque-angle curve is alternatively constant [11, 12]. The last zone, 
which is the post-yield zone, begins with an inflection point at the end of the elastic 
range. Constantly, this fourth zone can be due to yielding in the joint or gasket or 
due to the yield of the threads in the nut or clamped components or nut rather than 

Figure 1. 
A typical drive screw with its characteristic component.
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to the yield of the fastener. This chapter is mostly focused on what occurs with the 
threads, when all zones are combined in the tightening process [13, 14].

2. The system-of-system approach

Drive screws is mostly a subject area less discussed in mechanical system 
methodology. Most of its process optimization, especially on fastener tightening, 
is purely theoretical and not deployed dynamically, which is mostly controversial 
because of its limited area of application. The application of system of systems 
(SOS) is a new approach to addressing this particular area, by connecting its basic 
components to different controls to optimize its process flow. The controls or 
process blocks are obtained from the visual library of simulation X, which enables 
the set of tools for deployment and development processes. This approach or 
method requires various blocks, which seeks to optimize each individual controls or 

Figure 2. 
Total energy area required to tighten the bolt fastener.

Figure 3. 
A basic narrative of the four zones in a threaded screw.



Systems-of-Systems Perspectives and Applications - Design, Modeling, Simulation…

114

torque which is often known as the predetermined torque at a specific tension clamp 
load value, while the coefficient of friction tests requires an acceptance coefficient of 
reference friction with a specified tension or a clamp value [2, 3].

Threaded faster assembles take some process, most especially for critical bolted 
joints, which takes some stages into account; this involves controlling both the 
input torque and the angle of tension that turns to achieve the desired output of 
proper preload of the bolted assembly [4, 5]. An accurate clear understanding 
of the role of friction is needed for both the underhead and threaded contact 
zones to giving a definition to the relationship between the angle of tension, the 
predetermined torque, and tension control; there are a lot of factors that affect the 
tension created in a bolt when tightening behavior occurs in the torque control. 
All the bolted joints consist of the main torque-angle signature. Additionally, 
by combining the torque-angle curves with a precise computation and a basic 
understanding of the logic mechanisms of the threaded fasteners, we can obtain 
the practical information required to evaluate the characteristics of the individual 
fastener tightening processes. The torque-angle curves can provide the necessary 
parametric data to properly qualify the capability of tightening tools to tighten a 
given fastener [6–8].

Figure 2 shows the energy transfer process that occurs when tightening threaded 
fasteners. The area under the torque-angle curve is basically proportional to the 
energy required to tighten the fastener. To model this process, achieving proper 
control of the tightening process is possible if we get a comprehensive understand-
ing of the relationship between the torque and turn in the development of the 
tension [9, 10]. It is necessary to be familiar with what happens when a typical 
fastener is tightened. The concept behind tightening a fastener involves turning in 
advance the lead screw and torque at turning moment so that the preload tension 
happens at the fastener. The predicted output is a clamping force that holds the 
components together. Modeling the torque turn signature for the fastener tighten-
ing process has four characteristic zones (Figure 3). The first is the rundown or 
prevailing zone, which occurs before the fastener head or nut contacts with the 
bearing surface. Basically, the alignment zone is the second part of the tightener; 
in this zone, the fastener and the joint mating surfaces are drawn into alignment 
to obtain a possible snug condition. The elastic clamping is the third zone, where 
the slope of the torque-angle curve is alternatively constant [11, 12]. The last zone, 
which is the post-yield zone, begins with an inflection point at the end of the elastic 
range. Constantly, this fourth zone can be due to yielding in the joint or gasket or 
due to the yield of the threads in the nut or clamped components or nut rather than 

Figure 1. 
A typical drive screw with its characteristic component.

115

Simulating the Effect of Friction on Drive Screw Using System-of-System Modeling…
DOI: http://dx.doi.org/10.5772/intechopen.92261

to the yield of the fastener. This chapter is mostly focused on what occurs with the 
threads, when all zones are combined in the tightening process [13, 14].

2. The system-of-system approach

Drive screws is mostly a subject area less discussed in mechanical system 
methodology. Most of its process optimization, especially on fastener tightening, 
is purely theoretical and not deployed dynamically, which is mostly controversial 
because of its limited area of application. The application of system of systems 
(SOS) is a new approach to addressing this particular area, by connecting its basic 
components to different controls to optimize its process flow. The controls or 
process blocks are obtained from the visual library of simulation X, which enables 
the set of tools for deployment and development processes. This approach or 
method requires various blocks, which seeks to optimize each individual controls or 

Figure 2. 
Total energy area required to tighten the bolt fastener.

Figure 3. 
A basic narrative of the four zones in a threaded screw.



Systems-of-Systems Perspectives and Applications - Design, Modeling, Simulation…

116

process flow. The tension of fasteners and torque effect are two different aspects of 
this system which are discussed in Sections 3.1 and 3.2. The process starts with the 
double gear which represents the gear, and it is controlled by the shank rotate and 
hypoid port; these serve as the first system (Figure 4). The second system which 
is the head friction loop is connected by a double-headed screw to the head torque 
gear rotate and the curve torque that controls the ball drive screw; this serve has the 
third system with a double-port connection to the rRR1. It initializes the process all 
over again with a single-port connection to the double-headed gears. This loop is 
continued till the mated parts are tightly connected. This process is better visual-
ized on the virtual environment created in simulation X.

3. Method

The method applied in this chapter is based on applying a simple algorithm 
using the system-of-system approach, which helps in determining the effections of 
tension on the torque, friction on the drive screw, which is described in the proceed-
ing sections. To achieve this, more controls are attached to the threaded screw to 
understand is mechanics. The torque applied to a fastener is absorbed in different 

Figure 4. 
Algorithm to determine the logic flow for a drive screw.
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areas, such as the underhead friction, which absorbs almost 50% of the total torque. 
The thread friction absorbs close to 40% of the applied torque. The remaining 10% of 
the applied torque represents the clamping force that holds the components together. 
An increase in friction of say 5% reduces the tension that equals half power. The area 
under the curve on the torque angle represents the total energy required to tighten 
a fastener. Some parts of this area represent the clamping force or energy under the 
bolt and clamped component in the force deformation process. A starting point for 
all threaded fastener analysis depends on the basic torque-tension equation which is 
given as

  T = K × D × F  (1)

This represents the relative magnitudes of torque and clamp force or friction. 
This also defines a linear correlation between the torque and tension on a bolted 
screw. The design model is given as

  T = KdF  (2)

where T, torque (N m); d, nominal diameter (m); F, force (N); and D, nut factor.
Geometrically, the deformation   (δ)   of the fastener and angle of turn are related 

by the following:

   P  thread   = δ ×   360 _ α    (3)

where  δ , deformation (m);  α , angle   ( O   c )  ; and   P  thread    pitch thread (in).

3.1 Tension on fasteners

When the fastener is tightened on a joint infinite stiffness, the relationship 
correlates directly with the stress induced by the strain in the fastener. The tension 
produced is totally proportional to the angle of turn from the elastic origin when 
extensive testing is conducted on the tension product. By projecting the tangent 
line, the elastic origin can be located near the elastic portion of the torque-angle 
curve towards the zero-torque zone. The basic correlation of the stress on strain in 
the elastic region is given as

   S  stress   =  S  strain   × ξ  (4)

where Sstress, stress   (in / in)  ;   S  strain   (M / m)  , strain; and  ξ  young modulus (N/m2).
The stretch  ∇  or friction of the bolt loaded in tension is computed as

  ∇ = δ ×   360 _ α    (5)

Based on the above given equations, the process for determining the friction on 
the threaded screw is illustrated in the algorithm (Figure 4). This is used to define 
and describe the mechanics of the given model in Figure 5.

The input torque can be thought of as the amount of work (or energy) which is 
applied to a threaded fastener that causes the bolt to turn in an “α” amount of degrees 
and in turn stretching the bolt to produce a clamp load. The input torque is added 
in two ways on the thread and headed torque. The first is the reaction to the input 
torque and the amount of the torque it takes to keep the nut from turning when an 
input torque is applied to the bolt head, while the second is the amount of the input 
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gear rotate and the curve torque that controls the ball drive screw; this serve has the 
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over again with a single-port connection to the double-headed gears. This loop is 
continued till the mated parts are tightly connected. This process is better visual-
ized on the virtual environment created in simulation X.

3. Method

The method applied in this chapter is based on applying a simple algorithm 
using the system-of-system approach, which helps in determining the effections of 
tension on the torque, friction on the drive screw, which is described in the proceed-
ing sections. To achieve this, more controls are attached to the threaded screw to 
understand is mechanics. The torque applied to a fastener is absorbed in different 

Figure 4. 
Algorithm to determine the logic flow for a drive screw.
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areas, such as the underhead friction, which absorbs almost 50% of the total torque. 
The thread friction absorbs close to 40% of the applied torque. The remaining 10% of 
the applied torque represents the clamping force that holds the components together. 
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  T = K × D × F  (1)
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  T = KdF  (2)

where T, torque (N m); d, nominal diameter (m); F, force (N); and D, nut factor.
Geometrically, the deformation   (δ)   of the fastener and angle of turn are related 

by the following:

   P  thread   = δ ×   360 _ α    (3)

where  δ , deformation (m);  α , angle   ( O   c )  ; and   P  thread    pitch thread (in).
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the elastic region is given as

   S  stress   =  S  strain   × ξ  (4)
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The input torque can be thought of as the amount of work (or energy) which is 
applied to a threaded fastener that causes the bolt to turn in an “α” amount of degrees 
and in turn stretching the bolt to produce a clamp load. The input torque is added 
in two ways on the thread and headed torque. The first is the reaction to the input 
torque and the amount of the torque it takes to keep the nut from turning when an 
input torque is applied to the bolt head, while the second is the amount of the input 
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torque it carries to overcome friction in the bearing surface of the part of the fastener 
being turned. To obtain a friction effect   M  a   , there is a need to combine the force of 
gravity   M  g    and Kenal effect   M  K   . Therefore the input torque is given as

   M  a   =  M  g   +  M  K    (6)

3.2 The torque effect

The thread torque is a combination of two factors which are thread friction 
torque and the pitch torque. The frictional portion of the thread torque describing 
the amount of torque it takes to overcome the friction in the engaged threads and 
the geometrical faction for the thread torque describing the amount of torque that is 
used to stretch the bolt.

The graph in Figure 6 indicates the thread head friction torque which is 
calculated by subtracting the pitch torque from the thread torque. The graphical 
representation makes the input torque definition look like an increase in shank 
transmission on the friction plate. The amount of thread torque and underhead 
torque presents a shank tightening which can be described using friction coef-
ficients. These are always described in terms of two kinds of material, the shank 
plating and coatings. It describes the friction between mating threads. The value 
describing the friction between the bearing materials of the bolt and the first 
clamping plate and nuts depends on the end of the fasteners which are turned. Also 
the value describing the overall friction in the joint that combines the aspects of 
both the bearing surfaces and the threaded head.

Figure 7 indicates the result in friction coefficient based on the plate contact, 
drive screw, and shank transmission; these are calculated values using the measured 
input torque, the clamp load, and thread torque alongside some geometric charac-
teristics such as the thread pitch and bearing diameter. A 150 to 100% of the torque 
input is used to overcome the friction in the threaded and underthreaded regions, 
with a remainder of the 50 to 0.0% of the input torque left to stretch the bolt pro-
ducing clamp load. The basic distribution of both the threaded and underthreaded 

Figure 5. 
Determining the friction of the drive screw model with curve torque.
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area takes more torque to overcome the friction depending on the bearing surface 
area along with the friction coefficient between contact surfaces.

Comparing the shank heat transfer and drive screw regarding friction coef-
ficient in Figure 8, the wider it takes the friction to get in range, the wider the 
clamp load range will be at a given torque value for both drive screw and the shank 
heat. Most tension on drive screw requires tightening a specified bolt/washer 

Figure 6. 
Rotation angle of the screw and displacement of the screw. (a) Friction behavior on screw drive, (b) Thread 
displacement on screw.

Figure 7. 
Forces and deformation of the contacts between screw plate. (a) Force on Plate contact, (b) Deformation on 
screw drive.

Figure 8. 
Friction in the thread and normal force on drive screw. (a) Friction on shank and screw drive, (b) Force on 
screw drive.
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Figure 9. 
Motion in the thread and the external force. (a) Force motion on screw drive, (b) Behavior of Force on  
screw drive

combination to a given clamp load value and returning a torque value. Both the nut 
and washer have a typical plating and dimensional requirements, and the bolt has 
requirements for the material and dimensions, which reduces all variances in the 
joint to the bolt coating for a drive screw.

Figure 9 compares the drive screw and force on bolt; the input values were being 
tested at a specified tension value. The coefficient of friction values can be calcu-
lated using the default values and Eq. 5 described above along with the torque-ten-
sion data. The calculated data is plotted and compared with the source of the force 
on the bolt or drive screw for this case. Friction variances affect the tightening of a 
bolted joint occurring in the bearing area and the threads. The friction variances are 
always a function of two materials of the mating parts. These two materials are the 
hypoid and worm effect on the drive screw, which makes it possible for the torque 
and tension behavior to be synchronous. The torque is a measure of the models’ 
twisting force which is required to spin the nuts along the thread, while the tension 
allows the stretch of the bolt that provides the clamping force of the joints. So the 
plating used have a consistent relationship between the torque and tension.

4. Conclusion

The chapter mostly focused and limited to determining the effect of friction on 
a drive screw for the optimization on advanced mechanical purposes. The torque 
value effect are strictly based on the friction obtained, which is present in the bolted 
joint assembly. The sum of the variances in the friction leads to the variance in the 
amount of tension attained at the specified input torque value. The friction varia-
tion is a function of two materials of the mating parts. Likewise the coefficient of 
the frictions is obtained for all parameter comparisons, which is not given in terms 
of the material plating. The simulation effect is used to limit the amount of variance 
allowed in the friction coefficients against a specified material. It allows for the end 
user to basically be confident that the plating used has a consistent relationship 
between both torque and tension.

For future purposes, it is recommended that the torque time print of all the 
torque and audit simulation be recorded and reviewed before specification of the 
equipment and settings of numerical limits of the manual simulation. When con-
ducting these basic simulations, it should always include the torque angle and its 
time print or signature of analysis for the installation steps. This is required prior to 
any meaningful correction factor that is established in relation to installation and 
audit recordings.
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A System-of-Systems Perspective
on Frequency Estimation:
Time-Frequency Distribution of
Multiple LFM Signals
Ruolun Liu, Xueqin Zhang and Rui Huang

Abstract

This chapter provides a System-of-Systems (SoS) perspective on a study of
frequency estimation of signals with a focus on Linear Frequency Modulation
(LFM) signals. This chapter describes an SoS approach for frequency estimation
using Chirplet Transform (CT), Hough Transform (HT), and the Short Time Fou-
rier Transform (STFT) with filtering viewpoint. The filtering viewpoint employs
the filter impulse response length to obtain the best time-frequency concentration
for accurate estimation of a signal frequency. The optimum impulse response length
can be found by varying the length of the filter impulse response and observe the
changing in the time-frequency distribution (TFD). The chapter shows that
when the length of the impulse response becomes longer, the time-frequency
concentration in TFD increases first and then decreases.

Keywords: LFM Signal, TFD, STFT, filter bank, SoS

1. Introduction

The study of stationary deterministic signal has been greatly explored and
appreciated. On the other hand, most signals encountered in applications are ran-
dom and nonstationary. Unlike the time-invariant statistical properties of stationary
signal, the statistical properties of nonstationary signal are normally time-variant
where a time-frequency combined analysis tool, time-frequency distribution
(TFD), is required to observe the nonstationary signal in the time domain and the
frequency domain at the same time. The early TFD is often given by Short Time
Fourier Transform (STFT), Gabor Transform, or Continuous Wavelet Transform
(CWT). The classical one is the quadratic Wigner-Ville Distribution (WVD). The
latest type would be the parameterized TFD [1–3] developed in recent years. Both
STFT and CWT, in the sense of transform, are not able to achieve a fine resolution
in both time and frequency domain simultaneously, due to the restriction of the
Heisenberg–Gabor inequality. Linear frequency modulated (LFM) is one of the
pulse compression techniques in the Radar system to solve the conflict between
rang and resolution where the carrier frequency is continuously modulated during
the pulse duty time. The term of instantaneous frequency (IF) is used to describe
how the carrier start frequency changes linearly all the way up to the end frequency.
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how the carrier start frequency changes linearly all the way up to the end frequency.
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In fact, the LFM signal has no fixed period nor frequency within each pulse duty
time. The quadratic WVD will achieve the highly accurate frequency component
for noise-free LFM signal, where the constant amplitude brings WVD a row of delta
functions along the linear IF trajectory [4, 5]. In the case of noisy LMF, the WVD
peak position will bias from the true IF, where the bias-to-variance tradeoff is
inevitable in the IF estimation. The Chirplet Transform (CT) [1, 2] is a typical
parametric TFD, which is particularly designed for the analysis of chirp-like signals
with linear IF. In the initialization process of the CT, the parameters estimation is
based on the peak of the STFT magnitude, thus the estimation results are greatly
affected by the background noise. For the multiple LFM signal, it is difficult to
distinguish and track multiple IF lines. If the Hough Transform (HT) is applied to
the spectrogram magnitude first, the robust parameter estimation can be obtained
for each component, a set of time-frequency images can then be emerged by post
processing to finally get a TFD with higher concentration.

Some scholars have analyzed the nonstationary signal with filtering viewpoint.
In order to analyze the audio signal, Brown proposed the constant Q transform
(CQT) [6], where the central frequency of each band is not uniformly distributed
and its frequency resolution is not a fixed value in the frequency domain, that is
more suitable for nonstationary audio signal processing. Another adaptive filter
bank is proposed in [7] where the frequency resolution is changed by adjusting the
window length in each sub-band. A more generalized TFD is proposes based on the
traditional CQT [8]. It can be used to define a time-frequency analysis framework
with arbitrary central frequency at arbitrary frequency resolution. The parameters
in the framework are clearly defined to achieve a good resolution at any given
frequency range. Another novel time-frequency analysis is proposed in [9] where
the filter bank is a high-resolution Gaussian filter bank. Based on the nonlinear
characteristics of the human auditory system, the Gaussian filter bank is designed to
adjust the central frequency of each band. At the same time, the multi-resolution
characteristic of the filter bank is discussed based on the idea of Wavelet transform.

However, little has been reported about the STFT in the filtering viewpoint. The
STFT is always regarded as time shifted Fourier transformations where frame
length is fixed for every transformation. If STFT is treated as the outputs of a filter
bank, the length of each channel impulse response can be set differently according
to the different signal frequency of different channel. This chapter combines our
two recent conference papers [10, 11] and provides a unified framework derived
from a System-of-Systems perspective for analyzing LFM signal using Filtering
Viewpoint approach. Based on a series of experiments, the impact of the filter
impulse response length is observed with the variation of TFD. It is also proved that
longer filter does not always guarantee a better energy concentration in the TFD. To
obtain the best TFD for the LFM signal processing, an optimal impulse response
length needs to be determined beforehand.

This chapter presents a SoS approach for frequency estimation with a focus on
LFM signal. Using a standard system engineering approach, we can decompose the
frequency estimation process into three systems consisting of:

• System 1: responsible for transforming the time-domain signal into (i)
frequency-domain signal, and (ii) TF transform using CWT. For LFM signal
type, CT is selected for CWT. Section 2 provides detailed description of STFT
and CT transforms.

• System 2: responsible for detecting instantaneous signal frequency (IF) in the
presence of noise. Section 3 describes a proposed technique using Hough
transform for detecting IF straight lines.
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• System 3: responsible for (i) assessing of filter impulse response length on TFD
(see Section 4), and (ii) analyzing the time-frequency behavior and applying
Hough transform for frequency estimation (see Section 5).

Section 4 presents a series of experiments showing the influence of the impulse
response length to the time-frequency concentration in TFD and provides the steps
of finding the optimal impulse response length. Section 5 provides an example of
time-frequency analysis and proves the feasibilities of the proposed approach
before the conclusion.

2. Frequency transforms: a review

2.1 STFT using filter bank viewpoint

The STFT is normally regarded as the Fourier transform of the framed signals
with an observation window of fixed length. Whereas being looked from the filter-
ing viewpoint, the filter bank has some advantages that the traditional transform
does not have. For example, if the frequency range of the signal is known, the
corresponding bands can be selected in advance and only the selected bands need to
be calculated, which will greatly reduce the computation cost. From the viewpoint
of filtering, STFT can be actually regarded as the outputs of a filter bank, in which
each band is called “analytical filter” and has its own impulse response function, w
[n]. The STFT at the band centered at ω0 is the output of the analytical filter driven
by the signal demodulated with the complex exponential carrier at the central
frequency of that band.

X n,ω0ð Þ ¼
X∞

m¼�∞
x m½ �e�jω0m
� �

w n�m½ � (1)

Rewrite the demodulated signal into xw [n], the STFT at ω0 has no difference
to the discrete convolution between the driven signal xw[n] and impulse
response w[n].

X n,ω0ð Þ ¼ xw n½ � ∗w n½ � (2)

This can also be expressed as:

X n,ω0ð Þ ¼ e�jω0n x n½ � ∗w n½ �e jω0n
� �

(3)

where the sequence x[n] passes a filter with the modulated impulse response
first, before getting demodulated with the same carrier.

Following this idea, the entire STFT covering N discrete DFT frequencies can be
obtained as the output of the filter bank shown in Figure 1, where K = N-1, and N is
the frame length of STFT. In fact, when this system deployed directly into the
hardware, the carrier frequency of each band-pass filter can be arbitrarily selected,
which could have nothing to do with N. Another benefit of the direct deployment is
the time resolution of this filter bank output, which could be as high as the time
resolution of the input signal x[n]. The challenge is the selection of response time of
each selected band may be different from band to band because of the different
filter lengths are required to provide high time-frequency concentration in the filter
bank output x[n, k].
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In fact, the LFM signal has no fixed period nor frequency within each pulse duty
time. The quadratic WVD will achieve the highly accurate frequency component
for noise-free LFM signal, where the constant amplitude brings WVD a row of delta
functions along the linear IF trajectory [4, 5]. In the case of noisy LMF, the WVD
peak position will bias from the true IF, where the bias-to-variance tradeoff is
inevitable in the IF estimation. The Chirplet Transform (CT) [1, 2] is a typical
parametric TFD, which is particularly designed for the analysis of chirp-like signals
with linear IF. In the initialization process of the CT, the parameters estimation is
based on the peak of the STFT magnitude, thus the estimation results are greatly
affected by the background noise. For the multiple LFM signal, it is difficult to
distinguish and track multiple IF lines. If the Hough Transform (HT) is applied to
the spectrogram magnitude first, the robust parameter estimation can be obtained
for each component, a set of time-frequency images can then be emerged by post
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In order to analyze the audio signal, Brown proposed the constant Q transform
(CQT) [6], where the central frequency of each band is not uniformly distributed
and its frequency resolution is not a fixed value in the frequency domain, that is
more suitable for nonstationary audio signal processing. Another adaptive filter
bank is proposed in [7] where the frequency resolution is changed by adjusting the
window length in each sub-band. A more generalized TFD is proposes based on the
traditional CQT [8]. It can be used to define a time-frequency analysis framework
with arbitrary central frequency at arbitrary frequency resolution. The parameters
in the framework are clearly defined to achieve a good resolution at any given
frequency range. Another novel time-frequency analysis is proposed in [9] where
the filter bank is a high-resolution Gaussian filter bank. Based on the nonlinear
characteristics of the human auditory system, the Gaussian filter bank is designed to
adjust the central frequency of each band. At the same time, the multi-resolution
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However, little has been reported about the STFT in the filtering viewpoint. The
STFT is always regarded as time shifted Fourier transformations where frame
length is fixed for every transformation. If STFT is treated as the outputs of a filter
bank, the length of each channel impulse response can be set differently according
to the different signal frequency of different channel. This chapter combines our
two recent conference papers [10, 11] and provides a unified framework derived
from a System-of-Systems perspective for analyzing LFM signal using Filtering
Viewpoint approach. Based on a series of experiments, the impact of the filter
impulse response length is observed with the variation of TFD. It is also proved that
longer filter does not always guarantee a better energy concentration in the TFD. To
obtain the best TFD for the LFM signal processing, an optimal impulse response
length needs to be determined beforehand.

This chapter presents a SoS approach for frequency estimation with a focus on
LFM signal. Using a standard system engineering approach, we can decompose the
frequency estimation process into three systems consisting of:

• System 1: responsible for transforming the time-domain signal into (i)
frequency-domain signal, and (ii) TF transform using CWT. For LFM signal
type, CT is selected for CWT. Section 2 provides detailed description of STFT
and CT transforms.

• System 2: responsible for detecting instantaneous signal frequency (IF) in the
presence of noise. Section 3 describes a proposed technique using Hough
transform for detecting IF straight lines.

124

Systems-of-Systems Perspectives and Applications - Design, Modeling, Simulation…

• System 3: responsible for (i) assessing of filter impulse response length on TFD
(see Section 4), and (ii) analyzing the time-frequency behavior and applying
Hough transform for frequency estimation (see Section 5).

Section 4 presents a series of experiments showing the influence of the impulse
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of finding the optimal impulse response length. Section 5 provides an example of
time-frequency analysis and proves the feasibilities of the proposed approach
before the conclusion.

2. Frequency transforms: a review

2.1 STFT using filter bank viewpoint

The STFT is normally regarded as the Fourier transform of the framed signals
with an observation window of fixed length. Whereas being looked from the filter-
ing viewpoint, the filter bank has some advantages that the traditional transform
does not have. For example, if the frequency range of the signal is known, the
corresponding bands can be selected in advance and only the selected bands need to
be calculated, which will greatly reduce the computation cost. From the viewpoint
of filtering, STFT can be actually regarded as the outputs of a filter bank, in which
each band is called “analytical filter” and has its own impulse response function, w
[n]. The STFT at the band centered at ω0 is the output of the analytical filter driven
by the signal demodulated with the complex exponential carrier at the central
frequency of that band.
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Rewrite the demodulated signal into xw [n], the STFT at ω0 has no difference
to the discrete convolution between the driven signal xw[n] and impulse
response w[n].
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This can also be expressed as:
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where the sequence x[n] passes a filter with the modulated impulse response
first, before getting demodulated with the same carrier.

Following this idea, the entire STFT covering N discrete DFT frequencies can be
obtained as the output of the filter bank shown in Figure 1, where K = N-1, and N is
the frame length of STFT. In fact, when this system deployed directly into the
hardware, the carrier frequency of each band-pass filter can be arbitrarily selected,
which could have nothing to do with N. Another benefit of the direct deployment is
the time resolution of this filter bank output, which could be as high as the time
resolution of the input signal x[n]. The challenge is the selection of response time of
each selected band may be different from band to band because of the different
filter lengths are required to provide high time-frequency concentration in the filter
bank output x[n, k].
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2.2 Chirplet transform (CT)

The CT of a signal s(t) is defined as

CTs t0,ω, α; σð Þ ¼
ð∞

�∞

z tð Þψ ∗
t0,α,σ tð Þ exp �jωtð Þdt (4)

where z(t) is the analytical signal of s(t) generated by the Hilbert transform, and
ψ is a complex window given by

ψ t0,α,σ tð Þ ¼ wσ t� t0ð Þ exp �j
α

2
t� t0ð Þ2

h i
(5)

where t0 is the time shift and α the chirp rate. The window function w is usually
taken as Gaussian function expressed as

wσ tð Þ ¼ 1
σ
ffiffiffiffiffi
2π

p exp � 1
2

t
σ

� �2� �
(6)

From this definition, it can be seen that the CT can be decomposed into a series
of operations: 1) rotating the signal under consideration by an angle in the time-
frequency plane; 2) shifting the signal by a frequency increment; and 3) applying
STFT with the Gaussian window.

This process can be depicted in the Figure 2. The solid line is the IF line of the
target LFM signal that has the IF function ω(t) = ω0 + λ0t. The dot-dashed line is the
IF line after the rotation, and the dashed line represents the IF line after translation.

As mentioned earlier, given a set of properly determined kernel characteristic
parameters, the CT could produce a high-quality TFD for a considered signal. The
result can have an excellent T-F concentration, which measure the IF trajectory
width over the TFD surface, so the IF trajectory can be easily identified. Therefore,
the determination of proper parameters is critical for the application of the CT
method. Briefly speaking, the basic idea of the CT based T-F analysis uses the kernel
characteristic parameter (α = 0) to form the TFD, and then finds the maximum
value along time axis in the time-frequency plane. The resulting maximum line
approximation is considered to be an IF trajectory. The chirp parameter obtained by
the line fitting will be reapplied to the CT transformation. The procedure can be

Figure 1.
STFT at N DFT frequencies using filtering viewpoint.
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repeated until no evident improvement is observed in the T-F concentration
of the TFD.

To measure the T-F concentration of the TFD, the Rényi entropy can be used
with the definition:

E sð Þ ¼ �
ð ð

log CTs t,ωð Þj j3dtdω (7)

And the termination condition can be set as

ξs ¼ Eiþ1 sð Þ � Ei sð Þj j< δ (8)

or

ξs ¼
Eiþ1 sð Þ � Ei sð Þj j

Eiþ1 sð Þj j < δ (9)

where δ is a predetermined threshold. If the parameters of the initialization are
not accurate, it will lead to be a lower overall T-F concentration. Because STFT is
susceptible to noise, the robustness of the whole algorithm is not strong. Fortu-
nately, the fractional Fourier transform can compensate for this shortcoming.

3. Detect IF straight lines by Hough transform

Through the description of the previous section, we know that as long as we can
get the precise FM parameters, we can get the TFD with high T-F concentration.
However, for multicomponent signal with low SNR, the difficulty will be signifi-
cantly huge. Inspired by the reference [12], we apply the robust HT to detect the IF
lines in the CT-TFD to depress the noise during the process of line fitting. The
reason why we adopt this image processing technique is that the HT can detect
multiple lines accurately, even in the low SNR situations.

For an IF straight line in the Cartesian coordinate plane, there are two common
representations: point-slope form and two points form. In the HT, however,
another representation is considered: coordinate (r, θ) is used to represent a straight

Figure 2.
The Chirplet transform.
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method. Briefly speaking, the basic idea of the CT based T-F analysis uses the kernel
characteristic parameter (α = 0) to form the TFD, and then finds the maximum
value along time axis in the time-frequency plane. The resulting maximum line
approximation is considered to be an IF trajectory. The chirp parameter obtained by
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repeated until no evident improvement is observed in the T-F concentration
of the TFD.

To measure the T-F concentration of the TFD, the Rényi entropy can be used
with the definition:

E sð Þ ¼ �
ð ð

log CTs t,ωð Þj j3dtdω (7)

And the termination condition can be set as

ξs ¼ Eiþ1 sð Þ � Ei sð Þj j< δ (8)

or

ξs ¼
Eiþ1 sð Þ � Ei sð Þj j

Eiþ1 sð Þj j < δ (9)

where δ is a predetermined threshold. If the parameters of the initialization are
not accurate, it will lead to be a lower overall T-F concentration. Because STFT is
susceptible to noise, the robustness of the whole algorithm is not strong. Fortu-
nately, the fractional Fourier transform can compensate for this shortcoming.

3. Detect IF straight lines by Hough transform

Through the description of the previous section, we know that as long as we can
get the precise FM parameters, we can get the TFD with high T-F concentration.
However, for multicomponent signal with low SNR, the difficulty will be signifi-
cantly huge. Inspired by the reference [12], we apply the robust HT to detect the IF
lines in the CT-TFD to depress the noise during the process of line fitting. The
reason why we adopt this image processing technique is that the HT can detect
multiple lines accurately, even in the low SNR situations.

For an IF straight line in the Cartesian coordinate plane, there are two common
representations: point-slope form and two points form. In the HT, however,
another representation is considered: coordinate (r, θ) is used to represent a straight

Figure 2.
The Chirplet transform.
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line where r is the distance from the straight line to the origin, θ is the angle
between the x-axis and the perpendicular line passing through the origin as shown
in Figure 3.

The idea of using HT to detect straight lines needs to assume M straight lines for
each point, usuallyM = 180. In this chapter, the angle resolution of the detected line
is 1 degree. The coordinates (r, θ) of the M lines are calculated respectively. If there
are a total of L points to be checked, the total numbers of coordinates areM� L. If a
number of points are on the certain same line, then there must be a same number of
points with the same the same coordinate (rc, θc). The following example shows that
if there are three points in the plane, we can determine whether or not the three
points are on the same straight line by their HT coordinates.

4. Impact of filter impulse response length on TFD: simulation results

The below simulations are all conducted on the Matlab 2015b installed in
Windows10 system on the Dell T7910 workstation with 2 Intel Xeon E5-2630v3
CPUs and 256G LRDIMM memories.

To see the influence of the filter impulse response length on the concentration of
the TFD, the LFM signals of different FM parameters start with the simulated signal:

z1 tð Þ ¼ exp j 12πtþ 10πð Þt½ � (10)

where its IF line function is f1(t) = 6 t + 5. The signal lasts for 5 seconds, and 1000
channels are selected uniformly from 0 � 50 Hz. The sampling frequency of z1(t) is
fixed at 100 Hz, but the impulse response length of all the bands is tested on 40, 80,
100 and 150 samples respectively. The corresponding TFDs are shown by Figure 4.

It can be seen clearly that as the impulse response length grows, the T-F con-
centration of the TFD increases first and then decreases. In order to check whether
this is a universal phenomenon, the following multiple LFM signal is built.

z2 tð Þ ¼
X7

k¼0

exp j 2kþ 1ð Þ5πt2 þ 10πt
� �

(11)

The IF slopes of all the components of z2(t) form a sequence of common differ-
ence of 5 Hz, starts from 2.5 Hz to the highest 37.5 Hz. Thus, the IF of z2(t) is in the
range of 5� 192.5 Hz within the 5 s duration. In the Figure 5, the TFDs are given for
the impulse response length of 50, 100, 150, 200, 250, 300, 350, 400, 450, 500, 550

Figure 3.
The line representation in Hough transform.
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and 600 samples respectively at the sampling frequency of 1000 Hz. 300 bands are
uniformly selected from 0 � 300 Hz in the calculation of each TFD. It is shown
clearly again by the Figure 5, as the impulse response length increases, the T-F
concentration of each component in the signal z2(t) increases first and then
decreases. The larger the frequency modulation coefficient (or IF slope) is, the
faster its TFD reaches its best time-frequency concentration. For the component
with the lowest IF slope of 2.5 Hz/s, the concentration change is not obvious since it
is close to a stationary signal.

In order to verify the above conclusion, a complex stationary signal below of
5 Hz is also tested.

z3 tð Þ ¼ exp j10πtð Þ (12)

The testing range of the impulse response length, the selected channels, the
signal duration, and the sampling frequency are taken in the same way as that of
z1(t). The resulted TFDs are shown in the Figure 6. It can be seen that for this
stationary signal z3(t), as the impulse response length increases, the T-F concentra-
tion of the TFD keeps increasing because longer filter collects nothing but more
energy of the stable signal, which is different from the case of LFM signal where
more interferences will be observed by the longer filter. This is to say that the length
of the impulse response should match the changing speed of the signal IF, so that
the TFD could accurately reflect the T-F trajectories of the LFM signals.

The next simulation is about the harmonically related multiple LFM signals as
given below.

z4 tð Þ ¼
X5

k¼0

exp j6πt2 þ 20 2kþ 1ð Þπt� �
(13)

Figure 4.
TFDs of z1(t) using filter bank at 4 different filter lengths of 40 (a), 80 (b), 100(c), and 150 (d) samples.
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range of 5� 192.5 Hz within the 5 s duration. In the Figure 5, the TFDs are given for
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and 600 samples respectively at the sampling frequency of 1000 Hz. 300 bands are
uniformly selected from 0 � 300 Hz in the calculation of each TFD. It is shown
clearly again by the Figure 5, as the impulse response length increases, the T-F
concentration of each component in the signal z2(t) increases first and then
decreases. The larger the frequency modulation coefficient (or IF slope) is, the
faster its TFD reaches its best time-frequency concentration. For the component
with the lowest IF slope of 2.5 Hz/s, the concentration change is not obvious since it
is close to a stationary signal.

In order to verify the above conclusion, a complex stationary signal below of
5 Hz is also tested.

z3 tð Þ ¼ exp j10πtð Þ (12)

The testing range of the impulse response length, the selected channels, the
signal duration, and the sampling frequency are taken in the same way as that of
z1(t). The resulted TFDs are shown in the Figure 6. It can be seen that for this
stationary signal z3(t), as the impulse response length increases, the T-F concentra-
tion of the TFD keeps increasing because longer filter collects nothing but more
energy of the stable signal, which is different from the case of LFM signal where
more interferences will be observed by the longer filter. This is to say that the length
of the impulse response should match the changing speed of the signal IF, so that
the TFD could accurately reflect the T-F trajectories of the LFM signals.

The next simulation is about the harmonically related multiple LFM signals as
given below.

z4 tð Þ ¼
X5

k¼0

exp j6πt2 þ 20 2kþ 1ð Þπt� �
(13)

Figure 4.
TFDs of z1(t) using filter bank at 4 different filter lengths of 40 (a), 80 (b), 100(c), and 150 (d) samples.
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The length of the impulse response runs within {150, 250, 350, 450, 550, 650}.
The selected channels, the signal duration, and the sampling frequency are taken in
the same way as what has been done on z2(t). The resulted TFDs are shown in the
Figure 7.

It can be seen from Figure 7 that with the increasing of impulse response length,
the TFD T-F concentration of each component of the signal z4(t) gets better and
better, while the T-F concentrations of different components with the same filter
length have no difference from each other. In other words, the same IF slope results
the same TFD T-F concentration given the same filter length.

Figure 5.
TFDs of z2(t) using filter bank with 12 different filter lengths running from 50 (a) to 600 (l) samples at the
step of 50 samples.
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Through the description in the previous section, the high T-F concentration over
the TFD surface can be obtained if the impulse response length matches to the IF
slope of FLM signal. In order to obtain this optimal filter length, the T-F concentra-
tionM(l) is measured by the averaged bandwidth in the TFD as given below, where
Al(t,ω) is the TFD magnitude calculated with the filter length of l at the (t,ω) point,
T is the time limit of TFD. Based on this TFD concentration measurement, the
optimal filter length can be determined by Eq. (15). The IF of the signal of interests
can then be accurately estimated from the resulted ALopt(t,ω) using any modest
ridge detection method.

M lð Þ ¼ 1
T

XT
t¼1

X
ω

Bl t,ωð Þ

Bl t,ωð Þ ¼
1, Al t,ωð Þ>0:9max

argω
Al t,ωð Þ½ �

0, otherwise

( (14)

Lopt ¼ argmax
l

M lð Þ½ � (15)

When the LFM slope coefficient is given, the channels of the filter bank can be
precisely selected to cover that IF range. Even for the signal with unknown LFM
slope coefficient, one can always observe the rough IF range using traditional STFT,
so no difficulty will be met in the filter bank channel selection. Figure 8 compares
the proposed TFD of filtering viewpoint with the traditional STFT of transform
viewpoint. The LFM signal is z1(t) sampled at the frequency of 100 Hz, the impulse
response length is 80 samples for all the channels, the selected 1000 channels
uniformly divide the range of 0 � 50 Hz, which calls for the frame length of 2000
samples in the traditional STFT to reach the same frequency resolution. It can be
seen that the concentration of the proposed TFD is significantly better than that of
the traditional STFT.

Figure 6.
TFDs of z3(t) using filter bank at 4 different filter lengths of 40 (a), 80 (b), 100(c), and 150 (d) samples.
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The length of the impulse response runs within {150, 250, 350, 450, 550, 650}.
The selected channels, the signal duration, and the sampling frequency are taken in
the same way as what has been done on z2(t). The resulted TFDs are shown in the
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It can be seen from Figure 7 that with the increasing of impulse response length,
the TFD T-F concentration of each component of the signal z4(t) gets better and
better, while the T-F concentrations of different components with the same filter
length have no difference from each other. In other words, the same IF slope results
the same TFD T-F concentration given the same filter length.
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Through the description in the previous section, the high T-F concentration over
the TFD surface can be obtained if the impulse response length matches to the IF
slope of FLM signal. In order to obtain this optimal filter length, the T-F concentra-
tionM(l) is measured by the averaged bandwidth in the TFD as given below, where
Al(t,ω) is the TFD magnitude calculated with the filter length of l at the (t,ω) point,
T is the time limit of TFD. Based on this TFD concentration measurement, the
optimal filter length can be determined by Eq. (15). The IF of the signal of interests
can then be accurately estimated from the resulted ALopt(t,ω) using any modest
ridge detection method.
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When the LFM slope coefficient is given, the channels of the filter bank can be
precisely selected to cover that IF range. Even for the signal with unknown LFM
slope coefficient, one can always observe the rough IF range using traditional STFT,
so no difficulty will be met in the filter bank channel selection. Figure 8 compares
the proposed TFD of filtering viewpoint with the traditional STFT of transform
viewpoint. The LFM signal is z1(t) sampled at the frequency of 100 Hz, the impulse
response length is 80 samples for all the channels, the selected 1000 channels
uniformly divide the range of 0 � 50 Hz, which calls for the frame length of 2000
samples in the traditional STFT to reach the same frequency resolution. It can be
seen that the concentration of the proposed TFD is significantly better than that of
the traditional STFT.

Figure 6.
TFDs of z3(t) using filter bank at 4 different filter lengths of 40 (a), 80 (b), 100(c), and 150 (d) samples.
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Figure 7.
TFD magnitudes of z4(t) using filter bank at the filter length of 150 (a), 250 (b), 350 (c), 450 (d), 550 (e),
and 650 (f) samples.

Figure 8.
Proposed TFD (a) vs. traditional STFT (b) of z1(t) at the same frequency resolution.
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5. Frequency estimation: time-frequency analysis for multiple LFM
signal based on the CT and HT

Taking the two-component signal as an example, it will give more accurate
parameters through line fitting before applying them to CT. In order to see the TFD
difference between parameter matched and nonmatched CTs, a simulated multiple
LFM signal is considered as:

s tð Þ ¼ sin 2π 40t� t2
� �� �þ sin 2π 10tþ 5

4
t2

� �� �
0≤ t≤ 15sð Þ (16)

where IF lines are f1(t) = 40-2 t and f2(t) = 10 + 2.5 t. So, the actual parameters
should be α1 = �4π and α2 = 5π. Suppose we have these two exact parameters, and
then apply them into the CT transformation and observe the properties of the TFD
graphs.

(a) α1 = �4π, (b) α2 = 5π, (c) the superposition of (a) and (b).
From Figure 9, one can see that when the parameter α = α1, the component with

IF of f1(t) has better T-F concentration in the CT-TFD while the component with IF
of f2(t) has very low T-F concentration and also very low magnitude. It shows the
opposite situation when α = α2. Adding the two spectra together, a good TFD can be
obtained as shown above. If we cut off the very low magnitude with a threshold
before adding up the two spectra, a sharper TFD with higher T-F concentration can
be obtained as shown by Figure 10.

In order to highlight the advantages of HT, the analog signal of Eq. (16) is
generated at the SNR of 2 dB, 0 dB, and -2 dB. Then the STFT and the

Figure 9.
The TFD results of s(t) using CT with parameter (a) α1 = -4π, (b) α2 = 5π, (c) the superposition of (a) and (b).

Figure 10.
The results of threshold filtering: (a) α1 = -4π, (b) α2 = 5π, (c) the superposition of (a) and (b).
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corresponding HT are calculated as shown in Figure 11. From the below results, one
can see clearly that in the case of low SNR, the STFT is relatively fuzzy, and the
ridge edge extraction alone will not give the good results. However, the accuracy of
HT is relatively high at all the 3 SNR levels. That is the reason why the HT is
adopted in the time-frequency analysis of multiple LFM signal.

6. Conclusions

This chapter investigates an SoS approach for frequency estimation using TFD
calculation techniques of the LFM signal through a linear filtering viewpoint. The
influence of filter length on the TFD concentration is closely observed through a
series of simulations. The simulation results show that the IF slope of the LFM signal
is related with the optimal filter length, the higher the slope is, the shorter the
optimal filter length is. On the other hand, the same IF slope results the same TFD
concentration at the same filter length, no matter how high the IF is. Under the
same time-frequency resolution, the traditional STFT shows significantly lower
time-frequency concentration than that of the TFD obtained by the proposed filter
bank based on the filtering viewpoint. Thought the channel frequency can be freely

Figure 11.
The STFT (a), the corresponding HT (b), and the TFD after CT & HT (c) of s(t) at the SNR of 2 dB(top),
0 dB(middle), and -2 dB(bottom).
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selected as needed, which saves the computation in the irrelevant frequency bands,
many nonstationary signals are not always linearly modulated. For the signals with
the nonlinear FM coefficient, the advantage of the filter bank TFD is no longer
obvious. This is also a question that needs to be studied further.

The CT has the advantage of high T-F centralization but is easily affected by the
noise. In addition, many nonstationary signals are of multicomponent. The decom-
position of multicomponent signal [12, 13] into single component signals under
noise conditions is a difficult problem. For the multicomponent LFM signal, the
Hough transform is adopted to the parametric T-F analysis to obtain the result with
good concentration. However, for the multicomponent nonlinear FM signal, there is
no effective trajectory detection method, so it will be more difficult to decompose
each nonlinear FM component. That will be the focus of our future work.
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selected as needed, which saves the computation in the irrelevant frequency bands,
many nonstationary signals are not always linearly modulated. For the signals with
the nonlinear FM coefficient, the advantage of the filter bank TFD is no longer
obvious. This is also a question that needs to be studied further.

The CT has the advantage of high T-F centralization but is easily affected by the
noise. In addition, many nonstationary signals are of multicomponent. The decom-
position of multicomponent signal [12, 13] into single component signals under
noise conditions is a difficult problem. For the multicomponent LFM signal, the
Hough transform is adopted to the parametric T-F analysis to obtain the result with
good concentration. However, for the multicomponent nonlinear FM signal, there is
no effective trajectory detection method, so it will be more difficult to decompose
each nonlinear FM component. That will be the focus of our future work.
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Chapter 9

Using Multi-Criteria Optimization
in Decision Support under Risk
Andrzej Łodziński

Abstract

The chapter presents an extension of a previous method for decision support
under risk. The decision-making process is modeled by a multi-criteria optimization
problem, in which the individual evaluation functions represent the results of
decisions in several possible scenarios with associated risks. The decision support
method is an interactive decision-making process. The choice is made by solving the
problem depending on the control parameters that define the aspirations of the
decision maker as well as on an evaluation of the obtained solutions. The decision
maker selects a set of parameters representing various risks’ impacts that influences
a solution, and then he/she evaluates the obtained solution by accepting or rejecting
it. In another case, the decision maker selects a new value and the problem is solved
again for the new parameter. In this chapter, an example of supporting
decision-making under risk is presented.

Keywords: decision under risk, multi-criteria optimization, symmetrically efficient
decision, scalarizing function, method of decision selection

1. Introduction

In real decision-making problems, the evaluation of a decision is usually
nondeterministic, because each problem concerns future activities and is evaluated
in terms of future results. A significant portion of the parameters determining the
decision conditions and assessment of the results may change, for example, raw
material prices, product prices, currency exchange rates, and the sales potential of a
given product.

The paper [1] presents a method of modeling decisions under risk in the form of
a multi-criteria optimization problem. In this chapter, this approach is developed to
apply multi-criteria optimization to supporting decision-making under risk.

As pointed out in [1], when making a decision, the decision maker must take
into account both the choice of decisions and the risk’s conditions that may occur in
his/her environment. Depending on the degree of knowledge of the decision-
making situation (features of the problems being solved and the nature of the
environment), decisions can be made in a situation of certainty, uncertainty, or
risk. This chapter extends the previous work to represent three types of decision-
making under risk. The first type of decision-making: decisions are made under
conditions of certainty when the decision maker has accurate and reliable informa-
tion on which to base his/her actions. The effects of the actions can be predicted
with high accuracy. The second type of decision-making: a decision maker has a
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situation of uncertainty when he can determine what factors will affect the
decision-making situation, but he cannot determine the probabilities of their
occurrence and therefore also the risks’ impacts of the decisions taken. The other
type of decision-making is a decision in risk conditions that applies to situations
where the decision maker can determine what factors will affect the decision situa-
tion and determine the probabilities of their occurrence. The decision maker, using
his experience and information from the environment, can determine with known
or estimated probability the effects of decisions as well as the circumstances
surrounding them.

Decision-making under risk is a process in which the results of actions taken by
the decision maker are uncertain due to the potential of unforeseen circumstances,
factors interfering with these circumstances, or disruptive factors, for example,
ambient conditions, called scenarios. These, in turn, are caused by factors indepen-
dent of the decision maker and have a significant impact on the results of the
decision. Examples of scenarios can be: good or bad weather in the future; decline,
stabilization, or rising stock values on the stock exchange in the future; and differ-
ent price values and order volumes for a company operating in the future. Each
such variant is a scenario. At the same time, each scenario clearly defines the
implementation of results for individual decisions. Only the past is known from
experience; we observe the present and try to predict the future. Such predictions
are related to the construction of probable scenarios based on statistical analysis of
the past data in order to find indications about the future and to anticipate it as
accurately as possible. The decision maker is not able to determine with certainty
which actions will lead to a result, but he can calculate the probability that a given
result will occur. Specific scenarios correspond to the appropriate implementation
of the assessment function. For each scenario, we are interested in the best
evaluation value [1, 2].

As pointed out in [1], the theory of decision-making under risk refers to utility
function and two-criterion techniques (Markowitz-type models). The utility func-
tion of the decision maker ensures complete order. If it is known, then the optimal
decision is one that maximizes the expected utility [3–5].

This chapter shows an extension of [1] on how the decision problem under risk
can be modeled with the multi-criteria optimization, that is, simultaneous minimi-
zation of a vector evaluation function whose particular coordinates represent the
result of the decision when the given scenario is under risk occurred. The traditional
approach [1] to solving a multi-criteria optimization problem requires the intro-
duction of a single scalar objective function valuating individual y vectors and
hence the decision vectors x. The solution of the decision problem is then reduced to
determining the solution of the optimal single-criteria optimization problem. This
approach implies the assumption that the preference relationship can be described
using the utility function, u. The major difficulty in solving multi-criteria decision
problems is due to the inability to determine a single aggregate quality indicator a
priori, while the utility function is just such an indicator. Multi-criteria optimization
techniques allow you to solve such a problem without using utility function models.
This provides to the interactive multi-criteria techniques for decision support under
risk. There are tools of the interactive analysis to define decision support process.
They depend on additional preference information gained interactively from the
decision maker, allowing simultaneously the decision maker to learn the problem
during the process with possible evolvement of the preferences. The effective
decision support is using the reference point method. Using the multi-criteria opti-
mization approach, there is no need to identify the utility function of the decision
maker. This approach is good for any decision maker who makes decisions under
risk conditions (in a cost problem where less is better) for which less is better. This
is consistent with first-order stochastic dominance.
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The chapter is organized as follows:

• Section 2 presents a modeling approach of decision under risk.

• Section 3 defines a symmetrically effective decision that resolves the decision
problem under risk conditions.

• Section 4 discusses the technique of generating symmetrically effective
decisions and the method of supporting the decision maker.

• Section 5 gives an example of the application of the proposed decision support
approach to a discrete problem.

• Section 6 provides a conclusion of this chapter.

2. Modeling of decision under risk

This section discusses how multi-criteria optimization methods can be used to
model decisions under risk. The problem of multi-criteria optimization in the
decision space and in the assessment of decision space is formulated.

Decision-making under risk is modeled by introducing scenarios, which repre-
sent possible states of the environment. Scenarios are factors that influence the
outcome of a decision but are beyond the influence of the decision maker. For
example, the risk factors can be raw material prices, product prices, currency
exchange rates, deposit rates, and demand (e.g., sales opportunities for a given
product) which may change. There may also be a catastrophic event changing the
situation, for example, closing of the sales or supply market (e.g., due to embargo),
customer insolvency, loss of license, etc.

The scenarios representing the risk factors are presented according to their
probability distribution. If we assume that the probability of each scenario is a
rational number, then by repeating relevant scenarios, it is possible to approach a
situation where the probability of each scenario is the same, for example, selection
between random variables Y 0 and Y 00:

P Y 0 ¼ xð Þ ¼ 1=2 x ¼ 2

1=2 x ¼ 4

�
P Y 00 ¼ xð Þ ¼ 1=4 x ¼ 1

3=4 x ¼ 5

�

is equivalent to the problem of choosing between two lotteries y0 ¼ 2,  2,  4,  4ð Þ
and y00 ¼ ð1,  1 ?ð Þ,  5,  5Þ with equally probable outcomes, where the order of
outcomes is not important.

The number of occurrences of a specific scenario corresponds to the probability
assigned to it. The specific set of scenarios Si, i ¼ 1,…,m corresponds to the appropriate
realization environment conditions associated with the evaluation function f i xð Þ, i ¼
1,…,m, where x∈X0, a decision set that belongs to the set of admissible decision. There
is an assessment function associatedwith each scenario. At the same time, each scenario
clearly defines the implementation of results for the individual evaluation function. For
each scenario, a lesser value of the evaluation function is preferred [4, 6, 7].

They are given as:

• the feasible decision set X0 ⊂Rn;

• the set of scenarios S1, S2,…, Sm and the set of probabilities p1, p2,…, pm of
occurrence of each scenario, and these probabilities are assumed to be known
to the decision maker; and

141

Using Multi-Criteria Optimization in Decision Support under Risk
DOI: http://dx.doi.org/10.5772/intechopen.93705



situation of uncertainty when he can determine what factors will affect the
decision-making situation, but he cannot determine the probabilities of their
occurrence and therefore also the risks’ impacts of the decisions taken. The other
type of decision-making is a decision in risk conditions that applies to situations
where the decision maker can determine what factors will affect the decision situa-
tion and determine the probabilities of their occurrence. The decision maker, using
his experience and information from the environment, can determine with known
or estimated probability the effects of decisions as well as the circumstances
surrounding them.

Decision-making under risk is a process in which the results of actions taken by
the decision maker are uncertain due to the potential of unforeseen circumstances,
factors interfering with these circumstances, or disruptive factors, for example,
ambient conditions, called scenarios. These, in turn, are caused by factors indepen-
dent of the decision maker and have a significant impact on the results of the
decision. Examples of scenarios can be: good or bad weather in the future; decline,
stabilization, or rising stock values on the stock exchange in the future; and differ-
ent price values and order volumes for a company operating in the future. Each
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using the utility function, u. The major difficulty in solving multi-criteria decision
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This provides to the interactive multi-criteria techniques for decision support under
risk. There are tools of the interactive analysis to define decision support process.
They depend on additional preference information gained interactively from the
decision maker, allowing simultaneously the decision maker to learn the problem
during the process with possible evolvement of the preferences. The effective
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mization approach, there is no need to identify the utility function of the decision
maker. This approach is good for any decision maker who makes decisions under
risk conditions (in a cost problem where less is better) for which less is better. This
is consistent with first-order stochastic dominance.
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The chapter is organized as follows:

• Section 2 presents a modeling approach of decision under risk.

• Section 3 defines a symmetrically effective decision that resolves the decision
problem under risk conditions.

• Section 4 discusses the technique of generating symmetrically effective
decisions and the method of supporting the decision maker.

• Section 5 gives an example of the application of the proposed decision support
approach to a discrete problem.

• Section 6 provides a conclusion of this chapter.

2. Modeling of decision under risk

This section discusses how multi-criteria optimization methods can be used to
model decisions under risk. The problem of multi-criteria optimization in the
decision space and in the assessment of decision space is formulated.

Decision-making under risk is modeled by introducing scenarios, which repre-
sent possible states of the environment. Scenarios are factors that influence the
outcome of a decision but are beyond the influence of the decision maker. For
example, the risk factors can be raw material prices, product prices, currency
exchange rates, deposit rates, and demand (e.g., sales opportunities for a given
product) which may change. There may also be a catastrophic event changing the
situation, for example, closing of the sales or supply market (e.g., due to embargo),
customer insolvency, loss of license, etc.

The scenarios representing the risk factors are presented according to their
probability distribution. If we assume that the probability of each scenario is a
rational number, then by repeating relevant scenarios, it is possible to approach a
situation where the probability of each scenario is the same, for example, selection
between random variables Y 0 and Y 00:

P Y 0 ¼ xð Þ ¼ 1=2 x ¼ 2

1=2 x ¼ 4

�
P Y 00 ¼ xð Þ ¼ 1=4 x ¼ 1

3=4 x ¼ 5

�

is equivalent to the problem of choosing between two lotteries y0 ¼ 2,  2,  4,  4ð Þ
and y00 ¼ ð1,  1 ?ð Þ,  5,  5Þ with equally probable outcomes, where the order of
outcomes is not important.

The number of occurrences of a specific scenario corresponds to the probability
assigned to it. The specific set of scenarios Si, i ¼ 1,…,m corresponds to the appropriate
realization environment conditions associated with the evaluation function f i xð Þ, i ¼
1,…,m, where x∈X0, a decision set that belongs to the set of admissible decision. There
is an assessment function associatedwith each scenario. At the same time, each scenario
clearly defines the implementation of results for the individual evaluation function. For
each scenario, a lesser value of the evaluation function is preferred [4, 6, 7].

They are given as:

• the feasible decision set X0 ⊂Rn;

• the set of scenarios S1, S2,…, Sm and the set of probabilities p1, p2,…, pm of
occurrence of each scenario, and these probabilities are assumed to be known
to the decision maker; and
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• the decision assessment function, x, at the scenario f i xð Þ, i ¼ 1,…,m, where
there is one evaluation function, f i xð Þ, associated with each scenario.

The problem of decision under risk is modeled in the form of some kind of
multi-criteria optimization problem:

min
x

f f 1 xð Þ,…, f m xð Þ� �
: x∈X0g (1)

This is a special problem of multi-criteria optimization in the sense that all
assessment functions are expressed in the same units. This differs from the standard
multi-criteria optimization problem, where evaluation functions can be expressed
in different units. In the case of modeling decisions in risk conditions, individual
assessments, although generated by different functions, are all expressed on the
same scale, which allows comparison of their values.

There are as many assessment functions in a multi-criteria problem as there are
scenarios. Each scenario has a different assessment function. You want to have the
best score for all scenarios.

In the problem of multi-criteria optimization, all values for all scenarios are
taken into account and by not looking at the values in each scenario (and not
looking at individual coordinates). The result of the decision is the grade vector.
You want to have the best score for all scenarios. One grading vector that gives the
best score for all scenarios is sought.

The function, f , assigns to each decision variable vector, x∈X0, an evaluation
vector, y ¼ f xð Þ, which measures the quality of decisions, x, from the point of
view of the determined system of evaluation functions, f 1,…, fm. For each individ-
ual assessment at a given scenario, the lower rating means a better evaluation. The
formulation of the multi-criteria optimization problem is expressed in the decision
space. This is a way for representating the decision problem, where the goal is to
choose the right decision, given a set of criteria associated with decision’s risk.

There is a transformation f ¼ f 1, f 2,…, f m
� �

of a set of feasible decisions, X0,
into a set of achievable assessment vectors, Y0. The problem of choosing the best
decision arises naturally. The choice of decision only considers grade vectors and
decisions with identical grade vectors that are equally good. Thus, the problem of
determining the best decision can be limited to the issue of choosing the best grade
vector in the set of achievable grades (achievable grade vectors):

Y0 ¼ y : y ¼ f xð Þ, x∈X0f g

This leads to a multi-criteria model in the assessment space:

min
x

y ¼ y1,…, ym
� �

: yi ¼ f i xð Þ ∀i, x∈X0
� �

(2)

where grades are directly specified as individual variables.
Each vector x in the set X0 corresponds to the vector y for the set Y0. The vector

from the set Y0 is selected and one sees the decision from the set X0.

3. Symmetrically efficient solutions

This chapter extended the way of defining a symmetrically effective decision
compared to the work [1]. This chapter provides the basic definition of a symmet-
rically effective decision. It is a decision that is a solution to a specific multi-criteria
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optimization problem, a problem used to support decisions under risk. Decision
assessments must meet an additional condition—the condition of anonymity of
preference relationships.

The model of the decision problem under risk in the form of a multi-criteria
optimization problem imposes additional properties of preference relations and,
consequently, limits the choice of decisions to an appropriate subset of the entire set
of effective decisions. In the problem of making decisions under risk, minimizing all
assessments is equally important.

Decision problems under risk are, when the decision is based on minimization of
a vector outcome with various realizations under several scenarios. The preference
model leads to the Pareto efficiency with respect to the realizations under scenarios
understood as multiple criteria. The case of equally probable scenarios leads to the
concept of symmetric optimization (efficiency) of multi-criteria corresponding to
realizations under scenarios. The solution should have the feature of anonymity: no
distinction is made between results that differ in their orientation coordinates. This
solution of the problem, called a symmetrically efficient decision, is an efficient
decision that possesses an additional property, that is, that of preference relation
anonymity.

Nondominated solutions (optimum Pareto) are defined with the use of preference
relations which answer the question of which one of a given pair of evaluation
vectors y1, y2 ∈Rm is better. This is the following relation:

y1 ≻ y2 ⇔ y1i ≤
2
i ∀i ¼ 1,…,m∧∃j y1j < y2j (3)

The vector of evaluation ŷ∈Y0 is called the nondominated vector, provided there
is no vector y∈Y0 such that ŷ is dominated by y. The domination structure is shown
in Figure 1.

The set of nondominated solutions is defined as follows:

Ŷ0 ¼ ŷ∈Y0 : ŷþ ~D
� �

∩Y0 ¼ ∅
� �g (4)

where ~D is a positive cone without the top. The positive cone can be ~D ¼ Rm
þ.

The set Ŷ0 is shown in Figure 2.
A decision x̂∈X0 is called an efficient decision (Pareto optimal) if there is no x

such that yi ¼ f i xð Þ≤ ŷi ¼ f i x̂ð Þ for i ¼ 1,…,mwith strict inequality for at least one i
[5, 8].

Figure 1.
Dominance structure in R2.
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optimization problem, a problem used to support decisions under risk. Decision
assessments must meet an additional condition—the condition of anonymity of
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The model of the decision problem under risk in the form of a multi-criteria
optimization problem imposes additional properties of preference relations and,
consequently, limits the choice of decisions to an appropriate subset of the entire set
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Decision problems under risk are, when the decision is based on minimization of
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model leads to the Pareto efficiency with respect to the realizations under scenarios
understood as multiple criteria. The case of equally probable scenarios leads to the
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realizations under scenarios. The solution should have the feature of anonymity: no
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solution of the problem, called a symmetrically efficient decision, is an efficient
decision that possesses an additional property, that is, that of preference relation
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relations which answer the question of which one of a given pair of evaluation
vectors y1, y2 ∈Rm is better. This is the following relation:
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2
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The vector of evaluation ŷ∈Y0 is called the nondominated vector, provided there
is no vector y∈Y0 such that ŷ is dominated by y. The domination structure is shown
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In the problem with homogeneous and equally important assessments, the
relation of the decision maker preferences should be impartial due to individual
assessment functions. That is, for a given set of evaluation functions, only the
distribution of the values achieved by these functions for a given decision is
important, and it is not important which function it took. This requirement is
formulated mathematically as a property of the anonymity of preference
relationships. The risk assessment vector should meet the property of anonymity.

The relation is called an anonymous (symmetric) relation if, for every vector
y ¼ y1, y2,…, ym

� �
∈Rm and for any permutation, P, of the set 1,…,mf g, the

following is true:

yP 1ð Þ, yP 2ð Þ,…, yP mð Þ
� �

≈ y1, y2,…, ym
� �

(5)

We look at the whole with the help of an anonymous preference relationship,
and all scenarios are considered rather than on individual results for given
scenarios. Anonymous preference relationship is a superstructure over a preference
relationship—an additional condition of anonymity is added.

A nondominated vector satisfying the anonymity property is called a symmetri-
cally nondominated vector. The set of symmetrically nondominated solutions is
marked as follows: Ŷos. In the decision space, symmetrically efficient decisions are
specified. The decision x̂∈X0 is called a symmetrically efficient decision, if the
corresponding evaluation vector ŷ ¼ f x̂ð Þ is a symmetrically nondominated vector.
The set of symmetrically efficient decisions is marked as follows: X̂os [9, 10].

The domination structure of symmetric dominance depends on the location of
an evaluation vector, y, relative to the line y1 ¼ y2 ¼ … ¼ ym. The domination
structure is shown in Figure 3.

The relation of symmetric domination can be expressed as the domination of
evaluation vectors with coordinates ordered in no decreasing order. This can be
formalized with the map T : Rm ! Rm such that T yð Þ ¼ T1 yð Þ,T2 yð Þ,…,Tm yð Þð Þ,
where T1 yð Þ, ≥T2 yð Þ≥ ,…, ≥Tm yð Þ and a permutation, P, of the set 1,…,mf g exists
such that Ti yð Þ ¼ yP ið Þ for i ¼ 1, ::,m.

Figure 2.
Nondominated solutions.
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The evaluation vector y0 symmetrically dominates the vector y00 if the following
condition is satisfied:

y1 ≻ ay2 ⇔T y1
� �

≤T y2
� �

(6)

The relation of symmetrical domination ≻ a is a simple vector domination for
evaluation vectors with no decreasing coordinates of evaluation vector [9, 10].

For the problem of decisions under risk expressed in the form of a multi-criteria
optimization problem, the solution is a set of symmetrically effective decisions.

4. Technique of generating symmetrically efficient decisions

This chapter extended the way of defining a symmetrically effective decision
compared to the work [1]. This chapter discusses how to support decisions under risk.
It is an interactive IT system that processes relevant data for a given decision situation
and assists the decision maker in recognizing the decision problem in the sense of
understanding his own preferences. The decision maker’s role is paramount. The
system is not a substitute for the decision maker at any stage of decision-making.
Such a system is to support, not replace in the final selection of the decision maker.

In multi-criteria decision problems, the relation of preferences is not known a
priori, and therefore the final choice of solution can be made only by the decision
maker. Given the numerous set of solutions, this selection is made using the appro-
priate interactive information system—the decision support system. Such a system
processes important data for a given decision situation but also supports the decision
maker in recognizing the decision problem in the sense of understanding his own
preferences. The decision maker’s role is paramount. The system is not a substitute for
the decision maker at any stage of decision-making. Decision support system is to
support, not replace in the final selection of the decision maker. In the problem of
multi-criteria optimization, you cannot impose an optimal solution on the decision
maker, you should support it—give the decisionmaker the opportunity to review such
solutions that give the best results—symmetrically nondominated solutions. The deci-
sion maker chooses the decision by looking at the symmetrically nondominated set.
This system enables a controlled review of the set of symmetrically efficient solutions.
On the basis of the values of certain control parameters given by the decision maker,
the system presents various solutions that are symmetrically efficient for analysis.

Figure 3.
Symmetric dominance structure in R2.
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Solutions of a symmetrically efficient multi-criteria problem can be determined
by solving the optimization of a multi-criteria problem:

min y1,…, ym
� �

: x∈X0
� �

(7)

with the scalarizing function y : Rm ! R defining the preference relation:

y1 ≻ ay2 ⇔ s y1
� �

> s y2
� �

(8)

If the relation fulfills the condition of anonymity, the efficient solution gener-
ated by this scalarization is also a symmetrically efficient solution to the multi-
criteria problem (1).

Symmetrically efficient decisions for a multiple criteria problem (1) are obtained
by solving a special problem in multi-criteria optimization, that is, a problem with
coordinates of the vector of evaluation arranged in a no decreasing order. This
problem is as follows:

min
y

f T1 yð Þ,T2 yð Þ,…,Tm yð Þð Þ : y∈Y0g (9)

where y ¼ y1, y2,…, yk
� �

is an evaluation vector,
T yð Þ ¼ T1 yð Þ,T2 yð Þ,…,Tm yð Þð Þ, where T1 yð Þ, ≥T2 yð Þ≥ ,…, ≥Tm yð Þ is an

ordered evaluation vector,
Y0 is the set of evaluation vectors.
An efficient solution of multi-criteria optimization problem (9) is a symmetri-

cally efficient solution of the multi-criteria problem (1).
The method of determining individual symmetrically efficient decisions

involves the solution of a parametric scalarization of a multi-criterion problem. This
is a problem of single objective optimization using a specially created scalarizing
function of two variables: the evaluation vector, y∈Y, and control parameter,
y∈Ω⊂Rm; thus, we have s : Y0 � Ω ! R1:

min
x

fs y1,…, ym
� �

: x∈X0g (10)

The parameter y ¼ y1, y2,…, ym
� �

is available to the decision maker, enabling him
or her to review the set of symmetrically efficient solutions.

To ensure the anonymity of the relationship, it is necessary and sufficient that
the scalarizing function is symmetrical, that is,

s yP 1ð Þ, yP 2ð Þ,…, yP mð Þ
� �

≈ s y1, y2,…, ym
� �

(11)

for any permutation, P, of the set 1,…,mf g.
Complete and sufficient parameterization of the set of symmetrically efficient

solutions can be achieved, using the method of the reference point for problem (9).
In this method, aspiration levels are applied as control parameters. An aspiration
level is a value of the evaluation function that satisfies the decision maker.

The scalarizing function defined in the method of the reference point is as follows:

s y, yð Þ ¼ min
1≤ i≤m

Ti yð Þ � Ti yð Þi
� �þ ε �

Xm
i¼1

Ti yð Þ � Ti yð Þi
� �

(12)

where y ¼ y1, y2,…, ym
� �

is an evaluation vector,
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T yð Þ ¼ T1 yð Þ,T2 yð Þ,…,Tm yð Þð Þ, where T1 yð Þ, ≥T2 yð Þ≥ ,…, ≥Tm yð Þ is a no
decreasing ordered evaluation vector,

y ¼ y1, y2,…, yk
� �

is a vector of aspiration levels,
T yð Þ ¼ T1 yð Þ,T2 yð Þ,…,Tm yð Þð Þ, where T1 yð Þ≥T2 yð Þ≥ ,…, ≥Tm yð Þ is a no

decreasing order vector levels of aspiration,
ε is an arbitrary small, positive adjustment parameter.
This kind of scalarizing function is called a function of achievement. The aim is to

find the solution closest to the specific requirements, that is, the aspiration levels.
Maximizing this function determines the symmetrically efficient solution, ŷ, and
the symmetrically efficient decision, x̂. Note that the symmetrically efficient solu-
tion, x̂, depends on the aspiration level, y [9, 11].

The solution to the multi-criteria optimization problem is a set of efficient
solutions. The choice of solution should be made by the decision maker using an IT
system. Such a system allows him to browse the entire set of solutions and make
choices freely. The final choice of the solution among the set of efficient solutions
can only take place based on the user’s preferences. A tool for searching the set of
solutions is the function (12). The maximum of this function depends on the
parameter, y, which is used by the decision maker to select a solution. The method
of supporting decision selection is an iterative method consisting of the alternating
performance of:

• calculations, that is, finding another symmetrically efficient solutions;

• interaction with the system, that is, dialog with the decision maker, which is a
source of additional information about his or her preferences.

The method of supporting decision selection is shown in Figure 4.
This method of supporting decision-making, which does not impose a rigid

scenario for the analysis of the decision-making problem upon the decision maker,
enables modification of his or her preferences during the analysis of the problem.
The decision maker plays a key role in the decision-making process.

5. Example: selecting a decision

The problem of selecting a decision is shown in order to illustrate the method of
supporting a decision under risk [12]. The costs of 10 alternatives in three scenarios

Figure 4.
The method of supporting decision selection.
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Solutions of a symmetrically efficient multi-criteria problem can be determined
by solving the optimization of a multi-criteria problem:

min y1,…, ym
� �

: x∈X0
� �

(7)

with the scalarizing function y : Rm ! R defining the preference relation:

y1 ≻ ay2 ⇔ s y1
� �

> s y2
� �

(8)

If the relation fulfills the condition of anonymity, the efficient solution gener-
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problem is as follows:

min
y

f T1 yð Þ,T2 yð Þ,…,Tm yð Þð Þ : y∈Y0g (9)

where y ¼ y1, y2,…, yk
� �

is an evaluation vector,
T yð Þ ¼ T1 yð Þ,T2 yð Þ,…,Tm yð Þð Þ, where T1 yð Þ, ≥T2 yð Þ≥ ,…, ≥Tm yð Þ is an

ordered evaluation vector,
Y0 is the set of evaluation vectors.
An efficient solution of multi-criteria optimization problem (9) is a symmetri-

cally efficient solution of the multi-criteria problem (1).
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min
x

fs y1,…, ym
� �

: x∈X0g (10)

The parameter y ¼ y1, y2,…, ym
� �

is available to the decision maker, enabling him
or her to review the set of symmetrically efficient solutions.

To ensure the anonymity of the relationship, it is necessary and sufficient that
the scalarizing function is symmetrical, that is,

s yP 1ð Þ, yP 2ð Þ,…, yP mð Þ
� �

≈ s y1, y2,…, ym
� �

(11)

for any permutation, P, of the set 1,…,mf g.
Complete and sufficient parameterization of the set of symmetrically efficient

solutions can be achieved, using the method of the reference point for problem (9).
In this method, aspiration levels are applied as control parameters. An aspiration
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The scalarizing function defined in the method of the reference point is as follows:

s y, yð Þ ¼ min
1≤ i≤m

Ti yð Þ � Ti yð Þi
� �þ ε �

Xm
i¼1

Ti yð Þ � Ti yð Þi
� �

(12)

where y ¼ y1, y2,…, ym
� �

is an evaluation vector,
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ε is an arbitrary small, positive adjustment parameter.
This kind of scalarizing function is called a function of achievement. The aim is to

find the solution closest to the specific requirements, that is, the aspiration levels.
Maximizing this function determines the symmetrically efficient solution, ŷ, and
the symmetrically efficient decision, x̂. Note that the symmetrically efficient solu-
tion, x̂, depends on the aspiration level, y [9, 11].

The solution to the multi-criteria optimization problem is a set of efficient
solutions. The choice of solution should be made by the decision maker using an IT
system. Such a system allows him to browse the entire set of solutions and make
choices freely. The final choice of the solution among the set of efficient solutions
can only take place based on the user’s preferences. A tool for searching the set of
solutions is the function (12). The maximum of this function depends on the
parameter, y, which is used by the decision maker to select a solution. The method
of supporting decision selection is an iterative method consisting of the alternating
performance of:

• calculations, that is, finding another symmetrically efficient solutions;

• interaction with the system, that is, dialog with the decision maker, which is a
source of additional information about his or her preferences.

The method of supporting decision selection is shown in Figure 4.
This method of supporting decision-making, which does not impose a rigid

scenario for the analysis of the decision-making problem upon the decision maker,
enables modification of his or her preferences during the analysis of the problem.
The decision maker plays a key role in the decision-making process.

5. Example: selecting a decision

The problem of selecting a decision is shown in order to illustrate the method of
supporting a decision under risk [12]. The costs of 10 alternatives in three scenarios
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are presented in Table 1. The probabilities of particular scenarios are as follows:
P1 = 0.3, P2 = 0.6, and P3 = 0.1.

The decision maker’s problem is to select one of 10 decisions with three possible
future scenarios. Since the configuration of conditions that will apply during the
decision is unknown, this problem is a selection decision under risk [13].

The problem of decision-making under risk is modeled as a multi-criteria
optimization problem:

min x
x

y1, y2, y3, y4, y5, y6, y7, y8, y9, y10 : x∈ x1, x2,x3, x4, x5, x6, x7, x8, x9, x10f g� �
,

(13)

where the results of particular decisions are the following vectors:

y1 ¼ 59, 65, 75ð Þ for decision x1,
y2 ¼ 50, 58, 71ð Þ for decision x2,
y3 ¼ 68, 72, 60ð Þ for decision x3,
y4 ¼ 69, 72, 62ð Þ for decision x4,
y5 ¼ 53, 60, 63ð Þ for decision x5,
y6 ¼ 51, 59, 65ð Þ for decision x6,
y7 ¼ 68, 71, 77ð Þ for decision x7,
y8 ¼ 56, 57, 75ð Þ for decision x8,
y9 ¼ 62, 58, 80ð Þ for decision x9,
y10 ¼ 62, 55, 70ð Þ for decision x10,

in which particular coordinates of evaluation vectors occur with probabilities:
P1 ¼ 0:3, P2 ¼ 0:6, and P3 ¼ 0:1.

The problem consists in selecting a decision for which the evaluation vector has
the minimum value in the sense of symmetrical dominance.

The repeating of relevant scenarios results in a situation in which the probability
of each scenario is the same and, that is, P ¼ 1=10. The result is a problem
equivalent to the starting problem in which the results for each decision, namely:
x1, x2,x3, x4,x5, x6, x7, x8, x9, x10 are the following evaluation vectors with equally
probable coordinates:

Decision S1 S2 S3

Decision x1 59 65 75

Decision x2 50 58 71

Decision x3 68 72 60

Decision x4 69 72 62

Decision x5 53 60 63

Decision x6 51 59 65

Decision x7 68 71 77

Decision x8 56 57 75

Decision x9 62 58 80

Decision x10 62 55 70

Table 1.
Scenarios of 10 decisions.
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y1 ¼ 59, 59, 59, 65, 65, 65, 65, 65, 65, 75ð Þ,
y2 ¼ 50, 50, 50, 58, 58, 58, 58, 58, 58, 71ð Þ,
y3 ¼ 68, 69, 68, 72, 72, 72, 72, 72, 72, 60ð Þ,
y4 ¼ 69, 69, 69, 72, 72, 72, 72, 72, 72, 62ð Þ,
y5 ¼ 53, 53, 53, 60, 60, 60, 60, 60, 60, 63ð Þ,
y6 ¼ 51, 51, 51, 59, 59, 59, 59, 59, 59, 65ð Þ,
y7 ¼ 68, 68, 68, 71, 71, 71, 71, 71, 71, 77ð Þ,
y8 ¼ 56, 56, 56, 57, 57, 57, 57, 57, 57, 75ð Þ,
y9 ¼ 62, 62, 62, 58, 58, 58, 58, 58, 58, 80ð Þ,
y10 ¼ 62, 62, 62, 55, 55, 55, 55, 55, 55, 70ð Þ:

In order to compare the vectors in the sense of symmetrical dominance, the
coordinates of vectors are ordered in no decreasing order and the results are the
following evaluation vectors for each decision:

T y1
� � ¼ 75, 65, 65, 65, 65, 65, 65, 59, 59, 59ð Þ,

T y2
� � ¼ 71, 58, 58, 58, 58, 58, 58, 50, 50, 50ð Þ,

T y3
� � ¼ 72, 72, 72, 72, 72, 72, 68, 69, 68, 60ð Þ,

T y4
� � ¼ 72, 72, 72, 72, 72, 72, 69, 69, 69, 62ð Þ,

T y5
� � ¼ 63, 60, 60, 60, 60, 60, 60, 53, 53, 53ð Þ,

T y6
� � ¼ 65, 59, 59, 59, 59, 59, 59, , 51, 51, 51ð Þ,

T y7
� � ¼ 77, 71, 71, 71, 71, 71, 71, , 68, 68, 68ð Þ,

T y8
� � ¼ 75, 57, 57, 57, 57, 57, 57, , 56, 56, 56ð Þ,

T y9
� � ¼ 80, 62, 62, 62, 58, 58, 58, 58, 58, 58ð Þ,

T y10
� � ¼ 70, 62, 62, 62, 55, 55, 55, 55, 55, 55ð Þ:

The set of symmetrically nondominated vectors is as follows: Ŷos ¼
y2, y5, y6, y8, y10
� �

. Five decisions x2, x5, x6, x8, and x10 are symmetrically efficient
decisions. When making a selection, one should choose from among them and the
decisions x1, x3, x4, x7, and x9 should be rejected regardless of individual prefer-
ences. These five decisions are incommensurate with respect to a symmetrical
preference relation. The choice between them depends on the individual prefer-
ences of the decision maker.

The method of the reference point for the problem with coordinates of the
evaluation vector arranged in no decreasing order is used to determine the solution
of the problem (13). The decision maker controls the selection of an investment
project through the levels of aspiration by specifying the desired values of the

aspiration vector for each scenario: y ¼ y1, y2, y3
� �

, where y1 is a level of the

aspiration value for scenario 1, y2 is a level of the aspiration value for scenario 2, and
y3 is a level of the aspiration value for scenario 3.
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are presented in Table 1. The probabilities of particular scenarios are as follows:
P1 = 0.3, P2 = 0.6, and P3 = 0.1.

The decision maker’s problem is to select one of 10 decisions with three possible
future scenarios. Since the configuration of conditions that will apply during the
decision is unknown, this problem is a selection decision under risk [13].

The problem of decision-making under risk is modeled as a multi-criteria
optimization problem:

min x
x

y1, y2, y3, y4, y5, y6, y7, y8, y9, y10 : x∈ x1, x2,x3, x4, x5, x6, x7, x8, x9, x10f g� �
,

(13)

where the results of particular decisions are the following vectors:

y1 ¼ 59, 65, 75ð Þ for decision x1,
y2 ¼ 50, 58, 71ð Þ for decision x2,
y3 ¼ 68, 72, 60ð Þ for decision x3,
y4 ¼ 69, 72, 62ð Þ for decision x4,
y5 ¼ 53, 60, 63ð Þ for decision x5,
y6 ¼ 51, 59, 65ð Þ for decision x6,
y7 ¼ 68, 71, 77ð Þ for decision x7,
y8 ¼ 56, 57, 75ð Þ for decision x8,
y9 ¼ 62, 58, 80ð Þ for decision x9,
y10 ¼ 62, 55, 70ð Þ for decision x10,

in which particular coordinates of evaluation vectors occur with probabilities:
P1 ¼ 0:3, P2 ¼ 0:6, and P3 ¼ 0:1.

The problem consists in selecting a decision for which the evaluation vector has
the minimum value in the sense of symmetrical dominance.

The repeating of relevant scenarios results in a situation in which the probability
of each scenario is the same and, that is, P ¼ 1=10. The result is a problem
equivalent to the starting problem in which the results for each decision, namely:
x1, x2,x3, x4,x5, x6, x7, x8, x9, x10 are the following evaluation vectors with equally
probable coordinates:

Decision S1 S2 S3

Decision x1 59 65 75

Decision x2 50 58 71

Decision x3 68 72 60

Decision x4 69 72 62

Decision x5 53 60 63

Decision x6 51 59 65

Decision x7 68 71 77

Decision x8 56 57 75

Decision x9 62 58 80

Decision x10 62 55 70

Table 1.
Scenarios of 10 decisions.
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y1 ¼ 59, 59, 59, 65, 65, 65, 65, 65, 65, 75ð Þ,
y2 ¼ 50, 50, 50, 58, 58, 58, 58, 58, 58, 71ð Þ,
y3 ¼ 68, 69, 68, 72, 72, 72, 72, 72, 72, 60ð Þ,
y4 ¼ 69, 69, 69, 72, 72, 72, 72, 72, 72, 62ð Þ,
y5 ¼ 53, 53, 53, 60, 60, 60, 60, 60, 60, 63ð Þ,
y6 ¼ 51, 51, 51, 59, 59, 59, 59, 59, 59, 65ð Þ,
y7 ¼ 68, 68, 68, 71, 71, 71, 71, 71, 71, 77ð Þ,
y8 ¼ 56, 56, 56, 57, 57, 57, 57, 57, 57, 75ð Þ,
y9 ¼ 62, 62, 62, 58, 58, 58, 58, 58, 58, 80ð Þ,
y10 ¼ 62, 62, 62, 55, 55, 55, 55, 55, 55, 70ð Þ:

In order to compare the vectors in the sense of symmetrical dominance, the
coordinates of vectors are ordered in no decreasing order and the results are the
following evaluation vectors for each decision:

T y1
� � ¼ 75, 65, 65, 65, 65, 65, 65, 59, 59, 59ð Þ,

T y2
� � ¼ 71, 58, 58, 58, 58, 58, 58, 50, 50, 50ð Þ,

T y3
� � ¼ 72, 72, 72, 72, 72, 72, 68, 69, 68, 60ð Þ,

T y4
� � ¼ 72, 72, 72, 72, 72, 72, 69, 69, 69, 62ð Þ,

T y5
� � ¼ 63, 60, 60, 60, 60, 60, 60, 53, 53, 53ð Þ,

T y6
� � ¼ 65, 59, 59, 59, 59, 59, 59, , 51, 51, 51ð Þ,

T y7
� � ¼ 77, 71, 71, 71, 71, 71, 71, , 68, 68, 68ð Þ,

T y8
� � ¼ 75, 57, 57, 57, 57, 57, 57, , 56, 56, 56ð Þ,

T y9
� � ¼ 80, 62, 62, 62, 58, 58, 58, 58, 58, 58ð Þ,

T y10
� � ¼ 70, 62, 62, 62, 55, 55, 55, 55, 55, 55ð Þ:

The set of symmetrically nondominated vectors is as follows: Ŷos ¼
y2, y5, y6, y8, y10
� �

. Five decisions x2, x5, x6, x8, and x10 are symmetrically efficient
decisions. When making a selection, one should choose from among them and the
decisions x1, x3, x4, x7, and x9 should be rejected regardless of individual prefer-
ences. These five decisions are incommensurate with respect to a symmetrical
preference relation. The choice between them depends on the individual prefer-
ences of the decision maker.

The method of the reference point for the problem with coordinates of the
evaluation vector arranged in no decreasing order is used to determine the solution
of the problem (13). The decision maker controls the selection of an investment
project through the levels of aspiration by specifying the desired values of the

aspiration vector for each scenario: y ¼ y1, y2, y3
� �

, where y1 is a level of the

aspiration value for scenario 1, y2 is a level of the aspiration value for scenario 2, and
y3 is a level of the aspiration value for scenario 3.
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The multiple-criteria analysis is presented in Table 2.
At the beginning of the selection, the decision maker identifies the aspiration

levels as the best values that can be achieved separately for each scenario, and in
subsequent iterations, he or she changes the aspiration levels depending on his or
her preferences.

In the first iteration, the decision maker determines the preferences as an aspi-
ration level equal to the vector y ¼ 50, 55, 60ð Þ and obtains the decision solution, x6,
as the solution. In the second iteration, the decision maker reduces the requirements
for scenarios 1 and 2 without changing the requirement for scenario 3, states the
vector y ¼ 55, 60, 60ð Þ as the aspiration level, and obtains decision x5 as the solution.
In the third iteration, the decision maker does not change the requirements for
scenario 1, increases them for scenario 2, and reduces them for scenario 3, and he or
she states the vector y ¼ 55, 56, 68ð Þ as the aspiration level and obtains decision x2 as
the solution. In the fourth iteration, the decision maker does not change the
requirements for scenarios 1 and 2 and reduces the requirement for scenario 3. He
or she states the vector y ¼ 55, 56, 74ð Þ as the aspiration level and obtains decision x8
as the solution. In the fifth iteration, the decision maker reduces the requirements
for scenario 1 leaves the requirements for scenario 2 unchanged, and increases the
requirements for scenario 3. He or she states the vector y ¼ 62, 56, 68ð Þ as the
aspiration level and obtains decision x10 as the solution.

The final selection of a specific solution depends on the decision maker’s prefer-
ences. The example given here shows that the method enables the decision maker to
discover his or her decision-making capabilities in the course of interactive analysis
and obtain a satisfactory solution.

6. Conclusions

In the decision-making process, risk plays a significant role, influencing the final
result of the decision. The decision maker should be able to analyze them when
making decisions. Using his experience and information from the environment, he
should make such decisions that will not bring unnecessary threat (risk) to the
effects of the decision. Despite the use of objectified tools optimizing decision-
making processes in the choice of solution, ultimately the decision maker takes
responsibility for the decisions taken.

Iteration

1. Aspiration level y
Solution x̂

y ¼ 50, 55, 60ð Þ
Decision x6

2. Aspiration level y
Solution x̂

y ¼ 55, 60, 60ð Þ
Decision x5

3. Aspiration level y
Solution x̂

y ¼ 55, 56, 68ð Þ
Decision x2

4. Aspiration level y
Solution x̂

y ¼ 55, 56, 74ð Þ
Decision x8

5. Aspiration level y
Solution x̂

y ¼ 62, 56, 68ð Þ
Decision x10

Source: own calculations.

Table 2.
Interactive analysis of the search for a decision.
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The chapter presents a method for the decision made under risky situations. The
risk is introduced to the model with a set of scenarios with specified probabilities.
The choice is made by solving the problem of multi-criteria optimization. This
provides a systematic procedure to help a decision maker choose the most desirable
and satisfactory decision under risk situations. Therefore, using this way, a decision
can be made according to the decision maker’s preference. This method is
characterized by:

• The use of reference point method, that is, the concepts of aspiration levels and
minimization of the achievement function to organize interaction with the
decision maker.

• The assumption that the decision maker’s preferences are not fully formed
changes during the decision-making process, while the main problem of the
decision support system is to support the decision maker’s learning rather than
the final act of choice.

• The method gives a whole set of solutions symmetrically effective decisions
and allows the decision maker a free choice. This procedure does not replace
the decision maker in making decisions. The whole decision-making process is
controlled by the decision maker.
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The multiple-criteria analysis is presented in Table 2.
At the beginning of the selection, the decision maker identifies the aspiration

levels as the best values that can be achieved separately for each scenario, and in
subsequent iterations, he or she changes the aspiration levels depending on his or
her preferences.

In the first iteration, the decision maker determines the preferences as an aspi-
ration level equal to the vector y ¼ 50, 55, 60ð Þ and obtains the decision solution, x6,
as the solution. In the second iteration, the decision maker reduces the requirements
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The final selection of a specific solution depends on the decision maker’s prefer-
ences. The example given here shows that the method enables the decision maker to
discover his or her decision-making capabilities in the course of interactive analysis
and obtain a satisfactory solution.

6. Conclusions

In the decision-making process, risk plays a significant role, influencing the final
result of the decision. The decision maker should be able to analyze them when
making decisions. Using his experience and information from the environment, he
should make such decisions that will not bring unnecessary threat (risk) to the
effects of the decision. Despite the use of objectified tools optimizing decision-
making processes in the choice of solution, ultimately the decision maker takes
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The chapter presents a method for the decision made under risky situations. The
risk is introduced to the model with a set of scenarios with specified probabilities.
The choice is made by solving the problem of multi-criteria optimization. This
provides a systematic procedure to help a decision maker choose the most desirable
and satisfactory decision under risk situations. Therefore, using this way, a decision
can be made according to the decision maker’s preference. This method is
characterized by:

• The use of reference point method, that is, the concepts of aspiration levels and
minimization of the achievement function to organize interaction with the
decision maker.

• The assumption that the decision maker’s preferences are not fully formed
changes during the decision-making process, while the main problem of the
decision support system is to support the decision maker’s learning rather than
the final act of choice.
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Abstract

These days, cultural heritage is one of the topics at the center of the urban 
sustainability agenda. Current economic and urbanization trends place significant 
pressure on urban resources, systems, and infrastructures and demand for novel 
approaches in governing, financing, and monitoring urban performances with 
particular attention to abandoned, unused, or underutilized cultural heritage, 
defined “waste heritage.” In this perspective, cities are laboratories where innova-
tive and collaborative approaches can be tested, and culture-led processes can be 
implemented consistent with circular economy principles. In order to structure and 
activating collaborative decision-making processes for regeneration and adaptive 
transformation of cultural heritage, gamification assumes a central role. The chap-
ter analyzes the interaction among gamification and collaborative decision-making 
processes relevant to support the enhancement of cultural heritage and describes 
the Play ReCH (Reuse Cultural Heritage) platform, winner of the 2019 Welfare Che 
Impresa call, activated with the purpose to promote a cultural creative enterprise 
and include cooperation and innovation in cultural heritage regeneration processes. 
Play ReCH allows rethinking the management model of cultural heritage reuse 
through gamification processes in combining technology and reality, involving city 
users within creative processes.
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1. Introduction

In 2016, the 2030 Agenda for Sustainable Development [1], at the 11th point, 
defines cities as centers for new ideas, commerce, culture, science, productivity, 
and social development, inviting to strengthen efforts to protect and safeguard 
cultural and natural heritage in order to build sustainable cities and communi-
ties. In Europe, some disadvantaged areas, despite criticism, offer fertile ground 
for developing new cultural approaches for learning and sharing instruments 
to face some relevant conflicts related to unemployment, industrial abandoned 
areas, deprived historical centers, different interests of the public and private, 
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and inclusion of foreign citizens. To counter these kinds of conflicts, the creative 
cultural enterprise [2, 3], with its multidisciplinary nature is considered a key 
actor for attracting and implementing a new workforce and innovative forms of 
experimentation on multicultural identities, knowledge economies, and innova-
tive territorial services. Indeed, creative capital could be able to optimize local 
cultural resources for rebuilding relationships among communities, values, and 
places [4–7] in a productive way, thereby enhancing culture-led urban regenera-
tion processes locally embedded [8, 9]. Within this processes, especially the reuse 
of cultural heritage [10] is strictly linked to new forms of welfare that consider 
the proximity of services, activities, and places [11] such as a new model of social, 
territorial development.

In this perspective, cities become laboratories where to test innovative and 
culture-led approaches, in which cultural factors are catalysts in the production 
and regeneration processes, and where particular attention can be dedicated to 
“waste heritage,” considered as abandoned, unused, or underutilized heritage 
that needs new approaches and models for use and management. Indeed, culture 
as an engine for urban economic growth has become part of the new orthodoxy 
with which cities try to improve their competitive position by aiming for greater 
attractiveness in close correlation with their identity. A sustainable, regenerative 
development model for cultural heritage can, therefore, be achieved by introduc-
ing culture as a strategic investment sector. At the same time, there is a need to 
activate and promote processes capable of enhancing cultural heritage by making 
use of approaches and tools that include innovation and cooperation as essential 
components. In this context, collaborative decision-making processes that consider 
multi-methodological approaches and are based on the methods proper to gamifica-
tion represent an interesting opportunity to make these components operational. 
New decision-making contexts are emerging, capable of generating different forms 
of value, which include not only economic values but also intrinsic, social, and 
shared values. Identify and assess “complex shared social values” [12, 13] also mean 
to explore the cultural demand and the creative production, in order to adopt new 
decision-making tools and new economic actors, recognizing the crucial role of 
cultural and creative enterprises.

In this perspective, our key research questions are how building a creative 
cultural enterprise for cultural heritage enhancement able to implement innovative 
evaluation and management models in terms of business value proposition [14]? 
How can gamification improve collaborative decision-making processes for the 
enhancement of cultural heritage?

Taking into account our research questions, the contribution was structured as 
follows: an introduction to cultural demand and creative production, where evalu-
ation and monitoring frameworks are analyzed (Section 1.2); a presentation of 
legal framework for the intellectual property strictly linked to cultural and creative 
enterprises and their original creative content (Section 1.2); the description of 
the methodological approach based on collaborative decision-making processes 
and gamification for cultural heritage enhancement (Section 2), considering two 
sections (Sections 2.1 and 2.2), respectively, related to complex social shared values 
in a co-evaluation approach and a game-thinking-centered approach for cultural 
creative enterprises; the results about the articulation of Play ReCH platform 
experiment conceived as innovative model of cultural creative enterprise, where 
the methodological approach proposal was tested (Section 3), articulated in two 
sections, the first that concerns the description of the Play ReCH platform, and the 
second, the activation of a new model of cultural creative enterprise for cultural 
heritage enhancement; and the last section is dedicated to the discussion and 
conclusions on the whole process (Section 4).

155

Collaborative Decision-Making Processes for Cultural Heritage Enhancement: The Play ReCH…
DOI: http://dx.doi.org/10.5772/intechopen.92115

1.1  Cultural demand and creative production: evaluation and monitoring 
frameworks

In the last decades, the “demand of culture” has grown, and the cultural heritage 
is seen as a territorial system of complex values [5], goods, services, and relation-
ships, which become part of the local identity, through art, history and landscape, 
and immaterial culture as food and wine, crafts, and traditions [15].

In different contexts, there is a need to build new common identities [16, 17], 
generating a closer relationship between the third sector, public administration, 
private actors, and citizens toward the definition and implementation of innovative 
urban policies [18], in which cultural heritage plays a key role [10, 13].

Indeed, the new European economic strategy, from the “Lisbon Strategy” to the 
“Horizon 2020” programs and their future developments, aims to achieve three 
main shared objectives: smart growth, sustainable growth, and inclusive growth. 
Within these three objectives, culture becomes a strategic priority [19], and it is also 
recognized the key role of cultural and creative enterprises [20–24] able to gener-
ate new knowledge and culture through creativity, skills, and talent, building new 
forms of wealth and jobs and transforming some critical issues into opportunities. 
Such forms of enterprise produce goods, services, and assets that are recognized not 
only for their economic value [25] but also and above all because of their intrinsic 
value [26], and for their capacity to activate value chains [27]. Most cultural enter-
prises are supported by public funds and produce cultural goods for use (e.g., muse-
ums, archives, etc.) [28], while creative enterprises are supported by the market and 
produce goods (e.g., design products, architecture, and fashion) for consumption. 
In Italy, the definition of cultural and creative enterprises [23] is particularly related 
to the historical-architectural and artistic heritage, to entertainment, music, and 
contemporary arts. At the same time, information and communications are taken 
into account, integrating ICT in the production of cultural services and goods.

The common characteristic of the different definitions and models of enterprise 
is the ability to create shared value [29] functional to a company’s competitive posi-
tion. Shared value optimizes and uses specific resources and skills to build economic 
value through the creation of social value, not only generating employment oppor-
tunities but also building process and product innovation [11] through new models 
of shared responsibility: from Corporate Social Responsibility and Community 
Social Responsibility to Territorial Social Responsibility [30] for building complex 
shared social values [12, 13, 26].

The ability to build complex shared social values demonstrates the role of culture 
in implementing sustainable development as also analyzed by UNESCO Global 
Report on Culture for Sustainable Urban Development [31].

At the global level already in 2009, UNESCO developed “The 2009 UNESCO 
Framework for Cultural Statistics (FCS)” as a tool to measure the social and 
economic dimensions of the cultural phenomenon through a “culture cycle model” 
[32] of creation, production, dissemination, transmission, and consumption. This 
framework defines “culture” as a set of distinctive spiritual, material, emotional, 
intellectual, and emotional characteristics of a social group or society that include 
value systems, ways of life, traditions, and beliefs [32].

Subsequently, UNESCO also developed the “Culture for Development Indicators 
(CDIS)” project, which proposes a new methodology to demonstrate the role of 
culture as a driver of sustainable development processes, based on empirical data 
[33]. This project is based on the “Convention on the Protection and Promotion 
of the Diversity of Cultural Expressions” [25], which implements the integration 
of culture and the promotion of the diversity of cultural expressions in develop-
ment policies at all levels. The CDIS project addresses culture in terms of values 
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and norms that guide human action and not only as a productive or leisure sector. 
The CDIS project aim is assessing the multidimensional role of culture in sustain-
able development, so it encourages an inclusive view of culture’s interactions in 
development by exploring not only economic benefits but also intangible benefits 
such as inclusion, tolerance, and social cohesion. In particular, the seven key policy 
dimensions exanimated by the CDIS methodology are (1) Economy, (2) Education, 
(3) Governance, (4) Social participation, (5) Gender equality, (6) Communication, 
and (7) Heritage. Some examples of core indicators are presented in Table 1 and 
are useful to understand the different ways for describing and assessing cultural 
activities and processes.

At the same time, at the European level, the ESSnet-Culture framework [34] is 
being developed to help EU countries in building their specific cultural framework 
by identifying the different areas covered by cultural statistics. Each country 
adopts UNESCO FCS definitions of cultural domains, and this allows international 
comparability of countries’ data (Figure 1).

The ESSnet update for European cultural statistics—previously defined in 2000 
by the LEG-Culture framework—is the first step toward a common framework 
useful for the production of comparable European data on different culture-related 
topics [35]. The ESSnet-Culture structure is based on three key concepts: cultural 
domain, function, and dimension.

There are 10 cultural domains, and they consist in a set of cultural activities, 
practices, and products focused on artistic expressions: Heritage; Archives; Libraries; 
Book and Press; Visuals Arts; Performing Arts; Audiovisual and Multimedia; 
Architecture; Advertising; and Art crafts. The six functions identified concern a 
mapping of the main cultural activities identifiable with existing statistical and 
economic classifications: creation, as the elaboration of original cultural content 
and ideas; production/publishing, as a part of the economic cycle of the creative 
idea inserted in the production as original content (cultural product or service) that 
becomes reproducible also for other users through advertising; dissemination/trade, 
which makes the product/service available online and offline to consumers; preser-
vation, a phase that includes both activities to protect and restore cultural heritage 
and digitalization; education, as the transfer of skills and abilities within cultural 
activities; and management/regulation, intended as a set of activities able to create 
an enabling environment for operators, spaces, and cultural services [34]. Finally, 
the third key concept for the ESSnet framework concerns dimensions, intended as 
approaches closely linked to cultural activities, such as social practices and participa-
tion, employment, and consumption.

A further crucial definition introduced by this European framework is the 
concept of cultural activity as an activity based on cultural values and/or artistic 
expressions, including both market-oriented and noncommercial activities. Such 
activities may be carried out by individuals, companies, organizations, groups, or 
professionals within a specific cultural field and according to the function necessary 
for its realization. Furthermore, within the definition, the framework introduces 
statistical classifications, mainly economic NACE Rev.2 [36] for the production of 
data and the measurement of these activities through NACE codes representing the 
cultural production sector. At the national accounting level, there is also a differen-
tiation between market and nonmarket sectors.

Another European study that has become crucial for the connection of cul-
tural sectors to urban development is the “Cultural and Creative Cities Monitor” 
[37], which aims to assess and monitor the performance of European “cultural 
and creative cities” in terms of jobs and economic growth. The tool is based on 
29 indicators organized in nine dimensions, reflecting three key dimensions of 
cultural and creative cities (Cultural Vibrancy, Creative Economy, and Enabling 
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Environment) using comparable quantitative and qualitative data [38]. The 2017 
edition covered the monitoring of 168 cities in 30 European countries.

At the same time, other studies are oriented to build a set of ad hoc indicators 
to measure the creativity of EU Member States such as the KEA European Affairs 
European Creativity Index (ECI) [39], which takes into account a number of factors 

Key policy 
dimensions

Indicators Unit of measure

1. Economy 1.1 Contribution of 
cultural activities to GDP

Percentage of the contribution of private and formal 
cultural activities to Gross Domestic Product

1.2 Cultural employment Percentage of persons engaged in cultural occupations 
within the total employed population

1.3 Household 
expenditures on culture

Percentage of household final consumption expenditures 
on cultural activities, goods, and services

2. Education 2.1 Inclusive education Index of average years of schooling of the population 
between the ages of 17 and 22, adjusted to reflect 
inequalities

2.2 Multilingual 
education

Percentage of instructional hours dedicated to promoting 
multilingualism in relation to the total number of 
instructional hours dedicated to languages (Grades 7–8)

2.3 Arts education Percentage of instructional hours dedicated to arts 
education in relation to the total number of instructional 
hours (Grades 7–8)

2.4 Professional training 
in the culture sector

Index of coherency and coverage of technical and 
vocational education and training (TVET) and tertiary 
education in the field of culture

3. Governance 3.1 Standard-setting 
framework for culture

Index of development of the standard-setting framework 
for the protection and promotion of culture, cultural 
rights, and cultural diversity

3.2 Policy and 
institutional framework 
for culture

Index of development of the policy and institutional 
framework for the protection and promotion of culture, 
cultural rights, and cultural diversity

3.3 Distribution of 
cultural infrastructures

Distribution of selected cultural infrastructures relative 
to the distribution of the country’s population in 
administrative divisions immediately below state level

3.4 Civil society 
participation in cultural 
governance

Index of the promotion of the participation of cultural 
professionals and minorities in the formulation and 
implementation of cultural policies, measures, and 
programs that concern them

4. Social 
participation

4.1 Participation in 
going-out cultural 
activities

Percentage of the population who have participated 
at least once in a going out cultural activity in the last 
12 months

4.2 Participation in 
identity-building cultural 
activities

Percentage of the population who have participated at 
least once in an identity-building cultural activity in the 
last 12 months

4.3 Tolerance of other 
cultures

Degree of tolerance within society toward people from 
different cultural backgrounds

4.4 Interpersonal trust Degree of interpersonal trust

4.5 Freedom of 
self-determination

Median score of perceived freedom of self-determination

Table 1. 
Culture for development indicators (CDIS).
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European Creativity Index (ECI) [39], which takes into account a number of factors 

Key policy 
dimensions

Indicators Unit of measure

1. Economy 1.1 Contribution of 
cultural activities to GDP

Percentage of the contribution of private and formal 
cultural activities to Gross Domestic Product

1.2 Cultural employment Percentage of persons engaged in cultural occupations 
within the total employed population

1.3 Household 
expenditures on culture

Percentage of household final consumption expenditures 
on cultural activities, goods, and services

2. Education 2.1 Inclusive education Index of average years of schooling of the population 
between the ages of 17 and 22, adjusted to reflect 
inequalities

2.2 Multilingual 
education

Percentage of instructional hours dedicated to promoting 
multilingualism in relation to the total number of 
instructional hours dedicated to languages (Grades 7–8)

2.3 Arts education Percentage of instructional hours dedicated to arts 
education in relation to the total number of instructional 
hours (Grades 7–8)

2.4 Professional training 
in the culture sector

Index of coherency and coverage of technical and 
vocational education and training (TVET) and tertiary 
education in the field of culture

3. Governance 3.1 Standard-setting 
framework for culture

Index of development of the standard-setting framework 
for the protection and promotion of culture, cultural 
rights, and cultural diversity

3.2 Policy and 
institutional framework 
for culture

Index of development of the policy and institutional 
framework for the protection and promotion of culture, 
cultural rights, and cultural diversity

3.3 Distribution of 
cultural infrastructures

Distribution of selected cultural infrastructures relative 
to the distribution of the country’s population in 
administrative divisions immediately below state level

3.4 Civil society 
participation in cultural 
governance

Index of the promotion of the participation of cultural 
professionals and minorities in the formulation and 
implementation of cultural policies, measures, and 
programs that concern them

4. Social 
participation

4.1 Participation in 
going-out cultural 
activities

Percentage of the population who have participated 
at least once in a going out cultural activity in the last 
12 months

4.2 Participation in 
identity-building cultural 
activities

Percentage of the population who have participated at 
least once in an identity-building cultural activity in the 
last 12 months

4.3 Tolerance of other 
cultures

Degree of tolerance within society toward people from 
different cultural backgrounds

4.4 Interpersonal trust Degree of interpersonal trust

4.5 Freedom of 
self-determination

Median score of perceived freedom of self-determination

Table 1. 
Culture for development indicators (CDIS).



Systems-of-Systems Perspectives and Applications - Design, Modeling, Simulation…

158

on the cultural dimension, often not included in the other indices, such as the 
study of art subjects in schools, cultural supply, participation in cultural events, 
financial support for creativity, and the role of technology. ECI is based on 32 
indicators structured in six pillars: Pillar I—Human Capital; Pillar II—Openness 
and Diversity; Pillar III—Social Environment; Pillar IV—Technology; Pillar V—
Institutional Environment; and Pillar VI—Products of Creativity (Figure 2).

In Italy, the main data sources on culture, creativity, participation, and cultural 
employment concern the following surveys:

• ISTAT survey Aspects of everyday life (annual frequency since 1993);

• ISTAT survey Citizens and leisure (regular frequency: 1995, 2000, 2006, and 
2015);

• ISTAT Culture and leisure survey (regular frequency: 2017, 2018, and 2019); and

• Symbola Foundation and Unioncamere survey I am culture—the Italy of quality 
and beauty defies the crisis (annual frequency: 2017, 2018, and 2019).

In 2018, compared to 2017, cultural participation increased from 64.1 to 64.9%, 
with growth concentrated among those who claim to have participated in more than 
four events in the last 12 months (from 23.2 to 24.5%). In particular, the increase 
mainly concerns visitors in archeological sites and monuments and who have 
attended music concerts (not classical music) [40].

Figure 1. 
Cultural domains covered by European and UNESCO frameworks for cultural statistics (source: [34]).
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Despite the European ESSnet framework, research at the national level on the 
types of indicators is still not exhaustive to frame the phenomenon, as shown by 
the culture and leisure survey whose indicators mainly concern: Cinema places; 
Number of museums, theaters, and cinemas; and Demand of museums, theaters, 
and cinemas (measured with the number of visitors to exhibitions and perfor-
mances). On the other hand, already from the definition of the issue, it is clear 
that the analysis dimensions should be expanded: the cultural offer favors social 
contacts, develops new interpersonal networks, and offers leisure activities. Culture 
and leisure also include associations and sports centers [40].

In Unioncamere and Symbola’s research, a step forward in terms of measure-
ment was made by dividing the cultural system into five macro domains, but 
analyzing the phenomenon mostly from an economic point of view: creative 
industries (architecture, communication, and design), cultural industries 
(cinema, publishing, videogames, software, music, and press), companies work-
ing with historical-artistic heritage (museums, libraries, archives, archeological 
sites, and historical monuments), those working with performing or visual arts 
and creative-driven companies, not directly related to the sector, but employing 
cultural professionals or using cultural heritage as input to increase the symbolic 
value of their products and their competitiveness [20].

In 2018, there was an increase in this type of companies, the sector counts 
416,080, the number that accounts for 6.8% of the total Italian economic activities 
and produces a turnover of about 96 billion euros (4 billion more than in 2017). 
There are 289,792 companies directly linked to cultural and creative activities, of 
which 129,533 are creative industries, and 147,153 are cultural; the other creative-
driven companies are closely linked to the “Made in Italy” sectors. Overall, the 
performance of the individual sub-sectors is the following: companies operating 
in the communication sector grew by 1.3%, those operating in the performing arts 
by 2.7%, those operating in the historical-artistic heritage by 4.9%, those in design 
by 2.1%, those in video games and software by 2.7%, and the only sector to show a 
negative result is publishing, which is down 2.0% compared to 2017 [20].

Figure 2. 
The ECI six pillars (source: [39]).
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On the basis of this theoretical framework, it is clear that the Italian context 
needs to be declined within the complex dimensions and interrelationships that 
culture can trigger, generating social, economic, and environmental impacts and 
effects. A first attempt was made in 2010 by the Association for the Economy of 
Culture and Federculture, which have developed a synthetic index of creativity 
starting from the ECI reference [39], in order to draw the first atlas of Creative Italy. 
It is a first descriptive tool on the strong commitment to supporting youth creativity 
by the various Italian Municipalities [41].

From the above considerations, it highlights the need of defining a framework 
of dimensions, criteria, and indicators able to measure, monitor, and evaluate 
successful practices from a sustainability point of view (social, economic, and 
environmental), taking into account the multidimensional approach that cultural 
activities and cultural heritage need and express.

1.2 The key role of intellectual property for cultural creative enterprises

According to the Baumann definition of a company, we are living “totally liquid” 
with continuous transformations that affect every process and tool, changing our 
perception of reality [42]. Digital natives have a different perception of the world 
around them and inevitably perceive it according to the mechanisms of digital 
transformation. The concept of “material” has also changed: it is perceived differ-
ently by people who obtain information, data, images, and videos immediately with 
different multimedia tools. The contents today are available instantly, in different 
formats and usable by various devices, in the metro, at the supermarket or in a 
bank. We are active spectators of what Rifkin [43] called “Age of Access,” which 
entails a profound transformation of our society and experiencing the relationships 
between us and with products. Moving with a playful dimension on the web does 
not lead the legislator to consider any activity lawful and to ignore the legal implica-
tions of the online circulation of materials. The user asks whether it is always lawful 
to share and use files, images, programs, contents, and texts found on the Internet 
with author copyright and what are the strategies offered by technology in protect-
ing the intellectual property and economic exploitation of a creative idea.

Copyright refers to the legal institution that protects the product/service of 
intellectual activity by recognizing a series of rights (moral and property nature) to 
the original author of the idea. The exercise of these rights by the author allows him 
to remunerate himself for a limited period through the commercial exploitation of 
the work. Copyright was born with the creation of the idea.

The author of the business idea automatically has the exclusive right to use it, 
and he can authorize or refuse its reproduction, distribution, execution, or rep-
resentation. The lack of authorization and explicit consent by the author does not 
allow the potential user to hold and disseminate the work, even if it is present on the 
network. When the copyright is violated, there are some penalties, both criminal 
and civil, depending on the type of violation committed.

Copyright, with the emergence of the combination between digital technolo-
gies and internet, has lost the territorial dimension; in a globalized world in which 
physical distances between states and geographical and economic obstacles are 
reduced, a circulation of business ideas is very fast. Texts, images, videos, and audio 
tracks are made public freely and, above all, without any kind of intermediation.

This rapid data circulation makes copyright protection more complicated and 
has weakened enforcement actions to detect infringements. Copyright was born in 
England in the sixteenth century [44], thanks to the spread of the first automatic 
printing machines. The copyright was intended as the publisher’s right and not as 
a recognized right of the author. The crisis of the traditional copyright model, no 
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longer able to protect the authors’ needs thanks to the information shared online, 
has implemented the creation of new web solutions allowing authors more direct 
protection of their products or services.

This type of model is the “guarantee threshold” in which the author communicates 
in advance the economic amount necessary to carry out the work. This economic 
amount will be the threshold.

Only when the total of the guarantees collected reaches the established 
threshold, the intermediary will enter into a contract with the author of the work 
in which the accumulated guarantees will participate. With the total amount of 
money to carry out the work, each subscriber of the guarantee has to pay for the 
guarantee and after the intermediary will advance a part to the author, as written 
within the contract.

When the work is completed and made available not only to the subscribers of 
the threshold but also to people who have not signed the guarantee, the intermedi-
ary will pay the remaining amount due to the author.

In Italy, the legal system recognizes copyright and the creation of an intellectual 
work thanks to creativity; the rights belong exclusively to the author. The web has 
made it necessary to adapt copyright protection to meet new requirements. The net-
work becomes the place to search these creative works when the user decides to use 
products/services, and he becomes a communication tool and not a “mass point.” 
New transnational regulatory sources are added to the Italian law by defining a 
regulatory system articulated on three levels: International treaties, specifically the 
Berne Convention for the Protection of Literary and Artistic Works, and the two 
WIPO Copyright Treaty (WCT) and the WIPO Performances and Phonograms 
Treaty (WPPT) of 1996.

Thanks to the signing of the Berne Convention, the ratifying countries have 
committed the creation of a unique discipline for the copyright and, by virtue of 
the principle of assimilation of Art. 5, the original works from ratifying country 
must enjoy in the other countries the same treatment guaranteed by national law 
to their citizens, in addition to the minimum ones provided by the Convention. On 
January 1, 1995, the Agreement on Trade-Related Aspects of Intellectual Property 
Rights was adopted, attached now to the deed of establishment of the World Trade 
Organizations (WTO), ratified in Italy with the law of December 29, 1974, no. 747, 
and dedicated copyright and related rights.

The EU Directives and Regulations deserve particular mention, in particular 
the Directive 2001/29/EC of the European Parliament and of the Council of May 
22, 2001 on the harmonization of copyright and related rights in the informa-
tion society (implemented with Legislative Decree no. 68/2003), have multiplied 
and accelerated the technological development of communication vectors, from 
production to exploitation.

Furthermore, the recently approved directive by the European Parliament on 
digital copyright, which contains safeguards for freedom of expression, allows news 
creators and editors to negotiate the payment of fees with the giants of the web for 
the use of copyrighted content.

The open model tries to open everything that the copyright would have kept 
closed through the authorization, a priori, of the use of the work. The diffusion of 
the open model in the field of artistic works is ascribable to the Creative Commons 
model, which has allowed, in an intelligent way, the diffusion of licenses designed 
for all types of intellectual works. It was born thanks to some researchers from 
Cambridge and Massachusetts, supported by many intellectuals, located in 70 
countries around the world, and Creative Commons is a noncorporate body profit. 
In Italy, Creative Commons is based in Turin, at the Naxa Center for Internet and 
Society at the Politecnico di Torino. The main objective of this project is to promote 
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a worldwide debate on the management of copyright and the dissemination of 
legal and technological tools that affirm a new model in the distribution of cultural 
products. Creative Commons [45] uses existing copyright to free creative works and 
disseminate them in a “certain rights reserved” regime, as opposed to the classic “all 
rights reserved” type. A challenge represented by an image in which the Creative 
Commons model appears as an intermediate model between the classic one (“all 
rights reserved”), typical of traditional copyright, and the “no reserved rights” 
model, typical of the integral public domain or a sort of “no-copyright.” Creative 
Commons licenses (“CC licenses”) consist in the granting by the licensor, free of 
charge, to the licensee for a period equal to the applicable copyright, of an authori-
zation to perform, respecting conditions that vary depending on the license used, 
the reproduction, distribution, communication, and making available to the public. 
The main peculiarity of CC licenses consists in the fact that the licensor grants the 
licensee free of charge, for the entire duration of the applicable copyright (or for 30 
years pursuant to Art. 1573 of the Civil Code, in the event that it is preferred to trace 
the Creative Commons Public Licenses CCPL in the case of leases) the authoriza-
tion to perform, subject to conditions varying according to the specific CCPL used, 
some of the acts that the copyright rules reserve for the rights holder, including the 
reproduction, distribution, and communication to the public. Creative Commons 
licenses offer six different sections of copyright (“Attribution”). Cultural heritage, 
as defined by law, is the subject of public law and interest; to be usable by the com-
munity, they meet copyright and property rights, in which there is the right of the 
respective owners to the availability and even economic use of these goods, mostly 
intellectual works, by the collectives for cultural purposes or third parties for profit 
or profit. The relationship between cultural heritage and the copyright is set by 
the code, which explicitly saves the discipline of copyright, thus sanctioning a sort 
of double track between the private and individualistic protection of intellectual 
works and the protection of cultural assets, responding to a collective interest.

Subsequently, the regime evolved and the notions, as mentioned, partly 
overlapped. Indeed, there is a legislative evolution that starts from the 1939 law 
on cultural heritage, which excluded “works by authors living or whose execution 
does not go back more than fifty years.” We can, therefore, say that without the 
explicit consent of the author, it is possible to prohibit their use by third parties. 
We speak, in fact, of copyright as authorship and possession of essential rights 
that allow not only to dispose of the product as you see fit but also the possibility 
of exploiting it for your economic gain. An exception is represented by “fair use,” 
which becomes a possibility for third parties to use a work without requiring prior 
and explicit consent from the owner.

The lawful use of creative work and its enhancement through gamification, in 
order not to incur infringements of copyright, in addition to the prior consent of the 
author, must exclude that the use is only for commercial and profit. However, there 
are some critical issues relating to the absence of a common regulation for all the 
States that avoid the reproduction of different applications and situations based on 
the legislative system considered.

2.  Materials and methods: collaborative decision-making processes and 
gamification for cultural heritage enhancement

2.1 Complex social shared values in co-evaluation approach

The Faro Convention [46] explains two particularly significant concepts on 
the value of cultural heritage for society: cultural heritage and economic activity, 
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related to the need to involve every individual in the ongoing process of defining 
and managing cultural heritage, and the need to raise awareness of the economic 
potential of cultural heritage itself. Hybrid entities [47] called to produce economic 
value for cultural heritage, need to build heritage communities around it through 
collaborative social innovation processes that no longer respond to the ordinary 
structure of business projects.

Those organizations, which make relationality one of the drivers of their “doing 
business,” expand the social perimeter to the point of becoming a strategic asset 
capable of overcoming the dichotomy between economic and social dimensions, 
profit and nonprofit. They feed on sociality, relationships, social capital present in 
the territories and through their activity they regenerate and nourish it, so that it is 
the lifeblood of their entrepreneurship and that of the territory.

These organizational models are increasingly linked to the community and 
the territory as an essential engine of their actions characterized by systemic, 
collaborative, human-centered approaches. Indeed, the community and the 
territories become at the same time, the beneficiaries of the offer of social 
enterprises, and their co-producers [48]. Between profit and nonprofit, the new 
hybrid organizational models dialog with public and private, merging economic 
and social value into shared value [29], traditional enterprise and social enter-
prise, producing communities and connections [49] in real urban laboratories, 
where the value of gift and market, as the result of entrepreneurship and partici-
pation, are hybridized. For these organizations, the passage from a design vision 
to a procedural one, from the restitution of service to its co-production, from the 
spatial concession to the co-management of the heritage, from a generalist mar-
ket to territorial strategies, requires an essential reflection on the ways of elicit-
ing values [50], which are particularly significant when the “waste heritages” 
are at the center of the valorization process. With the terms “waste heritages,” 
we identify those abandoned or under-utilized urban places or buildings, the 
forgotten intangible cultural heritages, which in some way deny citizens the right 
to participate in the process of defining and managing heritage [46]. For these 
assets, whose value in the absence of a market cannot be assessed with traditional 
economic measures, evaluation techniques, and the articulation of the decision-
making process plays a central role. The value of waste heritages can be inter-
preted as a set of complex values [5, 51] deriving from social interaction through 
the active involvement of informal and/or formal groups that cooperate with to 
restore or enhance value in use and value independent of use [52]. The evaluation 
that tries to keep together the individual and the social/community dimensions 
[53] has, therefore, the need to explore in-depth the Complex Social Value con-
cept (CSV) [12], considering the different points of view, the complexity of the 
process in terms of contexts, resources, approaches, scales, stakeholders, and the 
coexistence of tangible and intangible values, intrinsic and economic at the same 
time, connected to heritage and community, to heritage and its potential use.

In order to identify and assess the different values that characterize waste 
heritage, the Collaborative Decision-Making (CDM) processes [54, 55] can be 
considered as the suitable context where it is possible to involve community 
members and share knowledge about the decisions to be made and together agree 
on the approach and decision-making principles to activate. Although the dif-
ficulties encountered by this type of process (cultural and linguistic differences, 
different preconceptions, incompatible political, and economic orientations) [55], 
there are considerable advantages in their implementation in complex processes. 
Collaborative decision-making processes succeed in bringing out and resolving 
conflicts, certainties, ambiguities characteristic of community-driven processes 
[54], combining the valuable contribution of all parties involved in a decision that, 
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through collaborative and creative thinking, in a team of heterogeneous expert and 
nonexpert evaluators, can provide innovative and shared choices strongly rooted 
in the needs of the local community. In the evaluation processes, the preferred 
solutions are those that fall within the field of public-private-social negotiation, 
allowing the interpreters of the processes to achieve the maximum benefits, thanks 
to win-win-win strategies, which reflect models typical of the circular economy 
[56–58]. The more the choice will be supported by a collaborative process, the 
more creative the alternatives will be and the higher the possibility that they will 
become operational, as they can manage conflicts and involve both “stakeholders 
(stakeholders) and asset-holders (resource bearers)” [59].

The real challenge, therefore, becomes that of succeeding in eliciting and 
evaluating, through deliberative techniques [60], complex social shared values 
related to cultural heritage. The objective for social enterprises is to demonstrate 
to produce economic value starting from intangible values, so that the latter can be 
a driving force in the valorization strategies and become decisive in the organiza-
tions’ and territories’ strategic choices.

In order to expand the internal dimension of new hybrid enterprises (change man-
agement, soft skills, labor productivity) and their external dimension (engagement/
co-production, reputation, financing, negotiating power) [61], the measurement 
of impact through open innovation [62] processes is strategic. The theory of change 
expressed by the impact value chain [63, 64] represents a useful tool to produce and 
assess small changes in the short term that are reflected through existing systems and 
lead to significant long-term change and impacts [65] (Figure 3).

The impact value chain [66–68], following the definition of the inputs, that 
is, the tangible and intangible resources available to the organization, consists of 
two main phases. In the first one “performance measurement,” the activities and 
outputs (outcomes in terms of goods or services generated by the activities) are 
defined; in the second one “impact measurement,” the outcomes (medium-long 
term effects generated by the outputs) and the impact, defined as a long-term 
sustainable change in people’s conditions or the environment, are determined. At 
the European and global levels, there are currently several methodologies and tools 
for the measurement of outputs, outcomes, and social impact, which reconfigure 
the general structure according to its characteristics, territories, and communities 
of reference, identifying appropriate criteria and indicators [69].

Through this and other integrative tools, evaluation is not intended as a uni-
form metric but as a shared process built with and for the community [61, 70], 
like a participatory act that overturns the ordinary one-way evaluation paradigm, 

Figure 3. 
Proposal for a new impact value chain (authors’ elaboration) (source: [66–68]).
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integrating evaluators and stakeholders and different skills in the process. The co-
evaluation, more widespread in the teaching fields [71], in these complex processes 
is thus outlined as a systemic application of the evaluation process [72] that concerns 
a common good, experimenting the ability to evaluate together, each with its own 
different skills, to reduce conflicts and bring out common benefits, a tool capable of 
including the stakeholder, better defined as an “asset-holder,” in the whole project 
process and at the same time evaluation.

By borrowing the application in the field of didactics, co-evaluation allows the 
user to learn from the activities of others, and developing the ability to discern 
between positive and negative aspects, to identify ways to improve, increase, and 
explore individual and collective opportunities, contributing to the user’s empower-
ment included in the process. The action, connected to the evaluation through the 
whys and how, goes beyond the individual expression of a judgment, rather encour-
aging cooperation and the genesis of relational values and shared preferences, 
associated with interpersonal relationships and relation articulated by political and 
social norms [73].

According to the above perspective, the approach of co-evaluation is particularly 
significant in order to configure the structures of hybrid enterprises internally and 
to measure the social and cultural impact generated in actions for enhancing all 
intangible and tangible forms of cultural heritage.

2.2 A game-thinking-centered approach for creative cultural enterprises

The frontier of possible languages to build multi-group decision-making 
processes has widened very often through game thinking [74], and it is particu-
larly relevant to analyze its potential for cultural organizations that activate 
processes of heritage enhancement through the formation of heritage communi-
ties. Indeed, the behavioral dynamics translated from the world of gaming bring 
different benefits:

• they facilitate the engagement of users with the activities of the company;

• they broaden how values are disseminated to the related cultural heritage, as 
well as the target audience;

• they allow to increase productivity, relationships, and co-production of 
goods and services through multi-stakeholder co-evaluation processes, 
facilitating the recognition of objectives and values, weights and preferences 
in a transversal way; and

• they offer enormous potential for the promotion of active and responsible 
forms of citizenship, as well as the co-design process promotion [75].

It is relevant to highlight the substantial differences between some of the differ-
ent possible techniques:

• gamification: it is configured as the use of video games mechanics and dynam-
ics within nongaming contexts, to create engagement, loyalty, improving a 
process or solving a problem [76]. More simply, “it is the use of game design 
elements in non-gaming contexts” [77]. Thus, a series of schemes experi-
mented in videogames are used to invite the user to perform specific actions, 
make choices, to reward him in an intrinsic (triggering emotions in it) or 
extrinsic (points, prizes, etc.) way;
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2.2 A game-thinking-centered approach for creative cultural enterprises

The frontier of possible languages to build multi-group decision-making 
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larly relevant to analyze its potential for cultural organizations that activate 
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ties. Indeed, the behavioral dynamics translated from the world of gaming bring 
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• gamification: it is configured as the use of video games mechanics and dynam-
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• pontification: it is a subcategory of gamification [78] and uses a basic points/
reward scheme to move the user from point A (personal sphere) to point B 
(company sphere of interest);

• serious games [79]: they are virtual environments designed to develop skills 
and competencies transferable to the real world [78]; and

• serious urban games: they are playful and organized offline practices that take 
place in urban environments with some kind of technological/digital support, 
which serve social and cultural purposes [75] and transform urban spaces into 
a sort of playful interface.

Recent successful experimentations, one of which is the “Father and Son” project 
by Fabio Viola, for the National Archeological Museum of Naples [80] have shown 
how the application of game design to the experiences of heritage enhancement can 
be particularly appropriate not only in terms of engagement and dissemination, but 
also in terms of the reputation of the organization. After 11 months since the launch 
of the game “Father and Son” on digital stores, 2 million downloads have been 
exceeded by an international audience with an average age of 30 years, of which 
less than 10% are Italian. More than 18,000 people from all over the world visited 
Naples and the Archeological Museum unlocking the additional content of “Father 
and Son,” and in general, the perception of Naples and the Museum, analyzing data 
from tens of thousands of reviews, has increased significantly thanks to the game. 
It should come as no surprise that, according to Google data for 2017, Naples is the 
most sought-after city on the search engine, while the MANN recorded for the first 
time in its history the goal of 500,000 visitors in 2017, with a growing trend [81].

From the virtual to the real dimension, from storytelling to storydoing [82], 
the world of the game offers new perspectives and ways of interaction to know, 
modify, evaluate, and influence people’s behavior through their active involvement 
in processes, in the cultural sector too. A game is a system of interesting choices 
[83] and highlights one of the fundamental aspects drawn from the logic of gaming: 
that of structured choices in front of which players are led to reflect on what they 
have done and whether the best choices have been made. Brice Morrison designs the 
architecture of structured choices starting from four main pillars [84], for which 
the choice must be conscious, that is, critical thinking; the bearer of consequences, 
with immediate or long-term impact; comparable, the choices have a more signifi-
cant impact than those of other people according to a psychological principle called 
“social influence.” Finally, structured choices are permanent choices, that is, those 
that induce the user to consider a weight that cannot be erased, stimulating the 
search for the best possible solution [85].

In this way, the dynamics of the evaluation process find new conditions around 
which to structure itself and different times to implement, if we compare the 
ordinary timing of an evaluation process with those suggested by the game world, 
which has always accustomed the user to a constant and instantaneous evalua-
tion [86]. Therefore, take into account the substantial difference between a game, 
designed to involve the user with his emotions, and real everyday life, which is often 
not structured with people’s emotional involvement in mind. To this end, the use of 
intrinsic logics and behavioral structures, mechanics (product framework gener-
ally associated with some actions that allow achieving business objectives), and 
dynamics (needs and desires, studied by behavioral psychology, which are rooted 
in people) deduced from the world of the game becomes particularly effective for 
organizations engaged, through the enhancement of tangible and intangible cultural 
heritage, to build communities through collaborative processes.
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Starting from the outlined process, the research aims to build a methodological 
approach (Figure 4) for rethinking the social enterprises as a creative cultural 
enterprise engaged in the reuse and enhancement of cultural heritage, exploring 
the role that game thinking can assume for them.

By identifying the thought of the game as a toolbox with technical and 
psychological, mechanical, and dynamic tools extracted from the game world, 
we investigate how it can be considered functional to the development of hybrid 
enterprises that aim and overcome globalization through strong territoriality.

A field of action of these organizations is identified in the intersection between 
the territories and the communities, and more specifically between the cultural 
heritage, tangible and intangible, and the heritage communities that surround 
it. The circularity between these two dimensions defines a symbiotic relation-
ship between people, places, and traditions thanks to the relationships. Social 
enterprises engaged in the cultural field cannot disregard the relational and social 
character; on the contrary, it is precisely the social impact that represents their 
positioning element. If a generic capital company interfaces strictly with the value 
and economic impact of its actions, the social enterprise, not only aimed at the 
product as much as at the processes, has to confront itself with the production and 
evaluation of complex values because its impact is not only economical but also, 
and above all, environmental, social, and cultural.

In this perspective, it is of crucial importance to rethink evaluation techniques 
that can take into account these complexities, social innovation in the participatory 
component, and multi-stakeholder approaches that characterize the production of 
the collaborative enterprise.

Figure 4. 
A game-thinking-centered approach for creative cultural enterprises in the field of cultural heritage 
enhancement.
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By co-evaluation, we mean a multi-group evaluation approach across the entire 
production process, in which everyone, with their skills, overcomes individual judg-
ment to achieve common benefits by planning change together. To this end, the meth-
odology of change theory expressed through the impact value chain is particularly 
significant for social enterprises. It is an approach to design and planning through a 
participatory process that allows the planning and evaluation of the change produced. 
The methodological approach thus defined places “game thinking” (Figure 4), with 
all its declensions, central in the internal and external development of the company, 
as it offers languages and behavioral structures in engagement, co-production, and 
social influence practices useful to polarize the field of action, through gamification, 
serious, and urban game. In social, cohesive, relational, and territorial enterprises, 
where processes and collaboration are the real challenges to change in value, the rules 
and languages transformed by the game world, by their human-centered nature, are 
significant to facilitate and simplify co-design and decision-making processes.

3. Results

3.1 The Play ReCH platform

The “San Sebastiano Monte dei Morti” Living Lab (SSMOLL) activated in 2018 
from Blam in Salerno, in the South of Italy, through the adaptive reuse of the former 
sixteenth-century church abandoned for over 30 years, releases significant data 
about the perception of culture in the city of citizens.

Questionnaires and interviews carried out in the co-exploratory phase of the 
SSMOLL project claim that 43% of respondents expressed a lack of an integrated 
cultural offer and 75% dissatisfied with the quality of the offer and the poor com-
munication; on the other hand, 90% see culture as the starting point for a process 
of urban regeneration.

Among the direct beneficiaries, based on the real experiences of SSMOLL, are 
schools and universities (5/year) with at least 25 students/month, artists and artisans 
(70/year), citizens (150/month), associations and foundations as partners already 
involved (20), with positive effects in economic terms and visibility. Indirect beneficia-
ries are the tourists involved in actions of “community tourism” and local authorities, 
facilitated by projects of cultural heritage valorization that include an expansion of 
the offer and a comprehensive communication campaign. The indicators for monitor-
ing the project concern: subjective well-being (e.g., % satisfaction with leisure time), 
creative economy (e.g., number of people employed in cultural and creative work), 
cultural participation, and attractiveness (% satisfied population of cultural services in 
the city); social relations (e.g., % voluntary activity), social and civic participation.

From these premises, Play at Reuse of Cultural Heritage (Play ReCH) was born, 
a project of the social enterprise Blam, organization committed to the reuse and 
enhancement of cultural heritage, which promotes the idea of a game-thinking-
centered hybrid enterprise.

The virtual platform, not yet made available to the public, offers, through a logic 
of gamification and pontification, cultural experiences of heritage enhancement 
structured on the model of serious urban games to connect, through social innovation 
processes, the virtual world with the real one thus transformed into a sort of playful 
interface. The main objective is to transform the citizen into the protagonist of his or 
her territory, leading him or her to face interactive cultural experiences transformed 
into “missions” able to break down the boredom found in the common standardized 
offer and to make the under-used heritage places more attractive and interactive.
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Starting from the methodological approach, previously described, Play ReCH is 
configured both as a creative technological and as a real-life output.

The digital platform becomes the tool through which activating real actions, 
defined “missions”, to produce circular impacts on the territories eliciting and evaluat-
ing the complex social values shared by communities through collaborative decision-
making processes. Within the Play ReCH value chain model, the Blam organization 
divides the actions into five macro phases (Figure 5): (1) create a heritage community, 
(2) explore the cultural heritage, (3) co-design the Play ReCH missions, (4) co-
evaluate the Play ReCH missions, and (5) generate the circular impacts. Each of these 
steps corresponds to the actions required by the users, intended as co-producers of the 
value chain. Taking into account the described actions, the interactive technology 
platform is designed. The citizens become protagonists of their city and “human 
sensors” of urban problems related to the cultural heritage enhancemente through 
the selection of experiences/missions.

1. “Create a heritage community”. To understand how people interact with their 
cities and cultural heritage, and therefore to customize the cultural offer 
on target users, the social enterprise needs to know it in depth. The social 
enterprise added value is ensuring that individual user-stakeholders enter 
into relationships with others, thus generating a relational community and a 
stakeholder-map. To achieve this goal, Play ReCH adopts some game rules in 
the moment of user registration, where in addition to building their profile 
with personal data, the citizen releases other sensitive data relating to their 
interests and their territory. By building his or her character through the use 
of avatars and other engage devices, the player turns into a real urban sen-
sor within a storytelling process in which he or she becomes the protagonist 
and collaborates with a community of friends and strangers to reach the final 
goal: to solve the problems of contemporary cities and a disused or abandoned 
heritage.

2. “Co-explore the cultural heritage”. Starting from the methodological approach 
typical of living-lab to build collaborative processes based on the phases of 

Figure 5. 
The play ReCH (reuse cultural heritage) process.
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co-explore, co-design, co-test/co-evaluate, Blam deeply analyzes the territo-
ries with communities, through collaborative processes. On the one hand, the 
Play ReCH platform leads the user during the registration phase to express his 
or her connection with the territory for establishing different starting per-
spectives; on the other hand, it stimulates the player to create deep links with 
the territory and with disused or under-utilized heritage. The co-exploration 
phase is therefore crucial, and it is expressed in the platform through the pos-
sibility of knowing the places interested by the single mission, or suggesting 
cultural heritage places in which the missions will be active. By choosing each 
site-specific mission, it is thus possible to view a digital showcase with a de-
tailed description of the asset concerned, whose textual and photographic con-
tent can be produced collaboratively with experts in the sector, local realities, 
local associations, thematic social groups, owners or managers of the assets, 
and so on. The co-explore and community user profiling phase allow defining 
an input component useful to the value chain of the company’s impact.

3. “Co-design Play ReCH missions”. The experiences’ design phase to enhance the 
cultural heritage, tangible and intangible, is the moment when the main goal 
of Play ReCH is synthesized into sub-goals, focused on specific places (in the 
case of site-specific missions, e.g., in a city, neighborhood, museum, etc.), or 
on specific experiences that can be replicated in different “clusters” of places 
(in the case of site-specific missions where the required actions can be carried 
out in all territories, e.g., in all museums, in a favorite cultural heritage place, 
etc.). The first type of mission becomes relevant as a connection between the 
enterprise and the communities in the territories where regenerative strategies 
are being carried out. The second type of activity, on the other hand, repre-
sents the moment when the enterprise becomes scalable, thanks to the techno-
logical infrastructure that finds a global level in which to bring out the strong 
territoriality of its strategies, as well as the realization of a network between 
people and places. In this framework, the co-design activities of the impact 
value chain have a key role within the collaborative decision-making process 
activated. The registered user can choose among the available “missions” in 
which activate the place or the skills required.

Each experience releases the following information: (1) definition of the prob-
lem of the single mission; (2) determination of the objective of the challenge to 
be faced and of the time limit for its realization; (3) regulation to be respected 
in order to reach the objective; (4) knowledge of the physical and theoretical 
context of what is faced in the mission (through digital material disseminated 
on the platform), in order to provide tools and information useful to increase 
the user’s capabilities; (5) points and credits that can be acquired by reaching 
the objective; (6) possibility to invite friends to “play” together for collaborat-
ing as a team; and (7) skills to collect by facing the challenge. The skills, inter-
preted in the game as character medals or abilities, are the skills required by the 
player to participate in the mission, or those that can be acquired at the end of 
the experience, thus leveraging the users’ “achievement” feature.

The registered user can also view the missions carried out so far geo-located 
on a shared mission map. For each experience, he/she can know the places 
involved in the game, the partners who have collaborated in the initiative, the 
users who have carried it out and the results obtained; the player can propose 
a mission by suggesting it on the platform through the completion of the seven 
fields previously identified. Moreover, it is possible to indicate places in the 
city where the player wants to intervene. In this way, the digital platform also 
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becomes a repository of the various voluntary data collected, encouraging the 
direct involvement of citizens and making them protagonists of the interven-
tion choices.

The experiences’ co-design can take place with the different actors of the city: 
from citizens, administrations, local organizations to the cultural actors of the 
territory (artists, associations, museums, foundations, galleries, etc.). In this 
way, the platform concretizes and shows the networking work that a social 
enterprise engaged in the construction of territorial strategies. The app and 
the website thus become open contexts for stakeholders who collaborate in 
the construction of the missions who promote their implementation and who 
come into contact with other realities on a national scale.

Storytelling and the variety of media needed to solve the challenges become 
fundamental to involve the citizen in a continuous role play.

4. “Co-evaluate Play ReCH missions”. The mission performance in real life is cru-
cial because of territories, and communities meet and create links in real life. 
The validation of the experiences carried out, according to the receipt of the 
award, becomes a critical issue both for the game and for the choice of evalua-
tion methods. In order to co-evaluate personal experiences and their impact on 
the territory, Play ReCH requires the user to provide ex-ante and ex-post feed-
back on the acceptance of the challenge, to analyze the variation in knowledge 
of the places involved in the mission and the degree of satisfaction of the com-
pleted experience compared to the initial expectations placed in it. Besides, 
Blam favors users’ ability to work together for defining creative solutions to 
urban problems. Therefore, the platform favors the possibility to comment, in 
a structured and constructive way, the actions carried out by the other players 
and to evaluate the comments received, in order to start virtuous debates and 
produce links between the participants. In this way, the registered player will 
be able to view the open profiles of other users and their content, and the mis-
sions carried out, the media produced, the points and skills acquired.

Co-evaluation assumes a strategic role in the impact value chain under con-
struction, since it allows, through a basic set of criteria and indicators, to 
renew and assign weights in order to measure the outputs of the single experi-
ences concluded, that is, the products and services generated by the activities, 
as well as, in the medium-long term, the outcomes produced by “clusters” of 
actions.

5. “Generate circular impacts”. In order to contribute to building social, cultural, 
and economic networks and to generate circular impacts, Play ReCH acti-
vates gamification processes with related scores, skills, and awards. Through a 
premium fidelity card, the registered user can also accumulate credits neces-
sary to win real prizes. Play ReCH cultural partners, in the “prizes” section of 
the digital platform, dedicate gifts and bonuses to premium players divided by 
credit bracket. The more expensive prizes, the higher the number of credits. 
The player can choose which rewards collect based on its score.

Play ReCH prefers the distribution of prizes useful to increase the player’s 
capabilities: cultural experiences, museum access, workshop activities, training 
courses, eco-design products, and so on.

User-experience and engagement dynamics become fundamental in this game-
thinking-based ecosystem structured as follows. Specifically, Play ReCH is built around 
the mechanics and dynamics of the game, using the techniques of gamification for the 



Systems-of-Systems Perspectives and Applications - Design, Modeling, Simulation…

170

co-explore, co-design, co-test/co-evaluate, Blam deeply analyzes the territo-
ries with communities, through collaborative processes. On the one hand, the 
Play ReCH platform leads the user during the registration phase to express his 
or her connection with the territory for establishing different starting per-
spectives; on the other hand, it stimulates the player to create deep links with 
the territory and with disused or under-utilized heritage. The co-exploration 
phase is therefore crucial, and it is expressed in the platform through the pos-
sibility of knowing the places interested by the single mission, or suggesting 
cultural heritage places in which the missions will be active. By choosing each 
site-specific mission, it is thus possible to view a digital showcase with a de-
tailed description of the asset concerned, whose textual and photographic con-
tent can be produced collaboratively with experts in the sector, local realities, 
local associations, thematic social groups, owners or managers of the assets, 
and so on. The co-explore and community user profiling phase allow defining 
an input component useful to the value chain of the company’s impact.

3. “Co-design Play ReCH missions”. The experiences’ design phase to enhance the 
cultural heritage, tangible and intangible, is the moment when the main goal 
of Play ReCH is synthesized into sub-goals, focused on specific places (in the 
case of site-specific missions, e.g., in a city, neighborhood, museum, etc.), or 
on specific experiences that can be replicated in different “clusters” of places 
(in the case of site-specific missions where the required actions can be carried 
out in all territories, e.g., in all museums, in a favorite cultural heritage place, 
etc.). The first type of mission becomes relevant as a connection between the 
enterprise and the communities in the territories where regenerative strategies 
are being carried out. The second type of activity, on the other hand, repre-
sents the moment when the enterprise becomes scalable, thanks to the techno-
logical infrastructure that finds a global level in which to bring out the strong 
territoriality of its strategies, as well as the realization of a network between 
people and places. In this framework, the co-design activities of the impact 
value chain have a key role within the collaborative decision-making process 
activated. The registered user can choose among the available “missions” in 
which activate the place or the skills required.

Each experience releases the following information: (1) definition of the prob-
lem of the single mission; (2) determination of the objective of the challenge to 
be faced and of the time limit for its realization; (3) regulation to be respected 
in order to reach the objective; (4) knowledge of the physical and theoretical 
context of what is faced in the mission (through digital material disseminated 
on the platform), in order to provide tools and information useful to increase 
the user’s capabilities; (5) points and credits that can be acquired by reaching 
the objective; (6) possibility to invite friends to “play” together for collaborat-
ing as a team; and (7) skills to collect by facing the challenge. The skills, inter-
preted in the game as character medals or abilities, are the skills required by the 
player to participate in the mission, or those that can be acquired at the end of 
the experience, thus leveraging the users’ “achievement” feature.

The registered user can also view the missions carried out so far geo-located 
on a shared mission map. For each experience, he/she can know the places 
involved in the game, the partners who have collaborated in the initiative, the 
users who have carried it out and the results obtained; the player can propose 
a mission by suggesting it on the platform through the completion of the seven 
fields previously identified. Moreover, it is possible to indicate places in the 
city where the player wants to intervene. In this way, the digital platform also 

171

Collaborative Decision-Making Processes for Cultural Heritage Enhancement: The Play ReCH…
DOI: http://dx.doi.org/10.5772/intechopen.92115

becomes a repository of the various voluntary data collected, encouraging the 
direct involvement of citizens and making them protagonists of the interven-
tion choices.

The experiences’ co-design can take place with the different actors of the city: 
from citizens, administrations, local organizations to the cultural actors of the 
territory (artists, associations, museums, foundations, galleries, etc.). In this 
way, the platform concretizes and shows the networking work that a social 
enterprise engaged in the construction of territorial strategies. The app and 
the website thus become open contexts for stakeholders who collaborate in 
the construction of the missions who promote their implementation and who 
come into contact with other realities on a national scale.

Storytelling and the variety of media needed to solve the challenges become 
fundamental to involve the citizen in a continuous role play.

4. “Co-evaluate Play ReCH missions”. The mission performance in real life is cru-
cial because of territories, and communities meet and create links in real life. 
The validation of the experiences carried out, according to the receipt of the 
award, becomes a critical issue both for the game and for the choice of evalua-
tion methods. In order to co-evaluate personal experiences and their impact on 
the territory, Play ReCH requires the user to provide ex-ante and ex-post feed-
back on the acceptance of the challenge, to analyze the variation in knowledge 
of the places involved in the mission and the degree of satisfaction of the com-
pleted experience compared to the initial expectations placed in it. Besides, 
Blam favors users’ ability to work together for defining creative solutions to 
urban problems. Therefore, the platform favors the possibility to comment, in 
a structured and constructive way, the actions carried out by the other players 
and to evaluate the comments received, in order to start virtuous debates and 
produce links between the participants. In this way, the registered player will 
be able to view the open profiles of other users and their content, and the mis-
sions carried out, the media produced, the points and skills acquired.

Co-evaluation assumes a strategic role in the impact value chain under con-
struction, since it allows, through a basic set of criteria and indicators, to 
renew and assign weights in order to measure the outputs of the single experi-
ences concluded, that is, the products and services generated by the activities, 
as well as, in the medium-long term, the outcomes produced by “clusters” of 
actions.

5. “Generate circular impacts”. In order to contribute to building social, cultural, 
and economic networks and to generate circular impacts, Play ReCH acti-
vates gamification processes with related scores, skills, and awards. Through a 
premium fidelity card, the registered user can also accumulate credits neces-
sary to win real prizes. Play ReCH cultural partners, in the “prizes” section of 
the digital platform, dedicate gifts and bonuses to premium players divided by 
credit bracket. The more expensive prizes, the higher the number of credits. 
The player can choose which rewards collect based on its score.

Play ReCH prefers the distribution of prizes useful to increase the player’s 
capabilities: cultural experiences, museum access, workshop activities, training 
courses, eco-design products, and so on.

User-experience and engagement dynamics become fundamental in this game-
thinking-based ecosystem structured as follows. Specifically, Play ReCH is built around 
the mechanics and dynamics of the game, using the techniques of gamification for the 



Systems-of-Systems Perspectives and Applications - Design, Modeling, Simulation…

172

construction of the platform and its sub-category “pontification” for the awarding of 
points, skills, prizes, etc.; the model of serious games for the realization of the mission 
purely online; and the structure of serious urban games for the missions’ design spread 
thanks to the platform.

Blam’s final goal is using Play ReCH data and considers reality as a playground in 
which building heritage communities that share structured regeneration strategies, 
for identifying new ways of evaluating the complex shared social values and the 
effects generated in the impact value chain.

The experiences are designed according to the serious game model used by Jane 
McGonigal in his “Evoke” experiment [87]:

• definition of the problem of the single mission;

• determination of the objective of the challenge to be faced;

• regulation to be followed to achieve the goal; and

• knowledge of the physical and theoretical context of what is faced in the 
mission, in order to provide tools and information useful to increase the user’s 
capabilities.

The mission, which takes the player to the real places of the territories, puts 
the user in contact both with a community of people and with places of cultural 
heritage probably never known before.

Experiences activated in Salerno demonstrated, during the day dedicated to a 
site-specific mission that involved a city museum with an average number of daily 
users equal to 10, how the flow of visitors increased up to 60 in a single afternoon.

The mission validation, through feedback from the player, triggers the assign-
ment of the score and then the repositioning in an overall ranking where you can 
compare with all other users or join the team with them. The score also increases 
according to the ability to share one’s experiences and comment constructively on 
other users’ contributions, thus encouraging the citizen not only to achieve results 
by producing creative answers to the problems of contemporary cities but also 
to collaborate in order to identify possible shared solutions. The construction of 
relationships and sociality is rewarding values compared to the quality of individual 
proposals [88].

Indeed, communities are involved through gamification as an online and offline 
co-production process for the creation of cultural and creative services coming 
from the bonds generated in the network.

The Play ReCH players can always be informed and become co-producers of a 
specific action to enhance heritage by taking part or proposing new experiences, in 
the logic of healthy competitiveness that stimulates collaboration and innovation. 
The data collection of the players and their actions helps the continuous re-defini-
tion of the value proposition of this social enterprise.

Through a premium subscription, which it is possible to access through the 
purchase of a fidelity card, the player accumulates credits and access prizes made 
available by cultural partners. The aim is to provide real rewards aimed at increas-
ing players’ capabilities, in terms of training, experience, and creativity.

Play ReCH is configured as the technological infrastructure of the project. Based 
on integration and interactivity criteria, it is a concrete support tool for the digital 
strategy. The web/mobile platform will be developed in-house with Open Source 
technologies to ensure full management autonomy in the long term. It will contain 
valuable Call to Action, Gamification, Geolocation, and Data Collection modules 
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to guide the project strategies. An E-Commerce section will be dedicated to the 
purchase of cards and premium activities. It will integrate fb + ig social platforms 
for mass sharing, participation in gaming mechanisms, and social marketing opera-
tions to amplify engagement.

In this way, the enhancement of heritage becomes not only conservation 
and transmission of cultural heritage to future generations but also a continu-
ous experience of re-discovery and re-writing by experts and non-experts, in a 
dynamic participatory process called to constantly elicit and co-evaluate emerg-
ing complex values. Play ReCH thus aligns itself with the 2005 Faro Convention, 
which establishes how cultural participation has a significant impact on people’s 
quality of life.

3.2  Toward a new model of creative cultural enterprise for cultural heritage 
enhancement

One of the primary purposes of Play ReCH is to implement an integrated cultural 
offer and accelerate the spread of virtuous behavior in the reuse and enhancement of 
cultural heritage, generating new jobs in the creative field and forming an active, cre-
ative community. Belonging to a membership that gives access to dedicated services 
helps to strengthen the territorial identity and generate the empowerment. At the 
same time, the promotion of cultural and creative services supports local actors and 
improves the degree of user satisfaction with the existing cultural offer.

If in the short term it is possible to evaluate an immediate increase in the number 
of visitors, an increase in the monetization of the cultural heritage, and a more 
widespread recognition of the goods affected by the experiences, in the medium to 
long term, it is possible to see how the degree of involvement in the consumption of 
cultural experiences allows to strengthen the link with the territory, produce greater 
social cohesion, and contribute to the reduction of cultural poverty.

MarketsandMarkets is showing a significant growth trend for the use of 
applications, platforms, and methodologies based on the logic of the game, going 
from a turnover of 1.65 billion in 2015 to over 11 billion dollars in 2020. Virtual 
reality and game thinking, in general, are now closely connected to the business, 
able to consolidate business relationships with existing customers and create new 
ones with those not yet loyal. The #PlayOriginal campaign launched by Original 
Marines in 2015, which stimulated customers to face offline and online missions 
at the stores in order to earn bonuses and awards, in just 4 months has recorded 
300,000 visits to the site, 30,000 subscribers of which 85% from the web and 
15% from stores, 10,000 photos received to participate in the missions, 10 mil-
lion impressions of the campaigns, and more than 2000 sales generated in stores 
thanks to the contest [89].

In the field of cultural heritage, the application of game design mechanics and 
dynamics is still not very widespread. It is still considered by organizations that 
see its potential only in experiences intended as an output of the organizations 
themselves, as concluded packages that emerge with a discontinuous offer (on 
commission) and with a little interactive technology (web site and social page). 
In 2015, the experience of CriticalCity Upload also ended, an Italian non-profit 
organization, which in 4 years has promoted experiences of urban creative trans-
formation and civic activism based on fun theory, co-designed or totally proposed 
by users through an interactive web platform where it was possible to propose 
missions, take part, accumulate points and climb the ranking.

Since 2011, thanks to the support of foundations and cooperatives, 1092 hours of 
game days have been accumulated, 21,064 missions carried out in Italy and around 
the world, reaching 13,901 international players.
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to guide the project strategies. An E-Commerce section will be dedicated to the 
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From the analysis of competitors, Play ReCH Blam supports the idea of a hybrid 
social enterprise that integrates profit and non-profit to provide a continuous 
cultural offer thanks to an interactive technology platform/app.

To this end, a freemium B2B and B2C business model is structured. The core 
of the BM is represented by the potential franchising of the platform, which is 
the possibility to resell it to entities (municipalities, regions, schools, etc.) in 
order to create geographically divided substructures capable of disseminating 
site-specific missions for their territories: on one hand, if this guarantees the 
promotion and an unprecedented involvement of their tangible and intangible 
cultural heritage, and on the other hand, it guarantees loyalty from players, local 
or not, who intercede with it in order to overcome missions and earn points, 
learning and promoting solutions to their critical issues. Other interlocutors of 
B2B Play ReCH, with whom the player can co-design site-specific missions, are as 
follows:

• the cultural organizations in the area (museums, churches, archeological 
parks, etc.);

• cultural associations and creative people who can find in the platform a 
national showcase for their activities, and in Blam a team of experts to co-
design cultural experiences with a high degree of involvement; and

• the commercial actors of the territories, which are part of the cultural missions 
with locations, products, and corporate mission.

Added to these are the Play ReCH cultural partners, who are those guarantee 
user rewards on a national scale (chains of bookshops, publishing houses, news-
papers, training centers, etc.), and the other urban game designers, for whom Play 
ReCH becomes a marketplace with a commission percentage.

Through online/offline gamification tools, it is ensured that the process of 
knowledge and enjoyment of cultural heritage is able to generate regeneration 
“experiences” based on sustainability, equity, and protection of creative expressions. 
Considering the high unemployment rate in Italy between 15 and 34 years old (17.8% 
on a national scale and 16.2% in the South, with a figure almost double the national 
average, according to ISTAT data as at December 12, 2019) and more specifically the 
unemployment rate among artists and creative people in general (26.8% for those 
under 30 and 36.3% between 31 and 40 years old, according to Inps 2017 data), we 
want to overcome the gap with the use of the web as a multiplier of projects, capable 
of generating new forms of collaboration and training. An expected number of new 
employees in the social enterprise (among partners, working partners, and collabo-
rators) of 6 is expected, where 5 are women from Campania, all under 35 of which 3 
NEETs. It is hypothesized that, starting from these opportunities for contract work 
or consultancy, the project will be able to build new jobs in the cultural and creative 
field for actors and users involved.

The user-centric enterprise formulated in this way expands the rigid perimeter 
of the canonical closed and polarizing for-profit organizations concerning the 
urban and social context, considerably reducing its index of centrality to open up 
to the relational dimension in which, more than the top of relationships, it becomes 
the producer of polycentric relationships. The user is no longer just a stakeholder 
of interest, but an asset-holder of resources [47], co-producer of content, and 
co-evaluator of impacts. The ReCH players can always be informed and become co-
producers of a specific action to enhance heritage by taking part or proposing new 
experiences, in the logic of healthy competitiveness that stimulates collaboration 
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and innovation. The data collection of the players and their actions helps the 
continuous re-definition of the value proposition of this social enterprise.

Personal user registration, continuous feedback, choices, and proposals allow Blam 
to have a dynamic and continuously updated pool of information to better understand 
the relationship between citizens and their heritage and reformulate the offer in real 
time. With Play ReCH, citizens become urban sensors that bring and produce value.

4. Discussion and conclusions

The Country Brand Index 2018 highlights that Italy is the first country in the 
world in terms of cultural influence. In the same year, the Federculture statistics 
include Italy among the worst in the world in terms of cultural heritage valorization. 
This paradox emerges in the 2018 European Year of Cultural Heritage, on the real 
opportunities for reuse and enhancement of Italian Heritage, if it is true that all 
museums, monuments, and national archeological sites bill in a year as much as one 
French museum, the Louvre [90].

All these translate into two main critical factors: the loss of earnings for owners 
and managers of a vast under-utilized asset on the one hand, and the continuing 
growth of educational poverty in Italy on the other hand.

The Play ReCH web-platform, winner of the 2019 Welfare Che Impresa call, can 
be the tool for rethinking the management model of cultural heritage reuse through 
gamification processes in combining technology and reality, involving city users 
within creative processes co-designed with different local actors.

The experience on the Play ReCH platform starts with profiling to become part 
of the community, releasing at the same time necessary information to customize 
the offer. Starting from an overall macro-mission that from the beginning puts the 
user in front of a global challenge, different issues related to the cultural, social, 
economic, and environmental crisis of the territories, expressed in daily missions, 
site-specific experiences, or generically addressed throughout the country, are 
declined. Each mission has a precise time to be accomplished, releasing skills based 
on the skills to be put into play or to be acquired with the specific experience, and 
points useful to climb positions in a general ranking.

The networking of community-actors-places accelerates the production of 
regenerative actions, thus transforming fragile urban heritage into catalysts of new 
energies. Indeed, by purchasing the Play ReCH card, the various players, members 
of the network, access the dedicated services, accumulate the points and receive 
the prizes, participating in creative cultural experiences useful for enhancing the 
cultural heritage and implementing the urban regeneration processes.

The project aims to respond to the social need of culture as welfare demand, 
identifying young people and cultural heritage, disused or under-used, as crucial 
resources for triggering new projects. Through the online/offline gamification 
tools, the process of knowledge and valorization of cultural heritage can generate 
“experiences” of urban regeneration, based on sustainability and protection of 
creative expressions, overcoming the gap with the use of the network as a multiplier 
of projects, able to generate new forms of collaboration in the game. The Play ReCH 
project has the potential to redesign the relationship among territories and entre-
preneurship starting from processes of hybridization and contamination between 
profit and nonprofit, between formal economy and new economies, and leveraging 
the potential provided by technologies and gamification processes. The Play ReCH 
platform, for better understanding social complex dynamics to consider, intends 
experimenting the proposed approach in different territories in order to test how 
gamification can improve a real cultural valorization process.
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and managers of a vast under-utilized asset on the one hand, and the continuing 
growth of educational poverty in Italy on the other hand.

The Play ReCH web-platform, winner of the 2019 Welfare Che Impresa call, can 
be the tool for rethinking the management model of cultural heritage reuse through 
gamification processes in combining technology and reality, involving city users 
within creative processes co-designed with different local actors.

The experience on the Play ReCH platform starts with profiling to become part 
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energies. Indeed, by purchasing the Play ReCH card, the various players, members 
of the network, access the dedicated services, accumulate the points and receive 
the prizes, participating in creative cultural experiences useful for enhancing the 
cultural heritage and implementing the urban regeneration processes.

The project aims to respond to the social need of culture as welfare demand, 
identifying young people and cultural heritage, disused or under-used, as crucial 
resources for triggering new projects. Through the online/offline gamification 
tools, the process of knowledge and valorization of cultural heritage can generate 
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The proposed methodological approach allows answering the first of our research 
questions by identifying how it is possible to build a creative cultural enterprise for cul-
tural heritage enhancement able to implement innovative evaluation and management 
models in terms of the business value proposition.

At the same time, experimentation with the Play ReCH platform represents the 
way to test how gamification can improve collaborative decision-making processes 
for the enhancement of cultural heritage.

Through the analysis of the methodological approach, it is possible to highlight 
how some issues remain open which only direct experimentation will allow to 
explicitly explain, by reviewing the articulation of the phases and the ways of 
implementing the game.

If we analyze the first phase, “Create a heritage community,” it is possible to 
highlight that it represents a real opportunity to activate and make protagonists, 
citizens who progressively establish relationships and ties with the cultural asset, 
becoming part of the same community, in coherence with the indications of Faro’s 
declaration on heritage communities.

The second phase, “Co-explore the cultural heritage,” allows promoting collabo-
ration between the different players, facilitating interaction and allowing to identify 
shared missions capable of generating a chain of values and impacts that affect both 
the community and the assets.

The third phase, “Co-design Play ReCH missions,” allows to identify the mis-
sions and select the preferable actions. This phase represents the most complex 
moment of the decision-making process, in which it becomes essential to be able to 
define the feasible missions, shared and able to improve the conditions of cultural 
heritage without compromising their characteristics. In this phase, the management 
of the game is crucial for the outcome of the missions.

The fourth phase, “Co-evaluate Play ReCH missions,” clearly introduces a collab-
orative evaluation process, which allows the different players not only to self-assess 
their missions and their results but also to evaluate those of the other players. In this 
phase, players’ awareness of the missions’ objectives is fundamental, respecting and 
valuing the other players. Furthermore, how co-evaluation is carried out is decisive, 
which must be open, democratic, and inclusive.

The fifth phase, “Generate circular impacts,” includes the ability of each mission 
to determine impacts on the cultural heritage and the territory consistent with the 
principles of the circular economy. In this phase, it is possible to verify the validity 
of the mission, its ability to influence the behavior of the players and to involve new 
players, to activate a chain of values and positive impacts. It is not evident that mis-
sions can generate circular impacts and the selection of actions that are capable of 
doing so can be one of the criteria to be taken into account in identifying missions.

By observing the stages of the process, it can be highlighted how the role of the 
cultural and creative enterprise that manages the Play ReCH platform is determined 
and requires skills both on the enhancement and management of cultural heritage 
and on multidimensional assessment, processes focused to conflict management.

The application of the Play ReCH platform will allow to test the decision-
making model focused on game-thinking and to verify in operational terms 
how much the gamification process will contribute to improving strategies for 
enhancing cultural heritage.
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Chapter 11

Existence of Open Loop Equilibria
for Disturbed Stackelberg Games
T.-P. Azevedo Perdicoúlis, G. Jank and P. Lopes dos Santos

Abstract

In this work, we derive necessary and sufficient conditions for the existence of
an hierarchic equilibrium of a disturbed two player linear quadratic game with open
loop information structure. A convexity condition guarantees the existence of a
unique Stackelberg equilibria; this solution is first obtained in terms of a pair of
symmetric Riccati equations and also in terms of a coupled of system of Riccati
equations. In this latter case, the obtained equilibrium controls are of feedback type.

Keywords: differential games, linear quadratic, Riccati differential equations,
Stackelberg equilibrium, worst-case disturbance

1. Introduction

The study of linear quadratic (LQ) games has been addressed by many authors
[1–4]. This type of games is often used as a benchmark to assess the game equilib-
rium strategies and its respective outcomes. In a disturbed differential game, each
player calculates its strategy taking into account a worst-case unknown disturbance.
In non-cooperative game theory, the concept of hierarchical or Stackelberg games is
very important, since different applications in economics and engineering exist
[1, 5]. This is also the case of gas networks where a hierarchy may be assigned to its
controllable elements—compressors, sources, reductors, etc… Also, for this appli-
cation, the modelling as a disturbed game makes a lot of sense, since the unknown
offtakes of the network can be modelled as unknown disturbances. Further research
on Stackelberg games can be found for instance in AbouKandil and Bertrand [6];
Medanic [7]; Yong [8]; Tolwinski [9].

No assumptions/constraints are made of the disturbance. To be easier to under-
stand the hierarchical concept, we consider only two players. Therefore, we study a
LQ game of two players with Open Loop (OL) information structure where the
players choose its strategy according to a modified Stackelberg equilibrium. Player-
1 is the follower and chooses its strategy after the nomination of the strategy of the
leader. Player-2, the leader, chooses its strategy assuming rationality of the follower.
Both players find their strategies assuming a worst-case disturbance.

In this work, we consider a finite time horizon, where for applications this is
chosen according to the periodicity of the operation of the problem being studied.

The disturbed case of the representation of optimal equilibria for noncoopera-
tive games has been studied [10, 11] considering a Nash equilibrium. It is the aim of
this paper to generalise the work of Jank and Kun to Stackelberg games and extend
the results presented in Freiling and Jank [12]; Freiling et al. [13] to the disturbed
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case. To calculate the controls, we use a value function approach, appropriately
guessed. Thence, we obtain sufficient conditions of existence of these controls and
its representation in terms of the solution of certain Riccati equations. Furthermore,
a feedback form of the worst-case Stackelberg equilibrium is obtained.

In a future paper, we expect to present analogous conditions using an operator
approach.

In Section 2, we define the disturbed LQ game and define Stackelberg worst-case
equilibrium. In Section 3, we derive sufficient conditions for the existence of a
worst-case Stackelberg equilibrium under OL information structure and investigate
how are these solutions related to certain Riccati differential equations. Section 4
concludes the paper and outlines some directions for future work.

2. Fundamental notions

We start with the concept of best reply:
Definition 2.1. (Best reply) Let ΓN be a N-player differential game. For

i∈ 1, … ,Nf g,
γ �ið Þ ≔ γ1, … , γi�1, γiþ1, … , γN

� �
∈ ⊗ j6¼iU j:

We say that ~γi is the best reply against γ �ið Þ if

Ji γ1, … , γi�1,~γi, γiþ1, … , γN
� �

≤ Ji γ1, … , γNð Þ

holds for any strategy γi ∈U i. We denote the set of all best replies by Ri γ �ið Þ
� �

.

We study games of quadratic criteria, defined in a finite time horizon t0, t f
� �

⊂
and subject to a linear dynamics, controlled players and also an unknown distur-

bance. Hereby also consider u j ¼ γ j t, η j

� �
, where η j is the information structure of

Player-j. In this case, η j, j ¼ 1, … ,N, is of OL type.
Definition 2.2. (Linear Quadratic (LQ) differential game) Let ΓN be an N�

player differential game finite time horizon T ¼ t0, t f
� �

: Suppose further that:

i. the dynamics of the game are assumed to obey a linear differential equation

_x tð Þ ¼ A tð Þx tð Þ þ
XN
j¼1

B j tð Þu j tð Þ þ C tð Þw tð Þ,

x t0ð Þ ¼ x0:

(1)

In this equation, t∈ T , where the initial t0 and the final t f are finite and fixed,
the state x tð Þ is an n� dimension vector of continuous functions defined in T and
with x t f

� � ¼ x f . The controls ui, i ¼ 1, … ,N, are square (Lebesgue) integrable and
the mi� dimension vector of continuous functions is also defined in T . Also, the
disturbance w tð Þ∈Lm Tð Þ: The different matrices are of adequate dimension and
with elements continuous in T .

i. the performance criteria are of the form

Ji ui, u �ið Þ,w
� � ¼ K x t f

� �� �þ
ðt f
t0
Ψ ui, u �ið Þ,w
� �

dt: (2)
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where

K x t f
� �� � ¼ xT t f

� �
Kif x t f

� �
(3)

Ψ ui, u �ið Þ,w
� � ¼ xT tð ÞQi tð Þx tð Þ þ wT tð ÞPi tð Þw tð Þ

þ
XN
j¼1

uTj tð ÞRij tð Þu j tð Þ,
(4)

with symmetric matrices Kif ∈n�n and symmetric, piecewise continuous and
bounded matrix valued functions Qi tð Þ∈n�n, Rij tð Þ∈mi�m j and Pi tð Þ∈m�m,
i ¼ 1, 2, … ,N:

We observe that no cost functional is assigned to the disturbance term because
no constraints can be applied on an “unpredictable” parameter. In what follows, we
consider N ¼ 2: To extend the theory to N > 2, since this is an hierarchical solution,
we need to define the structure of the leaders and followers in the game. We can
even have more than two hierachy levels. We assume that Player-2 is the leader and
Player-1 is the follower.

The leader seeks a strategy u ∗
2 tð Þ in OL information structure and announces it

before the game starts. This strategy is found knowing how the follower reacts to his
choices. The follower calculates its strategy as a best reply to the strategy announced
by the leader.

Problem 2.1. Find the control u ∗
i ∈U i, i ¼ 1, 2, in T for which

J ∗i ui, u ∗
�ið Þ,w

� �
, i ¼ 1, 2, is minimal when subject to constraints u ∗

i tð Þ ¼
γ ∗
i t, ηi tð Þð Þ, i ¼ 1, 2, and (1) and considering a worst-case disturbance.
Consider U i, i ¼ 1, 2, the sets of functions such that (1) is solvable and Ji exists,

with ui, i ¼ 1, 2, in these conditions U i, i ¼ 1, 2,W are said the sets of admissible
controls and disturbance, respectively.

Definition 2.3. (Stackelberg equilibrium) Let Γ2 be a 2-person differential game,
we define the Stackelberg/worst-case equilibrium in two stages.

1.A function ŵi uð Þ∈W is called the worst-case disturbance, from the point of
view of the ith player belonging to the set of admissible controls, if

J ∗i ui, u ∗
�ið Þ, ŵi

� �
≥ J ∗i ui, u ∗

�ið Þ,w
� �

, i ¼ 1, 2, (5)

holds for each w∈W. There exists exactly one worst-case disturbance from
the point of view of the ith player according to every set of controls.

2.We say that the controls u ∗
1 , u

∗
2

� �
form a worst-case Stackelberg equilibrium if

i. The leader chooses u ∗
2 such that

max
γ1 ∈R1 u ∗

2ð Þ
J2 γ1, u

∗
2 , ŵ2

� �
≤ max

γ1 ∈R1 u2ð Þ
J2 γ1, u2, ŵ2ð Þ

for all u2 ∈U2:

ii. The follower then chooses u ∗
1 such that

187

Existence of Open Loop Equilibria for Disturbed Stackelberg Games
DOI: http://dx.doi.org/10.5772/intechopen.92202



case. To calculate the controls, we use a value function approach, appropriately
guessed. Thence, we obtain sufficient conditions of existence of these controls and
its representation in terms of the solution of certain Riccati equations. Furthermore,
a feedback form of the worst-case Stackelberg equilibrium is obtained.

In a future paper, we expect to present analogous conditions using an operator
approach.

In Section 2, we define the disturbed LQ game and define Stackelberg worst-case
equilibrium. In Section 3, we derive sufficient conditions for the existence of a
worst-case Stackelberg equilibrium under OL information structure and investigate
how are these solutions related to certain Riccati differential equations. Section 4
concludes the paper and outlines some directions for future work.

2. Fundamental notions

We start with the concept of best reply:
Definition 2.1. (Best reply) Let ΓN be a N-player differential game. For

i∈ 1, … ,Nf g,
γ �ið Þ ≔ γ1, … , γi�1, γiþ1, … , γN

� �
∈ ⊗ j6¼iU j:

We say that ~γi is the best reply against γ �ið Þ if

Ji γ1, … , γi�1,~γi, γiþ1, … , γN
� �

≤ Ji γ1, … , γNð Þ

holds for any strategy γi ∈U i. We denote the set of all best replies by Ri γ �ið Þ
� �

.

We study games of quadratic criteria, defined in a finite time horizon t0, t f
� �

⊂
and subject to a linear dynamics, controlled players and also an unknown distur-

bance. Hereby also consider u j ¼ γ j t, η j

� �
, where η j is the information structure of

Player-j. In this case, η j, j ¼ 1, … ,N, is of OL type.
Definition 2.2. (Linear Quadratic (LQ) differential game) Let ΓN be an N�

player differential game finite time horizon T ¼ t0, t f
� �

: Suppose further that:

i. the dynamics of the game are assumed to obey a linear differential equation

_x tð Þ ¼ A tð Þx tð Þ þ
XN
j¼1

B j tð Þu j tð Þ þ C tð Þw tð Þ,

x t0ð Þ ¼ x0:

(1)

In this equation, t∈ T , where the initial t0 and the final t f are finite and fixed,
the state x tð Þ is an n� dimension vector of continuous functions defined in T and
with x t f

� � ¼ x f . The controls ui, i ¼ 1, … ,N, are square (Lebesgue) integrable and
the mi� dimension vector of continuous functions is also defined in T . Also, the
disturbance w tð Þ∈Lm Tð Þ: The different matrices are of adequate dimension and
with elements continuous in T .

i. the performance criteria are of the form

Ji ui, u �ið Þ,w
� � ¼ K x t f

� �� �þ
ðt f
t0
Ψ ui, u �ið Þ,w
� �

dt: (2)

186

Systems-of-Systems Perspectives and Applications - Design, Modeling, Simulation…

where

K x t f
� �� � ¼ xT t f

� �
Kif x t f

� �
(3)

Ψ ui, u �ið Þ,w
� � ¼ xT tð ÞQi tð Þx tð Þ þ wT tð ÞPi tð Þw tð Þ

þ
XN
j¼1

uTj tð ÞRij tð Þu j tð Þ,
(4)

with symmetric matrices Kif ∈n�n and symmetric, piecewise continuous and
bounded matrix valued functions Qi tð Þ∈n�n, Rij tð Þ∈mi�m j and Pi tð Þ∈m�m,
i ¼ 1, 2, … ,N:

We observe that no cost functional is assigned to the disturbance term because
no constraints can be applied on an “unpredictable” parameter. In what follows, we
consider N ¼ 2: To extend the theory to N > 2, since this is an hierarchical solution,
we need to define the structure of the leaders and followers in the game. We can
even have more than two hierachy levels. We assume that Player-2 is the leader and
Player-1 is the follower.

The leader seeks a strategy u ∗
2 tð Þ in OL information structure and announces it

before the game starts. This strategy is found knowing how the follower reacts to his
choices. The follower calculates its strategy as a best reply to the strategy announced
by the leader.

Problem 2.1. Find the control u ∗
i ∈U i, i ¼ 1, 2, in T for which

J ∗i ui, u ∗
�ið Þ,w

� �
, i ¼ 1, 2, is minimal when subject to constraints u ∗

i tð Þ ¼
γ ∗
i t, ηi tð Þð Þ, i ¼ 1, 2, and (1) and considering a worst-case disturbance.
Consider U i, i ¼ 1, 2, the sets of functions such that (1) is solvable and Ji exists,

with ui, i ¼ 1, 2, in these conditions U i, i ¼ 1, 2,W are said the sets of admissible
controls and disturbance, respectively.

Definition 2.3. (Stackelberg equilibrium) Let Γ2 be a 2-person differential game,
we define the Stackelberg/worst-case equilibrium in two stages.
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� �
≤ max

γ1 ∈R1 u2ð Þ
J2 γ1, u2, ŵ2ð Þ
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R1 u2ð Þ ¼ u1jJ1 u1, u2, ŵ1ð Þ≤ J1 γ1, u2, ŵ1ð Þf g:

To guarantee the uniqueness of OL Stackelberg solutions, matrices are assumed
to satisfy Kif ≥ 0,Qi ≥ 0,Rij >0, i 6¼ j and Rii ≥ 0, i, j ¼ 1, … ,N in T Simaan and
Cruz [14].

In what follows, we drop the dependence of the parameters in t to reduce the
length of the formulas.

3. Sufficient conditions for the existence of OL Stackelberg equilibria

In this section, we withdraw sufficient conditions for the existence of the worst-
case Stackelberg equilibrium, using a value function approach.

A disturbed differential LQ game as defined in Definition 2.2 is said playable if
there exists a unique Stackelberg worst-case equilibrium.

Theorem 3.1. Let the solution of the Riccati differential equation

_E1 ¼ �E1A� ATE1 � Q1 þ E1 S1 þ T1ð ÞE1,

E1 t f
� � ¼ K1f ,

(6)

with S1 ¼ B1R�1
11 B

T
1 and T1 ¼ CP�1

1 CT exist on T .
For any given admissible OL control of the leader, u2, define e1 ∈n, d1 ∈ by

_e1 ¼ E1 S1 þ T1ð Þe1 � 2E1B2u2 � ATeT1 ,

e1 t f
� � ¼ 0

(7)

_d1 ¼ � uT2 R12 þ eT1 B2
� �

u2 þ 1
4
eT1 S1 þ T1ð Þe1,

d1 t f
� � ¼ 0:

(8)

Then, the following identity holds:

2J1 u1, u2ð Þ ¼ xT0E1 t0ð Þx0 þ xT0e1 t0ð Þ þ d1 t0ð Þ

þ
ðt f
t0
∥z1 tð Þ∥2R11

dtþ
ðt f
t0
∥z tð Þ∥2P1

dt,
(9)

where ∥z1∥2R11
¼ z1R11z1 with

z1 ¼ u1 þ R�1
11 B

T
1 E1xþ 1

2
e1

� �

and ∥z∥2P1
¼ zP1z with

z ¼ wþ P�1
1 CT E1xþ 1

2
e1

� �

and x a solution of (1).
Proof: The proof is similar to the analogous result for the non-disturbed case

Freiling et al. [13].
Theorem 3.2. Let the solution E1 of (6) exist on T . Then the unique response of

the follower to the leader’s OL strategy u2 tð Þ is given by:
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u ∗
1 ¼ �R�1

11 B
T
1 E1xþ 1

2
e1

� �
, (10)

where the maximum disturbance,

w ∗
1 ¼ �P�1

1 CT E1xþ 1
2
e1

� �
, (11)

was considered. E1 and e1 are the solutions of (6)–(7) and x is then the
solution of

_x ¼ A� S1 þ T1ð ÞE1½ �x� 1
2

S1 þ T1ð Þe1 þ B2u2, (12)

x t0ð Þ ¼ x0: (13)

The corresponding minimal costs then are

J10 ¼ 2J1 u1, u2ð Þ ¼ xT0E1 t0ð Þx0 þ xT0e1 t0ð Þ þ d1 t0ð Þ: (14)

Proof:We have that the unique OL response of the follower to the leader’s
announced strategy u2 (10) under worst-case disturbance (11), that we substitute in
the trajectory (1) to obtain:

_x ¼ A� S1 þ T1ð ÞE1½ �x� 1
2

S1 þ T1ð Þe1 þ B2u2:

The cost functional minimal value is obtained when we substitute in (9) the
minimal control and themaximal disturbance.

Notice that J10 u2ð Þ is not depending on u1: This, as a matter of fact, is only true if
we consider OL information structure, since otherwise u2 would depend on the
trajectory x and hence, via (1), also on u1: In OL Stackelberg games, the leader tries
next to find an optimal OL control u2 that minimises J2 u1 u2ð Þ, u2ð Þ while u1 u2ð Þ is
defined by (10).

Theorem 3.3. Let the solution of the Riccati differential Eq. (6) and the
solution of

_E2 ¼ �E2H �HTE2 � Q þ E2 Sþ Tð ÞE2,

E2 t f
� � ¼

K2f 0

0 0

0
@

1
A,

(15)

with S21 ≔B1R�1
11 R21R�1

11 B
T
1 , S2 ≔B2R�1

22 B
T
2 and T2 ≔CP�1

2 CT : Also

H≔
A �S1

�Q1 E1T1 � AT

� �
, Q ≔

Q2 0

0 S21

� �
, S≔

S2 0

0 0

� �
and

T≔
T2 T2E1

E1T2 E1T2E1

� �
exist in T , where E2 ∈2n�2n: Also B ≔

B2

0m1�n

� �
:

For any given control u2 of the leader, define functions e2 ∈3n, v1, vw, x∈n

and d2 ∈ in T by the following initial and terminal value problems:

_e2 ¼ �HT þ E2 Sþ Tð Þ� �
e2, e2 t f

� � ¼ 0 (16)
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� �

and ∥z∥2P1
¼ zP1z with

z ¼ wþ P�1
1 CT E1xþ 1

2
e1

� �
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_d2 ¼ 1
4
eT2 Sþ Tð Þe2, d2 t f

� � ¼ 0 (17)

_v1 ¼ �Q1xþ E1T1 � AT� �
v1 þ E1Cw,
v1 t0ð Þ ¼ v10

(18)

_x ¼ Ax� S1v1 þ B2u2 þ Cw, x t0ð Þ ¼ x0, (19)

with v1 ≔ E1 þ 1
2 e1

� �
:

Then, we obtain

u ∗
1 ¼ �R�1

11 B
T
1 v1,

w ∗
1 ¼ �P�1

1 CTv1,

and the following identity

2J2 u ∗
1 ; u

∗
2 ;w

∗
2

� � ¼ xT0 v10
� �

E2 t0ð Þ
x0

v10

 !

þ xT0 v10
� �

e2 t0ð Þ þ d2 t0ð Þ
þ Ð tft0 ∥z2∥2R22

dtþ Ð tft0 ∥z∥2P2
dt,

where y ¼ x
v1

� �
, ∥z2∥2R22

¼ z2R22z2 and

z2 ¼ u2 þ R�1
22 B

T
2 0m1�n

� �
E2yþ 1

2
e2

� �

and 0mi�n, i ¼ 1, 2 the mi � n dimensional zero matrix and ∥z∥2P2
¼ zP2z and

z ¼ w2 þ P�1
2 CT

1 E2yþ 1
2
e2

� �
:

Proof: Consider (10): u ∗
1 ¼ �R�1

11 B
T
1 E1xþ 1

2
e1

� �

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
≔ v1

: Then, differentiate v1 and

substitute the derivatives into the obtained expression using (6), (7) and (8). Also,
the optimal control u ∗

1 and disturbance w ∗
1 in (11). Hence:

_v1 ¼ �Q1x� ATv1,
_x ¼ Ax� S1v1 þ B2u2 þ Cw:

Hence defining H≔
A �S1

�Q1 E1T1 � AT

� �
, B≔

B2

On�m2

� �
and C1 ≔

I
E1

� �
C:We

define y≔
x
v1

� �
to write these two equations as: (??) as:

_y ¼ Hyþ Bu2 þ C1w (20)

Next, we consider the following value function

~V2 tð Þ ¼ V2 t, y tð Þð Þ ¼ yTE2yþ eT2 yþ d2 (21)
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for some mappings E2 : T ! 2n�2n, e2 : T ! 2n, and d2 : T ! 2, where E2 is
symmetric for each t∈T:

We consider (21), where we substitute (20):

d~V2

dt
¼ d

dt
yTE2yþ eT2 yþ d2
� �

¼ _yTE2yþ yT _E2yþ yTE2 _yþ _eT2 yþ eT2 _yþ _d2

þxTQ2xþ uT1 R21u1 þ uT2 R22u2 þ wTP2w� ψ2

¼ yTHT þ uT2 B
TwTCT

1

� �
E2y

þyT _E2yþ yTE2 Hyþ Bu2 þ C1wð Þ
þ_eT2 yþ eT2 Hyþ Bu2 þ C1wð Þ þ _d2

þyT
Q2 0

0 S21

 !

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
≔Q

yþ uT2 R22u2 þ wTP2w� ψ2

Now we associate certain terms

¼ yT HTE2 þ _E2 þ E2H þQ
� �

y

þ u2 � y2
� �TR22 u2 � y2

� �

þyT2 R22u2 þ uT2 R22y2 � yT2 R22y2

þ w� αð ÞTP2 w� αð Þ
þwTP2αþ αTP2w� αTP2α

þuT2 BTE2yþ BTe2
� �þ yTE2Bþ 1

2
eT2 B

� �
u2

þwT CT
1 E2yþ CT

1 e2
� �þ yTE2C1 þ 1

2
eT2C1

� �
w

_eT2 þ eT2H
� �

yþ _d2 � ψ2

and furthermore

¼ yT HTE2 þ _E2 þ E2H þQ
� �

y� ψ2

þ u2 � y2
� �TR22 u2 � y2

� �� yT2 R22y2

þ w� αð ÞTP2 w� αð Þ � αTP2α

þuT2 BTE2yþ BT 1
2
e2 þ R22y2

� �

þ yTE2Bþ 1
2
eT2 By

T
2 R22

� �
u2

þwT CT
1 E2yþ CT

1
1
2
e2 þ P2α

� �

þ yTE2C1 þ 1
2
eT2C1 � αTP2

� �
w

_eT2 þ eT2H
� �

yþ _d2 � ψ2
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4
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� �
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11 B
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and the following identity
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� �
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� �
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� �
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� �
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Consider

R22y2 þ BT
2 Om2�n

� �
E2yþ 1

2
e2

� �
¼ 0

and also

CT
1 E2yþ 1

2
e2

� �
þ P2α ¼ 0

If R22 >0 then y2 ¼ �R�1
22 BT

2 Om2�n
� �

E2yþ 1
2 e2

� �
: If P2 >0 then

α ¼ �P�1
2 C1 E2yþ 1

2 e2
� �

:

Define S≔
S2 0

0 0

� �
and T≔

T2 T2E1

E1T2 E1T2E1

� �
. Substitute this y2 and α in the

calculations:

¼ yT HTE2 þ _E2 þ E2H þQ � E2 Sþ Tð ÞE2
� �

y

þ u2 � y2
� �TR22 u2 � y2

� �þ w� αð ÞTP2 w� αð Þ

þ _eT2 þ eT2H � E2 Sþ Tð Þ� �
y

þ _d2 � 1
4
eT2 Sþ Tð Þe2 � ψ2

Considering:

HTE2 þ _E2 þ E2H þ Q � E2 Sþ Tð ÞE2 ¼ 0

_eT2 þ eT2H � eT2 Sþ Tð ÞE2 ¼ 0

_d2 � 1
4
eT2 Sþ Tð Þe2 ¼ 0

that is

_E2 ¼ �HTE2 � E2H � Q þ E2 Sþ Tð ÞE2

_e2 ¼ �HT þ E2 Sþ Tð Þ� �
e2

_d2 ¼ 1
4
eT2 Sþ Tð Þe2

We end up with

d~V2 tð Þ
dt

¼ u2 � y2
� �TR22 u2 � y2

� �

þ w� αð ÞTP2 w� αð Þ � ψ2

(22)

Integrating yields:

~V2 t f
� �� ~V tð Þ ¼

ðt f
t

u2 � y2
� �TR22 u2 � y2

� �h

þ w� αð ÞTP2 w� αð Þs
i
dτ �

ðt f
t
ψ2dτ:
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Further, we assume the mappings E2, e2, d2 to be chosen in such a way that the
following terminal values hold:

E2 t f
� � ¼ K2 f

e2 t f
� � ¼ 0

d2 t f
� � ¼ 0

Then, we obtain ~V2 t f
� � ¼ yT t f

� �
Ky f

y t f
� �

and substituting:

~V2 tð Þ ¼ yT t f
� �

Ky f
y t f
� ��

ðt f
t

u2 � y2
� �TR22 u2 � y2

� �h

þ w� αð ÞTP2 w� αð Þ
i
dτ þ

ðt f
t
ψ2dτ

(23)

Observe that the rhs of (23) does not depend of uj t0,t½ � and the rls of (23) does not
depend of u2j t,t f½ �: Then considering now the infimal value, we recall that:

V2 t, yð Þ ¼ inf
u2j t,t f½ �

ðt f
t
ψ2 τ, ŷ τð Þ, u τð Þð Þdτ þ yT t f

� �
K2 f y t f

� �

Now, we substitute this into (23) and consider the infimal values over all possi-
ble control functions in t, t f

� �
:

~V2 tð Þ ¼ inf yT t f
� �

K2 f y t f
� �þ

ðt f
t
ψ2dτ

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
V2 t, yð Þ

� inf
ðt f
t

u2 � y2
� �TR22 u2 � y2

� �h

þ w� αð ÞTP2 w� αð Þ
i
dτ

then we have:

V2 t, yð Þ ¼ ~V tð Þ þ inf
ujt,t f

ðt f
t

u2 � y2
� �TR22 u2 � y2

� �h

þ w� αð ÞTP2 w� αð Þ
i
dτ

V2 t, yð Þ equals ~V2 tð Þ if u2 � y2 � 0∀t∈ T and w� α ¼ 0: As the leader chooses
his strategy assuming rationality of the follower and worst-case disturbance, the
follower should take also the worst-case disturbance into account.

To conclude, consider t ¼ t0 and hence:

V2 t0, yð Þ ¼ ~V2 t0ð Þ þ inf
ujt0,t f

ðt f
t0

u2 � y2
� �TR22 u2 � y2

� �h

þ w� αð ÞTP2 w� αð Þ
i
dτ
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Consider

R22y2 þ BT
2 Om2�n

� �
E2yþ 1

2
e2

� �
¼ 0

and also

CT
1 E2yþ 1

2
e2

� �
þ P2α ¼ 0

If R22 >0 then y2 ¼ �R�1
22 BT

2 Om2�n
� �

E2yþ 1
2 e2

� �
: If P2 >0 then

α ¼ �P�1
2 C1 E2yþ 1

2 e2
� �

:

Define S≔
S2 0

0 0

� �
and T≔

T2 T2E1

E1T2 E1T2E1

� �
. Substitute this y2 and α in the

calculations:

¼ yT HTE2 þ _E2 þ E2H þQ � E2 Sþ Tð ÞE2
� �

y

þ u2 � y2
� �TR22 u2 � y2

� �þ w� αð ÞTP2 w� αð Þ

þ _eT2 þ eT2H � E2 Sþ Tð Þ� �
y

þ _d2 � 1
4
eT2 Sþ Tð Þe2 � ψ2

Considering:

HTE2 þ _E2 þ E2H þ Q � E2 Sþ Tð ÞE2 ¼ 0

_eT2 þ eT2H � eT2 Sþ Tð ÞE2 ¼ 0

_d2 � 1
4
eT2 Sþ Tð Þe2 ¼ 0

that is

_E2 ¼ �HTE2 � E2H � Q þ E2 Sþ Tð ÞE2

_e2 ¼ �HT þ E2 Sþ Tð Þ� �
e2

_d2 ¼ 1
4
eT2 Sþ Tð Þe2

We end up with

d~V2 tð Þ
dt

¼ u2 � y2
� �TR22 u2 � y2

� �

þ w� αð ÞTP2 w� αð Þ � ψ2

(22)

Integrating yields:

~V2 t f
� �� ~V tð Þ ¼

ðt f
t

u2 � y2
� �TR22 u2 � y2

� �h

þ w� αð ÞTP2 w� αð Þs
i
dτ �

ðt f
t
ψ2dτ:
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Further, we assume the mappings E2, e2, d2 to be chosen in such a way that the
following terminal values hold:

E2 t f
� � ¼ K2 f

e2 t f
� � ¼ 0

d2 t f
� � ¼ 0

Then, we obtain ~V2 t f
� � ¼ yT t f

� �
Ky f

y t f
� �

and substituting:

~V2 tð Þ ¼ yT t f
� �

Ky f
y t f
� ��

ðt f
t

u2 � y2
� �TR22 u2 � y2

� �h

þ w� αð ÞTP2 w� αð Þ
i
dτ þ

ðt f
t
ψ2dτ

(23)

Observe that the rhs of (23) does not depend of uj t0,t½ � and the rls of (23) does not
depend of u2j t,t f½ �: Then considering now the infimal value, we recall that:

V2 t, yð Þ ¼ inf
u2j t,t f½ �

ðt f
t
ψ2 τ, ŷ τð Þ, u τð Þð Þdτ þ yT t f

� �
K2 f y t f

� �

Now, we substitute this into (23) and consider the infimal values over all possi-
ble control functions in t, t f

� �
:

~V2 tð Þ ¼ inf yT t f
� �

K2 f y t f
� �þ

ðt f
t
ψ2dτ

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
V2 t, yð Þ

� inf
ðt f
t

u2 � y2
� �TR22 u2 � y2

� �h

þ w� αð ÞTP2 w� αð Þ
i
dτ

then we have:

V2 t, yð Þ ¼ ~V tð Þ þ inf
ujt,t f

ðt f
t

u2 � y2
� �TR22 u2 � y2

� �h

þ w� αð ÞTP2 w� αð Þ
i
dτ

V2 t, yð Þ equals ~V2 tð Þ if u2 � y2 � 0∀t∈ T and w� α ¼ 0: As the leader chooses
his strategy assuming rationality of the follower and worst-case disturbance, the
follower should take also the worst-case disturbance into account.

To conclude, consider t ¼ t0 and hence:

V2 t0, yð Þ ¼ ~V2 t0ð Þ þ inf
ujt0,t f

ðt f
t0

u2 � y2
� �TR22 u2 � y2

� �h

þ w� αð ÞTP2 w� αð Þ
i
dτ
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Then from (21):

V2 t0, yð Þ ¼ yT0E2 t0ð Þy0 þ eT2 t0ð Þy0 þ d2 t0ð Þ

þ inf
ujt0,t f

ðt f
t0

u2 � y2
� �TR22 u2 � y2

� �h

þ w� αð ÞTP2 w� αð Þ
i
dτ

Defining z2 ≔u2 � y2 ¼ u2 þ R�1
22 B

T
2 0

� �
E2yþ 1

2 e2
� �

and z≔w� α ¼
wþ P�1

2 C1 E2yþ 1
2 e2

� �
, we have:

V2 t0, yð Þ ¼ yT0E2 t0ð Þy0 þ eT2 t0ð Þy0 þ d2 t0ð Þ

þ
ðt f
t0

z2k k2R22
þ zk k2P2

dt

Now, we substitute y0 ¼ x0
v10

� �
:

The leader may choose its best answer either by accounting directly for its
worst-case disturbance or by considering that the follower knows that there is a
worst-case disturbance. In this work, the leader takes the worst-case disturbance
directly into account.

Notice that in the term

J20 ¼ xT0 v10
� �

E2 t0ð Þ x0
v10

� �
, (24)

x0,E2 t0ð Þ, do not depend on the choice of u1, u2: Since we shall study the
situation for Player-2 when Player-1 applies his optimal response control defined in
(10), we have to set v1 ¼ E1xþ 1

2 e1: From (7), we can see that v1 t0ð Þ ¼ v10 depends
on e1 t0ð Þ and hence also on u2:

In order to derive from Theorems (3.1) and (3.3) sufficient conditions for the
existence of a unique worst-case Stackelberg equilibrium, we must get rid of the u2-
dependence on v10: Therefore, we propose to restrict the set of admissible controls
to functions representable in linear feedback form. This is what we do next.

Theorem 3.4. Let the solutions E1 tð Þ∈n�n,E2 ∈2n�2n of (6) and (15) exist in
T , respectively. Let further the coupled system of equations

_K1 ¼ �Q1 � K1A� ATK1 þ K1 S1 þ T1ð ÞK1

þK1S2K2,
(25)

_K2 ¼ �Q2 � K2A� ATK2 þQ1pþ K2S1K1

þK2 S2 þ T2ð ÞK2 þ K2T2E1p,
(26)

_p ¼ �pA� S21K1 þ S1K2 þ A� T1E1ð Þp
þpS1K1 þ p S2 þ T2ð ÞK2 þ pT2E1p,

(27)

admits a solution in T .
Then, there exists a unique open loop disturbed Stackelberg equilibrium in

feedback synthesis which is given by

u ∗
1 tð Þ ¼ �R�1

11 tð ÞBT
1 tð ÞK1 tð Þx tð Þ, (28)

u ∗
2 tð Þ ¼ �R�1

22 tð ÞBT
2 tð ÞK2 tð Þx tð Þ, (29)
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considering worst-case disturbamces w ∗
i and where x tð Þ is a solution of the

closed loop equation

_x ¼ A� S1K1 � S2 þ T2ð ÞK2 � T2E1p½ �x,
x t0ð Þ ¼ x0:

(30)

The minimal cost for the follower, J10 u ∗
2

� �
, is as in (14), and for the leader is

J20 u ∗
1 , u

∗
2

� � ¼ 1
2

xT0 In,KT
1 t0ð Þ� �

E2 t0ð Þ t0ð Þ
In

K1 t0ð Þ

 !
x0

"

þ eT2 t0ð Þ
In

K1 t0ð Þ

 !
x0 þ d2 t0ð Þ

#

where e2 t0ð Þ, d2 t0ð Þ are determined by (16) and (17), respectively.
Proof: The proof is similar to the analogous result for the non-disturbed case [13].
From the convexity assumptions, it follows that S1, S,Q1,Q and E1 t f

� �
,E2 t f
� �

are all semidefinite. Therefore, as far as the convexity conditions hold, the standard
Riccati matrix Eqs. (6) and (15) are globally solvable in �∞, t f

� �
[15].

It still remains the following questions to be answered (i) direct criteria for
solvability of these equations if the convexity assumption is guaranteed as well as
(ii) solvability of the coupled system of Eqs. (25)–(27).

Actually, this system of equations can also be written as a single, nonsymmetric
Riccati matrix differential equation. Hence:

_K1

_K2

_p

0
BB@

1
CCA ¼

Q1

Q2

0

0
BB@

1
CCA�

K1

K2

p

0
BB@

1
CCAA

þ
�AT 0 0

0 �AT Q1

�S21 S1 A� T1E1

0
BB@

1
CCA

K1

K2

p

0
BB@

1
CCA

þ
K1

K2

p

0
BB@

1
CCA S1 þ T1, S2, 0ð Þ

K1

K2

p

0
BB@

1
CCA

K1

K2

p

0
BB@

1
CCA t f
� � ¼

K1f

K2f

0

0
BB@

1
CCA:

(31)

As it can be easily observed, all these Riccati equations are of nonsymmetric
type:

_W ¼ B21 �WB11 þ B22W þWB12W,

W t f
� � ¼ W f ,

(32)

where W is a matrix of order k� n whose coefficients are of adequate size. See
AbouKandil et al. [16] for results on the existence of solution of Riccati equations.
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� �
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, (24)

x0,E2 t0ð Þ, do not depend on the choice of u1, u2: Since we shall study the
situation for Player-2 when Player-1 applies his optimal response control defined in
(10), we have to set v1 ¼ E1xþ 1

2 e1: From (7), we can see that v1 t0ð Þ ¼ v10 depends
on e1 t0ð Þ and hence also on u2:

In order to derive from Theorems (3.1) and (3.3) sufficient conditions for the
existence of a unique worst-case Stackelberg equilibrium, we must get rid of the u2-
dependence on v10: Therefore, we propose to restrict the set of admissible controls
to functions representable in linear feedback form. This is what we do next.

Theorem 3.4. Let the solutions E1 tð Þ∈n�n,E2 ∈2n�2n of (6) and (15) exist in
T , respectively. Let further the coupled system of equations
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(25)
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þK2 S2 þ T2ð ÞK2 þ K2T2E1p,
(26)

_p ¼ �pA� S21K1 þ S1K2 þ A� T1E1ð Þp
þpS1K1 þ p S2 þ T2ð ÞK2 þ pT2E1p,

(27)

admits a solution in T .
Then, there exists a unique open loop disturbed Stackelberg equilibrium in

feedback synthesis which is given by

u ∗
1 tð Þ ¼ �R�1

11 tð ÞBT
1 tð ÞK1 tð Þx tð Þ, (28)

u ∗
2 tð Þ ¼ �R�1
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considering worst-case disturbamces w ∗
i and where x tð Þ is a solution of the

closed loop equation

_x ¼ A� S1K1 � S2 þ T2ð ÞK2 � T2E1p½ �x,
x t0ð Þ ¼ x0:

(30)

The minimal cost for the follower, J10 u ∗
2

� �
, is as in (14), and for the leader is

J20 u ∗
1 , u

∗
2

� � ¼ 1
2

xT0 In,KT
1 t0ð Þ� �

E2 t0ð Þ t0ð Þ
In

K1 t0ð Þ

 !
x0

"

þ eT2 t0ð Þ
In

K1 t0ð Þ

 !
x0 þ d2 t0ð Þ

#

where e2 t0ð Þ, d2 t0ð Þ are determined by (16) and (17), respectively.
Proof: The proof is similar to the analogous result for the non-disturbed case [13].
From the convexity assumptions, it follows that S1, S,Q1,Q and E1 t f

� �
,E2 t f
� �

are all semidefinite. Therefore, as far as the convexity conditions hold, the standard
Riccati matrix Eqs. (6) and (15) are globally solvable in �∞, t f

� �
[15].

It still remains the following questions to be answered (i) direct criteria for
solvability of these equations if the convexity assumption is guaranteed as well as
(ii) solvability of the coupled system of Eqs. (25)–(27).

Actually, this system of equations can also be written as a single, nonsymmetric
Riccati matrix differential equation. Hence:

_K1

_K2

_p

0
BB@

1
CCA ¼

Q1

Q2

0

0
BB@

1
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K1

K2

p

0
BB@

1
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þ
�AT 0 0
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�S21 S1 A� T1E1

0
BB@

1
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K1

K2

p

0
BB@

1
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þ
K1

K2

p

0
BB@

1
CCA S1 þ T1, S2, 0ð Þ

K1

K2

p

0
BB@

1
CCA

K1

K2

p

0
BB@

1
CCA t f
� � ¼

K1f

K2f

0

0
BB@

1
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(31)

As it can be easily observed, all these Riccati equations are of nonsymmetric
type:

_W ¼ B21 �WB11 þ B22W þWB12W,

W t f
� � ¼ W f ,

(32)

where W is a matrix of order k� n whose coefficients are of adequate size. See
AbouKandil et al. [16] for results on the existence of solution of Riccati equations.
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4. Discussion and conclusions

High dimension problems appeal to the use of hierarchic and decentralised
models as differential games. One example of these problems is large networks, as
for instance the management and control of high pressure gas networks. Since this
is a large dimension and geographically dispersed problem, a decentralised formu-
lation captures the non-cooperative nature, and sometimes even antagonistic, of the
different stake-holders in the network.

The network controllable elements can be seen as players that seek their best
settings and then interact among themselves to check for network feasibility. The
equilibrium sought by the players depends on the way the players are organised
among themselves. It makes some sense to have some autonomous elements that
run the network and others follow, as is the case of a main inlet point of a country,
as it happens with the inlet of Sines in the portuguese network. The ultimate goal of
the network is to meet customers’ demand at the lowest cost. As the main variation
of the problem is due to the off-takes, these may be seen as perturbations to
nominal consumption levels of a deterministic model.

Therefore, it makes some sense to view the gas transportation and distribution
system as a disturbed Stackelberg game where the players play against a worst-
case disturbance, that means a sudden change in weather conditions from one
period of operation to the other. Neverthless, the theory is not ready, and also
having in mind the development of algorithms, direct solution methods, and
explicit solution representations need to be further investigated. In this work, we
have obtained sufficient conditions for the existence of the solution of a 2-player
game. However, direct criteria for solvability of this problem needs more work.
Also, the solvability of the coupled system of Eqs. (25)–(27) has to be further
investigated. Also, we would like to solve the same problem using an operator
approach.

Similarly to what we have done in the past for Nash games, we would like to
study this problem considering the underlying dynamics as a repetitive process,
that seems to be adequate to capture the behaviour seemingly periodic of the
network. Also, the boundary control of the network depends on the type of
strategy sought by the players. The structure of these versions of the problems
need to be examined.

The obtained results, in every stage of the work, should be applied to a single
pipe and ideally using some operational data. Furthermore, we expect to apply the
work to a simple network, which is not exactly a straightforward extension.
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Chapter 12

Nash Equilibrium Study for
Distributed Mode Selection and
Power Control in D2D
Communications
Sameh Najeh and Ammar Bouallegue

Abstract

One of the main challenges of LTE-advanced (LTE-A) is to recover the local-
area services and improve spectrum effciency. In order to reach those goals techni-
cal capabilities are required. D2D is a promising techniques for the 5G wireless com-
munications system using several applications, as: network traffic offoading, public
safety, social services and applications such as gaming and military applications. In
this chapter, we investigate both mode selection and distributed power control in
D2D system. Indeed, the mode selection is provided while respecting a predeter-
mined SINR threshold relative to cellular and D2D users. The amount of minimum
and maximum power are then derived to fulffill the predetermined requirements,
by limiting the interference created by underlaid D2D users. In order to realize our
proposed power control step, a new distributed control approach is proposed using
game theory tools for several cellular and D2D users. This distributed approach is
based on the mode selection strategy already proposed in the previous step. Finally,
simulations were established in order to compare the proposed distributed algo-
rithm in terms of coverage probability which is based on game theory, with other
conventional centralized algorithms.
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1. Introduction

The Internet of Things (IoT) is a developing and promising innovation, which
were able to revolutionize the world [1]. IoT manages low-powered gadgets, using
the internet by interacting with one another. IoT interconnect “Things” and also
helps in machine-to-machine (M2M) communication, which is a way of data com-
munication between varied gadgets without human intercession [2].

IoT applications can be classified into six main categories, such as [1]: smart
cities, smart business, smart homes, healthcare, security and surveillance. Regard-
ing these different applications, several requirements should be maintained, like
[2]: (1) high scalability, (2) security and privacy, (3) high capacity, (4) security and
privacy, (5) energy saving, (6) reduced latency, (7) quality of service (QoS), (8)
built-in redundancy, (9) heterogeneity and (10) efficient network and spectrum.

The 5G enabled IoT contains a number of key communication techniques for IoT
applications, in order to make the network with faster speeds and greater
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accessibility. A network that reaches all over the world and is accessible to all. Since
5G technology offers greater connectivity, more and more applications for this
technology are likely to come to the field. Four main categories can be cited in the
this context: (1) Wireless Network Function Virtualization, (2) Architecture of
5–IoT, (3) Heterogeneous Network (HetNet) and (4) Device to Device (D2D)
Communication.

In this chapter, we mainly focus on the last type especially on D2D Communi-
cation [3–8], which allows the exchange of data between user equipment without
the use of the base station. The short distance communication between two
devices (D2D) becomes a challenging way to transmit data, since it benefits the
5–IoT with low power consumption, load balancing and better QoS for edge users.
Indeed, in IoT over 60% of applications require low power, a long battery and also
wide connectivity coverage. Hence, for these reasons more light should needs to
be shed on low-power wireless networks and their prospects in meeting these
requirements. Integrating D2D in cellular networks poses challenges and design
problems, in order to offer adequate Radio Resource Management (RRM)
schemes [4–6, 9–11] and this taking into account all the constraints imposed by
the different users. As has already been mentioned in the literature, RRM tech-
niques can be classified into four groups as: (1) Mode Selection (MS): where the
Mobile Station determines whether D2D candidates in the proximity of each other
should communicate in direct mode using the D2D link or in cellular mode [3–5],
(2) Power Control (PC): is an efficient solution to mitigate the interference for
D2D underlaid cellular network, in order to improve the overall of the system
[6, 9]. (3) Pairing: is a concept which exists only when D2D links are reusing
cellular resources and consists on assigning one cellular uplink user (CUE) and
one or more D2D uplink user (DUE) links for each resource block [18] and (4)
Resource Allocation: is a process of selecting radio resources for each cellular and
D2D link, this can be done jointly with MS and pairing [3, 4].

Several approaches have already been proposed in the literature in order to
achieve MS and PC management, these approaches can be: (1) Centralized man-
agement: where the base station (BS) allocates directly to the designated DUE and
require the knowledge of D2D links’ Channel State Information (CSI) at the BS level
and (2) Distributed (or decentralized) management, in which the BS informs D2D
users which Resource Blocks (RBs) they can use. In this chapter, we focus on the
RRM algorithms in underlay D2D communication, for both centralized and distrib-
uted MS and PC, in order to improve the overall of the system using game theory
tools. In [3–7, 9, 11, 13–17, 19–22], the authors have proposed centralized and
distributed PC approaches with perfect channel state information (CSI) using pow-
erful mathematical tools, such as game theory [7–9], stochastic approximation [20],
mechanism design [21] etc.

In fact, Game theory (GT) is a branch of applied mathematics that provides
models and tools for analyzing situations where multiple rational users interact to
achieve their goals [23, 24]. Several examples based on Wireless Communications
are investigated in the literature, as in PC, congestion control, load balancing, etc. In
[6], a centralized and distributed PC algorithms are developed and evaluated for a
D2D underlaid cellular system using stochastic geometry. The authors in [9] have
focused on maximizing the total sum-rate in an heterogeneous network (HetNet)
via game theoretic approaches. The authors in [11] have proposed a distributed PC,
based on an appropriate interference management scheme in D2D underlaid Cellu-
lar Network by using GT approach. An iterative distributed power allocation algo-
rithm for the two kinds of game: pure and mixed has investigated. Distributed vs.
centralized MS and PC approaches have been suggested in [25] using GT tools.
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This chapter investigates both MS and PC in D2D communications using cen-
tralized and distributed approaches based on GT tools. In the proposed MS
approach, the CUE and DUE list, the minimum and maximum quantities of power
are derived according to CUE and DUE signal-to-interference plus-noise-ratio
(SINR) thresholds. The expression of the minimum amount of power known in the
literature as the Pareto power [6, 9, 11], has always been used until now without
mathematical proof. We propose in this chapter to show mathematically this Pareto
power, which is considered as a key of the PC process. Then, a pure strategy non-
cooperative game between the two kind of users is modeled as a distributed PC
approach, based on the derived minimum and maximum power, where two utility
functions are investigated for both type of users. This chapter reviews the work
previously published by the authors in [12]. For this, all the proofs and demonstra-
tions of the different results stated in this chapter will not be provided since they are
already explained in [12].

The structure of this chapter is given as: In Section 2, the system model of a D2D
communication and CUE and DUE SINR and coverage probability expressions are
defined. In Section 3, the closed form expression of both minimum and maximum
amounts of power with a mathematical demonstration are provided, based on the
predetermined CUE and DUE SINR thresholds. In Section 4, our proposed central-
ized MS and PC approaches are investigated, which consists of generalizing a
classical centralized MS and PC approaches. The Section 5, outlines an iterative NE
distributed power approach which is proposed for both CUE and DUE and is based
on the minimum and maximum amounts of power, derived from Section 3 and on
the GT tools. This proposed distributed approach aims to achieve a better compro-
mise between different users in terms of allocated powers is presented in Section 6.
Several simulations are provided in order to assess the performance of the allocation
approaches of the MS and PC thus proposed in Section 7. Section 8 is followed with
conclusion and future scope.

2. System model

In this section, a D2D uplink underlaid cellular network is considered illustrated
in this section, which is shown in Figure 1. A system which is composed by a single-
cell cellular network, where K1 CUE and K2 DUE communicate with as it is
illustrated in Figure 1, where the BS is in the center of circular coverage area and
each D2D user refers to a source-destination pair. The total number of users K is
defined as K ¼ K1 þ K2. We assume that all users (CUE and DUE) are drawn in a
circular disk C with radius R and are randomly distributed in the whole ℝ2 and
modeled as an independently homogeneous Poisson Point Process (PPP) Φ with
density λ. For each kind of user (CUE or DUE) k, we denote yk as the received signal
defined as follows.

• CUE mode: if 1≤ k≤K1, yk is the received signal at the CUE k from the BS.

• DUE mode: if K1 þ 1≤ k≤K, yk is the received signal at the kth DUE receiver
from the kth DUE transmitter.

Let gk,i denotes the instantaneous channel gain from the kth transmitter to the ith

receiver, where k, i∈K ¼ 1, ::Kf g. Further, we denote K1 ¼ 1, ::K1f g and K2 ¼
K1 þ 1, ::Kf g.
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2.1 CUE and DUE SINR expressions

In order to ensure a QoS in terms of γthc and γthd , as SINR thresholds of both CUE
and DUE (respectively), we assume the following statement for each user k, as
performance yardsticks

γk Pð Þ ¼ gk,kpkPK
i¼1,i 6¼kgk,ipi þ σ2

≥ γthc ,∀k∈K1 : cellular mode, 1:að Þ

γk Pð Þ ¼ gk,kpkPK
i¼1,i 6¼kgk,ipi þ σ2

≥ γthd ,∀k∈K2 : D2D mode, 11:bð Þ

8>>><
>>>:

(1)

where pk is the amount of the transmit powers for the kth user (CUE or DUE), σ2

is the receiver noise power, P ¼ p1, ::pK
� �

is the vector of transmit powers and gk,i is
defined as follows

gk,i ¼ hk,ij j2d�α
k,i , (2)

where, hk,i and dk,i are respectively the distance-independent fading and the
distance from the transmitter k to receiver i and α is the path loss.

Let us define for each user k (CUE and DUE), the SINR threshold γthk , as

γthk ¼ γthc if k∈K1 : Cellular mode

γthd if k∈K2 : D2D mode:

 
(3)

2.1.1 CUE and DUE coverage probabilities

In order to simplify the notations used in the chapter, we will consider vector
rather than analytical expressions. According to each kind of user, we define the

Figure 1.
System model of D2D communication.
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coverage probabilities expressions denoted as Pc,cov P,Γth
c

� �
and Pd,cov P,Γth

d

� �
for both

CUE and DUE (respectively) as

Pc,cov P,Γth
c

� �
≜Prob Γc Pð Þ≥Γth

c

� �
, (4)

Pd,cov P,Γth
d

� �
≜Prob Γd Pð Þ≥Γth

d

� �
, (5)

where,

Γc Pð Þ ¼ γ1 Pð Þ, ::γK1
Pð Þ� �

, Γth
c ¼ γthc , ::γ

th
c

� �
: (6)

Γd Pð Þ ¼ γK1þ1 Pð Þ, ::γK Pð Þ� �
, Γth

d ¼ γthd , ::γ
th
d

� �
: (7)

3. The minimum and maximum amount of power: Pmin, Pmaxð Þ

This section investigates the study of the existence of the twominimum andmaxi-
mumpowersPmin andPmax, necessary to verify the constraints imposedby theprevious
system (1). First, based on this system (1), theminimumpowerPmin is derived, already
known in the literature under the name of Pareto Power. Second, by limiting the
quantity of power by a quantity, whichwe denote Pmax fromPmin, wemake suremore
that the system (1) remains satisfied as long as we are in the power range Pmin,Pmax½ �.

To do this, we start by providing another vector form of the (1) system to build
this Pareto power.

3.1 Vector form of system

Let us take into consideration the following definition and proposition (1),
Definition 1. If A ¼ ai,j

� �
1≤ i,j≤K and B ¼ bi,j

� �
1≤ i,j≤K are two matrices, then we

define

A≥B⇔ ai,j ≥ bi,j, 1≤ i, j≤K: (8)

Proposition 1. The previous Eq. (1) can be written compactly in the following
vector form as

IK � Fð ÞP≥b, (9)

where IK denotes the identity matrix of order K, F ¼ f k,i
� �

k,i∈K
and b ¼

bkð Þk∈K, ∀k, i∈K, are defined as below [11, 12].

f k,i ¼
gk,i
gk,k

γthk if k 6¼ i

0 otherwise

0
@ and bk ¼

σ2γthk
gk,k

: (10)

3.2 Power lower band Pmin

All previous works [6, 8, 9, 11] have dealt with the resolution of the problem
presented in (9) by using a minimum power Pmin without proof, which is defined as

Pmin ¼ IK � Fð Þ�1b, (11)

The authors in [6, 8, 11] have shown that: if ρ Fð Þ< 1 then the matrix IK � Fð Þ is
invertible. Next, we propose to suggest another sufficient condition on the matrix F,
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where IK denotes the identity matrix of order K, F ¼ f k,i
� �

k,i∈K
and b ¼

bkð Þk∈K, ∀k, i∈K, are defined as below [11, 12].

f k,i ¼
gk,i
gk,k

γthk if k 6¼ i

0 otherwise

0
@ and bk ¼

σ2γthk
gk,k

: (10)

3.2 Power lower band Pmin

All previous works [6, 8, 9, 11] have dealt with the resolution of the problem
presented in (9) by using a minimum power Pmin without proof, which is defined as

Pmin ¼ IK � Fð Þ�1b, (11)

The authors in [6, 8, 11] have shown that: if ρ Fð Þ< 1 then the matrix IK � Fð Þ is
invertible. Next, we propose to suggest another sufficient condition on the matrix F,
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which guarantees the existence of the inverse of the matrix IK � Fð Þ, in order to
derive the quantity of minimum power Pmin, already given in Eq. (11).

To do this, we propose theorems, definitions and propositions in order to outline
all the necessary steps which allow to build this sufficient condition. Obviously, to
make reading easier, all the demonstrations relating to these theorems and proposi-
tions are already detailed in [11, 12].

Theorem 1. We assume that ρ Fð Þ< 1, the following statement is true

IK � Fð ÞP≥b ) P≥Pmin ¼ IK � Fð Þ�1b: (12)

Hence, if ρ Fð Þ< 1 then the minimum power Pmin defined in Eq. (11) exists and we
can consider the following notation

Pmin ¼ Pmin 1ð Þ, ::Pmin K1ð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Pc,min

,Pmin K1 þ 1ð Þ, …Pmin Kð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Pd,min

0
B@

1
CA: (13)

We can note in another way

Pmin ¼ Pc,min ,Pd,minð Þ: (14)

Proposition 2. Let consider the following iterative power process, relative to
each iteration i, as [26].

P iþ 1ð Þ ¼ FP ið Þ þ b: (15)

Hence,

lim
i!þ∞

Fi ¼ 0 )
Xþ∞

i¼0

Fib ¼ IK � Fð Þ�1b: (16)

3.3 Power upper band Pmax

To let Pmax greater than Pmin for all users, it is proposed in this paragraph to
build a quantity of power Pmax from Pmin, in order to guarantee the conditions
required by the users already depicted in Eq. (11). The two maximum power
quantities dedicated to the different CUE and DUE users, denoted as Pc,max and
Pd,max (respectively), are defined as follows

Pc,max ¼ Pc,min þ ΔPc

Pd,max ¼ Pd,min þ ΔPd,

(
(17)

where, ΔPc and ΔPd are the power margins allocated to different users CUE and
DUE (respectively), to ensure that both Pc,max and Pd,max remain greater than
Pc,min and Pd,min (respectively). Almost all previous work [6, 8, 9, 11] carried out in
this context proposes an amount of powers not to be exceeded for both the CUEs
and the DUEs. Since these maximum powers quantities may not verify the criteria
already mentioned in the system (1), it is proposed in this chapter to guarantee this
condition, by assuming that the power Pmax remains always greater than Pmin. The
difference between the two power quantities Pmax and Pmin is denoted by ΔPc for
the CUEs and by ΔPd for the DUEs.
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Likewise, we consider the following notation

Pmax ¼ Pmax 1ð Þ, ::Pmax K1ð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Pc,max

,Pmax K1 þ 1ð Þ, …Pmax Kð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Pd,max

0
B@

1
CA: (18)

Hence,

Pmax ¼ Pc,max ,Pd,maxð Þ: (19)

4. On the proposition of a centralized MS and PC approaches

This section investigates centralized MS and PC approaches, which aims to select
CUE and DUE from a predetermined list and to minimize the consumed amount of
power, in order to satisfy the QoS depicted in Eq. (1). A centralized approach is
proposed in this section, which is a generalized version of the algorithm CPCA
(denoted GCPCA) to more than one CUE.

The condition assumed during the MS process is ρ Fð Þ< 1. Thus only the users
who check this last condition are retained in the final list. Then, the minimum
power Pmin is allocated to the different types of users (CUE and DUE) based on this
selection criterion, in order to optimize the amount of power.

4.1 Proposed generalized centralized power control algorithm (GCPCA)

Unlike the CPCA algorithm which is based on a MS relating to a system
containing only one CUE, the GCPCA (see algorithm 1) generalizes this latter for
several CUEs, based on the same condition K1 ≥ 1. In fact, this assumption is more
realistic and illustrates a more real case.

As shown in step 1 from algorithm 1, we first test if the matrix Fl (relative to the
iteration l), verifies the condition ρ Fl� �

< 1. If this is true, the Pareto power Pmin

already defined in the Eq. (11) is assigned to admitted users, as the steps 5 and 6
indicate. Otherwise, we select the k̂-th user transmitter (CUE or DUE) who can
increase the maximum of interference power compared to other receivers, as shown
in step 2. Mathematically, this results in finding user k̂, such as: k̂ ¼ argmaxk∥ f

l
k∥2.

Thus, this user k̂ will now be eliminated from the list of users admitted into the
system, as is confirmed at step 3.

his most annoying user elimination strategy is repeated until the constraint is
verified. Finally, the matrix obtained satisfies the sufficient condition ρ Fl� �

< 1, for
the existence of the pareto power Pmin (see step 5).

All these steps are more detailed in algorithm 1.

Algorithm 1: Proposed GCPCA

initialisation: Fl for l ¼ 0, for all active CUE and DUE. [Step 1]
Step 1: if ρ Fl� �

< 1, go to step 5 and 6. Otherwise, go to Step 2.

Step 2:k̂ ¼ argmaxk∥ f
l
k∥2

Step 3. remove the k̂-th column and row vectors of the matrix Fl.
Step 4. update: Flþ1 ¼ Fl, l ¼ lþ 1. Go to Step 1.
Step 5. evaluate the power Pmin using the equation (11).
Step 6:P ¼ Pmin
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Theorem 1. We assume that ρ Fð Þ< 1, the following statement is true
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Hence,
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3.3 Power upper band Pmax

To let Pmax greater than Pmin for all users, it is proposed in this paragraph to
build a quantity of power Pmax from Pmin, in order to guarantee the conditions
required by the users already depicted in Eq. (11). The two maximum power
quantities dedicated to the different CUE and DUE users, denoted as Pc,max and
Pd,max (respectively), are defined as follows

Pc,max ¼ Pc,min þ ΔPc

Pd,max ¼ Pd,min þ ΔPd,

(
(17)

where, ΔPc and ΔPd are the power margins allocated to different users CUE and
DUE (respectively), to ensure that both Pc,max and Pd,max remain greater than
Pc,min and Pd,min (respectively). Almost all previous work [6, 8, 9, 11] carried out in
this context proposes an amount of powers not to be exceeded for both the CUEs
and the DUEs. Since these maximum powers quantities may not verify the criteria
already mentioned in the system (1), it is proposed in this chapter to guarantee this
condition, by assuming that the power Pmax remains always greater than Pmin. The
difference between the two power quantities Pmax and Pmin is denoted by ΔPc for
the CUEs and by ΔPd for the DUEs.
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Likewise, we consider the following notation
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0
B@

1
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Hence,
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This section investigates centralized MS and PC approaches, which aims to select
CUE and DUE from a predetermined list and to minimize the consumed amount of
power, in order to satisfy the QoS depicted in Eq. (1). A centralized approach is
proposed in this section, which is a generalized version of the algorithm CPCA
(denoted GCPCA) to more than one CUE.

The condition assumed during the MS process is ρ Fð Þ< 1. Thus only the users
who check this last condition are retained in the final list. Then, the minimum
power Pmin is allocated to the different types of users (CUE and DUE) based on this
selection criterion, in order to optimize the amount of power.

4.1 Proposed generalized centralized power control algorithm (GCPCA)

Unlike the CPCA algorithm which is based on a MS relating to a system
containing only one CUE, the GCPCA (see algorithm 1) generalizes this latter for
several CUEs, based on the same condition K1 ≥ 1. In fact, this assumption is more
realistic and illustrates a more real case.

As shown in step 1 from algorithm 1, we first test if the matrix Fl (relative to the
iteration l), verifies the condition ρ Fl� �

< 1. If this is true, the Pareto power Pmin

already defined in the Eq. (11) is assigned to admitted users, as the steps 5 and 6
indicate. Otherwise, we select the k̂-th user transmitter (CUE or DUE) who can
increase the maximum of interference power compared to other receivers, as shown
in step 2. Mathematically, this results in finding user k̂, such as: k̂ ¼ argmaxk∥ f

l
k∥2.

Thus, this user k̂ will now be eliminated from the list of users admitted into the
system, as is confirmed at step 3.

his most annoying user elimination strategy is repeated until the constraint is
verified. Finally, the matrix obtained satisfies the sufficient condition ρ Fl� �

< 1, for
the existence of the pareto power Pmin (see step 5).

All these steps are more detailed in algorithm 1.

Algorithm 1: Proposed GCPCA

initialisation: Fl for l ¼ 0, for all active CUE and DUE. [Step 1]
Step 1: if ρ Fl� �

< 1, go to step 5 and 6. Otherwise, go to Step 2.

Step 2:k̂ ¼ argmaxk∥ f
l
k∥2

Step 3. remove the k̂-th column and row vectors of the matrix Fl.
Step 4. update: Flþ1 ¼ Fl, l ¼ lþ 1. Go to Step 1.
Step 5. evaluate the power Pmin using the equation (11).
Step 6:P ¼ Pmin
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This GCPCA algorithm converges after an iteration number, since the condition
ρ Fl� �

< 1 must each time be checked by the selected users during each iteration l. In
fact, the proposition 2 developed in the previous section provides a convergence
certificate of this algorithm.

The maximum power Pmax deduced from the previous Eq. (17), will be useful in
the next section in order to limit the powers allocated for each type of user.

5. On the proposition of a distributed PC approach based on GT

The power control problem proposed in this paper is considered as a distributed
strategies non-cooperative game, where the utility functions as well as the strategies
adopted by each user are defined and justified.

5.1 Proposed utility functions

Several utility functions have suggested in [3, 9, 27, 28], using a pricing coeffi-
cient to enhance both efficiency and fairness among users. The proposed CUE and
DUE utility functions considered in this section are defined as follows [6, 11],

1.CUE utility function: The utility function uk Pð Þ relative to a CUE k is
defined as

uk Pð Þ ¼ � γk Pð Þ � γthc
� �2

, ∀k∈K1: (20)

2.DUE utility function: The utility function uk Pð Þ relative to a DUE k is
defined as

uk Pð Þ≔Rewk Pð Þ � Penk Pð Þ, ∀k∈K2, (21)

where

• The reward function Rewk Pð Þ, relative to the kth DUE user, evaluates the payoff
of the kth DUE based on both γthd and on a nonnegative weighting factor pricing
coefficient ak, as follows

Rewk Pð Þ ¼ 1� e�ak γk Pð Þ�γthdð Þ, ∀k∈K2, (22)

• The penalty function, Penk Pð Þ, relative to the kth DUE user, is defined as

Penk Pð Þ ¼ bk
C pk,P�k
� �
Ik P�kð Þ , ∀k∈K2 (23)

where,

C pk,P�k
� � ¼

XK

j¼1, j6¼k

pkgk,j and Ik P�kð Þ ¼
XK

j¼1, j6¼k

p jgk,j þ σ2, (24)

and bk is a constant and nonnegative weighting factor, which reflects the relative
impact of the kth DUE user in terms of power. We denote P�k as the vector of
transmit powers of all users other than k, defined as follows

P�k ¼ p1, … pk�1, pkþ1, ::pK
� �

, ∀k∈K: (25)
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From which it follows

P ¼ pk,P�k
� �

: (26)

Afterwards, we denote the utility function vector as: u Pð Þ ¼
u1 Pð Þ, u2 Pð Þ, ::uK Pð Þð Þ, where uk Pð Þ can be evaluated from (20) or (21), depending
on whether the user k is CUE or DUE (respectively).

5.2 Pure strategies game

We denote our game G ¼ K,P,u Pð Þf g of complete information between K
players. The strategies of such game are considered to be the vector power P∈Ω,
where Ω is given by

Ω ¼ P ¼ p1, p2, ::pK
� �

, pk ∈Δk, ∀k∈K
� �

, (27)

where,

Δk ¼ pmin kð Þ, pmax kð Þ� �
: (28)

The two powers pmin kð Þ and pmax kð Þ are derived from Eqs. (13) and (18)
(respectively).

The NE is a strategy profile in which the strategy used by each user is at least as
good a reply as any other strategy available to him to the strategies played by the
other users. In this sense, to derive the NE of our proposed game, we propose in the
following paragraph to study the best response relative to each user k, by improving
the utility function of each user (CUE and DUE).

5.3 Nash equilibrium

Definition 2. Best-response: The best-response function BRk P�kð Þ of a user k
(CUE or DUE) to the profile of strategies P�k, is a set of strategies p ∗

k for that user
k ∗ should satisfy the following condition [24]

BRk P�kð Þ ¼ p ∗
k ∈Δ ∗

k , uk p ∗
k ,P�k

� �
≥ uk pk,P�k

� �
, ∀pk ∈Δk

� �
: (29)

Hence, each element of the best-response function BRk P�kð Þ is a best-response
of the user k, relative to other strategies P�k.

Definition 3. Nash Equilibrium (NE) A pure strategies NE (PSNE) G ¼
K,P,u Pð Þf g, is a set of strategies P ∗ ¼ p ∗

1 , p
∗
2 , … p ∗

K

� �
, such that no player can

unilaterally enhance its own utility [24], i.e.,

uk p ∗
k ,P

∗
�k

� �
≥ uk pk,P

∗
�k

� �
, ∀pk ∈Δk: (30)

Hence, a PSNE P ∗ is a stable outcome of a game G, if no user has any incentive
to change its strategy.

5.4 Example: 2-users game

5.4.1 Best-responses expressions of CUE and DUE

We assume that (K1 ¼ K2 ¼ 1) and (a1 ¼ a2 ¼ a and b1 ¼ b2 ¼ b), the expres-
sions of the two Best-responses relatives to CUE and DUE are studied and evaluated
in this section. As already explained in the preceding sections, the amount of power
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This GCPCA algorithm converges after an iteration number, since the condition
ρ Fl� �

< 1 must each time be checked by the selected users during each iteration l. In
fact, the proposition 2 developed in the previous section provides a convergence
certificate of this algorithm.

The maximum power Pmax deduced from the previous Eq. (17), will be useful in
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5. On the proposition of a distributed PC approach based on GT

The power control problem proposed in this paper is considered as a distributed
strategies non-cooperative game, where the utility functions as well as the strategies
adopted by each user are defined and justified.

5.1 Proposed utility functions

Several utility functions have suggested in [3, 9, 27, 28], using a pricing coeffi-
cient to enhance both efficiency and fairness among users. The proposed CUE and
DUE utility functions considered in this section are defined as follows [6, 11],

1.CUE utility function: The utility function uk Pð Þ relative to a CUE k is
defined as

uk Pð Þ ¼ � γk Pð Þ � γthc
� �2

, ∀k∈K1: (20)

2.DUE utility function: The utility function uk Pð Þ relative to a DUE k is
defined as
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where

• The reward function Rewk Pð Þ, relative to the kth DUE user, evaluates the payoff
of the kth DUE based on both γthd and on a nonnegative weighting factor pricing
coefficient ak, as follows

Rewk Pð Þ ¼ 1� e�ak γk Pð Þ�γthdð Þ, ∀k∈K2, (22)

• The penalty function, Penk Pð Þ, relative to the kth DUE user, is defined as

Penk Pð Þ ¼ bk
C pk,P�k
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where,
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� � ¼

XK

j¼1, j6¼k

pkgk,j and Ik P�kð Þ ¼
XK

j¼1, j6¼k

p jgk,j þ σ2, (24)

and bk is a constant and nonnegative weighting factor, which reflects the relative
impact of the kth DUE user in terms of power. We denote P�k as the vector of
transmit powers of all users other than k, defined as follows

P�k ¼ p1, … pk�1, pkþ1, ::pK
� �

, ∀k∈K: (25)
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From which it follows
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Afterwards, we denote the utility function vector as: u Pð Þ ¼
u1 Pð Þ, u2 Pð Þ, ::uK Pð Þð Þ, where uk Pð Þ can be evaluated from (20) or (21), depending
on whether the user k is CUE or DUE (respectively).
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where,
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: (28)

The two powers pmin kð Þ and pmax kð Þ are derived from Eqs. (13) and (18)
(respectively).

The NE is a strategy profile in which the strategy used by each user is at least as
good a reply as any other strategy available to him to the strategies played by the
other users. In this sense, to derive the NE of our proposed game, we propose in the
following paragraph to study the best response relative to each user k, by improving
the utility function of each user (CUE and DUE).
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k for that user
k ∗ should satisfy the following condition [24]
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Hence, each element of the best-response function BRk P�kð Þ is a best-response
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∗
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� �
, such that no player can
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∗
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� �
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Hence, a PSNE P ∗ is a stable outcome of a game G, if no user has any incentive
to change its strategy.
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5.4.1 Best-responses expressions of CUE and DUE

We assume that (K1 ¼ K2 ¼ 1) and (a1 ¼ a2 ¼ a and b1 ¼ b2 ¼ b), the expres-
sions of the two Best-responses relatives to CUE and DUE are studied and evaluated
in this section. As already explained in the preceding sections, the amount of power
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for each type of user k should be greater than a minimum power (pc,min ¼ pmin 1ð Þ
for CUE and pd,min ¼ pmin 2ð Þ for DUE) and also less than a maximum power
(pc,max ¼ pmax 1ð Þ for CUE and pc,max¼ pmax 2ð Þ for DUE). Hence, if we denote P ¼
p1, p2
� �

as the allocated power vector, where p1 is the power relative to the CUE
which should belong to Δ1 and p2 is the power relative to the DUE which should
belong to Δ2. We remind that Δ1 and Δ2 are already defined in Eq. (28).

In this case, the feasible region of the power is defined as a region where the
amount of power P ¼ p1, p2

� �
∈Ω should verify the following condition

pc,min ≤ p1 ≤ pc,max ⇔ p1 ∈Δ1 (31)

pd,min ≤ p2 ≤ pd,max ⇔ p2 ∈Δ2 (32)

Proposition 3. The Best-response relative to the first user (CUE), denoted as
BR1 p2

� �
, is given by

BR1 p2
� � ¼ p1 ∈Δ1, p1 ¼ γcth

g1,2
g1,1

p2 þ
σ2

g1,1

 !
, p2 ∈Δ2

( )
: (33)

Proof. Based on the expression of the CUE utility function u1 p1, p2
� �

, which is
defined in Eq. (20) and where γ1 Pð Þ can be derived from the Eq. (1.a), we can easily
deduce the following result

∂u1 p1, p2
� �
∂p1

¼ 0 ) �2
g1,1

g1,2p2 þ σ2
g1,1p1

g1,2p2 þ σ2
� γcth

 !
¼ 0: (34)

So, the expression of BR1 p2
� �

found in (33) is derived by deducing the expres-
sion of p1 according to p2 from the last equation. This completes the proof. □

Proposition 4. The Best-response relative to the second user (DUE), denoted as
BR2 p1

� �
, is given by

BR2 p1
� � ¼ p2 ∈Δ2, p2 ¼

g2,1p1 þ σ2

g2,2
� 1
a
log

bg1,2
ag2,2

 !
þ γdth

" #þ
, p1 ∈Δ1

( )
: (35)

Proof. Based on the utility function expression u2 p1, p2
� �

defined in Eq. (21) and on
the expression of γ2 Pð Þ defined in Eq. (1), we can easily get the following expression

∂u2 p1, p2
� �
∂p2

¼ 0 ) ag2,2
g2,1p1 þ σ2

e
�a

g2,2p2
g2,1p1þσ2

�γdth

� �
� bg1,2
g2,1p1 þ σ2

¼ 0: (36)

After simplification, the BR2 p1
� �

depicted in Eq. (35) is readily derived by
deducing the expression of p2 according to p1 from the last equation. □

5.4.2 Simulations and result interpretations

The two best-response BR1 p2
� �

and BR2 p1
� �

of both CUE and DUE (respec-
tively), which are derived from (33) and (35) (respectively) and the NE are
depicted in Figure 2. The simulation parameters used in this figure are presented in
Table 1. As a note from this figure, we can notice that the NE exists and is unique,
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because the two curves of BR1 p2
� �

and BR1 p2
� �

intersect at a single point in the
feasible region Ω.

In the next section, we propose to extend this study for a system which contains
K1 CUE and K2 DUE and furthermore to determine the NE SINR and power closed
forms for both CUE and DUE, if it exists.

6. Proposed distributed power control algorithm based on GT

A NE Distributed PC Algorithm (NEDPCA) relative to both CUE and DUE is
investigated in this section, in which our proposed game and CUE and DUE utility

Figure 2.
Best-response BR1 p2

� �
, BR2 p1

� �
and NE.

Parameters Values

R 700 (m)

D2D link range dk,k 50 (m)

D2D link density (λ) 5� 10�5

Path loss exponent (α) 4

γcth from �6 to 18 (dB)

γdth from �10 to 14 (dB)

Δpc 50mw

Δpd 0:002mw

σ2 (for 1MHz bandwidth) �143:97 dBmð Þ
25

b 1

λ 510�5

ε 1mw

Iterations number 103

Table 1.
Simulation parameters.
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for each type of user k should be greater than a minimum power (pc,min ¼ pmin 1ð Þ
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� �
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 !
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( )
: (33)
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� �
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of both CUE and DUE (respec-
tively), which are derived from (33) and (35) (respectively) and the NE are
depicted in Figure 2. The simulation parameters used in this figure are presented in
Table 1. As a note from this figure, we can notice that the NE exists and is unique,
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In the next section, we propose to extend this study for a system which contains
K1 CUE and K2 DUE and furthermore to determine the NE SINR and power closed
forms for both CUE and DUE, if it exists.
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functions already defined in the previous section are considered. First, to do this,
the SINR NE expressions for each user (CUE and DUE) are presented. Afterwards,
the amount of power allocated to each user (CUE and DUE) relative to the derived
NE are also studied. Thirdly, a power allocation algorithm will be suggested, based
on the obtained results to derive the NE power quantities and the power limitation
already discussed in Section 3.

6.1 SINR and power NE for CUE and DUE

The authors in [11] have shown that for a CUE and DUE k, the unique SINR NE
γ ∗c,k P ∗ð Þ and γ ∗

d,k P ∗ð Þ (respectively) have the following expressions:

γ ∗
c,k P ∗ð Þ ¼ γthc , ∀k∈K1 37:að Þ

γ ∗
d,k P ∗ð Þ ¼ 1

ak
log akgk,k

bk
P

i6¼k
g j,k

� �
þ γthd

� �þ
∀k∈K2, 37:bð Þ

8><
>:

(37)

where f½ �þ ¼ max f , 0ð Þ.
Assumption 1. Based on the Eq. (37.b), we assume the following statement for

each DUE k

1
ak

log
akgk,k

bk
P

i 6¼kg j,k

 !
≥0 (38)

In fact, if: 1
ak

log akgk,k
bk
P

i6¼k
g j,k

� �
<0, we can have one of the two following cases

case 1 : if
1
ak

log
akgk,k

bk
P

i 6¼kg j,k

 !
þ γthd ≥0 ) γ ∗

d,k P ∗ð Þ< γthd :

case 2 : if
1
ak

log
akgk,k

bk
P

i 6¼kg j,k

 !
þ γthd <0 ) γ ∗

d,k P ∗ð Þ ¼ 0:

8>>>>><
>>>>>:

(39)

The unique NE power P ∗ of both CUE and DUE can be derived as follows

P ∗ ¼ p ∗
1 , ::p

∗
K1
, … p ∗

K

� �
, where p ∗

k ¼ Ik P ∗
�k

� �
γ ∗
k

gk,k

" #pmax kð Þ

pmin kð Þ
, ∀k∈K, (40)

where, γ ∗
c,k Pð Þ and γ ∗

d,k Pð Þ are defined in Eq. (37.a) if k∈K1 and (37.b) if k∈K2

(respectively).
We propose in the next step a distributed PC algorithm for the mentioned pure

strategy game, which is based on the allocated power P ∗ previously defined in
Eq. (40).

6.2 Proposed distributed power control algorithm based on GT

The algorithm depicted in 2 outlines the different steps of the proposed algo-
rithm NEDPCA offered to each CUE and DUE, which is based on the previous pure
strategy game. In fact, this algorithm NEDPCA offers a NE power for the two kinds
of users, based on both the previous constraints (1) and on the power expression
depicted in Eq. (40). First, the MS process is derived from the GCPCA, in order to
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guarantee the constraints imposed by the CUEs and the DUEs in terms of SINR
thresholds (see Eq. (1)). This is shown in step 1 of the Algorithm 2. Second, the
SINR NE γ ∗

c,k Pð Þ and γ ∗
d,k Pð Þ relative each user k (CUE and DUE) are obtained,

which are evaluated in Eqs. (37.a) and (37.b) (respectively) (as it is shown from
steps 2 and 3). Third, the PC process is investigated based on the iterative approach
which is executed by using Eq. (40), as shown in steps 4 and 5. Step 6 allows to
finalize the power distribution step, with an error of nearly δ for each user k. If
∣p ∗ ðtþ1

k � p ∗ t
k ∣< δ ∀ user k, then the amount of power allocated to each user k, is

given as: P ∗ t
k ¼ P ∗

k , otherwise we repeat this process and go to step 2.

Algorithm 2: Proposed NEDPCA

initialisation: t ¼ 0,F,b, δ>0 and pk ¼ p0k , ∀k user.
Step 1: Evaluate from the Algorithm 1 GCPCA:

1) the CUE and DUE set of users: K1, K2
2) Pmin and Pmax using equations (17) and (19).
2. for each CUE k, evaluate γ ∗

c,k Pð Þ using equation (37).a.
Step 3. for each DUE k, evaluate γ ∗

d,k Pð Þ using equation (37).b.
Step 4. Derive for each CUE and DUE k, the amount of power p ∗ t

k using equation
(40), where pmin kð Þ and pmax kð Þ are derived from the 1st step. Evaluate
P ∗ t ¼ p ∗ t

1 , ::p ∗ t
K

� �

Step 5: update P ∗ tþ1ð Þ ¼ FP ∗ t þ b.

Step 6. if ∣p
∗ tþ1�p ∗ t

k ∣< δ,∀kð
k , derive the solution P ∗ t

k ¼ P ∗
k , otherwise t ¼ tþ 1 and

go to the 2st step.

All the NEDPCA steps relative to the distributed MS and PC for both CUE and
DUE are detailed in Algorithm 2. Indeed, the first step of NECPCA makes it possible
to realize the MS approach and all the other steps allow to deduce the PC approach.

Like the GCPCA algorithm, the NEDPCA algorithm converges after an iteration
number, since it is based on the same condition ρ Fl� �

< 1 which must be checked
during each iteration l by all the selected users. In fact, by applying the step 1 of the
algorithm GCPCA (see Algorithm 2), the last condition should be guaranteed. It is
also due to the proposition 2, that the convergence of NEDPCA is proved.

7. Analysis of simulations

In order to evaluate the performance of the algorithms already mentioned and
proposed in the following sections, we consider in this section to study the simula-
tions of these algorithms: GCPCA and NEDPCA. A Monte Carlo simulation is
applied according to the Table 1, already given in the previous section.

The CUE and DUE Total powers are evaluated in Figures 3 and 4 versus γthc and
γthd (respectively).

We remain that the CPCA algorithm considers only one CUE and possibly
several DUE. The GCPCA allocates to the different users the minimum power
derived from Eq. (11), while respecting the condition ρ Fð Þ< 1. Thereby, any CUE
and/or DUE that does not verify this condition will be eliminated from the user list.

First, we can notice from Figure 3 that all the curves relative to GCPCA and
NEDPCA algorithms are decreasing when γthc increases. This is because when the
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functions already defined in the previous section are considered. First, to do this,
the SINR NE expressions for each user (CUE and DUE) are presented. Afterwards,
the amount of power allocated to each user (CUE and DUE) relative to the derived
NE are also studied. Thirdly, a power allocation algorithm will be suggested, based
on the obtained results to derive the NE power quantities and the power limitation
already discussed in Section 3.

6.1 SINR and power NE for CUE and DUE

The authors in [11] have shown that for a CUE and DUE k, the unique SINR NE
γ ∗c,k P ∗ð Þ and γ ∗

d,k P ∗ð Þ (respectively) have the following expressions:
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Assumption 1. Based on the Eq. (37.b), we assume the following statement for
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The unique NE power P ∗ of both CUE and DUE can be derived as follows

P ∗ ¼ p ∗
1 , ::p
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K1
, … p ∗

K
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, where p ∗

k ¼ Ik P ∗
�k
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k

gk,k

" #pmax kð Þ

pmin kð Þ
, ∀k∈K, (40)

where, γ ∗
c,k Pð Þ and γ ∗

d,k Pð Þ are defined in Eq. (37.a) if k∈K1 and (37.b) if k∈K2

(respectively).
We propose in the next step a distributed PC algorithm for the mentioned pure

strategy game, which is based on the allocated power P ∗ previously defined in
Eq. (40).

6.2 Proposed distributed power control algorithm based on GT

The algorithm depicted in 2 outlines the different steps of the proposed algo-
rithm NEDPCA offered to each CUE and DUE, which is based on the previous pure
strategy game. In fact, this algorithm NEDPCA offers a NE power for the two kinds
of users, based on both the previous constraints (1) and on the power expression
depicted in Eq. (40). First, the MS process is derived from the GCPCA, in order to
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guarantee the constraints imposed by the CUEs and the DUEs in terms of SINR
thresholds (see Eq. (1)). This is shown in step 1 of the Algorithm 2. Second, the
SINR NE γ ∗

c,k Pð Þ and γ ∗
d,k Pð Þ relative each user k (CUE and DUE) are obtained,

which are evaluated in Eqs. (37.a) and (37.b) (respectively) (as it is shown from
steps 2 and 3). Third, the PC process is investigated based on the iterative approach
which is executed by using Eq. (40), as shown in steps 4 and 5. Step 6 allows to
finalize the power distribution step, with an error of nearly δ for each user k. If
∣p ∗ ðtþ1

k � p ∗ t
k ∣< δ ∀ user k, then the amount of power allocated to each user k, is

given as: P ∗ t
k ¼ P ∗

k , otherwise we repeat this process and go to step 2.

Algorithm 2: Proposed NEDPCA

initialisation: t ¼ 0,F,b, δ>0 and pk ¼ p0k , ∀k user.
Step 1: Evaluate from the Algorithm 1 GCPCA:

1) the CUE and DUE set of users: K1, K2
2) Pmin and Pmax using equations (17) and (19).
2. for each CUE k, evaluate γ ∗

c,k Pð Þ using equation (37).a.
Step 3. for each DUE k, evaluate γ ∗

d,k Pð Þ using equation (37).b.
Step 4. Derive for each CUE and DUE k, the amount of power p ∗ t

k using equation
(40), where pmin kð Þ and pmax kð Þ are derived from the 1st step. Evaluate
P ∗ t ¼ p ∗ t

1 , ::p ∗ t
K

� �

Step 5: update P ∗ tþ1ð Þ ¼ FP ∗ t þ b.

Step 6. if ∣p
∗ tþ1�p ∗ t

k ∣< δ,∀kð
k , derive the solution P ∗ t

k ¼ P ∗
k , otherwise t ¼ tþ 1 and

go to the 2st step.

All the NEDPCA steps relative to the distributed MS and PC for both CUE and
DUE are detailed in Algorithm 2. Indeed, the first step of NECPCA makes it possible
to realize the MS approach and all the other steps allow to deduce the PC approach.

Like the GCPCA algorithm, the NEDPCA algorithm converges after an iteration
number, since it is based on the same condition ρ Fl� �

< 1 which must be checked
during each iteration l by all the selected users. In fact, by applying the step 1 of the
algorithm GCPCA (see Algorithm 2), the last condition should be guaranteed. It is
also due to the proposition 2, that the convergence of NEDPCA is proved.

7. Analysis of simulations

In order to evaluate the performance of the algorithms already mentioned and
proposed in the following sections, we consider in this section to study the simula-
tions of these algorithms: GCPCA and NEDPCA. A Monte Carlo simulation is
applied according to the Table 1, already given in the previous section.

The CUE and DUE Total powers are evaluated in Figures 3 and 4 versus γthc and
γthd (respectively).

We remain that the CPCA algorithm considers only one CUE and possibly
several DUE. The GCPCA allocates to the different users the minimum power
derived from Eq. (11), while respecting the condition ρ Fð Þ< 1. Thereby, any CUE
and/or DUE that does not verify this condition will be eliminated from the user list.

First, we can notice from Figure 3 that all the curves relative to GCPCA and
NEDPCA algorithms are decreasing when γthc increases. This is because when the
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threshold γthc increases, it becomes difficult to find CUEs that check the constraints
depicted in (1). On the other side from Figure 4, only the DUE performances are
improved when GCPCA is considered and γthd is improved. This is due to the fact
that, the NE allows to maximize the utility function relative to each user k.

As it is shown from these two figures, the DUE coverage probability is signifi-
cantly improved compared to that of DUE, because the DUEs benefit much more
from TG compared to CUE, by using the NEPCA.

Second, the proposed centralized approach GCPCA which is a generalization of
the CPCA approach offers less total power compared to the NEPCA, for both types
of users CUE and DUE. This is due to the fact that when we want to reach a NE, by
increasing the utility functions of each type of user, we should increase the total
power consumed. Moreover, the difference between the two types of curves repre-
sents the power gain that must be added in order to reach this NE. From Figures 3
and 4, it is clear that for DUEs, this difference in terms of power is smaller
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compared to that of the CUEs. This is explained by the fact that the DUEs require
less power to transmit. Third, by limiting the power consumed in Pmin,Pmax½ � when
GCPCA and NEDPCA are used, more flexibility and possibility to integrate the two
types of users are offered. The greater the amount of maximum power Pmax, the
higher the probability of coverage using the proposed GCPCA algorithm compared
to CPCA one. It is for these reasons that it would be judicious to choose adequate
margins of power ΔPc and ΔPd, relative to the types of users (CUE and DUE).

8. Conclusions

This chapter allows to invoke the problem of selection mode and power control
for a D2D underlaid cellular networks in 5G. The basic idea of this chapter is to
generalize the classic allocation algorithms by applying Game Theory, for many
CUEs and DUEs in system.

First, we assume that the amount of power allocated to each kind of user should
be between two amounts of power: a minimum power defined as a Pareto solution
and a maximum power. Thus, a mathematical demonstration was provided in this
chapter, in order to prove the expressions of these two powers, based on constraints
imposed by the users in terms of SINR thresholds to be respected.

Second, our proposed system is modeled as a non-cooperative pure game
between the different types of users, where the utility functions should be maxi-
mized. From the built-in utility functions, NE SINR and PC solution existence and
uniqueness are investigated and studied.

Third, simulations have been established in this context, in order to assess the
performance of the algorithms thus proposed in terms of total powers relative to
both users CUE and DUE. Through these simulations which compare these results
without and with GT, we noticed that by applying the TG, the total power con-
sumed increases in order to reach the NE for the two types of users: CUE and DUE.
This is due to the fact that to increase the utility functions relating to the two types
of users, a power margin must be added. However, this difference in terms of
power becomes less important for the DUEs, since they require less power relative
to the DUEs.
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threshold γthc increases, it becomes difficult to find CUEs that check the constraints
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improved when GCPCA is considered and γthd is improved. This is due to the fact
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increasing the utility functions of each type of user, we should increase the total
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compared to that of the CUEs. This is explained by the fact that the DUEs require
less power to transmit. Third, by limiting the power consumed in Pmin,Pmax½ � when
GCPCA and NEDPCA are used, more flexibility and possibility to integrate the two
types of users are offered. The greater the amount of maximum power Pmax, the
higher the probability of coverage using the proposed GCPCA algorithm compared
to CPCA one. It is for these reasons that it would be judicious to choose adequate
margins of power ΔPc and ΔPd, relative to the types of users (CUE and DUE).

8. Conclusions

This chapter allows to invoke the problem of selection mode and power control
for a D2D underlaid cellular networks in 5G. The basic idea of this chapter is to
generalize the classic allocation algorithms by applying Game Theory, for many
CUEs and DUEs in system.

First, we assume that the amount of power allocated to each kind of user should
be between two amounts of power: a minimum power defined as a Pareto solution
and a maximum power. Thus, a mathematical demonstration was provided in this
chapter, in order to prove the expressions of these two powers, based on constraints
imposed by the users in terms of SINR thresholds to be respected.

Second, our proposed system is modeled as a non-cooperative pure game
between the different types of users, where the utility functions should be maxi-
mized. From the built-in utility functions, NE SINR and PC solution existence and
uniqueness are investigated and studied.

Third, simulations have been established in this context, in order to assess the
performance of the algorithms thus proposed in terms of total powers relative to
both users CUE and DUE. Through these simulations which compare these results
without and with GT, we noticed that by applying the TG, the total power con-
sumed increases in order to reach the NE for the two types of users: CUE and DUE.
This is due to the fact that to increase the utility functions relating to the two types
of users, a power margin must be added. However, this difference in terms of
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Chapter 13

Perspective about Medicine
Problems via Mathematical Game
Theory: An Overview
Agostino Bruzzone and Lucia Pusillo

Abstract

This chapter provides an overview of Game Theory with applications to medi-
cine problems, including evolution of tumor cells and their competition, applica-
tions to neocortical epilepsy surgery and schizophrenic brain. Recent studies related
to microarray games for cancer problems will be considered. These models may be
used for applications to neurological and allergic diseases. At the end, the model of
kidney exchange via the Matching Theory proposed by Alvin Roth, Nobel prize
2012, will be discussed.

Keywords: game theory, Nash equilibria, evolutionary stable strategy, tumor cells,
thoracic surgery, neocortical epilepsy, kidney donation

1. Introduction

Mathematical Game Theory is a branch of Mathematics which analyzes strategic
behaviors of decision makers which interact each other: the players. They have
cooperation or competition each other. Game Theory started in 1944 with J.von
Neumann and O.Morgenstein with the book which pick up their researches “Theory
of Games and Economic Behavior”. They started studying only zero sum games
(intuitively if a player wins the other loses) and thanks to J.Nash, another giant in
Games Theory, the general games (not necessary zero sum) were introduced and
studied.

There are two great chapters in this science: cooperative games and noncooper-
ative games. There is a “bridge” between cooperative and noncooperative games
and it consists of the “repeated games”. In fact if a game is repeated with infinite
horizon the solution is in the cooperative zone (Folk Theorem) (see [1]).

In this contribution we consider medicine problems modeled by mathematical
games. We present some models as evolution of cancer cells and their competition,
applications to neocortical epilepsy surgery and schizophrenic brain. Some studies
which we will see in details in the next sections with needed references, keep into
account the microarray games which were studied to consider the cancer problem but
applied also to neurological and allergic diseases. The model of kidney exchange is
presented too, this is studied via an algorithm proposed by A.Roth, Nobel prize 2012.
Also some management problems of modern health care are considered. Even if
Game Theory is a young science, in many situations has revealed to be a fundamental
tool as for the genetic analysis or to study images to determine cortical surface
displacement during a surgery based on intraoperative stereo image information.
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Furthermore studying the strategic interactions, this science permits us to
investigate the relations between sick cells and healthy ones and among various
genes.

We wish note that the examples are made with two or three players, for easy
notations but they can generalize to a large number of players.

An interesting open problem is to apply the simulation techniques used in [2–5]
and adapt them for simulations in medicine problems. Furthermore we can use the
strategic method to evaluate behaviors for example in a military problem, and apply
this model to evaluate the dangerous cells in a suspected disease.

This chapter is organized as follows: in Section 2 we analyze the Doctor Dilemma
which is a generalization of the Prisoner Dilemma, in Section 3 we consider Evolu-
tionary Game Theory, branch of Game Theory that can be successfully applied to
Medicine models. In Section 4 we consider the evolution of cancer cells presenting
many game models. In Section 5 we study the applications to brain models and in
Section 6 we analyze the interesting problems of kidney exchange via the Matching
Theory proposed by Alvin Roth, who won the Nobel Prize in 2012. Conclude the
paper a rich but not exhaustive bibliography which invites to further reading of
game theoretical texts.

2. Prisoner dilemma and doctor dilemma

We think that Game Theory offers to Medical Science a new interesting method
to analyze and model some problems.

There are many papers about these two sciences studied together but for the
complexity of the problem we can say that we are at the beginning of a new
challenge team work.

Relieving pain and suffering is one of the most important doctors roles, so these
have much gratification when they achieve this. Society is expecting that doctors
successfully manage pain in fact this is one criterion that the Joint Commission
certifies as health care organization in the United States. Given the relevance of
trust and cooperation among patients and doctors for health care we can apply
Game Theory to study the interaction in health settings and to understand the
strategies which must be adopted to have the best payoffs for doctor and his/her
patients [6].

In addition physician’s compensation may depend on patients’ satisfaction. But
some problems might be: for example the patient could have no pain but he/she
wants drugs for other motivations. How should the doctor do? This problem may be
modeling as the Prisoner Dilemma where the players are the patient (player I) and
the doctor (player II) and the strategies are respectively X ¼ real pain,  fake painf g
and Y ¼ prescribe drugs,  do not precibe drugsf g.

This is the Doctor dilemma game where the best outcomes for both the players
are not the equilibrium of the game.

Doctor patient Prescribe drugs Do not prescribe drugs

Real pain Patient satisfied,
High satisfaction score for the doctor,
Professionally rewarding

The patient dissatisfied,
Low satisfaction for the doctor

Fake pain Patient satisfied,
High satisfaction for the doctor,
Even if it is professionally less rewarding

The patient dissatisfied,
Low satisfaction for the doctor,
Even if it is professionally most rewarding
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This game is similar, even if it is not symmetric, to the Prisoner Dilemma below.

I \ II L R

T 1, 1 5, 0

B 0, 5 3, 3

In this game X ¼ T,Bf g and Y ¼ L,Rf g are the strategy spaces of player I and
player II respectively. T is for Top, B is for Bottom, L is for Left and R is for Right,
but these are only names.

The NE is T,Lð Þ in fact.
T ¼ RI Lð Þ the best reply of player I to the strategy L of player II and.
L ¼ RII Tð Þ the best reply of player II to the strategy T of player I.
It is a nonefficient solution but in dominant strategies.
The situation is very complex: the physician cannot be sure if the patient tells

true or not, the patient is in a position of vulnerability, the physician cannot
guarantee the successful of his/her prescription (if any). The physician can fall
prescribing drugs if they are not necessary or also necessary if these have collateral
dangerous effects for the health patient. This wishes the drugs and if the doctor does
not prescribe them, his/her trust falls down. There are a lot of problems in these
decisions, some are discussed in [7].

Another interesting medicine problem is studied in [8], where the “consultation
games” are introduced. The author considers important the cooperation between
patients and doctors by building trust, obtaining information and solving problems.
The physician payoffs depends on proposing care methods and communicating
with patients. The payoff of patients depends sometimes from a fast provision of
medical interview and sometimes from relationship with the doctor (in special way
in case of chronic illness). Other patients wish a screening investigation but they do
not know the possible harms involved. Also in these cases the games are useful to
understand the best strategies.

In [9], the authors propose noncooperative games for surgery problems and
cooperative games for the operating room settings to create a better synergy and
improve the hospital efficiency and patients safety.

A reiterated process leads us to make a model via repeated games (see [10, 11] or
through the combination of cooperative and not cooperative games. In real situa-
tions not all the players wish to cooperate: some of them cooperate but some else do
not. In this case we speak about partially cooperative games, studied in [12].

3. Evolutionary game theory

A very interesting chapter is Evolutionary Game Theory proposed by Maynard
Smith, a theoretical evolutionary biologist, geneticist and an aeronautical engineer
to study mathematical models in biology and its strategic aspects.

Many socioeconomic and biological processes can be modeled with interacting
individuals where players wish to maximize their own payoffs and in particular
animals and genes maximize their individual fitness, [13, 14].

In evolutionistic selection, individuals wish to maximize the expected value of a
measure of surviving otherwise they are substituted, to this goal they decide their
strategies, not consciously but following evolution rules. The concept of human
rationality is substituted by evaluative fitness, and Maynard Smith had many
doubts on the first but no on the second.
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strategies, not consciously but following evolution rules. The concept of human
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We can apply this theory to understand the cancer cells propagation. In an
evolutionary context we consider animals or bacteria players as maximizing their
fitness so we consider steady state population dynamics. Intuitively each evolution-
ary player uses a strategy to maximize its payoff following the evolutionary theory
and via a dynamical convergence to a stable outcome or the so called evolutionary
stable strategy (ESS for short). An equilibrium deriving from an ESS is a refinement
of a Nash equilibrium (NE) and it is a stable solution under small perturbations.

We will write the following example as a generalization of the well-known
Hawk/Dove game.

In a human body there are 2 groups of cells: healthy cells and cancer cells, they
want to “conquer” the human body and so they must fight. They can have a quiet
behavior (D) or an aggressive behavior (H) and this is decisive to have the spread-
ing of the disease or not. We call c the cost of the fight and it depends from the
resources body and the medicines given to the patient when the disease was
discovered.

This game is written in the following matrix:

I\II H D

H 1=2� c, 1=2� c 1, 0

D 0, 1 1=2, 1=2

Player I and player II are animals in the original game (here we can think to two
patients).

If both the animals have a pacific behavior, they divide the “prey”, so their
payoff is 1=2 (the individual is not completely ill).

If the behavior of a group of cells is H and the other isD, the aggressive ones
invade the human body and the other does not.

So the patient has the disease if the aggressiveness is from tumor cells instead
he/she is recruited if it derives from healthy cells. If both the cells are aggressive,
they obtain 1=2� c: they divide the human body but they have a detriment of
strength (equal to cost c for the fight).

Studying the ESS and the subsequent equilibria we can prove:
if c≤ 1=2 there is only one equilibrium from ESS: H,Hð Þ.
if c> 1=2 there are no evolutionary equilibria from ESS.
This result is intuitive in fact if the fight cost is high (intuitively greater than 1/2)

it is better do not fight and leave the prey (in our case the human body in its state).
This new theory may be applied to spatial stress variations, such as the case in

cancer dynamics. In [10] the authors studied a game theoretical model in the
dynamics of cooperators and cheater cells under metabolic stress hypotheses and
spatial heterogeneity. Via Game Theory they tried to understand the dynamic of
cancer tumor evolution under stress. They give a simulation of the development of
cancer cells under the hypotheses of exchange of genetic material between the
individuals (this process is called “horizontal gene transfer”). The authors suppose
individuals can change their strategies from being cheaters to cooperators. A strat-
egy can evolve by genetic evolution as a reply to the stress of the local environment.
A combined dialog between these models and lab experiments can enrich our
knowledge about tumor cells resistance.

To read further research about Evolutionary Game Theory and cancer,
see [15–18].

Sometimes cancer cells in the primary tumor may stop growing (for example for
restricted space or few oxygen) and some malignant cells may break away from the
primary tumor. There are a lot of open questions: Which kind of tumor cells and
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how much go far from the primary tumor? Which of them migrate into the vessels?
Which kind of circulating tumor cells and howmany go in a second tumor? A games
model which keeps into account the interactions among them and the environment,
could be very useful. See [19].

4. Evolution of tumor cells

An unusual hypothesis about the cooperation of tumor cells may be found in
[20]. The authors think tumor cells as players in a mathematical game, their inter-
actions (intuitively their strategies even if not consciously decided), permit them to
arrive to evolutionist fitness. Distinct tumor cells cooperate to overcome some host
defenses by exchanging different products. Two nearby subclones can protect each
other spending the process of tumorigenesis, thanks to malignant cells containing
all nourishment for cancer growing.

Another model studying the cancer cells was introduced in [21] and generalized
to multicriteria games (that is games with vector payoffs) in [22].

The authors consider, via mathematical game theory, the genic expression to
investigate serious diseases as cancer. Their goal is to propose a method for evalu-
ating the relevance of the genes as disease markers. The common application in
Medicine is “to teach” a “classificator” to distinguish between healthy and sick
subjects on the basis of samples given by doctors.

A method to make a feature selection is to use Cooperative Game Theory with
transferable utility (TU-games in literature, see [10, 11].

Intuitively, each gene is considered in a coalition to which a value is assigned and
it shows how much these genes expressions suggest to distinguish between healthy
and sick subjects. In the cited paper, the authors applied mathematical Game The-
ory to analyze the results obtained with microarray techniques which allow to make
a photo of thousand of genes expressions through a unique experiment. The starting
point is studying the genetic expression in a cell sample and verifying some partic-
ular biological conditions (for example the cells of a subject affected by a tumoral
disease). Studying the “microarray games” we can evaluate the relevance of genes
to regulate or to provoke the onset of a pathology taking into account the genes
interactions each other.

In this context the Shapley and the Banzhaf values (see [10, 11] are studied as a
measure about the “importance” of a gene (“relevance index”) in the diagnosis.

The authors in [22] study the vector Shapley value for microarray multiobjective
games basing on the idea of “partnership of genes” (as in [21]). Intuitively this is a
genes’ group with correlated characterizations and which is very useful to study if
the disease is developing.

The experimental results have shown that the Shapley value is a valid tool to
evaluate the expressions of genes and to predict a tumor disease.

The advantage of considering a coalitional game is the possibility to compute a
numerical index, the so called relevance index which intuitively represents the
relevance of each gene taking into account the relevance of the others when, for
example, a tumor disease is growing.

In general is important to consider multiobjective games (or vectorial games)
instead of scalar ones, because the players have not one but more objective “to
maximize” and often these goals are not comparable. In a medicine problems there
are many parameters “to optimize” so it is important to keep into account them
together, the solution will be more precise and it will allow us to better understand
the presence of a disease.

About multiobjective games and their solutions you can see: [12, 23–25].
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actions (intuitively their strategies even if not consciously decided), permit them to
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defenses by exchanging different products. Two nearby subclones can protect each
other spending the process of tumorigenesis, thanks to malignant cells containing
all nourishment for cancer growing.
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The authors consider, via mathematical game theory, the genic expression to
investigate serious diseases as cancer. Their goal is to propose a method for evalu-
ating the relevance of the genes as disease markers. The common application in
Medicine is “to teach” a “classificator” to distinguish between healthy and sick
subjects on the basis of samples given by doctors.

A method to make a feature selection is to use Cooperative Game Theory with
transferable utility (TU-games in literature, see [10, 11].

Intuitively, each gene is considered in a coalition to which a value is assigned and
it shows how much these genes expressions suggest to distinguish between healthy
and sick subjects. In the cited paper, the authors applied mathematical Game The-
ory to analyze the results obtained with microarray techniques which allow to make
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point is studying the genetic expression in a cell sample and verifying some partic-
ular biological conditions (for example the cells of a subject affected by a tumoral
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genes’ group with correlated characterizations and which is very useful to study if
the disease is developing.

The experimental results have shown that the Shapley value is a valid tool to
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The advantage of considering a coalitional game is the possibility to compute a
numerical index, the so called relevance index which intuitively represents the
relevance of each gene taking into account the relevance of the others when, for
example, a tumor disease is growing.
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In the following example we consider two real expression matrices where the first
MSR contains the samples of patients without considered disease, the secondMSD

contains samples of patients who have some disease signals, so we must investigate
about two medical parameters in the set of genes 1, 2, 3f g which are considered the
players in our model. The study is made w.r.t. the samples a, b, c, df g in the case of
patients without disease and w.r.t. the samples a, b, cf g in the case of patients with
disease signals. After a comparison between the two matrices MSR andMSD written
below, we arrive to write the microarray cooperative game for our model.

The two objectives may be for example the values of protein index and glycemic
index. If we will study more objectives (suggested by the doctors), our model will
be more precise.

MSR

Sample a Sample b Sample c Sample d

Gene 1 7:77

0:5

� �
8:95

0:2

� �
6:48

0:3

� �
1:94

0:6

� �

Gene 2 20, 40

12

� �
14, 75

10

� �
34:88

4

� �
20:35

5

� �

Gene 3 0:49
8

� �
5:79
13

� �
1:00
20

� �
16:47
9

� �

MSD

Sample a Sample b Sample c

Gene 1 3:26

0:9

� �
1:63

0:4

� �
1:58

0:7

� �

Gene 2 89:52

4:6

� �
17:35

11

� �
15:76

18

� �

Gene 3 4:66

11

� �
0:3

3321

� �
19:44

12

� �

From these two tables we can build a cooperative microarray game (with two
objectives) which is:

S ∅ {1} {2} {3} {1,2} {1,3} {2,3} {1,2,3}

v Sð Þ 0
0

0
1
3

1
3

0

0
1
3

1
3
2
3

2
3
2
3

1
3
1
3

1
1

So the physician problem studied through microarrays analysis may be trans-
lated into a cooperative game and studied with the usual tools of the theory (for
more and not easy details see [22]). Here the authors consider the vector Shapley
value and the Banzhaf one as the genes relevance indices or disease markers but
a research is in progress about other solutions perhaps more suitable and a
comparison among the results.

5. Game theory and brain

In some papers of Game Theory diseases connected with our brain are consid-
ered, also microarray games may be applied to study neurological diseases, see [26].
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In the paper [27], the author consider Game Theory in relation to schizophrenic
brain. The idea was emerging from the disease of John Nash. He won the Nobel
prize in 1994 for his fundamental works about the concept of equilibrium (the
so called Nash equilibrium), the existence of at least one equilibrium in mixed
strategies in finite games and the existence of an equilibrium in bargaining games
[10, 11].

The disease of John Nash was discovered when he was 29 years old and a brilliant
mathematics researcher. He generalized the games from a zero sum (introduced by
von Neumann and Morgestein) to general games. This is very important, because in
the real life only a few games are zero sum that is a player wins and the other loses,
but everyone wins something.

The author applies the theory of strategic interaction to understand the behavior
of schizophrenic brain, suggesting us the study between the limbic system and the
cerebral hemispheres and between the two cerebral hemispheres. We have an
equilibrium when the brain is optimally working, that is when an hemisphere is not
prevalent on the other but they are in equilibrium. In our model of a noncooperative
game the two cerebral hemispheres are seen as two players playing against each
other. This is possible because, as schizophrenic brain researcher teaches us, the two
hemispheres are isolated one from other or because there is too much connection
between them. In any case the effect is disastrous. Also the relations between the
lower brain functions may be seen in the same way. Following the research about
schizophrenic disease one hemisphere does not interfere with the optimal
functioning of the other.

In the Prisoner Dilemma the two players decide contemporary and indepen-
dently their strategies that is no one knows what the other does, so it may be a good
model for a schizophrenic brain and to understand better this terrible disease.

Games are used also for applications to neocortical epilepsy surgery, see [28]
where this topic is applied to cortical surface tracking during the neurosurgery to
have information about the brain surface deformation and to have a good image.
This method has a high percent of success. Surprisingly this young science is applied
also to the image analysis, [29, 30] and to estimate the brain deformation.

Deformations are studied as strategies in a noncooperative game.
The goal is the research of a NE which is a strategy profile where there is no

incentive for players to deviate unilaterally from their strategy.
In the surgery game we consider two hypothetical players whose strategies are

respectively the dense displacement field and the camera calibration parameters
which are used to transform points from the 3D intraoperative field into stereo
image space. The utility functions are the opposite of the cost functions
corresponding to the values for the operations.

All this can be formulated as a noncooperative game in fact changing the values
of the camera calibration parameters, also the search of displacement field may
vary. The authors use a game theoretic algorithm based on a Bayesian approach to
have information about the cortical surface deformation.

A paper about neuroscience is [31] where combining the modern neuroscience
methods and mathematical games, a neuroeconomics approach, studying the
knowledge of brain mechanism, helps us in keeping social decisions.

6. The matching theory and kidney exchanges

Sometimes, many scientific discoveries are not easy to support economically or
awake bioethics problems so these may not be easily applied to disease patients.
This problem happens, for example, in the kidney exchanges. In this exchange the
successful has arrived to 95� 97% and the sensibility of giving a transplant organ
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after death has grown. In despite to these great successful there are many patients
waiting an organ transplant because there are not a sufficient number of organs to
give to needing patients.

In the sub Saharan Africa, each years a lot of people (more than 5 million) die
because they have no admission neither to hemodialysis nor kidney transplant.
There is another great problem, which is incompatibility between donors and
recipients. In the most number of countries the unique admissible solution by law is
the existence a family degree between donor and recipient. Sometimes donor and
recipient are not compatible because their blood group or other characteristics of
their immune system.

In 2012 Alvin Roth, professor at the Stanford University, won the Nobel prize
for his Matching Theory which started from a kidney exchange problem [32, 33]. To
explain intuitively this theory we make a simple example: let us suppose that a
father needs a kidney transplant, because in a few week he risks to die, and her
daughter wishes to give it to him but she is not compatible. In the world there is
certainly another pair in the same situation. So the Matching Theory suggests to
create a special chain among people who wants give a kidney to a dear person but
because incompatibility this is not possible. Starting from Matching Theory a great
project presented by Alvin Roth and other scientists, the Global Kidney Exchange
Program, this is an international system with donors and recipients with compatible
organs. An algorithm proposed by Roth, tests the pair in the program and finds the
best match between waiting patients and donors so the patients may find a com-
patible organ in time for their survival. This program is very important not only
because it gives a good life to a person but also for the economic tolerability of the
sanitarian system. One objective is to help people needing kidney exchange in the
poor countries (where there is no hemodialysis). If a kidney for an Italian patient
comes from an African patient, this will have a new kidney and he will live and our
Italian patient will have a better life with less cost for the National Sanitarian
Service. Keeping into account the compatibility between pair of donors and
receivers, the problem may be in great part resolved. Making the mathematical
model via a game, we can prove that the NE is efficient because all players obtain
the best.

As you can imagine there are some ethical problems to consider in fact in an
international chain some unscrupulously people could enter and the problem of
organ traffic must be supervised. The Global Kidney Exchange has had the
endorsement of the American Society of Transplant Surgeons and the World Health
Organization has promoted this challenge idea.

(See https://www.profignaziomarino.com/mc/468/trapianti-d-organo-
la-proposta-rivoluzionaria-di-un-nobel). About kidney exchange and Game Theory
see also [34] and references in it.

7. Conclusion

The overlapping results obtained on mathematical games and those in medical
literature may not be casual, medicine models studying the disease onset could
make use of methods of this young science. Once again we understand that scien-
tific research need of a studious team in many science branches: mathematicians,
engineers, medicine, biologists, economists and so on.

Mathematical games contribute to suggest us the ways to verify new ideas and
they permit us to prove with precise calculations the logic of our reasoning because
the better understanding of these diseases is an important step.
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We remark that for all notions which we have not defined in the text, we refer to
already cited [10, 11, 13, 35] the book of Roger Myerson, Nobel Prize 2007 for the
theory of Mechanism Design.
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project presented by Alvin Roth and other scientists, the Global Kidney Exchange
Program, this is an international system with donors and recipients with compatible
organs. An algorithm proposed by Roth, tests the pair in the program and finds the
best match between waiting patients and donors so the patients may find a com-
patible organ in time for their survival. This program is very important not only
because it gives a good life to a person but also for the economic tolerability of the
sanitarian system. One objective is to help people needing kidney exchange in the
poor countries (where there is no hemodialysis). If a kidney for an Italian patient
comes from an African patient, this will have a new kidney and he will live and our
Italian patient will have a better life with less cost for the National Sanitarian
Service. Keeping into account the compatibility between pair of donors and
receivers, the problem may be in great part resolved. Making the mathematical
model via a game, we can prove that the NE is efficient because all players obtain
the best.

As you can imagine there are some ethical problems to consider in fact in an
international chain some unscrupulously people could enter and the problem of
organ traffic must be supervised. The Global Kidney Exchange has had the
endorsement of the American Society of Transplant Surgeons and the World Health
Organization has promoted this challenge idea.

(See https://www.profignaziomarino.com/mc/468/trapianti-d-organo-
la-proposta-rivoluzionaria-di-un-nobel). About kidney exchange and Game Theory
see also [34] and references in it.

7. Conclusion

The overlapping results obtained on mathematical games and those in medical
literature may not be casual, medicine models studying the disease onset could
make use of methods of this young science. Once again we understand that scien-
tific research need of a studious team in many science branches: mathematicians,
engineers, medicine, biologists, economists and so on.

Mathematical games contribute to suggest us the ways to verify new ideas and
they permit us to prove with precise calculations the logic of our reasoning because
the better understanding of these diseases is an important step.
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We remark that for all notions which we have not defined in the text, we refer to
already cited [10, 11, 13, 35] the book of Roger Myerson, Nobel Prize 2007 for the
theory of Mechanism Design.
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