This book describes aspects of rainfall including the extremes, distribution and properties. The introductory chapter focusses on drought and flooding rains over Australia, placing extreme rainfall events from recent decades into a historical context using reconstructions from proxy data. The next three chapters focus on distribution and impacts of rainfall. The first of these chapters presents a statistical analysis of rainfall patterns for Jeddah City and considers future impacts. The second examines rainfall in the context of impacts, vulnerability and climate change in eastern Africa. The third examines extreme rainfall and drought in the Asia-Pacific, through application of monitoring from space. The final chapters focus on properties of rain, one examining aerosol-cloud-precipitation interactions, while another considers the chemical nature of individual size-resolved raindrops.
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Preface

This book describes aspects of rainfall including the extremes, distribution and properties. The introductory chapter in the first section focuses on drought and flooding rains over Australia, placing extreme rainfall events from recent decades into a historical context. Although recent droughts and floods may often be perceived as unprecedented, when the extended instrumental records are considered, and also proxy reconstructions extend back over hundreds of years, this shows these are recurrent events in the natural climate cycles.

The three chapters in the second section focus on distribution and impacts of rainfall in different parts of the world. The first chapter presents a statistical analysis of rainfall patterns for Jeddah City in Saudi Arabia and considers future impacts. Jeddah has been hit by many rainstorm events during the past decade, which have increased dramatically since 2009, representing changing rainstorm patterns. The study indicated that Jeddah is characterized by two patterns of rainfall: one for rainfall values below 50 mm and the other for values above 50 mm. The second chapter in this section examines rainfall in the context of impacts, vulnerability and climate change in eastern Africa, estimating the causes, vulnerability, impact and adaptation strategies associated with climate change.

The third chapter in Section 2 focusses on a demonstration project initiated by the World Meteorological Organization using space-based weather and climate extremes monitoring. This was established to run for two years (2018-2019) focussing on weather and climate extremes, particularly drought and heavy precipitation over South-East Asia and the Pacific. Case studies presented illustrate drought monitoring in Australia in 2007 and 2018, and also heavy precipitation in Australia in 2010, and Thailand and Malaysia in 2014, which caused widespread flooding.

The third section comprises two chapters that focus on physical and chemical properties of rainfall. One chapter examines the role of aerosols that act as cloud condensation and ice nuclei. These phenomena play critical roles in cloud thermodynamics, and cloud and precipitation microphysics, known as the aerosol indirect effect. In the study presented, aerosol-cloud-precipitation interactions in the Central Himalayas were examined using aerosol observations to specify cloud condensation activation properties for simulations of a pre-monsoon convective storm.

In the final chapter, the relationships between pollutant scavenging effect and the size of raindrops was investigated. Raindrops were collected in Fukuoka City, Japan, and segregated as a function of their size using a specifically designed raindrop collector. The chemical nature of individual size-resolved raindrops was determined. It was found that the elements S, Ca, Si, and Al had relatively high concentrations in raindrops, especially small raindrops. Most of the elements
measured showed a continuous decrease in concentration with increasing raindrop
diameter, and it was concluded that rainfall plays a valuable role in scavenging
natural as well as artificial particles from the atmosphere.

John Abbot
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Melbourne, Victoria, Australia

University of Tasmania,
Tasmania, Australia

Climate Modelling Laboratory,
Noosa, Queensland, Australia
Section 1

Introduction
Chapter 1
Introductory Chapter: Australia—A Land of Drought and Flooding Rain
John Abbot

1. Introduction
Instrumental records of Australia's rainfall are maintained by the Australian Bureau of Meteorology (BOM) and extend back over 150 years in some locations. Annual contour maps of the continent extending back to 1900 illustrate how annual rainfall has varied across the continent [1]. The continent has a long history of droughts and floods [2], extending into recent years [3, 4].

Figure 1 shows a map of Australia with the individual states and various locations referred to in this chapter.

Figure 1. Map of Australia showing states and locations referred to in this chapter.
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2. Drought in Australia

A book by McKernan entitled Drought: The Red Marauder [5] reveals a story as perceived by people who have experienced droughts in Australia throughout more than 200 years of European settlement. At any particular time, there is often a drought somewhere in continent of Australia. However, there is often a reluctance to acknowledge drought as a persistent aspect of Australian life and the arrival of drought is often greeted with surprise [5] with a tendency for each drought to be perceived as “the worst on record” [5]. Droughts are a recurrent and natural part of the Australian climate, with evidence of drought dating back thousands of years. However, deficiencies in our capability to adequately monitor, attribute, forecast and manage drought are exposed whenever a drought occurs [6].

2.1 Drought frequency and relationship to climate indices

For most Australian regions, individual climate drivers, associated with particular climate indices, generally account for less than 20% of monthly rainfall variability [7]. It is, therefore, unlikely that a single climate phenomenon is responsible for all drought events. It is probable that different periods of extended drought are driven by different and/or multiple combinations of climatic processes [8, 9].

Three periods of prolonged droughts have occurred in south-east Australia during the period of instrumental records. These are known as the ‘Federation drought’ (1895–1902), ‘World War II drought’ (1937–1945) and the ‘Big Dry’ (1997–2010). Verdon-Kidd and Kiem [10] showed that these major droughts were related to the combinations of four principal climate drivers extending over the Pacific Ocean (El Nino Southern Oscillation: ENSO; Pacific Decadal Oscillation: PDO), the Indian Ocean (Indian Ocean Dipole: IOD) and the Southern Ocean (Southern Annular Mode: SAM).

Hiepp et al. [11] examined the relative contributions of four climate indices (ENSO, IPO, DMI and SAM) on rainfall in New South Wales. For the period 1948–2006, the study investigated the magnitude of the influence of each climate driver and its interaction on the rainfall at 15 locations distributed over NSW. It was reported that the influence of each driver at a particular site is different although some generalised patterns were evident. The results show that the ENSO has wide influence across over the entire state of New South Wales and is the primary climate driver of influence at 10 of the 15 sites analysed. The IPO (Interdecadal Pacific Oscillation) by itself does not have evidence for an influence on rainfall at any of the considered sites, but is influential when considered in combination with ENSO. Palmer et al. showed the importance of the IPO in modulating drought across Australia over past centuries [12]. Other investigations [13] have suggested that about half of Australian interannual-to-decadal precipitation variability may originate from as far away as the Atlantic Ocean.

McGree [14] examined rainfall data for 36 BOM stations from Queensland and the Northern Territory, representing north-eastern Australia. From this data, it was found that drought frequency, duration and magnitude was greater during 1981–2010 than during 1951–1980. The IPO and ENSO were the dominant drivers of drought occurrence over the period 1951–2010. The increase was not linear and was in a large part due to low-frequency variability, namely the positive phase of the IPO from 1977 to 1998. The switch to the negative phase of the IPO from 1999 resulted in a decade from 2000 with reduced drought activity. Carvalho et al. examined...
rainfall variability in the Shoalhaven river catchment in southern NSW and its relation to climatic indices [15]. This study found that although drought in this region is related to El Niño years, there was only a weak positive correlation between catchment rainfall and SOI, which was moderately enhanced during negative phases of the IPO.

Kiem and Franks investigated multi-decadal variability of drought risk by examining the performance of the Grahams town Reservoir in NSW [16], calculating the probability of the reservoir storage level falling below 30% during three different phases of the IPO. This probability was almost 20 times greater during the positive IPO phase than it was when negative.

### 2.2 Drought and climate change

Although some reports [17] claim links between climate change and recent droughts in Australia with a high degree of certainty, an examination of the scientific literature would suggest a more cautious approach to stating unambiguous conclusions, due to the lack of rigorous evidence. Studies by Cai et al. [18] found that although climate models generally suggest that Australia’s Millennium Drought was mostly due to natural multi-decadal variability, some late-twentieth-century changes in climate that influence regional rainfall are partially attributable to anthropogenic greenhouse warming. Cook et al. [19] examined the Millennium Drought during 2003–2009 and the record-breaking rainfall and flooding in austral summer 2010–2011 in eastern Australia. They found limited evidence for a climate change contribution to these events, but such analyses are restricted by the lack of information on long-term natural variability. Analysing a reconstruction of summer (December–January–February), they reported moisture deficits during the Millennium Drought fall within the range of the last 500 years of natural variability. van Dijk et al. [20] studied the Millennium Drought in southeast Australia (2001–2009). They found that prevailing El Nino conditions explained about two-thirds of rainfall deficit in east Australia, but the results for south Australia were inconclusive with a contribution from global climate change plausible, but unproven.

### 2.3 Impacts of drought

The impacts of droughts have been categorised as meteorological, hydrological, agricultural and socioeconomic [21]. Many of the reported studies have emphasised the impact of drought on agriculture, and this is a topic of current focus with drought in eastern Australia affecting many farming communities. Sheng and Xu [22] estimated that Millennium drought between 2002 and 2010 reduced agricultural total factor productivity by about 18% in Australia over the period.

Studies have been directed towards evaluating the impact of climate change on agricultural production in Australia. For example, drought frequently limits Australian wheat production, and the expected future increase in temperatures and rainfall variability will further challenge the productivity [23]. Relationships between wheat yields and climatic factors including rainfall are known to be complex and the subject of ongoing investigations [24]. Studies by Hunt et al. [25] show that the reduced yields of wheat associated with lower rainfall can be offset with adaptation through early sowing of the crop.

Feng [26] examined the impacts of rainfall extremes on wheat yield in semi-arid cropping systems in eastern Australia and found that the frequent shortages
of rainfall in eastern Australia created a greater threat to crop growth than excessive rainfall.

There are many impacts of droughts other than agriculture [20]. For example, droughts in Australia have had effects on wildlife populations including waterbirds [27, 28]. Studies have shown that droughts have an effect on mental health of the population, particularly in rural areas of Australia [29]. Li et al. investigated the ecological effects of extreme drought [30], including water acidification and eutrophication in the Lower Lakes (Lakes Alexandrina and Albert) in South Australia.

3. Flooding rains

Flooding rains are also a recurring feature of the Australian climate. For example, prolonged rainfall over large areas of Queensland led to flooding of historic proportions in December 2010, extending into January 2011 [31, 32]. About 33 people died as a result of those floods, with more than 78% of the state (an area larger than France and Germany combined) declared a disaster zone. More than 2.5 million people were affected [31] with approximately 29,000 homes and businesses experiencing some form of inundation, with the cost of flooding estimated to be over A$5 billion [31]. In January 2011, Brisbane, the state capital of Queensland, experienced its second highest flood in over a century. Major flooding occurred throughout most of the Brisbane River catchment, with an estimated 18,000 properties inundated [32]. More recently in 2018, extreme rainfall conditions inundated the city of Townsville, located in coastal north Queensland, experiencing flooding of large parts of the urban area [3, 33].

In addition to the impacts on urban infrastructure, floods may have a substantial impact on the ecosystem. For example, runoff following extreme rainfall has been associated with detrimental impacts on coral of the Great Barrier Reef [34]. Flooding can also impact on the establishment of tree seedlings [35] and has been implicated in the dieback of mangroves in Queensland rivers, rather than the effect of herbicides as suggested previously [36].

With the devastating impacts of floods, there is interest in understanding and potentially improving predictive capabilities. Studies by McMahon suggest that floods in south-eastern Queensland do not occur randomly but are associated with a repeating 40 year cycle [37].

4. Predicting droughts and floods

In addition to general circulation models (GCMs) [38–40] that attempt to implement physical models of climatic systems, considerable research has been reported over the past decade using machine learning, particularly neural networks, to forecast rainfall [41–48]. The results suggest that the skill of the forecasts using the machine learning approach for medium-term forecast is superior to GCMs [48]. With GCMs, forecasts are usually initially generated for extended grid areas for defined geographical areas. Forecasts for more specific locations can then be generated through a process of downscaling. With the machine learning approach, forecasts are generated for specific locations for which historical data are available. If there are sufficient locations over a geographical region, contour maps representing observed and forecast rainfall can then be generated. This is illustrated for Tasmania in Figures 2 and 3 for observed and forecast monthly rainfall, 12 months, in advance.
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5. Rainfall reconstructions

Instrumental records of rainfall and temperature generally extend back only about 100 years in Australia. Reconstructions of past temperatures, extending back hundreds or thousands of years, are available for many parts of the world [49]. These are derived from palaeo data, including tree rings, corals, ice cores and stalagmites. Such reconstructions are much rarer for rainfall and, comparatively, few exist currently for Australia. However, it is important to consider the examples that exist as they enable episodes of droughts and flooding rains to be put into a wider context before asserting particular events are unprecedented, or ascribing them, with a high degree of certainty, to anthropogenic climate change.

Climate proxy data are ideally derived from sources that are located within, or in close proximity to, the region of interest. However, in cases where such proxy
records are unavailable, remote proxies can be considered as a possible alternative [50]. There are relatively few in situ rainfall-sensitive palaeoclimate proxy records in Australia providing continuous records of rainfall variability [51]. An alternative is to utilise records that are from the same continent, but external to the region of direct interest. For example, Ho et al. made use of three such records [52]. The first was a study by Lough [53], who found significant correlations between coral luminescence intensity recorded in coral cores from the Great Barrier Reef and summer rainfall variability in northeast Queensland, enabling the multi-century coral record to be used to reconstruct Queensland summer rainfall back to the eighteenth century. The second study used high-resolution (approximately annual) analysis of trace elements sensitive to moisture availability present in a stalagmite from the Wombeyan Caves in south-east Australia. McDonald [54] found this to correlate with periods of above or below average rainfall from 749 BCE (before the Common Era) to 2001 CE (Common Era). The third study generated a 350 year long rainfall reconstruction at Lake Tay in Western Australia, based on tree ring widths [55].

These three Australian palaeoclimate proxies of rainfall enabled the reconstructions of rainfall in the Murray Darling Basin of south-eastern Australia [49, 50] although all three lie outside the Murray Darling Basin. The results reveal several extended periods that are likely to have been drier than indicated by the instrumental record from approximately the last century. Extended dry periods include the mid-late-1700s, 1500s, 1100s, 400s and 300 BCE. Comparisons between the reconstructed rainfalls and extreme instrumental rainfall indicated that the occurrence of extended periods wetter than the wettest decade in the instrumental record is also likely to have occurred in the mid-late-1800s and also around 1700. Multi-centennial wet epochs (or, at least, epochs without a multi-year drought) are also evident between 400–700 CE and 300 BCE–2100 CE. The reconstructions, therefore, confirm the occurrence during the last 2751 years of both wet and dry periods that have greater frequency, duration and severity than observations from the instrumental record.

O’Donnell [56] developed a 210-year tree ring-width chronology from *Callitris columellaris* from the Pilbara region of Western Australia. This was highly correlated with summer-autumn (December–May) rainfall across semi-arid northwest Australia. The reconstruction showed the periods of below average precipitation extending from one to three decades and the periods of above average precipitation which were often less than a decade. The results demonstrate that recent decades (1995–2012) have been unusually wet with average summer/autumn rainfall of 310 mm compared with the previous two centuries (average summer/autumn rainfall of 229 mm).

Freunmd et al. [57] used a diverse set of Southern Hemisphere palaeoclimate records to produce rainfall reconstructions for cool (April–September) and warm (October–March) seasons corresponding to eight regions across the Australian continent. They reported that trends towards wetter conditions in tropical northern Australia are highly unusual in the context of multi-century rainfall reconstructions. Cool season drying trends during the instrumental period in regions of southern Australia are very unusual, although not unprecedented, when compared with the past several centuries from 1600 CE.

Verdon-Kidd et al. [58] produced a 507 year reconstruction of rainfall for the monsoonal northwest of Australia, focussing on the site of Oenpelli in the Northern Territory. The study used remote proxies from Asia (tree rings), Australia (coral) and South America (tree rings) with an instrumental calibration period from 1900 to 1976. The rainfall reconstruction presented from 1470 CE suggests that the modern instrumental record on average represents a wetter climate than the pre-instrumental period. Furthermore, the reconstructions display wet and dry periods of greater duration than evident from the instrumental record. Other recent studies
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using tree rings to reconstruct rainfall include Allen [59] for Arnhem Land in the Northern Territory of monsoonal Australia, and O’Donnell for Western Australia [60]. Evidence is also provided from sediments from northwest Australia periods of extreme flooding and drought over past 2000 years [61].

A reconstruction of rainfall was produced by Tozer [62] for the Williams River catchment in subtropical eastern Australia (see map) extending over a period of 1013 years between 1000 and 2012 CE. Ho [50] relied on circulation teleconnections that strongly link climatic processes in one region to another. The remote proxies are calibrated with respect to an instrumental period, to develop palaeoclimate reconstructions. As no high-resolution palaeoclimate proxies were available corresponding to the Williams River catchment area, the study utilised the teleconnection between summer sea salt deposition recorded in ice cores from Law Dome in East Antarctica and rainfall variability in eastern Australia. It was found that both the dry and wet epochs persisted up to twice as long in the pre-instrumental compared with the instrumental period.

Documentary evidence can also be valuable in complementing palaeo reconstructions of rainfall. Fenby et al. [63, 64] considered 12 documentary-based rainfall chronologies for five subregions of south-eastern Australia (SEA) over the 1788–1860 period using a range of historical sources. This analysis identified 27 drought years in south-east Australia between 1788 and 1860 and 14 years of high rainfall in New South Wales (NSW) between 1788 and 1840. This study confirms that south-east Australia has experienced considerable rainfall variability that has influenced past Australian societies since the first European settlement in 1788. Of the droughts identified in this study, 1837–1841 was the longest and most widespread event influencing all subregions. The 1793–1809 period was particularly wet, with periods of heavy rainfall often resulting in devastating floods on the Hawkesbury River region of NSW.

6. Conclusion

This chapter provides some background to the available data and understanding of rainfall patterns experienced in Australia. Compared with many counties, Australia is fortunate in having a comparatively good set of rainfall records over the continent extending back about 100 years in many cases. The continent experiences extended episodes of drought and flooding rains. It is clear that these are related to multiple climate drivers that may extend widely over the globe, and are incompletely understood. Forecasting rainfall over the medium- to long-term remains problematical, and solutions may be found in advanced data analysis techniques such as machine learning rather than physical models. There remains a scarcity of rainfall reconstructions based on palaeo evidence enabling records to be extended back multiple centuries beyond the instrumental data. These are very important as they enable more recent episodes of drought and flooding rains to be placed into context.

Without this, there is a tendency in the general community to believe that a particular event is unprecedented because something similar did not occur in recent decades. The reconstructions are also important from the perspective of assigning rainfall patterns to climate change and designating as natural or anthropogenic in origin.
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Section 2

Rainfall Patterns and Impacts
Chapter 2
Statistical Analysis of Rainfall Patterns in Jeddah City, KSA: Future Impacts
Mazen M. Abu Abdullah, Ahmed M. Youssef, Fawzy Nashar, and Emad Abu AlFadail

Abstract
Recently, the Kingdom of Saudi Arabia (KSA) has been facing significant changes in rainstorm patterns (rainstorm intensities, frequencies, distributions) causing many flash flood events. The city of Jeddah is located in a coastal plain area, in the middle of the western side of the KSA, which represents a clear case of changing rainstorm patterns. Jeddah has been hit by many rainstorm events, which increased dramatically since 2009 (e.g., one in 2009, one in 2011, one in 2015, and another one happened in 2017). However, in 2018 about six rainstorms occurred. Two major flash flood events occurred in the city in November 2009 and in January 2011. There were significant impacts of these two events causing severe flooding. During these events, 113 persons were announced dead (in the 2009 event), and infrastructures and properties were damaged (roads and highways, more than 10,000 homes and 17,000 vehicles). In addition to that, dam failure occurred in the 2011 event. This situation gives clear evidence in changing the climate system that could cause more storms in the future across the KSA. Generally, Jeddah city has a lack of short-duration data in rainfall stations. In addition to that, there are a limited number of studies that have been done in determining rainstorm patterns. Consequently, the approach of the current study will focus on understanding and determining rainstorm patterns in the period between 2011 and 2017 depending on some digital rainfall stations that have been installed recently in Jeddah city. Rainstorm pattern and the method of distribution are the most crucial factors affecting peak flow and volume calculations. Our findings showed that there are two pattern types for the rainstorms in Jeddah city. Finally, a comparison with SCS-type II distribution was carried out.

Keywords: rainfall patterns, floods, impacts, Jeddah, KSA, statistical analysis

1. Introduction
Climate change is a debatable subject these days. Dealing with this topic is considered an enormous challenge of the coming years [1]. There are many definitions of climate; however, the common term of climate is the long-term pattern of meteorological conditions in a specific area [2]. It is measured by evaluating variations in temperature, humidity, atmospheric pressure, wind, precipitation, atmospheric particle, and other meteorological variables. Climate change can have significant impacts on weather conditions around the world, such as storms and heavy rainfall.
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1. Introduction

Climate change is a debatable subject these days. Dealing with this topic is considered an enormous challenge of the coming years [1]. There are many definitions of climate; however, the common term of climate is the long-term pattern of meteorological conditions in a specific area [2]. It is measured by evaluating variations in temperature, humidity, atmospheric pressure, wind, precipitation, atmospheric particle, and other meteorological variables. Climate change can have significant impacts on weather conditions around the world, such as storms and heavy rainfall.
Climate changes can occur due to different processes internal to the earth, external forces (e.g., variations in sunlight intensity), and human activities that have been increasing recently. Many shreds of strong evidence in many regions regarding the climate changes and variability that is impacted by anthropogenic activities, industries and natural specifications of climate systems are recently available. Among these factors that caused climate change due to changing of the composition of the atmosphere are the greenhouse gas emissions, CO₂, CH₄, and N₂O [3–5].

Many studies related to climate change have emphasized that there is an increase in the rainfall events recently regarding frequency and intensity [6–14]. Rainfall patterns and rate over a region are reliant on the ambient and global water evaporation and to a significant extent on altitude, latitude, and level of humidity [15]. Warmer conditions brought out from increased emissions of greenhouse gases through industrialization cause evaporation and precipitation with varying degree of intensity on individual regions [16].

Various environmental impacts have been witnessed according to climate change including change in the hydrological cycles, availability of water resources, unprecedented rainfalls and floods, unexpected drought frequencies, and changes in natural ecosystems [5, 14, 17–20]. Rain is an essential natural phenomenon which can influence the human life and properties. There are many factors which affect rainfall, such as geographical position, monsoon, topographic, and other factors. Flash flood frequency and severity in the desert areas are generally unpredictable and vary from year to year due to variability in the rainfall values [21–23]. Rainfall in arid areas is spatially variable than that of humid regions and is often described as “spotty,” and the impacted area is often limited by the radius of the clouds [24].

It is tough for hydrologists to use unreliable hydrological data (rainfall data) in the design of water-related structures. In most cases, the available rainfall data are limited (few records) and contain some gaps in the time series; rainfall stations are far from each other, with no intensity records; and records are not authentic values due to human errors. Previous studies used historical information to carry out the rainfall frequency analysis to understand the flooding behavior [25, 26]. These studies generally show that the use of historical information can be of great value in the reduction of the uncertainty in flood quantity estimators. A frequency analysis of the data is the most commonly applied method. Several studies were found dealing with the analysis of rainfall intensity in many areas [27–32].

A rain gauge is an instrument that measures how much rain falls in a given set time. Automatic rain gauges are rain gauges that electronically start working once it feels rain on the gauge. They automatically record the data, from measuring to removing the rainfall afterward [33]. Automatic rain gauge systems are required to collect rainfall data at remote locations, especially oceanic sites where logistics prevent regular visits [34]. It is usually based on tipping-bucket rainfall sensor and data logger for measuring the rainfall quantity and intensity during a given period and transmits the data through the GSM/GPRS modem to the desired e-mails and server at user-defined time intervals, and records obtained are of high reliability.

The Kingdom of Saudi Arabia (KSA) is one of the other countries that is impacted by severe events of rainfall in the last decade due to climate change. The intensity and frequency of the rainfalls are unprecedented and cause devastating floods in many KSA regions. Due to the lack of short-duration data in the Kingdom in general and in Jeddah in particular, and the limited number of studies that have determined the pattern of rainstorms, the current research will be a cornerstone in establishing rainfall pattern and behaviors. Determination of rainstorm pattern and method of distribution is one of the most critical factors affecting peak flow calculations. In this work, the Jeddah area was chosen as a unique example of unprecedented rainfall events in the last decade. The rainfall rate and patterns of the Jeddah area will be discussed in detail to extract
the adequate rainfall intensity patterns that could be used for future predictions. In the current study, the short duration rainfall data recorded by climate stations of the Saudi Geological Survey during the period from 2011 to 2017, as well as the data available at station J134 of the Ministry of Environment, Water and Agriculture, And the conclusion of the general pattern prevailing in these storms, as well as their comparison with the distribution of SCS-Type II, and the conclusion of the intensity curves based on available data. Many rainfall storms were analyzed in this study. It includes the following events (intensity records) 2011, 2014, 2015, 2016 and 2017. However, in the devastating floods that occur in 2009, we do not have intensity records for that event.

2. Rainfall distribution in the KSA and recent problems

The KSA climate is mainly arid and semi-arid, except in the northern and southern areas. The arid and semi-arid regions have an extreme continental climate with warm and dry summer and very cold winter especially in the central regions of the KSA. To assess rainfall pattern over the study area, it is necessary to define the dominant climatic patterns that have an influence on rainfall distribution over the western province of the KSA. The climatic pattern can best be described by considering the various air masses that affect the rainfall distribution over the KSA area. The influence of the different air masses and the rainfall patterns over the KSA has been discussed and mapped by several investigators [35–38].

Different air masses, which influence the Kingdom’s climate, are illustrated in Figure 1. These air masses include (1) the monsoon front during the late autumn (maritime tropical air mass) reaches the area from the south, southwest, and southeast. This front that originates in the Indian Ocean and the Arabian Sea during the autumn brings warm and moist air. Outbreaks of westerly air become more frequent, characterized by medium to high intensity over the western and northwesterly regions of the country. This front often picks up further moisture while moving through the Red Sea Trough. (2) The continental tropical air masses are warm and moist coming from the Atlantic Ocean through the Central and North African continent. (3) The maritime polar air masses are derived from the Eastern Mediterranean

![Figure 1](https://example.com/figure1.png)

*Figure 1. Air masses affecting the climate of the KSA: (1) maritime tropical air masses, (2) continental tropical air masses, and (3) maritime polar air masses [39].*
Sea. In early winter the Mediterranean-borne maritime air increasingly disturbs the monsoonal air movement and displaces it in the low altitudes. These maritime depressions draw the tropical continental air masses into the warm sectors, and extreme weather conditions occur that are associated with the passage of a hot sector. Both (2) and (3) move toward the east and prevail in the winter season. During this season, the western region, particularly the coastal area, is characterized by its relatively low rate of rainfall [38], whereas, due to the topographic effects, the highlands receive a considerable amount of rainfall. In spring, the impact of the Mediterranean air movement diminishes, whereas the monsoon from the south takes its place, penetrating the southern part of the Kingdom. During summer, the cyclonic flow sweeps along the Mediterranean Sea from the west toward the east and continues moving over the northern and central regions of the country preventing the maritime air masses of the northeasterly monsoon from penetrating the north regions of the Kingdom. Due to this, the summer season will be somewhat dry in the area considered.

The mean annual rainfall (from 1960 to 2018) over the KSA can be shown in Figure 2. The rainfall rate in the KSA (except for the Empty Quarter desert) is 109 mm per year. The southwestern region is characterized by a heavy rainfall compared with the rest of the Kingdom. Rainfall is more than 500 mm per year in some locations. The peaks of the Sarawat Mountains, which extend from the northern part of the Kingdom to the south, parallel to the Red Sea, are the dividing line for the distribution of surface water. The rains that fall in the east of this line take place in the valleys heading east, and in the west, the valleys are steep and flowing towards the Red Sea.

Recently, there is a definite increasing trend in rainfall in frequency and intensity in the KSA. Many areas in the KSA have shown an increasing trend in the annual rainfall and flood events. Most of the rainfall in the KSA occurs during the monsoon. Monsoon is a term derived from the Arabic word “mausim,” meaning season. It was used to describe the seasonal winds of the Arabian Sea. The Jeddah area is characterized by wet and dry seasons that generally occur from November to May and from June to October, respectively. One example is Jeddah city which has shown an increasing trend in the rainfall events. These events cause disasters that result in human, property, and economic loss.
These unprecedented events have affected the KSA, causing considerable damage to highways, railroads, urban zones, and agricultural areas [39]. Most of the flash flood hazards in the KSA are caused by a combination of natural conditions (heavy rainfall and climate changes) and human interference (poor drainage systems and urban expansion). Recently, heavy rainfall events have triggered flash floods in various areas of the KSA (e.g., Jeddah city flash floods in the years 2009, 2011, 2015, 2017, and 2018 and Al Riyadh flash floods in 2015 and 2018). The severely hit areas are generally in the western part of the KSA, particularly in the city of Jeddah during November 2009 and January 2011 [39, 40]. These events were characterized by 70 and 111 mm of rainfall, respectively, within 3 h and were considered catastrophic flash floods for Jeddah city. They caused a death toll of 113 people in 2009, and, together, they damaged more than 10,000 homes and destroyed approximately 17,000 vehicles. Other areas impacted by flash floods are As Sail Al Kabir area, Taef; Najran city; Ar Riyadh city; Ha'il city; Makkah city; and Tabuk city [41–48].

3. Study area and its characteristics

The study area, the Jeddah area, is located in the western region of the KSA covering an area of ~1731 km² and lies between latitudes 21°15’ and 21°57’ N and
longitudes 39°06′ and 39°31′E (Figure 3). From the latitude point of view, the Jeddah area is considered to be in the arid zone (Köppen’s climate classification). The Jeddah area has different geomorphological features. It represents a part of the Red Sea coastal zone. Jeddah drainage system comes from the east (a series of hills) toward the city which is located to the west. The catchment areas have a variety of landforms such as low- and midsize hills and flattened foothills in some places followed to the west by the floodplain areas. The monthly average relative humidity ranges between ~85% from September to October and ~34% from April to June. The Jeddah area is characterized by scarce rainfalls with high variability, which occur most often in November–December–January (the winter season).

Additionally, monsoonal rainstorms take place in March and April due to the moist air currents from the Indian Ocean and the Arabian Sea. The average annual precipitation is ~52.5 mm/year. The maximum rainfall was recorded in 1996, with ~284 mm/year. Recently these thunderstorms increased in their frequencies and intensities causing flash floods and inundation events within Jeddah city.

4. Characteristics

In this study, all the current stations have automatic rain gauges that can record the intensity of the rainfall events (minute-base). This technique did not occur before, and most of the hydrological studies were depending on the daily rainfall data analysis which brings some uncertainty to the hydrological results. The stations used in the current study are shown in Figure 3. In the present work, trend and pattern analysis is based on intensity rainfall values for each rainfall station. Detailed analysis and discussion of the different recently occurred storms will be carried out in the following sections. This analysis and comparison work will give us the ability to deduce the general pattern prevailing in the storms in the city of Jeddah. Table 1 has a list of different storms that will be considered in this study.

4.1 Rainstorm occurred on January 26, 2011

The data recorded by the rainfall station located at the headquarter of the Saudi Geological Survey shows that the precipitation began at 10:56 am on Saturday, January 26, 2011; continued until 12:27 noon, for ~91 min; and remained after a short break until 3:38 pm. The total precipitation is ~112.0 mm. It is difficult

<table>
<thead>
<tr>
<th>No.</th>
<th>Date</th>
<th>Location</th>
<th>Name</th>
<th>Total rainfall (mm)</th>
<th>Duration (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>January 26, 2011</td>
<td>SGS site</td>
<td>SGS</td>
<td>112.0</td>
<td>4.7</td>
</tr>
<tr>
<td>2</td>
<td>November 22, 2014</td>
<td>SGS site</td>
<td>SGS</td>
<td>43.0</td>
<td>10.0</td>
</tr>
<tr>
<td>3</td>
<td>November 17, 2015</td>
<td>Radwa farms</td>
<td>Radwa</td>
<td>21.7</td>
<td>2.7</td>
</tr>
<tr>
<td>4</td>
<td>November 17, 2015</td>
<td>Khulays, Ad Daff</td>
<td>Khulays</td>
<td>20.6</td>
<td>2.7</td>
</tr>
<tr>
<td>5</td>
<td>November 17, 2015</td>
<td>Old Jeddah airport</td>
<td>J134</td>
<td>79.0</td>
<td>3.2</td>
</tr>
<tr>
<td>6</td>
<td>November 17, 2015</td>
<td>Wadi Qaws</td>
<td>Qaws</td>
<td>61.0</td>
<td>1.77</td>
</tr>
<tr>
<td>7</td>
<td>December 02, 2016</td>
<td>SGS site</td>
<td>SGS</td>
<td>44.91</td>
<td>2.75</td>
</tr>
<tr>
<td>8</td>
<td>November 21, 2017</td>
<td>SGS site</td>
<td>SGS</td>
<td>88.04</td>
<td>15.75</td>
</tr>
</tbody>
</table>

Table 1.
Rainstorms occurred between 2011 and 2017 in the Jeddah area and the stations’ names.
to distinguish two separate storms, but this rainstorm can be separated into two phases. The first phase of rainfall was ~54 mm, while the second one was ~58 mm. Figure 4a shows the rainfall recorded plotted against the whole rainfall time (4.7 h), which shows ~48% of the rainfall depth is fallen in the first phase for a period of ~78 min. The first phase is shown in Figure 4b.

4.2 Rainstorm occurred on November 22, 2014

This event was recorded in one rainfall station located at the headquarter of the Saudi Geological Survey. The data recorded by this station shows that the precipitation began at 0:22 am on Saturday, November 22, 2014; continued until 1:03 am, for ~41 min; then resumed at 9:53; and stayed until 10:19 am. The total precipitation is ~42.87 mm. This rainstorm can be separated into two storms. The rainfall of the first storm was ~33 mm, while the second one was ~9.61 mm. Figure 5a shows the rainfall recorded plotted against the whole rainfall time (10 h), which shows ~77% of the rainfall depth is fallen in the first storm for a period of ~41 min. The first storm is shown in Figure 5b.

4.3 Rainstorm occurred on November 17, 2015

This event was recorded in four rainfall stations including Radwa farms, Wadi Khulays, Station J134, and Wadi Qaws.

The data recorded by the rainfall station at Radwa farms shows that the precipitation began with a slow rate at 8:44 am on Tuesday, November 17, 2015; continued until 9:51 am, for ~67 min; and remained with a moderate rate until 11:25 am of the same day. The total precipitation is ~21.7 mm. The main storm in this event lasted ~41 min and reached a precipitation amount of ~19 mm. Figure 6a1 shows the rainfall recorded plotted against the whole rainfall time (2.7 h), which shows ~88% of the rainfall depth is fallen at a period of ~41 min (the main storm; see Figure 6a2).

The data recorded by the rainfall station at Wadi Khulays shows that the precipitation began at 9:18 am on Tuesday, November 17, 2015; continued until 9:45 am, for ~27 min; and continued intermittently until 12:00 noon. The total precipitation is ~20.6 mm. The main storm in this station lasted ~27 min and reached a precipitation amount of ~18 mm. Figure 6b1 shows the rainfall recorded plotted against the whole rainfall time (2.7 h), which shows ~87% of the rainfall depth is fallen at a period of ~27 min. The first storm is shown in Figure 6b2.

The data recorded by rainfall station J134 (located in the old Jeddah airport) shows that the precipitation began at 10:00 am on Tuesday, November 17, 2015; continued until 12:20 am, for ~140 min; and continued intermittently until
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Figure 5.
The rainstorm on November 22, 2014, at SGS station. (a) Distribution of cumulative rainfall intensity of the total storm. (b) Distribution of cumulative rainfall intensity of the first storm.

Figure 6.
The rainstorm on November 17, 2015, at Radwa, Khulays, J134, and Qaws stations. (a1, b1, c1, d1) Distribution of cumulative rainfall intensity of the total storm. (a2, b2, c2, d2) Distribution of cumulative rainfall intensity of the first storm.

Figure 7.
The rainstorm on December 2, 2016 at SGS station. (a) Distribution of cumulative rainfall intensity of the total storm. (b) Distribution of cumulative rainfall intensity of the second storm.

4.4 Rainstorm occurred on December 2, 2016
This event was recorded in one rainfall station located at the headquarters of the Saudi Geological Survey. The data recorded by this station shows that the precipitation began at 7:18 am on Friday, December 2, 2016 and continued until 7:38 am, for ~20 min; then it resumed at 8:11 and stayed until 8:43 am, followed by a precipitation of 0.25 mm at 10:03 am. The total rainfall is ~44.91 mm. This rainstorm can be separated into two storms. The rainfall of the first storm was ~12.43 mm, while the second one was ~31.47 mm.

Figure 7a shows the rainfall recorded plotted against the whole rainfall time (2.75 h), which shows ~28% of the rainfall depth is fallen in the first storm for a period of ~20 min and the second storm which lasted 43 min shows 70% of the total rainfall depth. Figure 7b shows the main storm which lasted 43 min (the second storm).

Figure 8.
The rainstorm on November 21, 2017, at SGS station. (a) Distribution of cumulative rainfall intensity of the total storm. (b) Distribution of cumulative rainfall intensity of the first storm.
1:10 pm. The total precipitation is ~79.0 mm. The main storm in this station lasted ~140 min and reached a precipitation amount of ~60 mm. Figure 6c1 shows the rainfall recorded plotted against the whole rainfall time (3.2 h), which shows ~76% of the rainfall depth is fallen at a period of ~140 min. The first storm is shown in Figure 6c2.

The data recorded by the rainfall station at Wadi Qaws shows that the precipitation began at 10:48 am on Tuesday, November 17, 2015; continued until 11:41 am, for ~53 min; halted at 12:09; and then continued intermittently until 12:34 pm. The total precipitation is ~61.0 mm. The main storm in this station lasted ~53 min and reached a precipitation amount of ~58.7 mm. Figure 6d1 shows the rainfall recorded plotted against the whole rainfall time (1.8 h), which shows ~96% of the rainfall depth is fallen at a period of ~53 min. The first storm is shown in Figure 6d2.

4.4 Rainstorm occurred on December 2, 2016

This event was recorded in one rainfall station located at the headquarters of the Saudi Geological Survey. The data recorded by this station shows that the precipitation began at 7:18 am on Friday, December 2, 2016 and continued until 7:38 am, for ~20 min; then it resumed at 8:11 and stayed until 8:43 am, followed by a precipitation of 0.25 mm at 10.03 am. The total rainfall is ~44.91 mm. This rainstorm can be separated into two storms. The rainfall of the first storm was ~12.43 mm, while the second one was ~31.47 mm. Figure 7a shows the rainfall recorded plotted against the whole rainfall time (2.75 h), which shows ~28% of the rainfall depth is fallen in the first storm for a period of ~20 min and the second storm which lasted 43 min shows 70% of the total rainfall depth. Figure 7b shows the main storm which lasted 43 min (the second storm).

Figure 7.
The rainstorm on December 2, 2016 at SGS station. (a) Distribution of cumulative rainfall intensity of the total storm. (b) Distribution of cumulative rainfall intensity of the second storm.

Figure 8.
The rainstorm on November 21, 2017, at SGS station. (a) Distribution of cumulative rainfall intensity of the total storm. (b) Distribution of cumulative rainfall intensity of the first storm.
4.5 Rainstorm occurred on November 21, 2017

This event was recorded in one rainfall station located at the headquarters of the Saudi Geological Survey. The data recorded by this station shows that the precipitation began at 8:19 am on Tuesday, November 21, 2017; continued until 10:50 am, for ~152 min; then resumed at 11:30 pm; and continued until 12:01 night. The total precipitation is ~88.04 mm. This rainstorm can be separated into two storms. The rainfall of the first storm was ~76 mm, while the second one was ~12.0 mm. Figure 8a shows the rainfall recorded plotted against the whole rainfall time (15.75 h), which shows ~85% of the rainfall depth is fallen in the first storm for a period of ~152 min. The first storm is shown in Figure 8b.

5. Comparison of different storms

In the current work, a comparison between the storms which occurred in the Jeddah area during the period (2011–2017) was carried out. The results indicated that there is some similarity in the behavior of these storms. The presence of the two main storms characterizes most of them during the rainfall time which is usually separated by a period of partial cessation. The most substantial amount of rainfall always exceeding 70% of the recorded rainfall appears in the first storm. Also, it was found that there is one exception in this rule which seems in the storm recorded on January 26, 2011, at the Saudi Geological Survey Station, which is different from other storms in terms of the amount of precipitation where the rain value reached 112 mm. Figure 9a shows a comparison of the major storms that have been occurred in the Jeddah area. Figure 9b shows comparison between storms which exceeded a rain value (50 mm). The results also indicated that based on the rainstorm that hit the city of Jeddah on November 21, 2017, with the storms that had a definite impact in the Jeddah city, we find that all these storms exceeded the amount of rainfall 50 mm during the first 100 min (Table 2).

The storm recorded at Wadi Qaws station on November 17, 2011, is the highest intensity, followed by the storms occurred at J134 on November 17, 2015; then the station at the headquarters of the Saudi Geological Survey on November 21, 2017; and then the storm recorded at the station at the headquarters of the Saudi Geological Survey on January 26, 2011. However, the storm occurred on January 26, 2011, left a massive damage and problems to the Jeddah area. It caused failure of the Umm al-Khair dam and paralyzed traffic in the province. Maybe the reason for that

Figure 9.
A comparison between different rainstorms occurred in the period between 2011 and 2017: (a) all storms and (b) storms recorded rainfall more than 50 mm (the first 100 min).
is related to the duration time of the storm on January 26, 2011. The impact of the storm on November 21, 2017, was within the city of Jeddah and led to the flooding of a large number of roads and tunnels, although considers moderate intensity, however, the storm was concentrated in the center of the city, where almost urban areas are located. The lack of a proper drainage system inside the city has increased the impact of this storm.

6. Prevailing patterns of precipitation in Jeddah

To deduce the characteristic patterns of rainfall in the Jeddah area, we need a large number of reordering storms which are not available in the whole KSA. However, in the current work depending on the storms collected in the Jeddah area from the new installed automated rainfall stations, some suggestions can be made to understand the behavior of storms in the Jeddah area. To achieve this, the data available for each storm were converted to dimensionless data (Figure 10). The behavior of all possible storms was compared with the SCS-type II distribution curve. It is noticed that these storms can be divided into two groups. The first group represents the storms, which exceeded 50 mm of precipitation (Figure 11a). This group is represented by the storms recorded at the headquarters of the SGS station on November 21, 2017; January 26, 2011; and November 17, 2011, in both the Wadi Qaws and J134 stations. The second group represents short-term storms which recorded precipitation quantities less than 50 mm (Figure 11b). This group includes the storms registered at the headquarters of the SGS station on November 22, 2014, and December 2, 2016. For both groups, the average curves of each storm set were derived. To verify that these two storm groups are different from each other and have different behaviors, a distribution histogram of the average curve for each storm group was extracted and simplified as shown in Figure 12.

![Cumulative dimensionless hyetographs for rainstorms occurred in the period 2011–2017.](image)
7. The relation of the storms to the depth of the rain calculated for different return periods in the Jeddah area

Rainfall depth of return periods 5–100 years was estimated by the Saudi Geological Survey and AECOM company (Table 2). The values are due to the analysis of the historical records of all rain stations located in and around the Jeddah area. An average value for each return period was calculated and used in the current study.

By comparing the average data of Table 2 with the rainfall amounts recorded in the recent storms, it was found that the storms of the first group, which exceeded the amount of rainfall of 55 mm, fall within the rainfall depth above the 5-year return period. The storm recorded on January 26, 2011, 111.6 mm, falls below the 50-year return period; the storm recorded on November 21, 2017, 88 mm, falls below the rainfall value of the 20-year return period; the storm recorded on November 17, 2015, in the Wadi Qaws, 61 mm, falls under the value of the 10-year return period; and the storm recorded on November 17, 2011, at the J134 station, 79 mm, falls under the storms of the 12-year return period, while in the second group storms, they did not exceed the amount of rainfall of 50 mm, which falls below the return period of 5 years.

<table>
<thead>
<tr>
<th>Source</th>
<th>Return period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td>SGS 2016 (mm)</td>
<td>53.1</td>
</tr>
<tr>
<td>AECOM 2011 (mm)</td>
<td>576</td>
</tr>
<tr>
<td>Average (mm)</td>
<td>55.4</td>
</tr>
</tbody>
</table>

Table 2.
Rainfall analysis of the historical records for the Jeddah area.
Accordingly, our results indicated that instead of using the SCS distribution curve type II which has happened before in our studies, we can use these new distribution curves. For storms that exceed 50 mm, we can use the distribution curve extracted from the first group (average curve) (Figures 11a and 12a). However, for storms less than 50 mm, we can use the average distribution of the second group (small storm distribution can be applied) (Figures 11b and 12b).

8. Conclusion

Our findings indicated that Jeddah rainfall is characterized by two patterns: one for the rain values less than 50 mm and the other one for the rain values above 50 mm. The study shows that dealing with rainfall data in the Jeddah area required the following points to be considered: (1) it is necessary to pay attention to the details of rainstorms (intensity values) and not only to the recorded daily values. (2) There is a convergence of the nature of storms with impact (greater than 30 mm), which begins to rise after the onset of the storm almost immediately and continue the same tendency to the end of the storm. (3) There is a slight difference between the nature of these storms and the SCS-type II distribution, which assumes that about 60% of the depth of the rain falls in a fraction of the duration of the storm ranging from 8 to 20% and the rest distributed over the rest of the storm. (4) The average length of storms should be considered within the study areas. (5) In short-term storms of less than 2 h or even (with some reservation) up to 3 h, the distribution of SCS type II can be used safely but with duration limited to the same span of the storm rather than 24 h.
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Chapter 3
A Novel Assessment of the Impacts, Vulnerability, and Adaptation of Climate Change in Eastern Africa
Msafiri Yusuph Mkonda

Abstract
The evidences that climate change (CC) is a real situation have been established by different scholars and international organizations. However, much of the vast and burgeoning literature on CC has indicated spatial differences on the impacts, vulnerability, and adaptation among different communities. On that basis, various studies have grouped Eastern Africa as the most affected region by CC and has the weakest capacity to adapt or/and mitigate the dreadful conditions posed by CC. This chapter attempts to indicate the socioeconomic vulnerability in eastern Africa that has been coupled by climate impacts. In doing so, a wide range of studies reflecting the region has been reviewed. The results exhibit that there has been a cause-effect relationship between anthropogenic activities and climate impacts. Although both natural and anthropogenic factors cause climate change, the latter is more pronounced in local conditions. The level of deforestation and degradation in most eastern Africa is exceedingly high and this has subsequently increased the emission of the top green greenhouse gases (CO₂, CH₄, and N₂O) into the atmosphere. Thus, the resolutions of various conference of parties on CC need to adhere by both developed and developing countries for the betterment of the planet.

Keywords: agricultural production, adaptation policy, CC, eastern Africa, vulnerability

1. Introduction
Numerous international agreements on climate change, natural resources utilization, and development from the 2000s have made various calls to embolden scientific writing that would establish the concepts and good methodological approaches on climate vulnerability [1–3]. As a result, thousands of citable papers have been published in various reputable international journals (including Environment, Development and Sustainability) as responses to these calls [4].

However, due to increased vulnerability coupled with climate challenges in most developing countries, there have been increasing needs to establish more studies that give empirical evidences of the current climatic situation [4–6]. This aims to...
A Novel Assessment of the Impacts, Vulnerability, and Adaptation of Climate Change in Eastern Africa

Msafiri Yusuph Mkonda

Abstract

The evidences that climate change (CC) is a real situation have been established by different scholars and international organizations. However, much of the vast and burgeoning literature on CC has indicated spatial differences on the impacts, vulnerability, and adaptation among different communities. On that basis, various studies have grouped Eastern Africa as the most affected region by CC and has the weakest capacity to adapt or/and mitigate the dreadful conditions posed by CC. This chapter attempts to indicate the socioeconomic vulnerability in eastern Africa that has been coupled by climate impacts. In doing so, a wide range of studies reflecting the region has been reviewed. The results exhibit that there has been a cause-effect relationship between anthropogenic activities and climate impacts. Although both natural and anthropogenic factors cause climate change, the latter is more pronounced in local conditions. The level of deforestation and degradation in most eastern Africa is exceedingly high and this has subsequently increased the emission of the top green greenhouse gases (CO₂, CH₄, and N₂O) into the atmosphere. Thus, the resolutions of various conference of parties on CC need to adhere by both developed and developing countries for the betterment of the planet.

Keywords: agricultural production, adaptation policy, CC, eastern Africa, vulnerability

1. Introduction

Numerous international agreements on climate change, natural resources utilization, and development from the 2000s have made various calls to embolden scientific writing that would establish the concepts and good methodological approaches on climate vulnerability [1–3]. As a result, thousands of citable papers have been published in various reputable international journals (including Environment, Development and Sustainability) as responses to these calls [4]. However, due to increased vulnerability coupled with climate challenges in most developing countries, there have been increasing needs to establish more studies that give empirical evidences of the current climatic situation [4–6]. This aims to
come up with tangible and scientific information relevant for discussion in various national and international dialogs to shape the future prospects. This is a basis for the Fifth Assessment Report (AR5) on the Intergovernmental Panel on Climate Change (IPCC) to convene a call for papers to elicit rigorous climatic finding in most developing countries especially the sub-Saharan Africa which is the most vulnerable region on Earth to climate change impacts [4].

Although the whole sub-Saharan Africa experiences unprecedented impacts of climate change, some regions face the worst compared to others [5–7]. Among the regions are Eastern Africa and the Horn of Africa [8, 9]. According to FAOSTAT [10], the Eastern African economy is highly dependent on agriculture, which is dominated by traditional rain-fed small-scale production, and thus, any further erratic weather tends to underpin crop failure in the region.

On the other hand, excessive droughts have ruthlessly affected animal husbandry in the region, and much of this effect happens in the already stressed areas like Central Tanzania, Northeastern Kenya, and the driest parts of the Horn of Africa. The vulnerability of the developing countries has been coupled by lack of strong institutions to deal with calamities and environmental disasters (Table 1). This has even increased the level of pollution and degradation as a search of alternative livelihoods. The Conference of the Parties (COP) on climate change, i.e., COP15 (Copenhagen in 2009), COP16 (Cancun in 2010), COP17 (Durban in 2011), COP18 (Doha in 2012), COP19 (Warsaw in 2013), and COP20 (Lima in 2014), realized this problem and, thus, proposes measures to reduce environment problem, more particularly the emission of greenhouse gases.

While various climate models from individual authors and the recent IPCC reports have confirmed that global climate change is real and that it is occurring more rapidly [4], there has been a need to establish empirical evidences that indicate the level of vulnerability and adaption especially in developing countries. This is particularly important as it is recognizable that over 66% of the global population is starving, whereas most of this population is in developing countries especially sub-Saharan Africa [3]. Thus, the understanding of actual climate scenarios in the region will inform the discussion for coping and mitigating the climate impacts.

As a response to the call of the Fifth Assessment Report of the IPCC regarding climate change [4], this paper attempts to discuss the causes, vulnerability, and adaptation and mitigation measures that exist in Eastern Africa in order to unveil the real climatic situation to various stakeholders at both local and global levels. This will enable climate practitioners to intensify the curbing of the top greenhouse gases such as carbon dioxide (CO₂), methane gas (CH₄), nitrous oxide (N₂O), and

<table>
<thead>
<tr>
<th>Institutional factors</th>
<th>Economic factors</th>
<th>Environmental factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>i. Informal skills</td>
<td>i. Labor</td>
<td>i. Risk environment</td>
</tr>
<tr>
<td>ii. Local knowledge</td>
<td>ii. Health</td>
<td>ii. Degraded environment</td>
</tr>
<tr>
<td>iii. Formal education, skills, and technology</td>
<td>iii. Access to natural resources</td>
<td>iii. High dependence of climate-sensitive sectors and natural resources</td>
</tr>
<tr>
<td>iv. Informal network</td>
<td>iv. Access to communal resources</td>
<td></td>
</tr>
<tr>
<td>v. Formal security network</td>
<td>v. Access to alternative economic opportunities</td>
<td>iv. Communal lands and resources</td>
</tr>
<tr>
<td>vi. Strength of local institutions</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Table 1. Examples of factors that influence vulnerability in the region.
chlorofluorocarbons (CFCs) through proper mitigation strategies for the sustain-
ability of the planet [3]. Similarly, at the local level, the improved understanding
among the farmers on the influence of climate on agricultural production is
desirable for coping with actual and expected variations in both temperature and
precipitation [12]. This will again curb an increasing number of undernourished
people in the region.

Therefore, climate resilience at the local level is potentially optimized by
proper adaptation measures coupled by appropriate and affordable mitigation
measures. This underpins the effects posed by the temporal changing weather and
climate in the region. Thus, proper adaptation measures that mainly focus on the
agro-ecosystems are particularly useful to meet the demands of the increasing
population in the region rather than using the “slash and burn” practices [13].
Eventually, the majority of the population lack livelihood option due to entitle-
ment failure [14].

2. Location

Eastern Africa regions mostly cover Kenya, Uganda, Tanzania, Rwanda,
Burundi, South Sudan, and other parts of the Horn of Africa that entail Eritrea,
Ethiopia, Somalia, and Djibouti. This ecological region covers approximately
4,000,000 km², where Tanzania is the largest country and the smallest ones are
Burundi and Djibouti. The region has a population of over 200 million. The region
is bordered with two big water bodies, the Indian Ocean and the Red Sea. Tanzania,
Kenya, Eritrea, Djibouti, and Somalia are bordered with the Indian Ocean and
the Red Sea, while Ethiopia, Rwanda, Burundi, and Uganda are the landlocked

Figure 1.
Land use map of the study area. Source: [21].
countries in the region. Topographically, the Eastern African region is very complex, including mountains, valleys, rifts, rivers, ridges, and lakes.

The greatest rift in the world (Eastern Great Rift) is located in this region, and earthquake and a volcanic eruption are active [15]; the volcanic eruption of 2010 that occurred in the Danakil Depression of Ethiopia and Eritrea is a good example [16]. The elevation of the region ranges from the highlands of Ethiopia to the Danakil Depression below sea level; the Danakil Depression (local name Dallol) is the hottest place on the surface of the Earth (>60°C). Lakes Victoria, Tana, Abaya, and Turkana are the biggest surface water located along the rift valley [17–19]. The Lake Tana in Ethiopia is the source of Blue Nile River, which is a tributary of the Nile River [20]. Drought due to climate change and land gradation is the major environmental concern of this region (Figure 1).

3. Climate situation

Various studies from both local and international level indicate that climate change is a major agenda in the area [1]. This is important because Eastern Africa is among the worst vulnerable regions to climate change impacts [2, 3]. Although the region has been hit by this change, there are spatial differences on the magnitude of the impacts. The areas experiencing semiarid climates (especially Central Tanzania, Northeastern Kenya, and Uganda) suffer the most than those experiencing equatorial (Southern Uganda and Kenya and parts of Northern Tanzania) and tropical climates [12, 15, 22]. Overall, climate variability has been a critical driver of year-to-year impacts on both managed and unmanaged ecosystems in the area.

In order to properly understand its ecological impacts, it is essential to quantify how various ecosystems have historically responded to climate variability and to characterize the uncertainty in projected impacts. In this aspect, the general understanding dynamics of farmer adaptation and decision-making is particularly important. Now, the present study explores the major causes, vulnerability, impacts, and adaptations and mitigation measures. Rigorous literature has been significantly consulted to meet the objectives.

4. Major economic livelihoods

The major economic livelihood in the region is crop production, livestock keeping, and mixed crop-livestock production. In the latter agroecosystem, the crop residues are useful in supporting the feeding of livestock in addition to meadows and pastures. Likewise, animal manure is useful in fertilizing the farms. FAOSTAT [10] shows that crop production accounts for about 70%, while livestock accounts for about 30% of the total worth of agricultural production in the region. Despite being dominant among the pastoral communities only, the latter plays a key role both as a source of animal products and as a key input to production in the region. Among the dominant pastoral societies are the Maasai (Tanzania and Kenya), Turkana, Kalenjin, Kisii, Embu (Kenya), and Karamojong and Banyankole (Uganda) who mainly herd cattle, sheep, goats, and donkey for various purposes. Agricultural practices in the region are traditional, dominated by small-scale farms mainly under 2 ha per each household, and are characterized by low inputs of physical capital, fertilizers, and pesticides [23]. FAOSTAT [10] further observed that more than 90% of the agricultural production is rain-fed, thus making the practice not a dependable one on the face of the changing climate [3, 5, 12]. The
self-sufficient ration is under 70% in most areas [24], therefore needing more food support from external sources.

5. Causes of climate

Despite the monotony of explaining the causes of climate change, it is fairly pretty to highlight these causes especially those with anthropogenic characteristics. Apart from natural causes that seem to have natural balance, anthropogenic activities in both developed and developing countries have been observed by various studies to have increased greenhouse gases in the atmosphere [3, 4]. In developing countries, deforestation and other forms of environmental degradation release thousands of tons of carbon in the atmosphere [18]. Subsequently, animal husbandry has been observed to emit lots of CH4 in the atmosphere. In addition, since most developing countries are dumpsite of various fabricated industrial goods, e.g., refrigerators which in turns emit CFCs, it is realizable that this system contributes significantly to the emission of this dangerous greenhouse gas. While that happens in developing countries, their counterparts (i.e., developed countries) emit more greenhouse gases through the pollution from industries. Since the focus of the present study is on developing countries, much of the examples and discussion will be recapped from the study area.

One can ask how the developing countries have significant contribution to greenhouse gases. The answer can be difficult especially on the quantification; however, the ways of doing so are obvious. The dominant agricultural systems and other livelihoods reflect the level of greenhouse emission from the case study area [3]. Since agriculture and animal husbandry are the major socioeconomic livelihoods in the areas, it is understandable that the expansion of agricultural farm and intensification of umber herds have significant contribution to greenhouse emission.

On the aspect of whether climate is changing or not, even most lobbyists and pessimists to climate change agree on the changes; however, they pose a zest for inquiry on whether the change is significant or needs to be ranked higher than other challenging factors.

6. Vulnerability of eastern Africa region to climate change

According to Adger [25], vulnerability is the state of susceptibility to harm from exposure to stresses associated with environmental and social change and from the absence of capacity to adapt. There are theories and conditions that subject a person or community into the state of vulnerability. Among the conditions that best explain this situation is entitlement failure [14]. Thus, the poor or weak people develop more vulnerability than rich people. Despite of being understandable, the challenges for vulnerability research are to develop robust and credible measures, to incorporate diverse methods that include perceptions of risk and vulnerability, and to incorporate governance research on the mechanisms that mediate vulnerability and promote adaptive action and resilience [25, 26].

We explore the state of vulnerability in the Eastern African region in order to propose synergies between vulnerability and on resilience of social ecological systems. This review will not only show the real contexts of the area but also optimize the adoption of suitable mitigation measures that would serve the purpose of both regional and international level. It provides evidence-based investigation to inform the discussion in the international arena and more particularly in the Conference of
the Parties on climate change and the subsequent reports by the Intergovernmental Panel on Climate Change [1–3]. Figure 2 explores the overall concept of vulnerability to reduce it for best outcomes [27].

However, the measurement of vulnerability can be complicated by the fact that it emerges through complex interactions between biophysical and social dimensions across multiple scales, all of which vary across time, location, the nature of biophysical stressors, and outcomes of interest [28]. Therefore a combined theoretical and practical approach should be adopted in doing the same.

Further conceptualization reveals that in most developing countries, there have been factors that influence vulnerability for decades. These factors need to be
controlled in order to increase the resilience of the farmers, thus increasing their capability in the production process.

Crane et al. [28] coined that for the vulnerability to be well assessed, there is a need to assess the systems of vulnerability, how this system is vulnerable, what are the causes of vulnerability, how vulnerability distributed in the system, and what are the causes of this distribution. Therefore, on the basis of the study area, it is confirmed by various authors that poverty, weak agrosystems, weak technology, inadequate knowledge, and over dependency on rain-fed agriculture are among the key reasons for increased vulnerability [5, 12, 25, 29, 30]. Rain-fed agriculture that takes over 70% of the population has become a risk business in the area [3].

The situation has destroyed the production systems; thus, even the drought-resistant crops cannot further withstand [31]. Thus far, food shortage and poverty have increased in the region [24, 32–34]. This has mainly happened due to crop failure. In addition, thousands of animals have died due to drought. This has been more pronounced in Tanzania, Kenya, and Ethiopia which experience semiarid climates [35]. The vulnerability has been more pronounced during critical areas due to limited livelihood options [36]. For example, the government can have capacity to help a bearable number of people, however, if the number of people elapses beyond its controlling capacity, it is obviously that the excess number of people will be helpless and thus, conceding intensive impacts.

7. Impacts of climate change

Despite the arguments of some pessimists and lobbyists on climate change, it is obvious that climate impacts and vulnerability have ruined the livelihoods of many people [6]. This has been more pronounced to the already affected agro-ecosystems [4, 24, 31, 34, 37]. In most cases, climate impacts have been measured in different contexts. Farmers do so during crop growing season, while livestock keepers measure it during drought season when pasture and water for their herds are inadequate. Various studies have modeled climate trends to depict the general alterations [5, 12, 22, 32].

Further, Mkonda [38] analyzed the temporal wet spells in Tanzania during the growing season and found that in most years there were seven to nine wet spells in January and March, while below seven wet spells were recorded during February. Recently, the study by Ghebrezgabher et al. [8] had almost similar variation of wet spells when it analyzed the dry and wet condition in the Horn of Africa (Eastern Africa). Similar trend was observed by Stern et al. [39] some decades back. These wet spells are always high in the equatorial climatic region. However, despite the ubiquitous of wet spells in these areas, there have been insignificant impacts to crop production if they are highly unevenly distributed in a particular month because prolonged dry spells may take over to affect crop production. Therefore, this scenario can be curbed by improving the forecasting methods to determine the real climatic situation.

The study by Kahsay and Hansen [9] observed that temperature and rainfall have been varying over space and time in the region (Eastern Africa). It revealed that during spring, the mean rainfall has been kept at 266 mm, while during fall and summer, it has been kept at 201 and 133 mm, respectively. On the other hand, the mean temperature for spring, fall, and summer has been kept at 24.58, 24.02, and 24.28°C, respectively. Our review implies that there has been a modest association between the variation of rainfall and temperature. Therefore, the alteration of these climate variables during the growing seasons has been bringing significant impacts to agricultural output while being largely irrelevant outside the growing season.
Although the impact of climate change can affect both the managed and unmanaged ecosystems and the livelihood of the majority, it rather hits most the vulnerable people as soundly stipulated in Section 4 of this paper. Livestock keepers lack optional livelihoods when thousands of their cattle die due to extreme drought [16, 18]. In due course, the climate affects livestock in a number of ways; an increase in heat affects the health of animals and reduces their food intake. The situation also affects the dairy and meat and production as a result from impacts on grass and rangeland [40]. Apart from that, the situation deprives animals from access to plenty of water due to drought [40, 41]. However, pastoralist with some financial muscles shift from one place to another using transport systems while those with weak economy were severely affected with their herds [14].

For instance, since 2000, Tanzania has experienced massive movements of pastoral communities (especially the Maasai) with their herds in thousands. In most cases the movement has been from areas with low potentials, e.g., semiarid, to high-potential zones, e.g., in floodplains [31], in search for pastures and water. This has been an adaptation strategy of these societies to get rid from extreme droughts. However, this has not been a sustainable option since they have further been degrading the area of destination and, thus, limiting more livelihood options and increasing poverty [28, 41]. IPCC reports have already specified that poor people with less socioeconomic instruments have been the most victims of climate impacts [1, 2]. The study by Agrawala et al. [29] that was conducted in Tanzania had similar observations. This, therefore, shows the degree of magnitudes of climate impacts to vulnerable livelihoods. Despite the direct impacts of climate to various livelihoods and ecosystems, there is a wide range of indirect impacts that also hits the same ecosystems and living organisms. And this poses accumulative impacts to the same.

8. Existing adaptation strategies

According to UN Framework Convention on Climate Change, adaptation and mitigation are very important practices for the sustainability of the planet. Despite the fact that these two practices are credible in both developed and developing countries, IPCC reports [1–3] have affirmed that developing countries, especially the sub-Saharan Africa, need to devote more time and resources to significantly embody these practices into all sectors that determine the peoples’ livelihoods. Eastern Africa is among the regions with rapid population increase (growth rate 3%); thus, the demands of food and other environmental resources are increasing rapidly [42]. So far, if the increasing food demand due to human population growth is not well curbed, more degradation or the misuse of environmental assets and natural resources can be enormous. This situation has progressively compelled the region to adapt and cope with the changing climate to meet the necessary environmental resources even though this has been done with little success.

Various studies such as Alqudah et al. [43], Burney and Naylor [44], Cole [45], Eriksen et al. [46], Kilembe et al. [47], Lobell and Gourdji [48], and Rickards and Howden [49] have observed that the existing adaptation practices in Eastern Africa have widely been incremental, or transformational and have been basing on the severity of the climate impacts. Incremental adaptation refers to the fine-tuning of the existing system to minimize impacts, which includes changing planting dates, crop varieties, plant density, and nutrient and water management practices, while transformational involves the opting of alternative income generation methods [49, 50].

The increment adaptation has been the most important aspect as many people remain in agricultural production as their major livelihoods. These adaptations
have significantly involved irrigation (i.e., groundwater or from rainwater harvest), fertilization, and adoption of drought and tolerant seeds. This is dominant in the countries like Tanzania, Uganda, Rwanda, and Burundi where agriculture contributes over 50% of the GDP [10]. Even in countries like Kenya and Ethiopia where agriculture contributes to less than 30% of the GDP, adoption of suitable adaptation measures has been unavoidable.

9. Potential trajectories to improve adaptation and mitigation strategies

The current situation shows that despite having numerous strategies, practices, and programs to address climate change impacts, the level of vulnerability is still high in most developing countries [51]. This is because there are other factors that affect negatively the efforts of increasing resilience to climate impacts. Therefore, to improve adaptation to climate impacts, we need to have a clear exploration of what we have been doing for couple of time. In most Eastern African countries, the National Adaptation Plan of Action (NAPA) was adopted in the 2000s [31]. NAPA reviewed the level of vulnerability of economic, social, and ecological factors, among others, to climate change. Thus, it is better to review the NAPA if it still captures the most current challenges. If not, we need to revise it and mainstream the new important aspects in plans, programs, and policies. This will serve the widest audience of victims in the region, more particularly the small-holder farmers.

Again, the study on local condition should be done to explore the actual climate impacts that emanate in the locality. It was found that there have been intra-variations of climate variables within the local condition [12]. This now necessitates the follow-up from that level and progresses onward. However, this should be accompanied by authentic meteorological stations installed in villages. This will be the source of climate data and information.

Besides, various international and local reports have realized that since rain-fed agriculture is not reliable, there is a need to develop irrigation systems from groundwater and rainfall harvest sources [1]. In semiarid zones such as Central Tanzania and Northeastern Kenya and Uganda, intensive transformation to serve the livelihoods in these areas is needed. It will improve the agricultural systems for food crops and animal husbandry. This is because, currently, there has been a massive crop failure and death of a huge number of animals.

The improvement of agricultural systems needs to be given high priority in the region. This is because most poor agricultural systems have significant contribution to the emission of greenhouse gases. This is influenced by limited knowledge and technology to overcome the environmental changes that have been progressing over time. The implementation of various plans, projects, and programs needs to have effectiveness to the majority and not business as usual. This involves the best addressing of the climate challenge to the targeted group. Despite the increasing number of needy people, however, there is still a possibility to advance the methods of solving the challenges as related to the magnitude of the problem. This will bring more positive results to the social, economic, and ecological development to the majority.

10. Conclusions and potential policy implications

In this review, we assess and estimate the causes, vulnerability, impact, and adaptation strategies of climate change on the livelihoods in Eastern Africa. This was to respond the call for the Fifth Assessment Report of the IPCC regarding
climate change in developing countries to curb the dominant greenhouse gases for the sustainability of the planet. Our main contribution is to indicate the level of climate impacts by giving evidences from various robust and scientific researches that have been done in favor of the scope of the present study.

Here we find that a wide range of anthropogenic activities in most developing countries involve deforestation, degradation, and pollution of the environment and, thus, emit tons of greenhouse gases (i.e., CO₂, CH₄, N₂O, and CFCs) into the atmosphere. This is the claim of various climate stakeholders especially in international conferences (i.e., COP). Despite being less polluters than their counterpart, i.e., developed countries, the developing countries need to improve and stabilize their adaptation and mitigation measures because they suffer the most and are least equipped to cope. The variation of mean season temperature and precipitation within growing season has had a significant impact to agricultural production in the region. This in turn poses more vulnerability to farmers especially the poor, thus depriving the tool to either heal or cope with the dreadful condition.

Our estimation results appear to be economically viable, environmentally friendly, and communality acceptable as they consider the actual situation of the majority farmers and their socioeconomic dynamics. In addition, they can help to plan, prepare, and implement sound climate policies in the regions and/or international level. This will help in attributing farmer responses to climate variability with respect to socioeconomic and ecological circumstances.

The study has also viewed that there is substantial potential adaptation and mitigating measures of climate change which possibly can even increase agricultural output through conventional technologies such as flexible planting and rainwater harvesting, conservational agriculture (i.e., agroforestry), afforestation, and sustainable utilization of the Earth’s resources. It also realized the need to improve forecasting methods at relevant scales for understanding ecosystem response and translating forecasts into useful decision support for natural resource managers and farmers. Therefore, there is a need to document all sound adaptation and mitigation measures that have proved to be helpful in the region. This should go with good governance in the region as some countries have political stiffness due to allegation of being dictatorial regimes.

Practically, adaptation strategies should be significantly mainstreamed into the country’s planning frameworks, but how? By conducting vulnerability assessments for critical sectors to enhance understanding of the potential impacts of climate change. Developing a national climate change strategy that clearly lays out priority sector and ecosystem vulnerabilities and means for addressing them. Overall, this will improve the resilience of the people in developing countries and make the planet free from excessive concentration of greenhouse gases that are increasingly disturbing the destiny of the planet.
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Chapter 4

WMO Space-Based Weather and Climate Extremes Monitoring Demonstration Project (SEMDP): First Outcomes of Regional Cooperation on Drought and Heavy Precipitation Monitoring for Australia and Southeast Asia
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Abstract

To improve monitoring of extreme weather and climate events from space, the World Meteorological Organization (WMO) initiated the space-based weather and climate extremes monitoring demonstration project (SEMDP). Presently, SEMDP is focused on drought and heavy precipitation monitoring over Southeast Asia and the Pacific. Space-based data and derived products form critical part of meteorological services' operations for weather monitoring; however, satellite products are still not fully utilized for climate applications. Using SEMDP satellite-derived precipitation products, it would be possible to monitor extreme precipitation events with uniform spatial coverage and over various time periods – pentad, weekly, 10 days, monthly and longer time-scales. In this chapter, SEMDP satellite-derived precipitation products over the Asia-Pacific region produced by the Earth Observation Research Center/Japan Aerospace Exploration Agency (EORC/JAXA) and the Climate Prediction Center/National Oceanic and Atmospheric Administration (CPC/NOAA) are introduced. Case studies for monitoring (i) drought in Australia in July-October 2007 and September 2018 and (ii) heavy precipitation over Australia in December 2010 and Thailand and the Peninsular Malaysia in November-December 2014 which caused widespread flooding are also presented. Satellite observations are compared with in situ data to demonstrate value of satellite-derived estimates of precipitation for drought and heavy rainfall monitoring.
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1. Introduction to SEMDP

Meteorological observations clearly demonstrate that the global climate change occurs since the beginning of the industrial revolution, with particular rapid change since about 1950, including changes in weather and climate extreme events [1]. This increase in weather and climate extremes leads to significant increase in impact of natural disasters on society worldwide. One of the world’s most disaster-prone regions is Asia-Pacific. In this region, almost 2 million people were killed in disasters between 1970 and 2011, representing 75% of all disaster fatalities globally; the most frequent hazards in the region are hydrometeorological [2]. The increase in frequency and severity of weather and climate extreme events and their impact on society requires the development and implementation of new tools for monitoring these hazardous phenomena globally using modern satellite remote sensing techniques.

Recognizing the importance of this issue, in February 2017 the World Meteorological Organization organized a workshop on operational space-based weather and climate extremes monitoring demonstration project which was attended by representatives of satellite operators, research and development space agencies, Regional Climate Centres (RCCs), and National Meteorological and Hydrological Services (NMHSs) to stimulate a dialog about enhancing utilization of space-based observation data and products for monitoring weather and climate extremes.

The workshop recognized that significant progress has been made in recent years in developing space-based observations in most geophysical fields and that several high-resolution satellite products were available on a quasi-real-time basis, enabling enhanced utilization for monitoring weather and climate extremes from space. It was also recognized that for many developing and least developed countries, strengthening human and technological capacity is required to provide an adequate level of services. As such, transfer of knowledge from countries with greater technological developments is essential, in order to fully utilize advantages of modern space-based data and derived products in developing countries.

Following the workshop’s recommendations, WMO initiated SEMDP – the space-based weather and climate extremes monitoring demonstration project. SEMDP is established to run initially for 2 years (2018–2019) and be focused on weather and climate extremes such as drought and heavy precipitation over the Southeast Asia region and the Pacific Ocean. Space-based data and derived products form critical part of operations at NMHSs and RCCs for weather monitoring; however, satellite products are not fully utilized yet for climate applications.

Most NMHSs in countries of Southeast Asia and the Pacific use conventional surface-based rain gauge observations for extreme precipitation monitoring. Rain gauge observations provide accurate measurements of precipitation; however, data are restricted to locations of meteorological observation stations. For example, spatial distribution of rain gauges over Australia is not uniform: while eastern and southern parts of the country, southwest of Western Australia and northern and eastern parts of Tasmania, are densely covered by observation stations, spatial coverage of interior parts of Australia is poor. This issue of nonuniform spatial coverage is typical for countries in the Asia-Pacific region, and the density of rain gauges in many areas is considered as inadequate by users. In contrast with conventional surface-based observations, rainfall estimates derived from global space-based observations better address users’ needs for precipitation information providing uniform spatial coverage.
The satellite-based rainfall estimates are based on retrieval algorithms of passive instrumental measurements (radiometry) relating radio signals recorded in infrared and microwave bands of electromagnetic spectrum to the occurrence and intensity of precipitation. Infrared instruments record signals around 11 μm wavelength providing information about cloud top temperature and then applying mathematical retrieval algorithms converting it to estimates of precipitation. Microwave instruments utilize a broad range of electromagnetic spectrum from 10 to 100 GHz. Channels up to 37 GHz primarily provide information about liquid precipitation in the lower parts of clouds; retrieval algorithms are based on assumption that larger amounts of liquid emit higher amount of microwave radiation. Radio signals received through channels above 37 GHz are primarily used for precipitation estimates in the upper parts of clouds due to scattering microwave radiation by solid precipitation. Microwave satellite-borne instruments are employed on the Tropical Rainfall Measuring Mission (TRMM) and the Global Precipitation Measurement (GPM) mission.

Space-based observations can also address users’ needs for information about precipitation extremes on short time scales. Current operational climate products for drought monitoring derived from surface-based observations are typically focused on identifying rainfall deficits over extended periods (months to years) using percentile and/or decile analysis. As for heavy precipitation, they are typically diagnosed on a monthly time scale. Using space-based observations, it would be possible to monitor extreme precipitation events over shorter time periods—pentad (5 days), week (7 days), and longer periods of up to a month—in order to respond to current and future users’ requirements. Monitoring weather and climate extremes on shorter time scales is considered by RCCs and NMHSs as a valuable extension of their operational products to enhance climate services for users in Asia-Pacific.

In this chapter, WMO SEMDP and its implementation strategy are described, and first outcomes of Asia-Pacific regional cooperation on drought and heavy precipitation monitoring from space are presented.

2. SEMDP precipitation products

SEMDP is designed as a demonstration project to bring benefits of utilizing space-based observations of extreme precipitation to operational services of RCCs and NMHSs. During the project’s first implementation stage, SEMDP’s geographical domain covers the Southeast Asia region and the Pacific Ocean—area from 40°N to 45°S and 50°E to 160°W. Two agencies—the Earth Observation Research Center/Japan Aerospace Exploration Agency and the Climate Prediction Center/National Oceanic and Atmospheric Administration—provide satellite data and products for the SEMDP region. It is planned to (i) gradually expand SEMDP’s geographical domain during subsequent stages of the project’s implementation to accomplish the global coverage for SEMDP products and (ii) involve more space and meteorological agencies from around the world to contribute to providing RCCs and NMHSs with a range of SEMDP products.

SEMDP is focused on monitoring extreme events. “Extreme weather event” and “extreme climate event” according to the IPCC AR5 WG I report are defined as follows. “An extreme weather event is an event that is rare at a particular place and time of year. Definitions of rare vary, but an extreme weather event would normally be as rare as or rarer than the 10th or 90th percentile of a probability density function estimated from observations. By definition, the characteristics of what is called extreme weather may vary from place to place in an absolute sense. When a pattern
of extreme weather persists for some time, such as a season, it may be classed as an extreme climate event, especially if it yields an average or total that is itself extreme (e.g., drought or heavy rainfall over a season).” [3]. Thus, SEMDP approach to defining drought and heavy rainfall is based on the above definitions.

Based on the workshop’s recommendations and consequent consultations with the satellite data providers (EORC/JAXA and CPC/NOAA) and users (RCCs and NMHSs in Southeast Asia and the Pacific), SEMDP aims to satisfy users’ requirements for monitoring precipitation extremes on short time scales, i.e., on pentad (5 days) to weekly up to monthly basis utilizing satellite-based products available on near real-time basis for monitoring “heavy precipitation” and “drought” events on a routine basis (“operationally”) for climate analysis and monitoring and for the development of improved climate services. Brief introduction of EORC/JAXA and CPC/NOAA satellite-derived data and products available for RCCs and NMHSs in Asia-Pacific is given below.

SEMDP precipitation products produced by EORC/JAXA are based on the Global Satellite Mapping of Precipitation (GSMaP) [4]. GSMaP products are in high demand—more than 4200 users from 114 countries from around the world are registered for the GSMaP data distribution. For SEMDP users in Asia-Pacific, EORC/JAXA provides mean precipitation estimates derived from GSMaP version 6 for hourly, daily (00–23 UTC), pentad (5 days), weekly (Monday–Sunday), 10-day, and monthly precipitation with spatial resolution of 0.1°lat/lon grid box (an example of monthly precipitation for July is given in Figure 1). In addition, statistics for daily, pentad, and weekly extreme precipitation (90th–99th percentiles) and percentage of rainy (≥1 mm/day) days in a month is provided (examples are presented in Figures 2 and 3). For drought monitoring, the standardized precipitation index (SPI; 1 month, 2 months, and 3 months) for grid boxes over land with spatial resolution of 0.25°lat/lon grid box is provided.

CPC/NOAA provides SEMDP users with a similar set of products using the Climate Prediction Center morphing technique (CMORPH) satellite precipitation

![Figure 1](image-url)  
EORC/JAXA GSMaP monthly mean of daily precipitation for the month of July.

![Figure 2](image-url)  
EORC/JAXA GSMaP 90th percentile of daily precipitation for the month of July.

![Figure 3](image-url)  
EORC/JAXA GSMaP percentage of rainy days for the month of July.
of extreme weather persists for some time, such as a season, it may be classed as an extreme climate event, especially if it yields an average or total that is itself extreme (e.g., drought or heavy rainfall over a season). “[3]. Thus, SEMDP approach to defining drought and heavy rainfall is based on the above definitions.

Based on the workshop’s recommendations and consequent consultations with the satellite data providers (EORC/JAXA and CPC/NOAA) and users (RCCs and NMHSs in Southeast Asia and the Pacific), SEMDP aims to satisfy users’ requirements for monitoring precipitation extremes on short time scales, i.e., on pentad (5 days) to weekly up to monthly basis utilizing satellite-based products available on near real-time basis for monitoring “heavy precipitation” and “drought” events on a routine basis (“operationally”) for climate analysis and monitoring and for the development of improved climate services. Brief introduction of EORC/JAXA and CPC/NOAA satellite-derived data and products available for RCCs and NMHSs in Asia-Pacific is given below.

SEMDP precipitation products produced by EORC/JAXA are based on the Global Satellite Mapping of Precipitation (GSMaP) [4]. GSMaP products are in high demand—more than 4200 users from 114 countries from around the world are registered for the GSMaP data distribution. For SEMDP users in Asia-Pacific, EORC/JAXA provides mean precipitation estimates derived from GSMaP version 6 for hourly, daily (00–23 UTC), pentad (5 days), weekly (Monday–Sunday), 10-day, and monthly precipitation with spatial resolution of 0.1°lat/lon grid box (an example of monthly precipitation for July is given in Figure 1). In addition, statistics for daily, pentad, and weekly extreme precipitation (90th–99th percentiles) and percentage of rainy (≥ 1 mm/day) days in a month is provided (examples are presented in Figures 2 and 3). For drought monitoring, the standardized precipitation index (SPI; 1 month, 2 months, and 3 months) for grid boxes over land with spatial resolution of 0.25°lat/lon grid box is provided.

CPC/NOAA provides SEMDP users with a similar set of products using the Climate Prediction Center morphing technique (CMORPH) satellite precipitation estimates (see [5] for detail). In addition to the SPI, weekly normalized differential vegetation index (NDVI; Figure 4) and the vegetation health index (VHI) are also available for SEMDP region.
3. Drought monitoring using SEMDP products

In this section, case studies for drought monitoring in Australia using SEMDP products are presented. Australia is the driest continent on the Earth, apart from Antarctica. About 70% of Australia receives less than 500 mm of rain annually, which classifies those parts of the continent as arid or semi-arid areas. Drought monitoring is vital for informed decision-making in agriculture, disaster risk management, water management, and other sectors.

In Australia, the Bureau of Meteorology defines drought in the affected region when the rainfall over a 3-month period is being in the lowest decile of what has been recorded for that region in the past [6]. Drought often affects Australia—rainfall observations which the Bureau of Meteorology conducts since the middle of the nineteenth century show that on average drought occurs once every 18 years; severity and duration of drought vary. The worst drought which affected Australia since the European settlement—the Millennium drought—occurred in the 2000s.

The Millennium drought affected southern and eastern regions of the continent (states of Victoria, New South Wales, Queensland, and South Australia), southwest of Western Australia, and Tasmania. The largest Australian agricultural region—the Murray-Darling basin—was severely affected, and water resources which supply cities and towns including capital cities of Melbourne, Sydney, Brisbane, Adelaide, and many other cities and towns were also severely affected.

The Millennium drought commenced with rainfall deficit in 1996–1997 and continued during very dry years in 2001–2002 (Figure 5); it was clear that this is the worst drought in Australia on record [7].

During the year 2006 southeastern parts of Australia had the second driest year on record [8]; agricultural region of the Murray-Darling basin was particularly severely affected by drought conditions (Figure 6). Drought continued to affect the Murray-Darling basin in 2007; it was already seventh consecutive year of below average rainfall for the basin. Dry and hot conditions continued to affect Australia through to early 2010.
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In Australia, the Bureau of Meteorology defines drought in the affected region when the rainfall over a 3-month period is being in the lowest decile of what has been recorded for that region in the past [6]. Drought often affects Australia—rainfall observations which the Bureau of Meteorology conducts since the middle of the nineteenth century show that on average drought occurs once every 18 years; severity and duration of drought vary. The worst drought which affected Australia since the European settlement—the Millennium drought—occurred in the 2000s. The Millennium drought affected southern and eastern regions of the continent (states of Victoria, New South Wales, Queensland, and South Australia), southwest of Western Australia, and Tasmania. The largest Australian agricultural region—the Murray-Darling basin—was severely affected, and water resources which supply cities and towns including capital cities of Melbourne, Sydney, Brisbane, Adelaide, and many other cities and towns were also severely affected.

The Millennium drought commenced with rainfall deficit in 1996–1997 and continued during very dry years in 2001–2002 (Figure 5); it was clear that this is the worst drought in Australia on record [7].

During the year 2006 southeastern parts of Australia had the second driest year on record [8]; agricultural region of the Murray-Darling basin was particularly severely affected by drought conditions (Figure 6). Drought continued to affect the Murray-Darling basin in 2007; it was already seventh consecutive year of below average rainfall for the basin. Dry and hot conditions continued to affect Australia through to early 2010.

The 2010–2011 La Niña event brought the Millennium drought to the end. This La Niña event was one of the strongest on records, and it resulted in record-breaking rainfall in the Murray-Darling basin and above average rainfall over the southeast parts of the country (Figure 7). Significant increase in surface water storage and soil moisture due to continuing above average rainfall ended drought conditions in the southeastern parts of Australia [9].

The Millennium drought was the most severe drought which affected Australia over the past few centuries. It is pertinent to examine the usefulness of space-based observations for drought monitoring over Australia; here...
we present a case study for the year 2007 of the Millennium drought utilizing rainfall percentile, 1-month and 3-month SPI values derived from the EORC/JAXA GSMaP data.

The SPI is an index which is widely used for meteorological drought detection and monitoring. Positive values of the SPI correspond to precipitation above median, and negative values of the SPI correspond to precipitation below median. Drought conditions are classified when the SPI values are equal to or below −1.0. Specifically, for the SPI values −1.0 and below conditions are classified as “moderately dry,” for −1.5 and below as “severely dry,” and for −2.0 and below as “extremely dry.”

As described above, the main agricultural region in southeastern Australia—the Murray-Darling basin—was severely affected by the Millennium drought. Examining 1-month SPI for August 2007 (Figure 8) and rainfall percentile (Figure 9) derived from EORC/JAXA GSMaP, one can find that drought-affected areas where the SPI values are less than −1.5 (i.e., “severely dry”) correspond well to areas of rainfall below the 10th percentile. The detected by space-based observations drought-affected areas are in good correspondence with areas defined as “very much below average” on rainfall decile map for August 2007 derived from the Australian Bureau of Meteorology rain gauge observations (Figure 10). Similarly, areas where values of 3-month SPI for July–September 2007 (Figure 11) are below −1.5 are in good correspondence with areas of “very much below average” rainfall on rainfall decile map (Figure 12).

It should be noted that space-based and in situ observations are in good agreement over the Murray-Darling basin in southeastern Australia where the density of surface-based observations is high; however, there are noticeable discrepancies between them over the central parts of the continent where the density of surface-based observations is very low. It clearly demonstrates value of space-based rainfall estimates for drought detection and monitoring, especially for regions where rain gauge observations are limited or unavailable.

SEMDP products became available to NMHSs and RCCs in Asia-Pacific on a quasi-operational basis from December 2018, thanks to the dedicated efforts of
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SEMDP products became available to NMHSs and RCCs in Asia-Pacific on a quasi-operational basis from December 2018, thanks to the dedicated efforts of scientists and IT experts from the EORC/JAXA and the CPC/NOAA. Here we demonstrate usefulness of available SEMDP products for operational drought monitoring in Australia using the VHI. 2018 for Australia was a year of persistent warmth (the third warmest year on record with mean temperature 1.14°C above the
1961–1990 average) and protracted drought (average rainfall was 412.8 mm which is 11% below the 1961–1990 average of 465 mm) [10]. Annual rainfall was very low (“very much below average” and “lowest on record”) over the southeastern parts of the country and above average in the area between the northwest and southeast of Western Australia (Figure 13). Rainfall was particularly low over the southeast from April; September was record-dry. Dry conditions had an impact on vegetation which could be estimated by the vegetation health index.
1961–1990 average) and protracted drought (average rainfall was 412.8 mm which is 11% below the 1961–1990 average of 465 mm) [10]. Annual rainfall was very low (“very much below average” and “lowest on record”) over the southeastern parts of the country and above average in the area between the northwest and southeast of Western Australia (Figure 13). Rainfall was particularly low over the southeast from April; September was record-dry. Dry conditions had an impact on vegetation which could be estimated by the vegetation health index.

The VHI is computed using observations from Advanced Very High Resolution Radiometer (AVHRR) instrument onboard the NOAA polar orbiting satellites in the visible, infrared, and near-infrared bands and used to identify stress on vegetation related to drought [11]. Maps of the VHI for the last week of September 2017 (above average rainfall for Australia was observed in that year) and the last week of September 2018 are presented in Figure 14 demonstrating difference between relatively healthy vegetation over Australia in September 2017 (Figure 14a) and stressed vegetation in September 2018 (Figure 14b) due to impact of dry conditions.
4. Heavy precipitation monitoring using SEMDP products

In this section, case studies of heavy precipitation over Australia in December 2010 and Thailand and Peninsular Malaysia in November–December 2014 which caused widespread flooding are presented.

An “extreme rainfall” is defined when a mean rainfall for a specified period is higher than a certain percentile threshold, e.g., 90th–99th percentile (Figure 15).

Extreme rainfall associated with La Niña event has been observed over Australia in 2010 and 2011. In 2011, Australia experienced its third wettest year since national rainfall records began in 1900 [12]. Averaged across Australia, both years experienced rainfall well above average—690 mm (225 mm above the long-term average of 465 mm) in 2010 [9] and 699 mm (234 mm above the long-term average of 465 mm) in 2011 [12].

In Figure 15, CPC/NOAA VHI for (a) 24–30 September 2017 and (b) 24–30 September 2018.

The 2010–2011 La Niña event was one of the strongest on record, comparable in strength with the La Niña events of 1917–1918, 1955–1956, and 1975–1976, and it has significant impact on Australian rainfall. La Niña is typically associated with increased rainfall in northern and eastern Australia. During the 2010–2011 La Niña, most of the mainland Australia experienced significantly higher than average rainfall over the 9 months from July 2010 to March 2011 (Figure 7). A number of new Australian rainfall records were set: wettest September, December, and March on record and second wettest October and February. Extreme rainfall associated with La Niña event has been observed over parts of western and eastern Australia in December 2010 (Figure 16).

The record-breaking rainfall during the 2010–2011 La Niña led to widespread flooding in many regions between September 2010 and March 2011 including southeast Queensland, large areas of northern and western Victoria, New South Wales, northwestern Western Australia, and eastern Tasmania that were subject to significant flooding.

In Figure 17, EORC/JAXA GSMaP rainfall percentile over Australia for December 2010 is presented. An area above 95th percentile derived from GSMaP approximately corresponds to an area of rainfall deciles “very much above average” as derived from rain gauge observations by the Australian Bureau of Meteorology (Figure 16); it demonstrates that this extreme rainfall event was well detected using GSMaP.

The second case study examines episodes of heavy precipitation over Thailand and Peninsular Malaysia in November–December 2014 [13]. In November 2014, an episode of heavy rainfall and subsequent flooding in the coastal area of northeastern Peninsular Malaysia occurred from 13 to 20 November 2014. In the second half of December 2014, two episodes of heavy precipitation caused widespread flooding in south of Thailand, Kelantan, Terengganu, and Pahang and on the east coast of Peninsular Malaysia.

Accumulated rainfall over Peninsular Malaysia in November and December 2014 derived from GSMaP is presented in Figure 18a and b, respectively. Time series of daily precipitation for November–December 2014 averaged over land in Figure 15.

Figure 14.
CPC/NOAA VHI for (a) 24–30 September 2017 and (b) 24–30 September 2018.
In this section, case studies of heavy precipitation over Australia in December 2010 and Thailand and Peninsular Malaysia in November–December 2014 which caused widespread flooding are presented. An “extreme rainfall” is defined when a mean rainfall for a specified period is higher than a certain percentile threshold, e.g., 90th–99th percentile (Figure 15). Extreme rainfall associated with La Niña event has been observed over Australia in 2010 and 2011. In 2011, Australia experienced its third wettest year since national rainfall records began in 1900 [12]. Averaged across Australia, both years experienced rainfall well above average—690 mm (225 mm above the long-term average of 465 mm) in 2010 [9] and 699 mm (234 mm above the long-term average of 465 mm) in 2011 [12].

The 2010–2011 La Niña event was one of the strongest on record, comparable in strength with the La Niña events of 1917–1918, 1955–1956, and 1975–1976, and it has significant impact on Australian rainfall. La Niña is typically associated with increased rainfall in northern and eastern Australia. During the 2010–2011 La Niña, most of the mainland Australia experienced significantly higher than average rainfall over the 9 months from July 2010 to March 2011 (Figure 7). A number of new Australian rainfall records were set: wettest September, December, and March on record and second wettest October and February. Extreme rainfall associated with La Niña event has been observed over parts of western and eastern Australia in December 2010 (Figure 16). The record-breaking rainfall during the 2010–2011 La Niña led to widespread flooding in many regions between September 2010 and March 2011 including southeast Queensland, large areas of northern and western Victoria, New South Wales, northwestern Western Australia, and eastern Tasmania that were subject to significant flooding.

In Figure 17, EORC/JAXA GSMaP rainfall percentile over Australia for December 2010 is presented. An area above 95th percentile derived from GSMaP approximately corresponds to an area of rainfall deciles “very much above average” as derived from rain gauge observations by the Australian Bureau of Meteorology (Figure 16); it demonstrates that this extreme rainfall event was well detected using GSMaP.

The second case study examines episodes of heavy precipitation over Thailand and Peninsular Malaysia in November–December 2014 [13]. In November 2014, an episode of heavy rainfall and subsequent flooding in the coastal area of northeastern Peninsular Malaysia occurred from 13 to 20 November 2014. In the second half of December 2014, two episodes of heavy precipitation caused widespread flooding in south of Thailand, Kelantan, Terengganu, and Pahang and on the east coast of Peninsular Malaysia.

Accumulated rainfall over Peninsular Malaysia in November and December 2014 derived from GSMaP is presented in Figure 18a and b, respectively. Time series of daily precipitation for November–December 2014 averaged over land in
the area from 100°E to 105°E; EQ to 8°N is presented in Figure 19. In November 2014, accumulated rainfall exceeded 1000 mm along the east coast of Peninsular Malaysia. The first episode of persistent heavy rainfall occurred from 13 to 20 November. In December 2014, areas of monthly total rainfall above 500 mm expand over the southern part of Thailand and the most of Malaysia. Particularly heavy
Rainfall extremes, distribution and properties

In November 2014, accumulated rainfall exceeded 1000 mm along the east coast of Peninsular Malaysia. The first episode of persistent heavy rainfall occurred from 13 to 20 November. In December 2014, areas of monthly total rainfall above 500 mm expand over the southern part of Thailand and the most of Malaysia. Particularly heavy precipitation occurred over the eastern parts of the Peninsular with monthly total rainfall estimated at 1500 mm and above. Second episode of long-lasting heavy rainfall occurred from 14 to 30 December. Results obtained from space-based observations are in correspondence with results presented in [13].

Figure 18.
EORC/JAXA GSMaP total precipitation over Peninsular Malaysia in (a) November 2014 and (b) December 2014.

Figure 19.
EORC/JAXA GSMaP time series of daily precipitation for November–December 2014 averaged over land in the area from 100°E to 105°E; EQ to 8°N; solid black line represents 18-year mean.
Figure 20.
Time series of daily precipitation for November–December 2014 averaged over land in the area from 100°E to 105°E; EQ to 8°N derived from (a) EORC/JAXA GSMaP (red line) and (b) CPC GAG (blue line).

Figure 21.
Scatter plot of (a) pentad (5-day) and (b) 10-day precipitation averaged over land in the area from 100°E to 105°E; EQ to 8°N for November–December 2014 derived from the EORC/JAXA GSMaP versus the CPC GAG.
In Figure 20, time series of daily precipitation derived from the EORC/JAXA GSMaP data and in situ observations derived from the CPC rain gauge analysis (CPC GAG) for November–December 2014 averaged over land in the area from 100°E to 105°E; EQ to 8°N are presented. All episodes of heavy precipitation in November and December 2014 are detected well by space-based observations. In general, there is a good correspondence between the EORC/JAXA GSMaP space-based rainfall estimates and the CPC GAG rain gauge analysis.
Scatter plot—comparison between CPC GAG and GSMaP satellite precipitation estimates—is presented in Figure 21; results for pentad (5-day) and 10-day mean precipitation (mm/day) are plotted on the top and bottom panels, respectively. Only data pairs of precipitation over a 0.25°lat/lon grid box with at least one reporting rain gauge are included in the comparison. The correlation coefficients of pentad and 10 days are 0.84 and 0.88, respectively, indicating good agreement between space-based estimates and surface-based rain gauge observations.

An example of detecting daily heavy precipitation using GSMaP data is presented in Figure 22. Precipitation was particularly heavy across the eastern coast of the peninsular with daily totals above 200 mm (Figure 22a); this exceeded 18-year climatology more than five times (Figure 22b). In Narathiwat province of Thailand and Kelantan and Terengganu provinces of Malaysia, the daily precipitation was higher than the 99th percentile (Figure 22c) causing widespread flood in the affected areas.

In summary, presented case studies of detecting extreme precipitation in Australia, Thailand, and the Peninsular Malaysia demonstrate that space-based observations provide valuable information for monitoring heavy rainfall.

5. Conclusions

These first results of implementation of WMO SEMDP demonstrate that space-based estimates of extreme precipitation are an effective solution to enhance capacity of RCCs and NMHSs for monitoring drought and heavy rainfall assisting governments and local communities with informed decision-making in adaptation to climate variability and change.
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Section 3

Chemical and Physical Processes Associated with Rainfall
Chapter 5
Modeling Aerosol-Cloud-Precipitation Interactions in Mountainous Regions: Challenges in the Representation of Indirect Microphysical Effects with Impacts at Subregional Scales
Ana P. Barros, Prabhakar Shrestha, Steven Chavez and Yaqian Duan

Abstract
In mountainous regions, the nonlinear thermodynamics of orographic land-atmosphere interactions (LATMI) in organizing and maintaining moisture convergence patterns on the one hand, and aerosol-cloud-precipitation interactions (ACPI) in modulating the vertical structure of precipitation and space-time variability of surface precipitation on the other, are difficult to separate unambiguously because the physiochemical characteristics of aerosols themselves exhibit large sub-regional scale variability. In this chapter, ACPI in the Central Himalayas are examined in detail using aerosol observations during JAMEX09 (Joint Aerosol Monsoon Campaign 2009) to specify CCN activation properties for simulations of a premonsoon convective storm using the Weather Research and Forecasting (WRF) version 3.8.1. The focus is on contrasting AIE during episodes of remote pollution run-up from the Indo-Gangetic Plains and when only local aerosols are present in Central Nepal. This study suggests strong coupling between the vertical structure of convection in complex terrain that governs the time-scales and spatial organization of cloud development, CCN activation rates, and cold microphysics (e.g. graupel production is favored by slower activation spectra) that result in large shifts in the spatial distribution of precipitation, precipitation intensity and storm arrival time.
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1. Introduction
The aerosol indirect effect (AIE) refers to the cascade of processes (aerosol-cloud-precipitation interactions, ACPI) linking the space-time variability of aerosol physiochemical properties to modification of the vertical structure of precipitation microphysics that result in changes in timing and spatial patterns of precipitation.
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1. Introduction

The aerosol indirect effect (AIE) refers to the cascade of processes (aerosol-cloud-precipitation interactions, ACPI) linking the space-time variability of aerosol physiochemical properties to modification of the vertical structure of precipitation microphysics that result in changes in timing and spatial patterns of precipitation
accumulation at the ground. In mountainous regions, orographic modification of atmospheric circulations at multiple scales can further modulate ACPI and consequently have a significant impact on the spatial distribution of precipitation, that is to say the allocation of freshwater input and hydrologic response among adjacent mountain catchments [1–3].

The climatology of the observed strong peak of aerosol optical depth in the premonsoon season in the Indo Gangetic Plains (IGP) has been well documented in numerous studies using satellite retrievals [4–7]. At regional and continental scales, [8] points out that, in the South Asian monsoon region such as the Indian Subcontinent and Himalayas, the net effect of ACPI before and during the monsoon depends on large-scale circulations, moisture availability, and the presence of aerosol hot-spots. Reduction of the efficiency of raindrop dynamics (coalescence and breakup) on account of the presence of very high concentrations of small cloud droplets where aerosol concentrations are very high (aerosol hot-spots) results in delay of precipitation at the surface while very small cloud droplets are transported to higher levels in the troposphere in the direction of storm propagation. Upward transport results in a large population of supercooled drops aloft that freeze, interact with each other to form graupel and hail and subsequently melt as they fall, thus invigorating deep convection through release and production of latent heating at different levels in the troposphere. Higher CCN concentrations from fine aerosol particles slow the conversion of cloud drops into raindrops, thus suppressing rainfall production initially followed by intensification later [9]. Besides the time-delay of precipitation processes, several studies [10–19] have shown that the aerosol effect on cloud microphysical processes strongly depends on specific environmental conditions, varies with cloud types, and thus storm regime. Overall, these studies suggest that mechanisms of aerosol-cloud-rainfall interactions are very complex and highly nonlinear, and therefore transferability and generalization of the results learned from one case study for a particular storm may not be applicable for other storm in different environmental conditions, including climate regime and topography. The latter plays a significant role in airflow modification which in turn strongly impact microphysical pathways. At subregional scales, given similar regional meteorology, these dynamic feedbacks translate into smaller areas of enhanced convective precipitation that is a redistribution of precipitation conditional on aerosol-cloud interactions. Intercomparison modeling studies using CN with different activation characteristics suggest that the timing and intensity of precipitation are tightly linked to regional and subregional scale aerosol characteristics. Recent NWP (Numerical Weather Prediction) simulations in the Southern Appalachians Mountains (complex terrain with moderate elevation <2500 m) show that using regional CCN activation characteristics obtained from field measurements [20] has strong impact on rainfall structure as compared to standard continental aerosol by reducing unrealistic light rainfall on the one hand, and by intensifying convection on the other due to strong modification of cloud microphysics, even more so in the case of local vis-a-vis synoptic forcing [21, 22]. This begs the question of whether the characterization of regional aerosol is not only desirable, but indeed necessary toward achieving a substantial improvement in NWP’s predictive skill at high spatial resolution and short time-scales (< 24 hr) toward decreasing phase errors in storm arrival and improving rainfall intensity [2, 23, 24].

Shrestha and Barros [7] identified the central region of the Himalayas and adjacent foothills as a region of potentially high ACPI as the synoptic scale aerosol plume in the IGP penetrates, runs up and accumulates along deep river valleys. Indeed, [25] showed how IGP aerosol can remain sequestered to form pools over low lying areas and valleys in the Middle Himalaya after there is a full retreat of the pollution over the IGP. The aerosol pool is eventually scavenged by the formation of low-level clouds and fog, and washed out by rainfall similar to subregional scale forcing in
the inner region of the Southern Appalachians investigated by [21, 22]. Specifically, [26] showed that, in the presence of regional scale aerosol clouds and during dry periods, the mean volume aerosol concentration increased, and so did the aerosol mass concentrations in two different valleys of Central Nepal, the Marshyangdi and the Kathmandu, followed by rain-out. In addition, the topography of the region was found to play an important role in modulating the diurnal cycle of aerosol number concentration due to the diurnal cycle of katabatic and anabatic winds. Previous studies by [27–30] over the central Himalayas in Nepal have shown that the space-time distribution of rainfall and the terrain are strongly intertwined in the region. Depending upon the type of cloud systems and synoptic conditions, changes in aerosol number concentration and chemical properties influence the microphysical pathways of ACPI in different ways, resulting in suppression of rainfall, storm invigoration, and even spatial displacement of rainfall [10, 13, 31–35]. The particle sizes measured during the Joint Aerosol Monsoon Experiment (JAMEX09) in Central Nepal indicate that the dominant aerosol mode is around 100 nm [26], which is also consistent with the predominance of fine aerosol (≤ 350 nm) found by [36] in the Himalayan foothills using MISR (Multi Imaging Spectro-Radiometer) observations.

The dependence of the aerosol sensitivity on environmental conditions and storm regimes necessitates a better understanding of the joint climatology of aerosol characteristics, regional storm systems and associated precipitation (e.g., premonsoon, monsoon, post-monsoon and winter precipitation in the Himalayas). In-situ measurement of aerosol chemical and physical properties for the different seasons of the year is required to evaluate the sensitivity of the aerosol for different storm regimes using numerical models. Only then, a clear picture of ACPI might emerge. Here, we present an exploratory study to investigate the CCN sensitivity of the numerical simulation of a premonsoon season storm in the Central Himalayas associated with the intrusion of a major IGP aerosol plume (Figure 1). The CCN spectra used in the study were estimated from the in-situ measured aerosol size distribution and chemical composition during the Joint Aerosol Monsoon Experiment 2009 (JAMEX09) [26, 37].

The ultimate objective is to investigate ACPI for remote aerosol linked to run-up of a major haze event over the IGP against locally produced aerosol that exhibit very different activation behavior (hygroscopicity) even when concentration numbers are not significantly different [26, 37]. Because this study consists of simulations of the same storm system using different CCN, it allows us also to assess quantitatively the likely impact of changes in storm dynamics on precipitation fields at the ridge-valley scale in the Middle Himalaya caused by IGP pollution. Significant shifts in the maxima of the event cumulative precipitation were first observed between the simulations conducted with control continental aerosol spectra in WRF and from JAMEX09 by [38]. Differences in the simulated vertical profile of temperature, water vapor mixing ratio and hydrometeor distributions (indicative of differences in latent heat absorption/release) lead to changes in local circulations, which in turn are tied to landform. In particular, this study suggests strong coupling among CCN activation spectra, the vertical structure of convection in complex terrain, and cold microphysics (e.g., graupel formation) that strongly impacts the spatial distribution of precipitation at the surface. Finally, we discuss the results in the context of regional hydrometeorology and impact on spatial patterns of precipitation accumulation that result from changes in space-time storm evolution displacing convective cells among adjacent catchments in Central Nepal including the Kulekhani Water Reserve (KWR) hydropower dam, which provides critical electricity to Kathmandu, and the Indrawati basin (IDR), the headwaters of the Sun Koshi river that links central to eastern Nepal (Figure 2). The chapter is structured as follows: Section 2 describes the experimental setup for the simulation. Results are discussed in Section 3. Summary and conclusions are presented in Section 4.
Figure 1.
Map of the region of study. The four nested domains used for WRF model simulations are centered over Central Nepal. Domain d01 (27 km) encompass the Indian Gangetic plain (IGP) and the Tibetan plateau extending up to Bhutan and Bangladesh in the east. Domains d02 (9 km) and d03 (3 km) are over Central Nepal. Domain d04 (1 km) encloses the Kathmandu Valley (marked with triangle).

Figure 2.
Topography of Central Nepal (d04). The city of Kathmandu is identified by the letter K, in red. The catchment contributing to the Kulekhani dam (green, KWR), and the southern part of the Indrawati basin (blue, IDR) within d04 are marked and delineated.

2. Numerical experiments of ACPI sensitivity to CCN

2.1 WRF model setup

The Advanced Weather Research and Forecasting (WRF) model V ersion 3.8.1 [39] was used for numerical simulations of a northwesterly convective storm over Central Nepal on May 15–16, 2009 during JAMEX09. The model configuration was set up similar to [3] with four one-way nested domains with horizontal grid spacing of 27-, 9-, 3-, and 1-km, corresponding to grid sizes of 51 × 51, 52 × 52, 73 × 73, and 121 × 73 for the first (d01), second (d02), third (d03), and fourth (d04) domains, respectively (Figure 1). In order to resolve low-level cloud formation and precipitation processes, a terrain-following vertical grid with 90 layers was constructed with 30 levels in the lowest 1 km AGL and the model top at 50 hPa. WRF simulations during a two-day period were conducted starting at 00:00 UTC 14 May 2009 (5:45 LT in Nepal) and ending at 00:00 UTC May 16, 2009. The first six hours of simulation were disregarded for analysis.

Initialization and lateral boundary conditions are updated every 6-hours and interpolated in-between using the National Centers for Environmental Prediction (NCEP) Final Operational Global Analysis (FNL) with 1 × 1° horizontal resolution. The Kain-Fritsch cumulus parameterization scheme [40] is used in the first and second domains (27 and 9 km resolution), and convection is resolved explicitly in the third (3 km) and fourth (1 km) domains. Other physics options include Milbrandt and Yau’ s 2005 (MY05) double moment microphysics [41], a new version of the Rapid Radiative Transfer Model radiation scheme for longwave and shortwave [42], and the unified Noah land-surface model [43] applied for all four domains. Following [2, 3], the Mellor- Yamada-Nakanishi-Niino (MYNN) planetary boundary layer scheme [44] is selected along with the Monin-Obukhov (Janjic Eta) surface layer scheme to better capture low level cloud formation. The soil temperature and moisture fields are also initialized from the NCEP FNL data.

2.2 Modeling experiments with Milbrandt- Y au microphysics

The MY05 double moment microphysics scheme (total number concentration and mixing ratio) is used here to investigate the effects of aerosol properties on the sensitivity of ACPI. Number concentrations of nucleated cloud droplets (NCCN) in MY05 are calculated based on a four-parameter CCN activation spectrum proposed by [45], hereafter referred to as CBP98. This CCN activation scheme has demonstrated improved estimation of cloud droplet numbers as it accounts for the depletion of small-sized condensation nuclei (CN) with increasing supersaturation:

\[ N_{CCN}(S_v, w_{max}) = C S_v, w_{max} k F(a, b, c; x) \]  

Where \( S_v, w_{max} \) is the maximum water vapor supersaturation and \( F(a, b, c; x) \) is a hypergeometric function. The four fitted parameters in Eq. (1) can be interpreted as follows: \( C \) is a scaling factor, \( k \) is the slope of the linear relationship between log of \( N_{CCN} \) and log of \( S_v, w_{max} \), and \( \beta \) indicates the location of the slope break between the fast (linear) CCN activation regime governed by \( k \) at lower supersaturation and the slow regime described by the shape parameter \( \mu \) at high supersaturation (see Figure 1 in CBP98).

CPB98 [45] fitted two CCN activation spectra respectively for “representative” maritime (CCN1, Type 1) and for continental (CCN2, Type 2) aerosol which are available in the standard MY05 parameterization in WRF, but the formula in Eq. (1) and corresponding fitting parameters for each aerosol type are not directly employed...
2. Numerical experiments of ACPI sensitivity to CCN

2.1 WRF model setup

The Advanced Weather Research and Forecasting (WRF) model Version 3.8.1 [39] was used for numerical simulations of a northwesterly convective storm over Central Nepal on May 15–16, 2009 during JAMEX09. The model configuration was set up similar to [3] with four one-way nested domains with horizontal grid spacing of 27-, 9-, 3-, and 1-km, corresponding to grid sizes of 51 × 51, 52 × 52, 73 × 73, and 121 × 73 for the first (d01), second (d02), third (d03), and fourth (d04) domains, respectively (Figure 1). In order to resolve low-level cloud formation and precipitation processes, a terrain-following vertical grid with 90 layers was constructed with 30 levels in the lowest 1 km AGL and the model top at 50 hPa. WRF simulations during a two-day period were conducted starting at 00:00 UTC 14 May 2009 (5:45 LT in Nepal) and ending at 00:00 UTC May 16, 2009. The first six hours of simulation were disregarded for analysis.

Initialization and lateral boundary conditions are updated every 6-hours and interpolated in-between using the National Centers for Environmental Prediction (NCEP) Final Operational Global Analysis (FNL) with 1 × 1° horizontal resolution. The Kain-Fritsch cumulus parameterization scheme [40] is used in the first and second domains (27 and 9 km resolution), and convection is resolved explicitly in the third (3 km) and fourth (1 km) domains. Other physics options include Milbrandt and Yau’s 2005 (MY05) double moment microphysics [41], a new version of the Rapid Radiative Transfer Model radiation scheme for longwave and shortwave [42], and the unified Noah land-surface model [43] applied for all four domains. Following [2, 3], the Mellor-Yamada-Nakanishi-Niino (MYNN) planetary boundary layer scheme and the Monin-Obukhov (Janjic Eta) surface layer scheme to better capture low level cloud formation. The soil temperature and moisture fields are also initialized from the NCEP FNL data.

2.2 Modeling experiments with Milbrandt-Yau microphysics

The MY05 double moment microphysics scheme (total number concentration and mixing ratio) is used here to investigate the effects of aerosol properties on the sensitivity of ACPI. Number concentrations of nucleated cloud droplets (N_{CCN}) in MY05 are calculated based on a four-parameter CCN activation spectrum proposed by [45], hereafter referred to as CPB98. This CCN activation scheme has demonstrated improved estimation of cloud droplet numbers as it accounts for the depletion of small-sized condensation nuclei (CN) with increasing supersaturation:

\[ N_{CCN}(S_v, w_{max}) = C S_v^{k/2} F\left(\mu, \frac{k}{2}, \frac{k}{2} + 1; -\beta S_v^{k/2}, w_{max}\right) \] (1)

Where \( S_v^{w_{max}} \) is the maximum water vapor supersaturation and \( F(a, b, c; x) \) is a hypergeometric function. The four fitted parameters in Eq. (1) can be interpreted as follows: \( C \) is a scaling factor, \( k \) is the slope of the linear relationship between log of \( N_{CCN} \) and log of \( S_v \), and \( \beta \) indicates the location of the slope break between the fast (linear) CCN activation regime governed by \( k \) at lower supersaturation and the slow regime described by the shape parameter \( \mu \) at high supersaturation (see Figure 1 in CPB98).

CPB98 [45] fitted two CCN activation spectra respectively for “representative” maritime (CCN1, Type 1) and for continental (CCN2, Type 2) aerosol which are available in the standard MY05 parameterization in WRF, but the formula in Eq. (1) and corresponding fitting parameters for each aerosol type are not directly employed
for computing $N_{CCN}$ in the microphysics scheme. Instead, maximum supersaturation is first expressed as a function of updraft speed $w$, temperature $T$, and pressure $p$ using an iterative method outlined by [46]. To reduce computational costs, non-linear least-square fits are applied subsequently to $s_{max} = f (w, T, p)$ and $N_{CCN} = f (w, T, p)$ for the specified CCN spectra. For the present study, two additional CCN spectra derived from ground-based observations at Dhulikhel [26, 37] in the Kathmandu valley during JAMEX09 were incorporated into MY05 using non-linear regression fits as described in [38, 41]: (1) CCN3 (May 15, 2009) corresponding to conditions during a large-scale haze event in the Indo-Gangetic Plains (IGP) with aerosol run-up in the Central Himalayas as described by [25], thus remote aerosol; and, (2) CCN4 (May 16, 2009) corresponding to locally produced aerosols after washout of remote aerosol by rainfall in the previous day, thus local aerosol.

The CCN spectra collected before the rainfall (CCN3) and the day after (CCN4), are shown along with the standard continental (CCN2) and marine (CCN1) types from CPB98 [45] in Figure 3. Compared to the continental CCN2 type, CCN3 shows lower CCN number concentrations for supersaturation $S_c < 0.1\%$ and higher CCN number concentrations at higher supersaturation. The $N_{CCN}$ for CCN4 is always lower than CCN3, but it approaches and even exceeds CCN2 for supersaturations $>0.3\%$. This is attributed to high number concentrations of small aerosol particles that are activated at high supersaturation. The marine spectrum CCN1 (displayed only for contrast against the continental aerosol spectra) shows CN depletion halting activation at low values of supersaturation close to 0.1\%.

Here, three WRF 3.8.1 simulations of regional weather on May 14–15 2009 are used to probe the sensitivity of microphysical and dynamical processes to the aerosol indirect effects (AIE) including: a control run (hereafter, CCN2) using the
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**Figure 3.**
The marine (CCN type 1) and continental (CCN type 2) CCN spectra are based on the study by [45]. The CCN spectra for May 15 (CCN type 3) and May 16 (CCN type 4) are the estimated spectra from aerosol size distribution and chemical properties at Dhulikhel in Central Nepal during JAMEX09 campaign [26, 37, 38]. CCN3 represents remote aerosol intrusion from the IGP. CCN4 represents local aerosol sources.
default continental aerosol in the MY05 microphysics scheme from CBP98, and two simulations, CCN3 and CCN4, with JAMEX09 aerosol spectra from [26, 37, 38]. The differences in model configuration among the three simulations are limited to the cloud nucleation scheme in MY05. Direct radiative effects of aerosol and the parameterization of nucleation efficiency of different ice nuclei on heterogeneous drop freezing, which could be important in ice-phase clouds [47, 48] cannot be addressed in the WRF configuration used in this study, but it is possible to examine AIE in contrasting large-scale environments, specifically during the propagation of a convective afternoon storm on May 15, second day of simulation.

The synoptic scale conditions on May 15 were characterized by northwesterly flow aloft with the axis of the upper level trough, east of the study region (Figure 4). The NW flow extends up to 3 km amsl. At lower levels, a cyclonic circulation is present in the IGP, creating a south-easterly flow upon the outermost foothills of the Himalayas over central Nepal. This low level flow also tends to veer along the hills westward and turn clockwise, impinging the outer ridges of Kathmandu Valley and the KWR from north-west, in agreement with the direction of upper level flow. In due course, this potentially unstable air in the lower troposphere releases its instability as it flows above the topography, triggering cells of intense precipitation. Previous studies of orographic effects on rainfall in Mesoscale Alpine Program (MAP) have also pointed out the importance of the change in static stability of the flow at low levels coupled with the orographic modification of the flow in the prediction of the intensity, location and duration of orographic precipitation [49].

### 3. Results and discussion

The results are analyzed with a focus on identifying and explaining differences and similarities among precipitation accumulation patterns and among microphysical vertical structure for the three different CCN activation spectra (CCN2, CCN3 and CCN4). Rain gauges operated by the Nepal Department of Hydrology and Meteorology (DHM) mostly registered zero precipitation during the 2 days of study, except in the northwest sector of d04 (Figure 1) were observed precipitation totals are on the order of 5–10 mm and up to 60 mm consistent with model simulations [38]. Figure 5 shows the total precipitation accumulations for the 2nd-day of simulations draped over the 3D topography looking from the High Himalaya (north) to the IGP (south). Note the organization of rainfall hot-spots along the...
ridges to the west and east of Kathmandu valley, and the much smoother patterns with more widespread low rainfall accumulations for CCN4.

Radar measurements of precipitation are non-existent in this region, and thus TRMM (Tropical Rainfall Measurement Mission) and GPM (Global Precipitation Measurement) since 2014, as well as Terra and AQUA satellite overpasses provide valuable spatial data of respectively rainfall and cloud-coverage over the region of study [7, 25, 50]. Nevertheless, the satellite trajectories vary substantially from one overpass to the next, and the observations may have therefore a limited use for storm-based case-studies depending on timing and geography. In particular, the paths of the A-Train Satellites are east and west of the innermost d04 domain on May 15, 2009. By contrast, geostationary satellites such as Meteosat7, Fengyun-2D, and Kalpana provide a regional overview of cloud processes in this region. A survey of the Meteosat7 imagery shown by [38] indicates that the storm strengthens after 0900 UTC organizing itself along the outer ridges of the Kathmandu Valley consistent with the higher precipitation accumulations on the western ridges in Figure 5. As described earlier, the north-westerly storm is fueled at low levels by south-easterly flow impinging on the southern and western ridges of the Kathmandu valley producing a series of multiple convective cores, enhanced by the complex orography (Figure 4). Consequently, the cumulative WRF rainfall shows strongly localized maxima aligned with topography, especially in the case of CCN2 and CCN3, whereas CCN4 fields are smoother with lower maxima over the western ridges, which becomes suppressed toward the foothills and the IGP.

The differences in spatial accumulation patterns (Figure 6, left panels) and cross-section (right panels) between CCN2 (dotted line) and CCN3 (red) are much smaller than the differences between CCN3 and CCN4 (blue). CCN2 and CCN3 closely follow the terrain with heavier precipitation at high elevations including isolated peaks of very high rainfall in the north and west sectors of study domain consistent with the direction of approach of the convective storm. The differences between CCN3 and CCN4 are very large to the south and west especially, with CCN4 producing higher rainfall only to the east.

Overall, the simulated rainfall patterns over the ridges surrounding Kathmandu Valley and the dry patterns in the valley itself are consistent with the patterns of observed rainfall where gauges exist. CCN2 precipitation is higher than CCN3, and both CCN2 and CCN3 are much higher than CCN4. The spatial patterns of [CCN2-CCN3] and [CCN3-CCN4] in Figure 6 exhibit the same overall spatial patterns of negative and positive differences distributed over the same subregions. Interestingly, both CCN2 and CCN3, yield lower rainfall amounts over the KWR and the IDR catchments. Whereas it is not possible to extrapolate based on one single storm, this result illustrates how the two CCN cases representative of remote aerosol intrusion would produce lower rainfall amounts over two critical landmarks for hydropower and water supply in the region. To extract statistically
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Ridges to the west and east of Kathmandu valley, and the much smoother patterns with more widespread low rainfall accumulations for CCN4.

Radar measurements of precipitation are non-existent in this region, and thus TRMM (Tropical Rainfall Measurement Mission) and GPM (Global Precipitation Measurement) since 2014, as well as Terra and AQUA satellite overpasses provide valuable spatial data of respectively rainfall and cloud-coverage over the region [7, 25, 50]. Nevertheless, the satellite trajectories vary substantially from one overpass to the next, and the observations may have therefore a limited use for storm-based case-studies depending on timing and geography. In particular, the paths of the A-Train Satellites are east and west of the innermost d04 domain on May 15, 2009. By contrast, geostationary satellites such as Meteosat7, Fengyun-2D, and Kalpana provide a regional overview of cloud processes in this region. A survey of the Meteosat7 imagery shown by [38] indicates that the storm strengthens after 0900 UTC organizing itself along the outer ridges of the Kathmandu Valley consistent with the higher precipitation accumulations on the western ridges in Figure 5. As described earlier, the north-westerly storm is fueled at low levels by south-easterly flow impinging on the southern and western ridges of the Kathmandu valley producing a series of multiple convective cores, enhanced by the complex orography (Figure 4). Consequently, the cumulative WRF rainfall shows strongly localized maxima aligned with topography, especially in the case of CCN2 and CCN3, whereas CCN4 fields are smoother with lower maxima over the western ridges, which becomes suppressed toward the foothills and the IGP.

The differences in spatial accumulation patterns (Figure 6, left panels) and cross-section (right panels) between CCN2 (dotted line) and CCN3 (red) are much smaller than the differences between CCN3 and CCN4 (blue). CCN2 and CCN3 closely follow the terrain with heavier precipitation at high elevations including isolated peaks of very high rainfall in the north and west sectors of study domain consistent with the direction of approach of the convective storm. The differences between CCN3 and CCN4 are very large to the south and west especially, with CCN4 producing higher rainfall only to the east.

Overall, the simulated rainfall patterns over the ridges surrounding Kathmandu Valley and the dry patterns in the valley itself are consistent with the patterns of observed rainfall where gauges exist. CCN2 precipitation is higher than CCN3, and both CCN2 and CCN3 are much higher than CCN4. The spatial patterns of [CCN2-CCN3] and [CCN3-CCN4] in Figure 6 exhibit the same overall spatial patterns of negative and positive differences distributed over the same subregions. Interestingly, both CCN2 and CCN3 yield lower rainfall amounts over the KWR and the IDR catchments. Whereas it is not possible to extrapolate based on one single storm, this result illustrates how the two CCN cases representative of remote aerosol intrusion would produce lower rainfall amounts over two critical landmarks for hydropower and water supply in the region. To extract statistically robust information at climate time-scales, it would be necessary to produce simulations for a large number of representative storms, which is out of the scope of the present manuscript.

In the western ridges, the temporal evolution of rainfall (Figure 7) over the region defined by two rainfall peaks in CCN2 and CCN3 (Figure 6, yellow box) shows that CCN4 (local aerosol) rainfall is late compared to CNN2 and CCN3 (remote aerosol). Further, even if the second peak on the cross-section AA’ (Figure 6, top right panel) is missed, the rainfall distribution is more filled in the case of CCN4 and when it is raining there is no significant difference in rainfall

Figure 6.
Left: Differences in spatial accumulation patterns on May 15, 2009 wrapped on the topography. Right: Cumulative rainfall along cross-sections AA’ (north-south) and BB’ (west-east) marked on top right panel. The topography along the cross-section is marked in gray. The yellow box denotes the subdomain used to integrate precipitation in shown Figure 7.

Figure 7.
Time-series of precipitation integrated within the subdomain defined by the yellow box in Figure 6. The light blue bar highlights the period used for hydrometeor analysis in Figures 10 and 11.
intensity. The delay of rainfall in CCN4 can be in part attributed to the slopes of the activation spectra shown in Figure 3.

Given sufficient moisture convergence at low levels, the steeper slopes of CCN2 and CCN3 lead to more rapid cloud development where orographic updrafts develop (Figure 8), and consequently earlier rainfall. In addition, the ACPI feedback on the intensification of individual convective cells is apparent from contrasting the strength and organization of the updrafts from 8:00 to 9:00 UTC between CCN2, CCN3 and CCN4. That is, higher rainfall accumulations at the surface are co-organized with stronger vertical updrafts and downdrafts, and thus faster hydro-meteor turn-over times. However, in the case of CCN4 the updrafts are tilted in the north-westerly direction of storm propagation (e.g., 8:20 UTC in Figure 8) with development of a wind gust front at low levels, which favors longer-lasting convective cells in the presence of favorable wind shear, specifically northwesterly flow aloft and southeasterly flow at low levels. The CC’ cross-section at lower elevations below the ridge (AA’) on the upwind slopes of the western ridges just south of KWR allows us to look at a region where CCN4 also produces higher rainfall amounts than CCN3 (Figure 9). The strong vertical updrafts in the green region in CCN4 correspond to convective cells forming on the steep slopes ahead of topographic peaks as low level westerly flow (Figure 4) from the IGP is orographically forced in the mid-Himalayas (Figure 2) and maintained by moist air convergence enhanced by the passage of the storm from 8:00 UTC past 9:00 UTC.

The CCN4 updrafts remain locked in space but strongly tilted with height due the strong northwesterly flow aloft (Figure 9, 8:20 UTC). Note the differences between CCN3 and CCN4 along CC’: at high elevations, convective CCN3 cells that form in the area defined by the green bar are very short-lived (dissipate before 8:30 UTC) producing lower rainfall amounts, whereas persistent weak and shallow updraft cells locked to the topography at lower elevations in the foothills in CCN3 and in CCN4 produce little precipitation (outside of green region of interest). Interestingly, in this case the vertical structure of CCN3 and CCN4 winds is very similar indicating largely inactive moist processes, and thus no significant impact from CCN activation differences. To further examine the microphysical impacts of the three CCN types on the space–time evolution of the rainfall event, a detailed analysis of the water budget (rainwater, liquid water and ice water) is conducted next.

---

**Figure 8.**
Vertical distribution of westerly winds ($u$) and vertical winds ($w$) along cross-section AA’ during the time of peak storm activity in Figure 7. As note in the legend, the vertical wind velocities were multiplied by five to stretch the scale. The yellow stripe marks approximately the location of yellow sector marked in the Figure 6, top right panel.
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The delay of rainfall in CCN4 can be in part attributed to the slopes of the activation spectra shown in Figure 3. Given sufficient moisture convergence at low levels, the steeper slopes of CCN2 and CCN3 lead to more rapid cloud development where orographic updrafts develop (Figure 8), and consequently earlier rainfall. In addition, the ACPI feedback on the intensification of individual convective cells is apparent from contrasting the strength and organization of the updrafts from 8:00 to 9:00 UTC between CCN2, CCN3 and CCN4. That is, higher rainfall accumulations at the surface are co-organized with stronger vertical updrafts and downdrafts, and thus faster hydrometeor turn-over times. However, in the case of CCN4 the updrafts are tilted in the north-westerly direction of storm propagation (e.g., 8:20 UTC in Figure 8) with development of a wind gust front at low levels, which favors longer-lasting convective cells in the presence of favorable wind shear, specifically northwesterly flow aloft and southeasterly flow at low levels. The CC' cross-section at lower elevations below the ridge (AA') on the upwind slopes of the western ridges just south of KWR allows us to look at a region where CCN4 also produces higher rainfall amounts than CCN3 (Figure 9). The strong vertical updrafts in the green region in CCN4 correspond to convective cells forming on the steep slopes ahead of topographic peaks as low level westerly flow (Figure 4) from the IGP is orographically forced in the mid-Himalayas (Figure 2) and maintained by moist air convergence enhanced by the passage of the storm from 8:00 UTC past 9:00 UTC. The CCN4 updrafts remain locked in space but strongly tilted with height due to the strong northwesterly flow aloft (Figure 9, 8:20 UTC). Note the differences between CCN3 and CCN4 along CC': at high elevations, convective CCN3 cells that form in the area defined by the green bar are very short-lived (dissipate before 8:30 UTC) producing lower rainfall amounts, whereas persistent weak and shallow updraft cells locked to the topography at lower elevations in the foothills in CCN3 and in CCN4 produce little precipitation (outside of green region of interest). Interestingly, in this case the vertical structure of CCN3 and CCN4 winds is very similar indicating largely inactive moist processes, and thus no significant impact from CCN activation differences. To further examine the microphysical impacts of the three CCN types on the space–time evolution of the rainfall event, a detailed analysis of the water budget (rainwater, liquid water and ice water) is conducted next.

Figure 10 shows the instantaneous spatial fields of Liquid Water Path (LWP, bottom row) and Ice Water Path (IWP, top row) for d04 at 8:30 UTC. Whereas some temporal and spatial variability is expected, note the consistently larger values of IWP from left to right which are representative of the overall behavior for each simulation. The cells of heavy surface rainfall, high LWP and high IWP are spatially coupled to the strong updrafts in CCN2 and CCN3. However, in the case of CCN4, even at 8:30 UTC which is the time of peak rainfall (Figure 7) in the subregion of interest, there is a gap between the position of LWP maxima (along CC’) and the IWP maxima (along AA”). This is consistent with orographic warm rain processes tied to strong orographic updrafts tilted with height upstream of the ridgeline AA’ (not shown), whereas at higher elevations, cold microphysics become dominant.

Figure 10. Ice water path (IWP, top row) and liquid water path (LWP, bottom row) at 8:30 UTC. The gray box delimits the area used for analysis of the vertical distribution of hydrometeors in Figure 10.
The horizontal extent of the anvil of deep clouds is expected to be larger in the presence of an upper level jet [51], and this was also the case in this simulation as the strong upper level northwesterly winds aligns the anvils of the clouds along AA” in Figure 10. The different spatial extent of the anvils of the convective cells also influences radiative forcing (aerosol direct effect), and consequently the energy budget in the atmosphere and at the surface further complicating aerosol-cloud interactions, but this is not examined in this study.

Previous studies have shown that when there are significant increases in aerosol concentration and high numbers of cloud droplets, the efficiency of the conversion of cloud droplets to rainfall decreases along with increasing evaporative cooling of cloud droplets, resulting in increased intensity of downdrafts, cold pools, and gust fronts [13, 35]. Increased evaporative cooling due to large numbers of small droplets also affects the glaciation of shallow clouds (cloud top <5 km) by reducing autoconversion rates and secondary ice crystal production [52]. Smaller and weaker cold pools provide less forcing to the formation of secondary convection, decreasing the overall intensity and spatial reach of the convective storm. [19] found that simulated polluted storms with higher aerosol concentrations produced smaller and weaker cold pools, where the polluted aerosols were defined in terms of higher aerosol concentration. Further, [53] showed that in the absence of graupel in the representation of ice processes in the model microphysics scheme, low level downdrafts are weakened, and the simulated storm moves slower, with more rain and ice converted to snow. Snow can be transported longer distances due to their low density, leading to opposite sign impacts on precipitation due to changes in CCN concentration for simulations with and without graupel.

The spatial and temporal averages of the vertical distribution of hydrometeors for each simulation between 8:00 and 9:00 UTC are shown in Figure 11. The number concentrations of the various hydrometeors are not significantly different except for the cloud droplet numbers that are one order of magnitude larger in CCN4. CCN4 mixing ratios are higher for all hydrometeors. Hail forms with very low concentrations and mixing ratios (pink lines) above 700 hPa, the cloud mixing ratio. The number of activated CCN2 will be higher than CCN3, and CCN3 mixing ratios are high well above the freezing level especially for CCN4, thus facilitating riming of snow hydrometeors to form graupel between 650 and 400 hPa. This is also apparent by inspecting the changes of the vertical mean number concentration. The number of activated CCN2 will be higher than CCN3, and CCN3 mixing ratios are high well above the freezing level especially for CCN4, thus facilitating riming of snow hydrometeors to form graupel between 650 and 400 hPa. This is also apparent by inspecting the changes of the vertical mean number concentration. The number of activated CCN2 will be higher than CCN3, and CCN3 mixing ratios are high well above the freezing level especially for CCN4, thus facilitating riming of snow hydrometeors to form graupel between 650 and 400 hPa. This is also apparent by inspecting the changes of the vertical mean number concentration. The number of activated CCN2 will be higher than CCN3, and CCN3 mixing ratios are high well above the freezing level especially for CCN4, thus facilitating riming of snow hydrometeors to form graupel between 650 and 400 hPa. This is also apparent by inspecting the changes of the vertical mean number concentration.

Figure 11.
Mean vertical distribution of hydrometeors within the domain defined by gray box in Figure 9 between 8:00 and 9:00 UTC on May 15, 2009. Top row: Mean mixing ratio of mixing ratio (top row) and mean number concentration (bottom row). QXX- mixing ratio, where XXX: Cloud liquid water, rainfall, cloud ice; snow; graupel; and hail. NXXX- number concentration.
low concentrations and mixing ratios (pink lines) above 700 hPa, the cloud mixing ratios are high well above the freezing level especially for CCN4, thus facilitating interaction of supercooled cloud droplets with cloud ice to form snow aloft, and riming of snow hydrometeors to form graupel between 650 and 400 hPa. This is also apparent by inspecting the changes of the vertical mean number concentration of raindrops and hail on the one hand, and the decreases in the numbers of snow, whereas the mean number concentration of graupel and cloud droplets changes in parallel down to 600 hPa. The graupel mixing ratio decreases at lower levels as it settles fast and eventually melts adding to rainfall below 700 hPa. Because of the flow separation in CCN4 with weak downdrafts at low levels and weak updrafts at high levels over the ridge, the residence times of hydrometeors above 550 hPa are much longer for CCN4 which explains the higher mixing ratios of CCN4 clouds, the much higher mixing ratio of graupel, and hence the large anvils captured by the IWP fields in Figure 10 (top right panel).

Microphysics budgets and tracking of dynamical feedbacks can be more easily carried out in simulations of isolated storm events [54] or under idealized and controlled conditions [33]. The present study consists of a succession of multiple cells and airflow over complex topography, and thus the approach is to conduct the analysis over selected subdomains within d04. Moreover, the sensitivity analysis is strictly focused on the differences in aerosol activation behavior, not on number concentration. The number of activated CCN2 will be higher than CCN3, and CCN3 will be higher than CCN4 as long as the maximum supersaturation is below 0.3% (Figure 3). That is, aerosol activation rates are slower for local aerosol (CCN4) than remote aerosol (CCN3) over a significant range of supersaturation values critical for cloud development, and therefore the initial numbers of hydrometeors are lower for CCN4, which delays precipitation (e.g., Figure 7) and forces secondary convection that is enhanced by orographic forcing on the upwind slopes (Figure 9) to maintain long-lived strong updrafts that produce deeper clouds with higher mixing ratios (Figures 10 and 11).

Although it would be expected that the horizontal advection of snow hydrometeors (low density) aloft should be important due to the presence of strong upper level northwesterly winds, the averaged vertical profiles simulations show a deep system (cloud tops >10 km) in which the dominant ice hydrometeor is graupel with peak mixing ratios of 0.45 g/kg for CCN2 and CCN3 and 0.65 g/Kg for CCN4 averaged over the subdomain marked in Figure 10 and over one-hour period (Figure 11). At specific times and locations, the average peak values are as high as 1.5 g/kg for CCN4 vis-a-vis 0.5 g/kg for CCN3 as shown in Figure 12.

Ref. [54] reported similar mean vertical profiles for cloud ice and snow in the IOP2A case-study during the Mesoscale Alpine Programme (MAP). The convective system of IOP2A also had a vertical extent exceeding 10 km, and large

Figure 12.
Contour frequency by altitude diagrams (CFADs) of reflectivity within the gray box domain in Figure 10 between 8:00 and 9:00 UTC on May 15, 2009.
amounts of graupel and hail above the freezing level albeit with much lower maximum mean mixing ratio for graupel of 0.15 g/kg and higher for hail at 0.1 g/kg. In this study, the mean hail mixing ratio is less than 0.05 g/kg. Strong and sustained uplifting of low-level moist air brings enough cloud water (with inhibited coalescence) to produce rainfall, and thus high number concentrations of cloud droplets above the freezing level to favor graupel production. This is confirmed by the significantly larger concentration of graupel in CCN4 compared to CCN2 and CCN3 (Figures 11 and 12). Note that the mean maximum mixing ratio of cloud water was 0.15 g/kg for IOP2A (MAP) close to the values in this study in Figure 11 but significantly lower than instantaneous values at local places (Figure 12).

Figure 13 shows the Contoured Frequency Altitude Diagram (CFAD) of reflectivity for CCN2, CCN3 and CCN4 corresponding to Figure 11 as per [55]. The probability contours are expressed in number density. The CFAD is a synthesis that overcomes the mismatch in space and time of simulated precipitation using different CCN initializations, and thus enables examining the changes in ensemble properties of the storm among different simulations. In the early stages of the storm, the distribution is broad and homogeneous at all levels (not shown here). During the mature stages of the storm, the fallout of larger hydrometeors (e.g., large raindrops and melted graupel) causes the distribution to narrow especially below the melting level (see Figure 12). Deep convective activity can be identified as the core region with reflectivity higher than 40 dBZ [56]. The CFAD convective core appears to be stronger with a narrow distribution in the CCN4 compared to CNN3 and CCN2, which is consistent with the budget analysis and the mean hydrometeor profiles in Figure 11.

It is possible that the model simulations presented here produce excessive graupel, a concern that has arisen in some studies in the past when model simulated reflectivity is compared to radar observations [57, 58]. To address these concerns, the microphysical parameterizations can be calibrated to adjust the relative proportion of graupel versus snow by for example lowering overall riming efficiency and not allowing dry growth, tuning thresholds for converting rimed snow to graupel, allowing graupel to sublimate outside of the cloud reducing

Figure 13.
Temporal evolution of the mean vertical distribution of mixing ratio for snow, graupel, cloud and rain hydrometeors and reflectivity at the location defined by the orange box in Figure 9 on May 15, 2009.
Top—CCN3; bottom—CCN4. Contour interval is 5g/kg for cloud and graupel and 0.20g/kg for snow and rain starting at 0.25g/kg for the outermost contour line.
amount of supercooled water available for riming, and by controlling the size of graupel and snow particles as a function of temperature [58]. However, the number of parameters involved is very high and the interaction of cold and warm microphysical processes with storm dynamics render this problem very difficult to address in a conclusive manner as many of the fundamental processes are not well understood yet [59–62]. The point made here is that when all else is the same, there is a significant change in precipitation patterns and 3D vertical structure depending on aerosol hygroscopicity, which is to say aerosol origin and source in the case of Central Nepal.

Analysis of the hydrometeor budgets suggests an emergent relationship between graupel production and CCN activation rate. This is illustrated by Figure 14 that shows in the top row the vertical hydrometeor mixing ratio over the KWR for the remote aerosol (CCN3, left) and local aerosol (CCN4, right) during the time of heavier rainfall. In the bottom row, the vertical hydrometeor mixing ratio is shown for the IDR in the hour before (left panel) and during the storm (right panel) for the local aerosol. Both the KWR and the IDR areas (Figure 2) are on upwind slopes for the particular synoptic setup of the simulated storm: the KWR is on the southern facing slopes of the Himalayas on the upwind side with regard to westerly and southwesterly moisture advection at low levels, and the IDR is upwind with regard to the northwesterly storm propagation over the mountains. The figure shows that higher precipitation is associated with CCN4, and that the mixing ratio of graupel doubles when precipitation is heavier, and this behavior is robust across the region.

![Figure 14](image_url)

Figure 14. Mean vertical distribution of hydrometeor mixing ratio within the KWR (top, 8:00–9:00 UTC) and the IDR (bottom left, 8:00–9:00 UTC; bottom right, 09:00–10:00 UTC) as delineated in Figure 2.
4. Summary and conclusions

A sensitivity study to examine the impact of CCN hygroscopicity on aerosol-cloud-precipitation interactions (ACPI) was conducted for a premonsoon storm in Central Nepal on May 15, 2009 during a major pollution event in the IGP using the WRF model as described in Section 2. CCN spectra used in this study included estimates from the in-situ measured aerosol size distribution and bulk hygroscopicity during JAMEX09 in Central Nepal [26, 37, 38]. Three distinct types of CCN activation spectra were used: the standard continental spectrum available in WRF, the CCN spectrum measured during the run-up of IGP pollution to the Kathmandu valley, here referred to as remote aerosol, and the CCN spectrum measured after the rainfall event when the remote aerosol was washed out and mostly aerosol from local sources is replenished in the atmosphere, here referred to as local aerosol.

An iterative method to estimate maximum supersaturation based on [46] was integrated to the double moment microphysics of MY05 [41] and implemented in WRF 8.3.1. The estimation of the maximum supersaturation in the code allows for a sensitivity study with CCN spectra fitted to the modified power law scheme of [45]. The results show that the differences in cumulative precipitation patterns between the standard and remote aerosols are small within 20%, but the differences between the simulations with remote and local aerosols are on the order of 25–50% and higher (Figures 5 and 6). Interestingly, these large differences could be mapped for two catchments critical for hydropower (KWR) and water resources (IDR) in Central Nepal with much lower precipitation produced with the remote aerosol than with the local aerosol. The structure and spatial extent of the vertical wind component was observed to change among the simulations due to both microphysical and dynamic forcing, with topographic forcing playing an important role in the spatial organization of long-lived updrafts on upwind slopes at mid and high elevations.

Analysis of the space-time organization of precipitation, vertical winds and microphysics suggests that sustained graupel production is favored in long-lived updrafts (enhanced and maintained by terrain induced lifting and secondary convection) for slower CCN activation spectra (i.e., local aerosol). Higher graupel mixing ratios result in heavy localized rainfall. Because of role of the terrain in locking the spatial organization of vertical velocities depending on synoptic forcing, changes in CCN type as described by its activation spectra strongly impact the spatial patterns of rainfall accumulation at the ground.

This study illustrates the importance of specifying region-based CCN for modeling studies of aerosol-cloud-rainfall interactions and provides a first indication of the range of the uncertainty in the spatial variability of precipitation that can be attributed to aerosol sensitivity in the region. Nevertheless, detailed results from this simulation are specific for the specific storm, and in order to acquire a comprehensive understanding of regional aerosol-cloud-rainfall interactions, and the impact of IGP aerosol on rainfall in the Central Himalayas, more case studies need to be analyzed of climatologically relevant storm regimes and associated aerosol.

Acknowledgements

This research was supported by the Pratt School of Engineering.

Conflict of interest

The authors declare no conflict of interest.
A sensitivity study to examine the impact of CCN hygroscopicity on aerosol-cloud-precipitation interactions (ACPI) was conducted for a premonsoon storm in Central Nepal on May 15, 2009 during a major pollution event in the IGP using the WRF model as described in Section 2. CCN spectra used in this study included estimates from the in-situ measured aerosol size distribution and bulk hygroscopicity during JAMEX09 in Central Nepal [26, 37, 38]. Three distinct types of CCN activation spectra were used: the standard continental spectrum available in WRF, the CCN spectrum measured during the run-up of IGP pollution to the Kathmandu valley, here referred to as remote aerosol, and the CCN spectrum measured after the rainfall event when the remote aerosol was washed out and mostly aerosol from local sources is replenished in the atmosphere, here referred to as local aerosol.

An iterative method to estimate maximum supersaturation based on [46] was integrated to the double moment microphysics of MY05 [41] and implemented in WRF 8.3.1. The estimation of the maximum supersaturation in the code allows for a sensitivity study with CCN spectra fitted to the modified power law scheme of [45]. The results show that the differences in cumulative precipitation patterns between the standard and remote aerosols are small within 20%, but the differences between the simulations with remote and local aerosols are on the order of 25–50% (Figures 5 and 6). Interestingly, these large differences could be mapped for two catchments critical for hydropower (KWR) and water resources (IDR) in Central Nepal with much lower precipitation produced with the remote aerosol than with the local aerosol. The structure and spatial extent of the vertical wind component was observed to change among the simulations due to both microphysical and dynamic forcing, with topographic forcing playing an important role in the spatial organization of long-lived updrafts on upwind slopes at mid and high elevations.

Analysis of the space-time organization of precipitation, vertical winds and microphysics suggests that sustained graupel production is favored in long-lived updrafts (enhanced and maintained by terrain induced lifting and secondary convection) for slower CCN activation spectra (i.e., local aerosol). Higher graupel mixing ratios result in heavy localized rainfall. Because of role of the terrain in locking the spatial organization of vertical velocities depending on synoptic forcing, changes in CCN type as described by its activation spectra strongly impact the spatial patterns of rainfall accumulation at the ground.

This study illustrates the importance of specifying region-based CCN for modeling studies of aerosol-cloud-rainfall interactions and provides a first indication of the range of the uncertainty in the spatial variability of precipitation that can be attributed to aerosol sensitivity in the region. Nevertheless, detailed results from this simulation are specific for the specific storm, and in order to acquire a comprehensive understanding of regional aerosol-cloud-rainfall interactions, and the impact of IGP aerosol on rainfall in the Central Himalayas, more case studies need to be analyzed of climatologically relevant storm regimes and associated aerosol.

Acknowledgements

This research was supported by the Pratt School of Engineering.

Conflict of interest

The authors declare no conflict of interest.
References


Formation and Warm-Season Rainfall in Mountainous Regions Using Observations and Models [Thesis]. Durham, North Carolina: Duke University; 2017


[26] Shrestha P, Barros AP, Khlystov A. Chemical composition and aerosol size distribution of the middle mountain range in the Nepal Himalayas during the 2009 pre-monsoon season. Atmospheric Chemistry and Physics. 2010;10:11605-11621. DOI: 10.5194/acp-10-11605-2010


[35] Lee SS, Donner LJ, Penner JE. Thunderstorm and stratocumulus: How does their contrasting morphology affect their interactions with aerosols? Atmospheric Chemistry and Physics. 2010;10:6819-6837. DOI: 10.5194/acp-10-6819-2010


and forecasting/16th conference on numerical weather prediction; 2004. pp. 11-15


[57] Lang SE, Tao W-K, Zeng X, Li Y. Reducing the biases in simulated radar


Chapter 6

The Chemical Nature of Individual Size-Resolved Raindrops and Their Residual Particles Collected During High Atmospheric Loading for PM$_{2.5}$

Chang-Jin Ma and Gong-Unn Kang

Abstract

Although it is well known that rain plays an important role in capturing air pollutants, its quantitative evaluation has not been done enough. In this study, the pollutant scavenging effect by size of raindrops was investigated by clarifying the chemical nature of individual size-resolved raindrops and their residual particles. Raindrops as a function of their size were collected using the raindrop collector devised by ourselves during high atmospheric loading for PM$_{2.5}$. The raindrop number concentration (m$^{-2}$ h$^{-1}$) tended to drastically decrease as the drop size goes up. Particle scavenging rate, $R_{\text{scav}}$(%), based on the actual measurement values were 38.7, 69.5, and 80.8% for the particles with 0.3–0.5, 0.5–1.0, and 1.0–2.0 μm diameter, respectively. S, Ca, Si, and Al ranked relatively high concentration in raindrops, especially small ones. Most of the element showed a continuous decrease in concentration with increasing raindrop diameter. The source profile by factor analysis for the components of residual particles indicated that the rainfall plays a valuable role in scavenging natural as well as artificial particles from the dirty atmosphere.

Keywords: raindrop, washout, PM$_{2.5}$, scavenging, PIXE

1. Introduction

Fine particulate matter smaller than 2.5 μm (PM$_{2.5}$) is already a serious and growing environmental problem in China. The smog situation in China is getting even worse. Extremely high levels (several tens of times higher than the concentration of WHO’s recommendation (<25 μg m$^{-3}$ of 24-hour exposure) can last more than a week.

Now, the damage caused by PM$_{2.5}$ is not just an issue for China. It has been proven that the worsening of air pollution in China affects Korea and Japan as well, with the fine particles moving with the winds. Especially, air quality in South Korea has become an increasing source of concern for the nation. According to the survey conducted by the Seoul Development Institute [1], 52% of the residents in Seoul
consider air pollution to be the most imminent environmental issue, and 68% of them consider that the level of air pollution is serious.

In the case of Japan, in recent years, high levels of PM$_{2.5}$ were recorded in parts of western Japan, especially Fukuoka Prefecture [2]. Under the growing concern to this pollution crisis, many regional organizations in Japan are planning various measures like providing the real-time hourly PM$_{2.5}$ data on website.

This fiendish PM$_{2.5}$ are removed from the atmosphere by wet and/or dry depo- sitions, the former proceeds more efficiently in the form of precipitation such as rain, fog, and snow [3–5]. Most people have probably experienced a clear view of the sky and landscapes after rainfall. This is a good example to understand that the rain is a great cleaner of PM$_{2.5}$. Therefore, in the assessment of public health risks associated with PM$_{2.5}$, a study of the chemical nature of the rain have fallen during high atmospheric loading for PM$_{2.5}$ is no less important than that of the ambient PM$_{2.5}$ itself.

One of major mechanisms of the incorporation of ambient particles into raindrops is the collision among the particles below the cloud base. The efficiency of the collision depends on the size distributions of particles and the raindrops [3, 5]. Therefore, the exposure amount of pollutants by rain is variable depend on rainfall properties (e.g., rainfall amount, rainfall duration, rainfall intensity, and raindrop size distribution). More than all, as mentioned above, raindrop size distribution is crucially important because it plays an important role in capturing pollutants.

The collection of raindrops as a function of their size has not been generalized because it is technically difficult to capture and a high degree of skill in handling of raindrops is demanded [6, 7].

This study has been carried out to improve our understanding of particle scavenging properties of size-resolved raindrops from the chemical properties of the residuals in individual raindrops.

2. Experimental methods

2.1 Collection and handling of size-resolved raindrops

For the sampling of single raindrops as a function of their size, the raindrop collector devised by our oneself in previous research [8] was applied. It was located on the rooftop of a four-story building (a height of 20 m above ground level) (33.40 N 130.26 E) at Fukuoka Women’s University in Fukuoka City, Japan at a time when it was raining. The rain event lasted 14 h, with rain intensity of 0.2–1.2 mm h$^{-1}$, and air temperature between 9.6 and 16.4°C. The concentration of PM$_{2.5}$ in that time was higher than the Japanese central government’s safety standard for PM$_{2.5}$ (i.e., a mean of 35 μg m$^{-3}$ over a 24-hour period).

Although more details can be found in our previous papers [6, 8, 9], the principle of our own raindrop capture device can be summarized as follows:

Fallen raindrops into the liquid nitrogen are frozen and they sink to lower sieves owing to their higher density as illustrated at the top in Figure 1. As shown in Figure 2, the raindrops kept their spherical shape during the freezing process, and consequently by using stainless steel sieves of different mesh widths (1.7 mm, 0.17 mm, and back-up) it is possible to separate the frozen raindrops according to their sizes.

Our previous study [8] has been clearly presented that there was no meaningful size change of raindrop when it was freezing. In other words, it can be said that diameter change of frozen raindrops by liquid nitrogen did not affect the size segregation of our raindrop collector.
After sampling, the sieves were pulled out from the dewar vacuum flask and each frozen raindrop on each sieve was placed onto the non-hole Nucleopore® filter and Ag thin film (99.99% purity) by using a vacuum pipette (HAKO 392). The frozen raindrops were melted and dried under an infrared lamp for 5 min. Because every process was performed in the clean air system filled with the cooling nitrogen gas, the raindrop handling could be done successfully without any loss of some residues, evaporation, and contamination.

Moreover, in order to measure the rainfall intensity, the standard rain gauge (260-2510, NovaLynx Co.) consisting of a funnel that empties into a graduated cylinder was applied.

2.2 Elemental analyses of residues in raindrops

Elemental analyses of solid residues and individual residual particles in raindrops were subsequently analyzed by particle induced X-ray emission (PIXE) and scanning electron microscopy (SEM) with energy dispersive X-ray analysis (EDX), respectively. The PIXE installed at the Cyclotron Research Center of Iwate Medical University was applied and it has the great advantages such as an excellent sensitivity, a nondestructive technique for multielement with a wide range of elements (Z > 10). The sensitivity, if defined by the ratio between PIXE yield per unit dose and mass thickness, can be determined for all objective elements both
experimentally and theoretically. For instance, the sensitivity of calcium was calculated to be 1700 (counts cm$^2$/μC μg) with a detection limit of 9.4 × 10$^{-3}$ (μg/cm$^2$). The more detailed analytical procedures and experimental setup for PIXE analysis were described elsewhere [10].

The overall process of collection and handling of size-resolved raindrops, and their elemental analyses is shown in Figure 1.

2.3 Monitoring of sulfate, PM$_{2.5}$, and particle number concentration

In addition to the raindrop collection, the highly time-resolved (10-minute cycle) PM$_{2.5}$ sulfate was monitored during a whole research period by the ambient particulate sulfate monitor (8400S, Rupprecht & Patashnick Co.). A detailed description of design, operation, and data reduction and processing can be found elsewhere [11]. In order to measure PM$_{2.5}$ mass concentration, a light scattering PM$_{2.5}$ monitors (Dust Scan Scouts 3020, Rupprecht & Patashnick Co.) was simultaneously operated. Details on this PM$_{2.5}$ monitoring system was previously described [12].

The number concentrations of size-selective particulate matters (i.e., 0.3–0.5, 0.5–1.0, 1.0–2.0, and 2.0–5.0 μm) were also monitored by an optical particle counters (OPC) (RION, KC-01D).
3. Results and discussion

3.1 Number size distribution of raindrops

The number size distribution of raindrops collected at two different rainfall intensities was estimated by the volume of melted raindrops and that of calculated single raindrop from its average size. Figure 3 shows the raindrop number size distribution at the beginning (0.2 mm h\(^{-1}\)) and subsequent (1.2 mm h\(^{-1}\)) rainfalls. The raindrop concentration \(N_r\) (m\(^{-2}\) h\(^{-1}\)) is the total number of drops falling per square meter of surface per hour. Raindrop number tended to drastically decrease as the drop size goes up at both hourly rain rates (i.e., rain intensity). Needless to say, it showed higher number concentration when the higher rainfall intensity. This result indicates that the increase in the rain rate stemmed mainly from the increase in the number concentration of raindrops with drop diameter < 0.94 mm.

3.2 Calculation of particle scavenging efficiency of size-resolved raindrops

Prior to the interpretation of the actual measurement data about particle scavenging properties of size-resolved rain drops, the collection efficiency of ambient particles as a function of raindrop size was theoretically calculated.

Slinn and Hales [13] proposed three particle collection efficiencies (\(E\)), that is, \(E\) by Brownian diffusion (\(E_{\text{diff}}\)), \(E\) by interception (\(E_{\text{int}}\)), and \(E\) by inertial impaction processes (\(E_{\text{imp}}\)). Subsequently, Strauss [14] suggested a more advanced equation for particle collection efficiency (\(E_{\text{integ.}}\)) of raindrops that integrated three kinds of efficiencies as follows:
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*Figure 3.* Raindrop number size distribution at the beginning (0.2 mm h\(^{-1}\)) and subsequent (1.2 mm h\(^{-1}\)) rainfalls.
In this study, the collection efficiency of ambient particles for three kinds of raindrop sizes (i.e., 0.09, 0.94, and 2.60 mm diameter) was theoretically computed using this integrated $E_{\text{integ}}$. Details for calculation like variable settings and computation processes were already described in our earlier articles [6, 15]. Figure 4 shows the below-cloud scavenging coefficients of ambient particles by falling raindrops as a function of aerosol radius and collector rain drop size. There are several features that appear in the particle capturing efficiency curves. As the first outstanding feature, the smaller raindrop can scavenge particles more efficiently. Another peculiarity for particle scavenging efficiency curves is that the efficiency is rapidly degraded in the central part of each curve. This is well-known phenomenon as the term of “Greenfield gap” [13]. Although, the margin is varied from 0.01 to 2 μm [16], this gap has been reported in various studies.

3.3 Particle scavenging properties of size-resolved raindrops

Figure 5 shows time series variation of relative humidity and four-size resolved (0.3–0.5, 0.5–1.0, 1.0–2.0, and 2.0–5.0 μm) particle number concentration throughout a whole rainfall duration. As previously mentioned, it was a relatively weak rainfall with the rainfall intensity varied from 0.2 to 1.2 mm h$^{-1}$. Particles of all sizes exhibit lower concentrations when the rain started. Although this was the expected result, an unusual thing was that particle number concentration was temporarily increased immediately after the rain.

Decreasing relative humidity increases scavenging in the Greenfield gap since the evaporating raindrops are cooler at the surface, and this sets up a thermal gradient that induces motion of the aerosols towards the cooler raindrop surface [17]. In the condition of initial rainfall, falling raindrops can be exposed to the dry air of near the surface. According to Croft et al. [17], this situation will reduce the levels
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In this study, the collection efficiency of ambient particles for three kinds of raindrop sizes (i.e., 0.09, 0.94, and 2.60 mm diameter) was theoretically computed using this integrated $E_{\text{integ}}$. Details for calculation like variable settings and computation processes were already described in our earlier articles [6, 15].

Figure 4 shows the below-cloud scavenging coefficients of ambient particles by falling raindrops as a function of aerosol radius and collector rain drop size. There are several features that appear in the particle capturing efficiency curves. As the first outstanding feature, the smaller raindrop can scavenge particles more efficiently. Another peculiarity for particle scavenging efficiency curves is that the efficiency is rapidly degraded in the central part of each curve. This is well-known phenomenon as the term of “Greenfield gap” [13]. Although, the margin is varied from 0.01 to 2 μm [16], this gap has been reported in various studies.

3.3 Particle scavenging properties of size-resolved raindrops

Figure 5 shows time series variation of relative humidity and four-size resolved (0.3–0.5, 0.5–1.0, 1.0–2.0, and 2.0–5.0 μm) particle number concentration throughout a whole rainfall duration. As previously mentioned, it was a relatively weak rainfall with the rainfall intensity varied from 0.2 to 1.2 mm h$^{-1}$.

Particles of all sizes exhibit lower concentrations when the rain started. Although this was the expected result, an unusual thing was that particle number concentration was temporarily increased immediately after the rain. Decreasing relative humidity increases scavenging in the Greenfield gap since the evaporating raindrops are cooler at the surface, and this sets up a thermal gradient that induces motion of the aerosols towards the cooler raindrop surface [17]. In the condition of initial rainfall, falling raindrops can be exposed to the dry air of near the surface. According to Croft et al. [17], this situation will reduce the levels of atmospheric particles because the particle removal efficiency can be improved by increasing scavenging in the Greenfield gap. Nevertheless, the reason for a temporarily increasing of particle concentration might be that new particles were created in the early stage of precipitation because small size rain droplets cloud be easily evaporated in the dried low altitude air.

A continuous decrease of the particle number concentration over most of the range of particle diameter during a whole precipitation was not seen. There was a modest increase in particle number concentration from 07:00 to 09:30 (see Figure 5). Such increases might be caused by a decline of rainfall intensity and the influx of pollutants to our measurement site.

Scavenging rate, $R_{\text{cat}}$, of three-size resolved (0.3–0.5, 0.5–1.0, and 1.0–2.0 μm) particles showing an obvious reduction was calculated by below equation:

$$ R_{\text{cat}}(\%) = \frac{N_{p_{\text{max}}} - N_{p_{\text{min}}}}{N_{p_{\text{max}}}} \times 100 \quad (2) $$

where $N_{p_{\text{max}}}$ and $N_{p_{\text{min}}}$ are the maximum and minimum particle number concentration for target particle size, respectively.

Calculated $R_{\text{cat}}$ based on the actual measurement values were 38.7, 69.5, and 80.8% for the particles with 0.3–0.5, 0.5–1.0, and 1.0–2.0 μm diameter, respectively. The results show a good match to that of model calculation shown in Figure 4.

Figure 6 shows the time series variation of PM$_{2.5}$, sulfate in PM$_{2.5}$, their $R_{\text{cat}}$, and relative humidity in the first half of rainfall. Here, let us pay attention to the $R_{\text{cat}}$ for PM$_{2.5}$ and sulfate in PM$_{2.5}$. $R_{\text{cat}}$ shows a gradual increase in both. However, that of PM$_{2.5}$ (63.1%) was overwhelmingly high compared to sulfate in PM$_{2.5}$ (33.0%).

Despite sulfate particles being water soluble, unexpectedly they have a low $R_{\text{cat}}$. Most of the sulfate in fine particles are forming (NH$_4$)$_2$SO$_4$ or NH$_4$HSO$_4$ and they are generally appearing in the fine mode at 0.5–0.6 μm [18]. Therefore, Greenfield gap is the reason for the low $R_{\text{cat}}$ of sulfate in PM$_{2.5}$.

Meanwhile, there was a very high rain washing efficiency for PM$_{2.5}$. This result should be welcomed by people, particularly living in East Asia, who suffer from PM$_{2.5}$. 

Figure 5.
Time series variation of relative humidity and size-resolved particle number concentration.
3.4 Chemical properties of the residuals in size-classified raindrops

Figure 7 shows the elemental concentration of individual raindrops classified in three steps (i.e., 0.09, 0.94, and 2.6 mm) in order of size. The data were the elemental concentration in the raindrops at the beginning (0.2 mm h$^{-1}$) rainfall and they were determined by PIXE analysis. S, Ca, Si, and Al ranked relatively high concentration in raindrops, especially small ones. Most of the element showed a continuous decrease in concentration with increasing raindrop diameter. Especially, there was a marked decrease in the range of between 0.09 and 0.94 mm raindrop diameter. Although little is known at present, it is expected that smaller raindrops should have higher elemental concentration because they have lower falling velocities and consequently they can effectively remove pollutants during longer lifetimes than larger ones. On the other hand, in some of the elements (e.g., Cl, Ca, Cu, and Zn), a slight increase was found between 0.94 and 2.6 mm raindrop diameter. If the elemental constituent were originated from large size particle (>4 mm in diameter), it has some possibility of the increasing for elemental concentration between 0.94 and 2.6 mm raindrops in diameter. Among many elements determined from individual raindrops, sulfur that showed the highest concentration was probably derived from gaseous SO$_2$ and particulate sulfur taken up by falling raindrops. As another remarkable thing, unexpectedly, relatively high levels of lead were detected. Their concentrations were 0.83, 0.28, and 0.088 ppm in 0.09, 0.94, and 2.6 mm raindrops, respectively. In dealing with the health hazards of lead like neurologic and behavioral disorders, it is something that we ought to be talking about. In general, major sources of ambient lead are piston-engine aircraft operating on leaded aviation fuel, metals processing, waste incinerators, and lead-acid battery manufacturers. Although, because of its serious impacts on public health, leaded gasoline was permanently banned in Japan long time ago, the metal contaminations of roadside soils were included in ambient particles until now [19, 20].

3.5 Chemical properties of the residual particles in size-classified raindrops

When melt and evaporation of frozen raindrops were completed, it was possible to maintain residual materials on the Ag thin film. These retained matters could be the targets of SEM–EDX analysis. An example of EDX spectrum and elemental Weight% of a single residual particle in a raindrop (D$_r$ = 2.5 mm) was drawn in Figure 8.
Figure 7 shows the elemental concentration of individual raindrops classified in three steps (i.e., 0.09, 0.94, and 2.6 mm) in order of size. The data were the elemental concentration in the raindrops at the beginning (0.2 mm h$^{-1}$) rainfall and they were determined by PIXE analysis. S, Ca, Si, and Al ranked relatively high concentration in raindrops, especially small ones. Most of the element showed a continuous decrease in concentration with increasing raindrop diameter. Especially, there was a marked decrease in the range of between 0.09 and 0.94 mm raindrop diameter. Although little is known at present, it is expected that smaller raindrops should have higher elemental concentration because they have lower falling velocities and consequently they can effectively remove pollutants during longer lifetimes than larger ones. On the other hand, in some of the elements (e.g., Cl, Ca, Cu, and Zn), a slight increase was found between 0.94 and 2.6 mm raindrop diameter. If the elemental constituent were originated from large size particle (>4 mm in diameter), it has some possibility of the increasing for elemental concentration between 0.94 and 2.6 mm raindrops in diameter. Among many elements determined from individual raindrops, sulfur that showed the highest concentration was probably derived from gaseous SO$_2$ and particulate sulfur taken up by falling raindrops. As another remarkable thing, unexpectedly, relatively high levels of lead were detected. Their concentrations were 0.83, 0.28, and 0.088 ppm in 0.09, 0.94, and 2.6 mm raindrops, respectively. In dealing with the health hazards of lead like neurologic and behavioral disorders, it is something that we ought to be talking about. In general, major sources of ambient lead are piston-engine aircraft operating on leaded aviation fuel, metals processing, waste incinerators, and lead-acid battery manufacturers. Although, because of its serious impacts on public health, leaded gasoline was permanently banned in Japan long time ago, the metal contaminations of roadside soils were included in ambient particles until now [19, 20].

3.5 Chemical properties of the residual particles in size-classified raindrops

When melt and evaporation of frozen raindrops were completed, it was possible to maintain residual materials on the Ag thin film. These retained matters could be the targets of SEM–EDX analysis. An example of EDX spectrum and elemental Weight% of a single residual particle in a raindrop (Dr = 2.5 mm) was drawn in Figure 8.

Figure 9 illustrates the SEM image (top left) of a single residual particle in a raindrop (D$_r$ = 2.5 mm) and its elemental maps. These visualized elemental maps for several elements including oxygen enable us not only to presume the chemical mixing state of raindrop residual particles, but also to estimate their source profiles.

To obtain the source profile information for aerosol components, factor analysis, which is one of the multivariate statistical techniques, was carried out. It was possible to construct the matrix of 450-set of 13 components by the result of SEM–EDX analysis for residual particles in a total of 150 individual raindrops. The factor loadings (Varimax with Kaiser normalization) are shown in Table 1. The data matrix (450 variables × 13 cases) constructed in the present study was successfully classified into four factors. The first factor (34% of the variance) shows high loadings for S, P, Cu, Ca, and Cr. Although typical soil component like Al and Si were excluded because of their missing data, the first factor was associated with soil components (Ca and other minors). The second factor, which explains 26% of the variance, seemed to express the sources of fossil fuel combustion. The third factor grouped F and Fe were the components originated from biomass burning (or volcanoes) [21] and iron industry. The fourth factor dominantly made up of typical marine components. The cumulative variance of these three factors was 85.2%. This
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Figure 8. EDX spectrum and elemental weight% of a single residual particle in a raindrop ($D_r = 2.5$ mm).

Figure 9. SEM image (top left) of a single residual particle in a raindrop ($D_r = 2.5$ mm) and its elemental maps.
result indicates that the rainfall plays a valuable role in scavenging natural as well as artificial particles from the dirty atmosphere.

4. Conclusions

Ambient particles are ultimately removed from the atmosphere by the natural processes generally referred to as wet precipitation and dry deposition. The former is the most important natural removal mechanism of ambient air pollutants including PM$_{2.5}$. The clear landscapes after the rain is a good proof of this wet precipitation. In this study, the scavenging properties of ambient particles were investigated by collection of raindrops as a function of their size and clarifying their chemical nature. Particle scavenging rates based on both the actual measurement and the theoretically calculated values indicated that raindrops, especially small raindrops, played a great role to remove ambient particles including both naturally and artificially formed ones. On the other hand, through the PIXE analytical technique for the residuals in and/or on individual raindrops, it was obvious that several hazard components like Pb, Cr, and Mn had meaningful amount. Therefore, we must be thankful for the role of the rain, at the same time, we should avoid getting wet to protect our health from heavy metals. Further study on a comparison of the real measured data with the calculated result for the particle scavenging by raindrops is being planned in the near future.
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Rainfall - Extremes, Distribution and Properties


This book describes aspects of rainfall including the extremes, distribution and properties. The introductory chapter focusses on drought and flooding rains over Australia, placing extreme rainfall events from recent decades into a historical context using reconstructions from proxy data. The next three chapters focus on distribution and impacts of rainfall. The first of these chapters presents a statistical analysis of rainfall patterns for Jeddah City and considers future impacts. The second examines rainfall in the context of impacts, vulnerability and climate change in eastern Africa. The third examines extreme rainfall and drought in the Asia-Pacific, through application of monitoring from space. The final chapters focus on properties of rain, one examining aerosol-cloud-precipitation interactions, while another considers the chemical nature of individual size-resolved raindrops.