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Rotating machinery or turbomachinery is a machine with a rotating component 
that transfers energy to a fluid or vice versa. Rotating machines are one of the most 
widely used machines. They are used in everyday life, at least once a day. We find a 

turbomachine (fan) in a hair dryer and in a computer. We find a turbomachine (pump) 
in a refrigerator. Other commonly used household machines are clothes washers and 
dish washers. These machines need to drain the dirty water and replace with clean 

water. To do so an important component of these machines is a pump that is used to 
remove the dirty water. A water pump (hydrodynamic pump) is also essential to our 
car’s operation by maintaining an optimum operating temperature of the engine. The 
pump ensures that the coolant keeps circulating through the engine block, hoses and 
radiator, and maintains an optimum operating temperature. Turbomachines are also 
key machines used in power generation, fluid transportation, the processing industry 
and energy conversion. This book presents recent developments in improving the aero-

thermal performance and the efficiencies of rotating machines.
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Preface

The topic of turbomachinery is vast and includes all rotating machines that transfer
energy between a rotor and a fluid. These include wind turbines, hydro turbines,
pumps, fans, and compressors. There is constant improvement in the design, testing,
and failure diagnosis of turbomachinery. This book covers some selected topics of
turbomachinery, such as advanced measurement techniques, abrasive wear of parts
of turbomachinery, and uncertainty analysis. Modern measurement techniques for
turbomachinery application including temperature, pressure, velocity, and strain/
stress measurements are included. A chapter is dedicated to methods of evaluation
of abrasive wear of pump impellers.

Currently much attention is being given to renewable energy sources, and many
countries have set a goal of reaching net zero energy in the near future. Wind
turbines are among renewable energy technologies that are intended to help reach
the goal of net zero energy in buildings. There are two types of wind turbines that are
widely used: horizontal axis and vertical axis wind turbines (HAWTs and VAWTs).
VAWTs have fewer parts when compared to HAWTs. VAWTs do not require yaw
mechanisms for orienting the wind turbines towards the wind direction; the gearbox
and the generator are located on the ground; and the tower does not have to be as
strong as those used for HAWTs. Because of these reasons, VAWTs are more practical
for residential and small-scale applications. A chapter is dedicated to VAWTs.

Getu Hailu
University of Alaska,

USA
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Chapter 1

Introductory Chapter: Rotating 
Machinery
Getu Hailu

1. Introduction

Rotating machinery or turbomachinery is a machine with a rotating component 
that transfers energy to a fluid or vice versa. Consequently, in a turbomachine there 
is energy transfer between the fluid and the rotor through dynamic interaction. 
Generally, if the energy transfer is from the rotor to the fluid, it is either a pump or fan. 
If the energy transfer is from the fluid to the rotor, then the machine is called turbine.

We come across a turbomachine in everyday life. In fact, we come to use a 
turbomachine at least once in a day. When we dry our hair with a hair dryer, we 
are using a turbomachine. A hair dryer blows room temperature air over nichrome 
(alloy of nickel, chromium, and often iron) hot coils speeding up water evapora-
tion. The important component of the hair dryer is the one that blows air (aka fan). 
This component is a turbomachine. Another commonly used household machine 
is the clothes washer. The washing machines need to drain the used dirty water and 
replace it with fresh water. To do so an important component of a washing machine 
is a pump that is used to remove the dirty water and supply fresh water. This pump 
is a turbomachine.

If you own a car, you know how important it is to maintain an optimum operat-
ing temperature of your car. A water pump (hydrodynamic pump) is essential to 
your car’s operation. The pump ensures that the coolant keeps circulating through 
the engine block, hoses, and radiator and maintains an optimum operating 
temperature.

Another everyday example is a kitchen vent. Fans inside the kitchen vent that 
pull the fumes in and push them via ductwork to the outside or through filters (that 
remove odors) and vent them back into the room are turbomachines.

Besides a washing machine, a dishwasher, or a kitchen vent, when we are writing 
on our laptop/desktop, when we turn on the bathroom vent, and when we turn on a 
desktop fan or a ceiling fan, we are using turbomachines.

All these components, the little fan in our computer which helps maintain 
the temperature of our computer or the ceiling fan which provides the thermal 
comfort needed in summer times, have certain types of geometry and shapes. You 
have probably noticed the difference in shapes and the number of blades between 
a windmill and modern wind turbine. These shapes and numbers are a result of 
careful analysis of fluid flow or air flow through these machines.

2. Advances in rotating machinery research

As turbomachines are key machines used in power generation and energy 
conversion, recent research focus has been on improving the aero-thermal perfor-
mance of these machines and their efficiencies. In the aviation industry, research 
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has focused on reducing environmental impact and fuel consumption. Most of the 
current research in rotating machinery is concentrated mainly in the following areas 
[1–7]:

• Fluid dynamics of turbomachinery (numerical simulation, theoretical model, 
and experimental measurement)

• Noise reduction methods and noise testing technologies in fans, compressors, 
pumps, and wind turbines

• Optimization methods

• Turbomachinery materials performance enhancement

Although turbomachines are one of the most widely used machines, the two 
main areas of applications are power generation and propulsion. Current high-level 
research topics related to power generation turbines include numerical modeling of 
two-phase flow fields, and research efforts are aimed at reducing erosion (cavitation 
erosion and liquid drop erosion) in these machines [8, 9, 10]. Computational fluid 
dynamics (CFD) is being increasingly used to assess blade design with respect to 
aero-elastic instability for improving component life span and efficiency [11]. CFD 
analysis is used to minimize cavitation effects in hydraulic turbines, thus leading to 
better performance, efficiency, and cost savings. Identification of alternative fuels 
emission reduction is another area of research as environmental regulations get 
stricter. Research focus includes studying the combustion characteristics of alterna-
tive fuels (ethanol, palm methyl ester (PME), dimethyl ester (DME), hydrogen/
syngas, and biofuels [12–17]).

3. Concluding remarks

Turbomachines are essential for they have key applications including power 
generation. Consequently, research and development is driven by the relevant 
industry. Research focus thus is on increased efficiency (geared toward cost sav-
ings), reliability (increasing life span of a component), and sustainability (driven 
by stricter regulations). CFD has emerged to be important in designing and analyz-
ing turbomachinery components.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 2

Uncertainty Analysis Techniques
Applied to Rotating Machines
Fabian Andres Lara-Molina, Arinan De Piemonte Dourado,
Aldemir Ap. Cavalini Jr and Valder Steffen Jr

Abstract

This chapter presents the modeling procedure, numerical application, and
experimental validation of uncertain quantification techniques applied to flexible
rotor systems. The uncertainty modeling is based both on the stochastic and fuzzy
approaches. The stochastic approach creates a representative model for the flexible
rotor system by using the stochastic finite element method. In this case, the uncer-
tain parameters of the rotating machine are characterized by homogeneous Gauss-
ian random fields expressed in a spectral form by using the Karhunen-Loève (KL)
expansion. The fuzzy approach uses the fuzzy finite element method, which is
based on the α-level optimization. A comparative study regarding the numerical
and experimental results obtained from a flexible rotor test rig is analyzed for the
stochastic and fuzzy approaches.

Keywords: rotordynamics, uncertainty, fuzziness, randomness, experimental
validation

1. Introduction

Rotating machines are unavoidably subjected to uncertainties that affect their
parameters and, consequently, their dynamic behavior. Thus, mathematical models
that encompass variability and randomness are required for the analysis and design
of rotating machines instead of using deterministic models.

Uncertain dynamic responses of flexible rotors have been analyzed by applying
two main approaches, namely, stochastic and fuzzy. Thus, the uncertainty analysis
has been applied in flexible rotors by using the polynomial chaos theory [1], as
modeled by considering Gaussian homogeneous stochastic fields discretized by
Karhunen-Loève expansion [2] or through the fuzzy approach [3, 4]. These
methods are well-established tools that may present limitations and drawbacks
depending on the application conveyed.
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between the stochastic and fuzzy approaches along with the validation of the
obtained results by using experimental data is presented.

2. Rotor system model

The deterministic model of a flexible rotor based on the finite element method
(FE model) is obtained in this section by following the formulation previously
presented in [5]. The rotor system is composed of a flexible shaft, rigid discs, and
bearings. Figure 1 shows the finite element used to represent the shaft. In this case,
the finite element has two nodes and four degrees of freedom (DOFs) per node. The
DOFs are associated with the nodal displacements along the x and z directions
(defined by u and w, respectively) and the rotations around the x and z directions
(θ = ∂w/∂y and ψ = ∂u/∂y, respectively).

In this contribution, the FE model of the shaft was obtained based on the Euler-
Bernoulli and Timoshenko beam theories. The displacement field along the finite
element is represented by a cubic interpolation function. Therefore, u(y, t) = N(y)
ue(t), where N(y) is a matrix containing shape interpolation functions and
ue(t) = [ui wi θi ψi]

T (i = 1, 2) is the vector of DOFs.
The strain and kinetic energies of the shaft finite element are defined according

to analytical equations derived from the variational principle. Therefore, the mass
and stiffness elementary matrices of the shaft are given by

Me
s ¼

ðL

y¼0

NT
mi yð ÞNmi yð Þdy

Ge
s ¼

ðL

y¼0

NT
g yð ÞNg yð Þdy

Ke
s ¼

ðL

y¼0

BT yð ÞEB yð Þdy

(1)

where Ms
e (Ne � Ne) is the elementary mass matrix of the shaft element, Gs

e

(Ne � Ne) is the gyroscopic matrix, Ks
e (Ne � Ne) is the stiffness matrix, and E is the

isotropic matrix that contains the elastic properties of the material. B(y) is the
matrix composed of differential operators that characterize the strain–displacement

Figure 1.
Finite element of the shaft [2].
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relationship. Nmi
T and Ng

T represent the shape interpolation functions associated
with the mass and inertia matrices, respectively. Ne = 8 is the number of DOFs
considered in the shaft finite element.

Rigid discs are introduced in the global FE model of the shaft by considering
their corresponding kinetic energy. Thus, Md

e (Nd � Nd) and Gd
e (Nd � Nd) are the

mass and gyroscopic matrices associated with each disc (Nd = y is the number of
DOFs considered for the disc). Moreover, the bearings are modeled by using linear
stiffness and damping coefficients that are introduced conveniently in the stiffness
and damping matrices of the shaft FE model, respectively [6].

Eq. (2) presents the differential equation that characterizes the dynamic behav-
ior of rotating machines (FE model with N DOFs), which is obtained by assembling
the elementary finite element matrices of the shaft:

M€q tð Þ þ CþΩG½ � _q tð Þ þ Kq tð Þ ¼ F tð Þ (2)

where M = Ms + Md (N � N) and K=Ks + Kb (N � N) are the global mass and
stiffness matrices of the rotor model, respectively. Kb is the matrix containing the
stiffness coefficients of the bearings. C = Cb + Cp (N � N) is the damping matrix
that considers the damping coefficients of the bearings (matrix Cb) and the pro-
portional damping Cp = αM + βK (α and β are the so-called proportional coeffi-
cients). G = Gs + Gd (NxN) is the gyroscopic matrix. q(t) (N � 1) and F(t) (N � 1)
are the vectors of DOFs and external loads, respectively. Ω is the rotation speed of
the shaft. More details about the formulation of the rotor FE model adopted in the
present contribution can be found in [5].

3. Stochastic modeling

Among the various methods used to model uncertainties, the stochastic finite
element method (SFEM) has been widely applied to complex engineering systems
of industrial applications. SFEM presents well-established mathematical funda-
ments and suitable experimental validation [7]. Some details about the formulation
of the SFEM are presented next.

3.1 Stochastic modeling of flexible shafts

The Karhunen-Loève (KL) expansion is used to model the random fields as a
spectral representation. Consequently, a random field is represented as a spatial
expansion of a random variable that fluctuates randomly. For instance, uncer-
tainties affecting Young’s modulus of the shaft can be evaluated by using the KL
expansion. A one-dimensional random field H(y, θ) can be defined as [8]

H y, θð Þ ¼ E yð Þ þ
XnKL
r¼1

ffiffiffiffi
λr

p
f r yð Þξr θð Þ (3)

where fr(y) and λr are the eigenfunctions and eigenvalues of the covariance
function C(y1, y2), respectively. nKL is the number of terms used in the KL expan-
sion.

In this work, the exponential covariance is adopted, which is defined as
C(y1, y2) = e(�|y₁�y₂|/Lc), where (y1, y2) ∈ [0, L] and Lc represent the correlation
length. ξr(θ) denotes the random variables that are orthonormal with respect to the
functions fr(y). The KL expansion is used to model the stochastic finite element
matrices of the flexible shaft, as given by Eq. (4):
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Me
s θð Þ ¼ Ms þ

XnKL
r¼1

Me
srξr θð Þ

Ke
s θð Þ ¼ Ks þ

XnKL
r¼1

Ke
srξr θð Þ

Ge
s θð Þ ¼ Gs þ

XnKL
r¼1

G
e
srξr θð Þ

(4)

where Ms, Ks, and Gs are the deterministic elementary mass, stiffness, and
gyroscopic matrices of the shaft, respectively. The stochastic matrices are obtained
by solving the following expressions:

Me
sr ¼

ðL

y¼0

ffiffiffiffi
λr

p
f r yð ÞNT

mi yð ÞNmi yð Þdy

Ke
sr ¼

ðL

y¼0

ffiffiffiffi
λr

p
f r yð ÞBT yð ÞEB yð Þdy

G
e
sr ¼

ðL

y¼0

ffiffiffiffi
λr

p
f r yð ÞNT

g yð ÞNg yð Þdy

(5)

in which E is the mechanical property matrix that contains the parameters Es, As,
and Is (Young’s modulus, cross-sectional area, and inertia moment of the shaft,
respectively).

3.2 Stochastic modeling of bearings’ parameters

The uncertainties associated with bearings’ stiffness and damping coefficients
of rotating machines can be evaluated by using the following relations:
k(θ) = ko + koδkξ(θ) and d(θ) = do + doδdξ(θ), respectively. In this case, ko and do are
the mean values of the stiffness and damping coefficients of the bearings, respec-
tively. δk and δd are the corresponding dispersion levels. ξ(θ) represents the sto-
chastic distribution. The stochastic model of the rotor is solved by using the Monte
Carlo simulation (MCS) in combination with Latin hypercube sampling [9].

3.3 Numerical results

In this section, SFEM is applied to the FE model as given by Figure 2. The
rotating machine is composed of a horizontal flexible shaft discretized into 20
Euler-Bernoulli’s beam elements, three asymmetric bearings (B1, B2, and B3), and
two rigid discs (D1 and D2). The physical and geometrical characteristics used in the
FE model of the rotor system are given in [2].

In this case, the uncertain random fields associated with Young’s modulus of the
shaft are modeled as homogeneous Gaussian stochastic fields, which are
represented in the spectral form by using the Karhunen-Loève expansion. The
uncertainty variables associated with the stiffness and damping coefficients of the
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bearings are modeled as random variables. This modeling process considers the
frequency- and time-domain vibration responses of the rotating machine in terms
of their working envelopes (frequency response functions (FRFs) and orbits).

Initially, the convergence of the stochastic model is verified by changing the
number of terms used in the KL expansion and the number of samples considered in
MCS (nKL and ns, respectively). The convergence analysis was performed based on
the root-mean-square (RMS) value as given by Eq. (6):

RMS ¼ 1
ns

Xns
j¼1

H j ω,Ω, θð Þ �H j ω,ΩÞð j2�� i1
2

"
(6)

where H(ω, Ω) is the FRF obtained by using the deterministic FE model of the
rotor and H(ω, Ω, θ) is the corresponding FRF of the stochastic model associated
with independent realizations θ. In this case, ω is the frequency.

The deterministic and stochastic FRFs were obtained by considering the shaft at
rest (Ω ¼ 0) from impacts performed along the x direction of the disc D1 and
measures obtained at the same position and direction. Two scenarios were evaluated
to achieve convergence for nKL and ns, as given by Table 1. In both cases, the
correlation length LC was assumed as being equal to the length of the shaft ele-
ments.

Figures 3a and b present the upper and lower limits of the RMS envelopes
obtained by considering the scenarios (a) and (b) of Table 1, respectively. Note that
convergence is achieved for nKL = 10 and ns = 70.

Figure 4a and b show the FRF and orbit, respectively, obtained by using the
deterministic (mean) and stochastic FE models of the rotor system. The uncertain
envelopes were determined by applying a 5% dispersion level both in Young’s
modulus of the shaft (Es) and in the stiffness and damping coefficients of the
bearings (kxx, kzz, dxx, and dzz; see Figure 2). The results show the influence of the
uncertain parameters on the dynamic behavior of the flexible rotor, which are
highlighted by the dispersion of the uncertain envelopes around the curves of the
deterministic FRF and orbit (mean model) (Figures 3 and 4).

Figure 2.
Numerical model of the flexible rotor system [2].

Scenario nKL ns

(a) 1 ≤ nKL ≤ 50 100

(b) 10 1 ≤ ns ≤ 250

Table 1.
Parameters of convergence analysis simulation.
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4. Fuzzy dynamic analysis

The fuzzy dynamic analysis computes the uncertain dynamic responses of
rotating machines by modeling the uncertain parameters as fuzzy variables or fuzzy
fields. The fuzzy dynamic analysis is based on the α-level optimization, which was
introduced by [10]. In the α-level approach, an optimization problem should be
solved to compute the fuzzy responses of the system as presented next.

4.1 Fuzzy variables

Figure 5 presents the definition of fuzzy sets. Considering X as a universal set
whose elements are defined by x, subset A (A ∈ X) is defined by the membership
function μA: X ! {0, 1}, where μA is a membership function with real value and
continuous interval. Each element belongs (for μA = 1) or does not belong to the
classical set A (see Figure 5a). Moreover, a fuzzy set Ã is defined by the member-
ship function μA: X ! [0, 1]. The membership function μA(x) defines how com-
patible the element x is with respect to the fuzzy set Ã. Thus, μA(x) close to 1
indicates high pertinence of x to Ã.

Figure 4.
Stochastic responses: (a) FRF and (b) orbits [2].

Figure 3.
Convergence simulation: (a) nKL and (b) ns [2].
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Fuzzy variables are represented by using intervals weighted by the membership
function, namely, α-levels. According to the α-level representation, Ã is defined as

~A ¼ x, μA xð Þð Þjx∈Xf g (7)

where 0 ≤ μA(x) ≤ 1.
Moreover, according to Figure 5b

~Aαk ¼ x∈X, μA xð Þ≥ αkf g (8)

If the fuzzy set is convex, each α-level subset Aαk corresponds to the interval
[xαkl, xαku], where

xαkl ¼ min x∈X, μA xð Þ≥ αk½ �

xαku ¼ max x∈X, μA xð Þ≥ αk½ �
(9)

4.2 Fuzzy dynamic analysis

The fuzzy dynamic analysis is a numerical method used to map a fuzzy input ~x
onto a fuzzy output ~z τð Þ by using deterministic models, as given by Eq. (2). Thus,
the fuzzy finite element method is defined by combining fuzzy parameters (uncer-
tain information) with a deterministic model based on the classic FE method.

Figure 6 shows that the fuzzy dynamic analysis is composed of two main
steps. The first step consists in discretizing the input fuzzy parameter according
to the α-level representation presented in Eq. (8) and Figure 5b. Thus, each
fuzzy parameter of the vector ~x ¼ ~x1, … , ~xnð Þ is represented by an interval
Xiαk = [xiαkl, xiαku], where αk  [0, 1]. Therefore, the subspace crisp Xαk is defined as
Xαk = (X1αk, … Xnαk) ∈ n.

In the second step, an optimization problem is performed. This optimization
process maximizes and minimizes the value of the output for the mapping model
M : z ¼ f xð Þ and over the subspace crisp at each evaluated value τ. Thus,

zαkl ¼ min
x∈Xαk

f x, τð Þ

zαku ¼ max
x∈Xαk

f x, τð Þ
(10)

where zαkl and zαku are the lower and upper limits of the interval zαk = [zαkl, zαku]
corresponding to the α-level αk.

Figure 5.
Fuzzy set: (a) definition and (b) α-level representation [11].
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corresponding to the α-level αk.

Figure 5.
Fuzzy set: (a) definition and (b) α-level representation [11].
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The complete set of the intervals zαk for αk ∈ [0, 1] forms the fuzzy resulting
variable ~z τð Þ evaluated at τ.

The fuzzy analysis of either a transient time-domain response or a frequency
response function demands the solution of a large number of α-level optimization
processes, i.e., one α-level optimization at each considered time or frequency step.
In the present contribution, the optimization associated with the α-levels is solved
by using the differential evolution optimization algorithm [12].

4.3 Numerical results

The numerical results for the fuzzy analysis are also obtained by using the rotor
FE model presented in Figure 2. In this case, Young’s modulus ES of the shaft and
the stiffness and damping coefficients of the bearings (B1, B2, and B3) were consid-
ered as fuzzy triangular numbers (uncertain parameters). In this case, a 5% disper-
sion level was applied around the deterministic value of Young’s modulus and a 15%
dispersion level around the deterministic values of the stiffness and damping coef-
ficients of the bearings. The fuzzy response of the rotor system was assessed at three
different α-levels: 0, 0.5, and 1.0. Figure 7a and b shows the FRF and orbit obtained
by applying the fuzzy uncertain analysis technique, respectively.

The fuzzy responses both on the time and frequency domains show that the fuzzy
uncertainty parameters produce a significant variation of the lower and upper curves
of the fuzzy envelope. Note that the results obtained in the present analysis are similar
to the ones presented in Figure 4, for which the stochastic approach was applied.

Figure 6.
α-Level optimization.
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5. Comparative study of uncertainty quantification techniques

The uncertainty analysis of dynamic systems has been previously studied by
applying techniques based both on stochastic and fuzzy approaches. The fuzzy
approach has demonstrated to be more appropriate in the cases of applications for
which there is no knowledge regarding the stochastic process that governs the
uncertainties themselves.

In the present study, the uncertainties that affect the dynamic response of a
flexible rotor system are modeled by using both stochastic and fuzzy approaches.
These methodologies have been compared by evaluating the dynamic responses
obtained by numerical simulations regarding the frequency responses and time-
domain responses. The numerical and experimental results of this section have been
obtained from the flexible rotor test rig depicted in Figure 8.

The corresponding FE model was discretized in 33 finite elements, as given by
Figure 8b. This rotating machine is composed of a flexible steel shaft of 860 length
and 17 mm diameter (E = 205 GPa, ρ = 7850 kg/m3, υ = 0.29); two ball bearings
(B1 and B2); located at nodes #4 and #31, respectively; and two rigid discs D1

(located at node #13) and D2 (at node #23). Displacement sensors are placed at
nodes #8 (S8X and S8Z) and #28 (S28X and S28Z) to measure the shaft vibration
responses. An electric DC motor drives the shaft.

Figure 7.
Fuzzy responses: (a) FRF and (b) orbit [3].

Figure 8.
Experimental rotor: (a) test rig and (b) FE model [13].
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A representative FE model of the rotating machine was obtained by applying a
model updating procedure. The differential evolution optimization approach was
used to identify the unknown parameters of the FE model, namely, coefficients α
and β (proportional damping), the stiffness and damping coefficients of the bear-
ings, and the angular stiffness kROT introduced by the coupling between the electric
motor and the shaft (orthogonal to plane XZ at node #1). Further information about
the model updating procedure can be found in [8].

Figure 9 shows the simulated Bode diagram obtained by using the parameters
identified by the considered optimization procedure. The experimental diagram is
added to the figure for comparison purposes. The similarity between the numerical
and experimental Bode diagrams demonstrates the representativeness of the
obtained FE model.

5.1 Frequency-domain analysis

In the present analysis, the uncertain envelope of the FRF was obtained by
considering Young’s modulus of the shaft as uncertain information. Regarding the
stochastic approach, uncertain Young’s modulus is modeled as a Gaussian random
field with nominal value Es = 205 GPa and a 15% dispersion level. The convergence
analysis was carried out to evaluate the number of terms retained in the truncated
KL expansion (nKL) and the number of samples for MCS (nS). The RMS conver-
gence analysis for the realizations of the FRF is assessed according to Eq. (6).
Figure 10 presents the obtained results. Note that convergence was achieved for
nKL = 40 and nS = 250.

For the fuzzy approach, a fuzzy triangular number with the same nominal value
and dispersion considered for the stochastic approach (~ES = 205� 15% GPa) is used.
The objective function of the α-level optimization is the norm of the FRF.

In this contribution, the performed uncertainty analysis aims at obtaining the
minimum and maximum responses of the rotor system, i.e., the bounds of the
uncertain dynamic responses. Therefore, the fuzzy uncertainty analysis was
devoted to the α-level, αk = 0. Thus, the dynamic responses of the rotor are obtained

Figure 9.
Simulated ( ) and experimental ( ) Bode diagrams obtained from impact forces applied at D1 and
the sensor S8X [13].
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by considering the maximum level of uncertainty. Moreover, the stochastic
approach is also applied to compute the minimum and maximum dynamic
responses of the rotor.

Figure 11 presents a comparative evaluation of the FRFs’ uncertain envelopes
obtained by applying the stochastic and fuzzy approaches. In this case, the obtained
FRFs were determined by considering the force applied along the x direction of disc
D1 and sensor S8X. The results show that the uncertain envelopes obtained from the
stochastic and fuzzy approaches are similar. Additionally, the updated FRF is also
shown for comparison purposes.

5.2 Time-domain analysis

The time-domain analysis was performed based on the orbits of the flexible
shaft. This analysis considers uncertainties affecting the stiffness coefficients kxx

Figure 10.
Convergence analysis for the FRF: (a) nKL and (b) ns [13].

Figure 11.
FRFs obtained by using the stochastic and fuzzy approaches [13].
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and kzz of bearing B1. For the stochastic approach, the uncertain parameters were
modeled as Gaussian random variables with kxx = 8.551 � 105 N/m,
kzz = 1.198 � 106 N/m (mean values), and deviation of �10%. The rotation speed
of the rotor is 1200 rev/min, and an unbalance of 487.5 g mm/00 was applied to
disc D1.

The convergence analysis was performed to determine nKL and ns based on the
time-domain vibration responses of the rotor system. Figure 12 shows the obtained
results. Note that convergence was achieved for nKL ≥ 100 and ns ≥ 500.

Considering the fuzzy approach, the uncertain parameter is defined as a fuzzy
triangular number with the same nominal value and deviation of the stochastic
modeling. The objective function of the α-level optimization is written as the norm
of the shaft displacement measured by sensor S8X. Figure 13 presents a comparative

Figure 12.
Convergence analysis for the orbits: (a) nKL and (b) ns [13].

Figure 13.
Orbits obtained by using both the stochastic and fuzzy approaches [13].
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evaluation of the uncertain envelopes of the rotor orbits determined by using the
stochastic and fuzzy approaches. Note that the obtained results are similar, demon-
strating that both approaches lead to equivalent responses.

6. Conclusions

This chapter is dedicated to the modeling, numerical methods, and simulations
for the uncertainty analysis of flexible rotors. The stochastic and fuzzy approaches
showed to be suitable methods to quantify the effect of uncertain parameters on the
dynamic responses of rotating machines. The comparative study permitted to eval-
uate the two studied approaches is based on numerical simulations. Although the
numerical results obtained by applying both approaches were similar, the fuzzy
approach demands a greater computational effort than the stochastic method. Nev-
ertheless, the stochastic approach requires an extensive mathematical background
and an insight knowledge on the uncertain parameters. In this case, the stochastic
distribution should be known or assumed. However, both approaches can be
applied to the design of rotating machines.
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Chapter 3

Advance Measurement Techniques 
in Turbomachines
Fangyuan Lou

Abstract

This chapter focuses on advanced measurement techniques that have been used 
in applications of turbomachines including temperature measurements, pressure 
measurements, velocity measurements, and strain/stress measurements. Though 
the measurement techniques are fundamentally the same as those used in other 
applications, the unique features associated with turbomachines place challenges 
in implementing these techniques. This chapter covers the fundamental working 
principles of individual measurement technique as well as the highlights of its 
application in turbomachines.

Keywords: measurement techniques, temperature-sensitive paint,  
pressure-sensitive paint, laser Doppler velocimetry, particle image velocimetry,  
hot-wire anemometry, strain gauges, nonintrusive stress measurement systems

1. Introduction

Turbomachine consists a wide and diverse class of devices that have been used in 
air, land, and sea. Below is a list of representative applications for turbomachines:

• Fans and blowers

• Compressors in aviation (gas turbine engines), transportation (turbocharging 
systems), and oil and gas applications including axial, radial, mixed, and scroll 
compressors

• Turbines in gas turbine engines, steam turbines, and hydraulic turbines

• Wind turbines

• Pumps

• Propellers and open rotors

The flow in turbomachines is highly three-dimensional, turbulent, and inher-
ently unsteady. The unsteady nature of the flow in turbomachines is a result of work 
exchange between the machine and its working fluid. These complex flow phe-
nomena affect the performance and operability. The interactions between the flow 
and hardware structures can result in undesired noise, vibration, and sometimes 
failure of the machine. On one hand, enhanced understanding of the complex flow 



25

Chapter 3

Advance Measurement Techniques 
in Turbomachines
Fangyuan Lou

Abstract

This chapter focuses on advanced measurement techniques that have been used 
in applications of turbomachines including temperature measurements, pressure 
measurements, velocity measurements, and strain/stress measurements. Though 
the measurement techniques are fundamentally the same as those used in other 
applications, the unique features associated with turbomachines place challenges 
in implementing these techniques. This chapter covers the fundamental working 
principles of individual measurement technique as well as the highlights of its 
application in turbomachines.

Keywords: measurement techniques, temperature-sensitive paint,  
pressure-sensitive paint, laser Doppler velocimetry, particle image velocimetry,  
hot-wire anemometry, strain gauges, nonintrusive stress measurement systems

1. Introduction

Turbomachine consists a wide and diverse class of devices that have been used in 
air, land, and sea. Below is a list of representative applications for turbomachines:

• Fans and blowers

• Compressors in aviation (gas turbine engines), transportation (turbocharging 
systems), and oil and gas applications including axial, radial, mixed, and scroll 
compressors

• Turbines in gas turbine engines, steam turbines, and hydraulic turbines

• Wind turbines

• Pumps

• Propellers and open rotors

The flow in turbomachines is highly three-dimensional, turbulent, and inher-
ently unsteady. The unsteady nature of the flow in turbomachines is a result of work 
exchange between the machine and its working fluid. These complex flow phe-
nomena affect the performance and operability. The interactions between the flow 
and hardware structures can result in undesired noise, vibration, and sometimes 
failure of the machine. On one hand, enhanced understanding of the complex flow 



Rotating Machinery

26

phenomena in turbomachines is essential for the development of better turboma-
chines in the future and, thus, requires experimental benchmark data associated 
with the flow including velocity, pressure, and temperature. On the other hand, 
better monitoring of the health status of the rotating groups (i.e., stress of rotors) is 
also of great importance for failure prevention.

Extensive experimental studies have been performed during the past few 
decades to investigate the complex flow as well as fluid-structure interactions in 
turbomachines. This chapter discusses the advanced techniques as well as highlights 
the challenges in implementing these techniques.

2. Velocity and turbulence measurements

This section discusses three techniques for velocity and turbulence measure-
ments in applications of turbomachines including hot-wire anemometry, laser 
Doppler velocimetry (LDV), and particle image velocimetry (PIV). A brief 
introduction of the working principles, features associated with the measurement 
technique, and the challenges for implementation in turbomachines are presented. 
Lists of previous studies in the open literature applying these measurement tech-
niques to turbomachines are also provided.

2.1 Thermal anemometer

Hot-wire anemometry is an intrusive measurement technique that provides 
instantaneous velocity and turbulence measurements. It allows characterizing 
high-frequency flow structures at relatively inexpensive cost when compared with 
alternative approaches such as laser Doppler velocimetry and other optical tech-
niques. Below highlights the features of the hot-wire anemometry.

Intrusive velocity measurement. In contrast to techniques for the measurement 
of flow velocities employing probes such as pressure tubes or hot wires, the LDV 
technique features a nonintrusive nature eliminating the disturbances introduced 
by the presence of the probes.

Direct velocity measurement. The hot-wire anemometry does not require particle 
tracers and provides direct measurements of the fluid velocity and turbulence.

Point measurement. Hot-wire anemometry is a point-based measurement, and 
the measurement volume is determined by the dimensions of the employed wires.

A hot-wire probe consists of a short-length (on the magnitude of millimeter), 
fine-diameter (on the magnitude of micrometer) wire that is attached to two 
prongs. The technique relies on the changes in heat transfer between the heated wire 
and the fluid the wire is exposed. Heat is introduced in the sensor by Joule heating 
and is lost primarily by forced convection. A significant parameter that controls the 
operation of the sensor is the relative difference in temperature between the heated 
up wire and the flow, which is related to the overheat ratio of the sensor. Changes in 
the flow properties, such as velocity, density, temperature, and humidity, will cause 
a corresponding change in the heat transfer from the wire which can be detected 
and measured. Hot wires are typically run in either a constant temperature (CT) 
mode or constant current (CC) mode. A sketch of circuit for thermal anemom-
etry operating in constant temperature mode is shown in Figure 1. Constant 
temperature anemometry utilizes a rapid-response servo circuit coupled with the 
Wheatstone bridge amplifier to control the applied voltage and maintain a constant 
wire resistance, which in turn maintains a constant wire temperature. It eliminates 
the effect of thermal inertial of the wire, as well as the system response time, 
and, thus, provides a better frequency response compared to the constant current 
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operation. Most velocity and turbulence measurements are acquired in this manner. 
Attributed to the extremely small thermal mass of the wire, this technique allows 
detection of very-high-frequency fluctuations in the flow. This is another advantage 
offered by the hot-wire anemometry.

The hot wires can be configured in the manner of single wire, cross wires, and 
triple wires. The single wire is primarily useful for mean flow quantity measure-
ments and is not as accurate as triple wire simultaneous measurements for turbu-
lence and Reynolds stress measurements.

Because of the small size and high-frequency response offered by hot-wire 
anemometer, the technique has been used extensively in investigations of the flow 
fields in turbomachines. While early investigations using hot-wire/hot-film probes 
were mostly qualitative, substantial amounts of quantitative investigations have 
also been carried out in the past few decades on various aspects, using many differ-
ent types of hot-wire and hot-film probes. Table 1 provides a list of representative 
studies in applications of turbomachines.

2.2 Laser Doppler velocimetry (LDV)

Laser Doppler velocimetry is an optical nonintrusive technique which measures 
the instantaneous velocity at a given point in a flow field. It was first developed by 
Yeh and Cummins in 1964 and is now a well-established technique. This technique 
has been widely used in all kinds of fluid flow applications, including laminar flow, 
turbulent flow, flow inside turbomachinery, and flow inside combustion chambers. 
Because of its high accuracy, it is also used as a benchmark validation tool for planar 
velocimetry techniques (i.e., PIV, PTV). Below lists the features in the LDV mea-
surement technique:

Nonintrusive velocity measurement. In contrast to techniques for the measurement 
of flow velocities employing probes such as pressure tubes or hot wires, the LDV 
technique features a nonintrusive nature eliminating the disturbances introduced 
by the presence of the probes.

Indirect velocity measurement. The LDV technique measures the velocity of a fluid 
element indirectly in most of cases by means of the measurement of the velocity of 
tracer particle being added to the flow.

Point measurement. The same as hot wire, the LDV is a point-based measurement 
technique that characterizes the velocity in its measurement volume.

A sketch of the LDV working principle is shown in Figure 2. The system shown 
in the sketch is a 1-D LDV system operated in backscattering mode, but the working 
theory is the same for all the LDV systems. A single laser beam is emitted from a 

Figure 1. 
Circuit diagram of a thermal anemometer operating at constant temperature mode.
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phenomena in turbomachines is essential for the development of better turboma-
chines in the future and, thus, requires experimental benchmark data associated 
with the flow including velocity, pressure, and temperature. On the other hand, 
better monitoring of the health status of the rotating groups (i.e., stress of rotors) is 
also of great importance for failure prevention.
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turbomachines. This chapter discusses the advanced techniques as well as highlights 
the challenges in implementing these techniques.

2. Velocity and turbulence measurements

This section discusses three techniques for velocity and turbulence measure-
ments in applications of turbomachines including hot-wire anemometry, laser 
Doppler velocimetry (LDV), and particle image velocimetry (PIV). A brief 
introduction of the working principles, features associated with the measurement 
technique, and the challenges for implementation in turbomachines are presented. 
Lists of previous studies in the open literature applying these measurement tech-
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A hot-wire probe consists of a short-length (on the magnitude of millimeter), 
fine-diameter (on the magnitude of micrometer) wire that is attached to two 
prongs. The technique relies on the changes in heat transfer between the heated wire 
and the fluid the wire is exposed. Heat is introduced in the sensor by Joule heating 
and is lost primarily by forced convection. A significant parameter that controls the 
operation of the sensor is the relative difference in temperature between the heated 
up wire and the flow, which is related to the overheat ratio of the sensor. Changes in 
the flow properties, such as velocity, density, temperature, and humidity, will cause 
a corresponding change in the heat transfer from the wire which can be detected 
and measured. Hot wires are typically run in either a constant temperature (CT) 
mode or constant current (CC) mode. A sketch of circuit for thermal anemom-
etry operating in constant temperature mode is shown in Figure 1. Constant 
temperature anemometry utilizes a rapid-response servo circuit coupled with the 
Wheatstone bridge amplifier to control the applied voltage and maintain a constant 
wire resistance, which in turn maintains a constant wire temperature. It eliminates 
the effect of thermal inertial of the wire, as well as the system response time, 
and, thus, provides a better frequency response compared to the constant current 
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operation. Most velocity and turbulence measurements are acquired in this manner. 
Attributed to the extremely small thermal mass of the wire, this technique allows 
detection of very-high-frequency fluctuations in the flow. This is another advantage 
offered by the hot-wire anemometry.

The hot wires can be configured in the manner of single wire, cross wires, and 
triple wires. The single wire is primarily useful for mean flow quantity measure-
ments and is not as accurate as triple wire simultaneous measurements for turbu-
lence and Reynolds stress measurements.

Because of the small size and high-frequency response offered by hot-wire 
anemometer, the technique has been used extensively in investigations of the flow 
fields in turbomachines. While early investigations using hot-wire/hot-film probes 
were mostly qualitative, substantial amounts of quantitative investigations have 
also been carried out in the past few decades on various aspects, using many differ-
ent types of hot-wire and hot-film probes. Table 1 provides a list of representative 
studies in applications of turbomachines.

2.2 Laser Doppler velocimetry (LDV)

Laser Doppler velocimetry is an optical nonintrusive technique which measures 
the instantaneous velocity at a given point in a flow field. It was first developed by 
Yeh and Cummins in 1964 and is now a well-established technique. This technique 
has been widely used in all kinds of fluid flow applications, including laminar flow, 
turbulent flow, flow inside turbomachinery, and flow inside combustion chambers. 
Because of its high accuracy, it is also used as a benchmark validation tool for planar 
velocimetry techniques (i.e., PIV, PTV). Below lists the features in the LDV mea-
surement technique:

Nonintrusive velocity measurement. In contrast to techniques for the measurement 
of flow velocities employing probes such as pressure tubes or hot wires, the LDV 
technique features a nonintrusive nature eliminating the disturbances introduced 
by the presence of the probes.

Indirect velocity measurement. The LDV technique measures the velocity of a fluid 
element indirectly in most of cases by means of the measurement of the velocity of 
tracer particle being added to the flow.

Point measurement. The same as hot wire, the LDV is a point-based measurement 
technique that characterizes the velocity in its measurement volume.

A sketch of the LDV working principle is shown in Figure 2. The system shown 
in the sketch is a 1-D LDV system operated in backscattering mode, but the working 
theory is the same for all the LDV systems. A single laser beam is emitted from a 

Figure 1. 
Circuit diagram of a thermal anemometer operating at constant temperature mode.
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Figure 2. 
Sketch of 1-D backscattering LDV system.

Author(s) Year Sensor type Type of machine Subject of study

Lakshminarayana and 
Poncet [1]

1974 Singe and cross 
wire

Axial inducer Rotor wakes

Gorton and 
Lakshminarayana [2]

1976 Triple wire Axial inducer Mean flow and turbulence

Hah and 
Lakshminarayana [3]

1980 Triple wire Axial compressor Freestream turbulence on a 
rotor wake

Hodson et al. [4] 1994 Hot film Low-pressure 
turbine

Rotation and blade incidence 
on rotor wake

Camp and Shin [5] 1995 Hot wire, hot 
film, single 
sensor

Axial compressor Turbulence intensity and 
length scale

Witkowski et al. [6] 1996 Hot film (triple 
wire)

Axial compressor 3-D wake decay and 
secondary flows

Halstead et al. [7] 1997 Surface-
mounted hot 
film/hot wire

Axial compressor 
and turbine

Unsteady boundary layer

Hsu and Wo [8] 1997 Slanted hot wire Axial compressor Unsteady wake

Ristic and 
Lakshminarayana [9]

1998 Cross wire Axial turbine 3-D boundary layer

Furukawa et al. [10] 1998 Hot wire Diagonal flow rotor Tip flow field

Sentker and Riess [11] 2000 Split hot film Axial compressor Wake-blade interaction

Velarde-Suarez et al. [12] 2001 Cross wire Centrifugal fan Unsteady flow

Pinarbasi [13] 2008 Triple wire Centrifugal 
compressor

Diffuser flow

Goodhand and Miller [14] 2011 Single wire Axial compressor Boundary layer development 
during spike-type stalling

Weichert and Day [15] 2014 Single wire Axial compressor Tip region flow during 
spike-type stalling

Table 1. 
Representative studies that have used thermal anemometer technique in studying the flow field of 
turbomachines.
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laser head operating in continuous mode and then enters into the optical transmit-
ter. Inside the transmitter, this single beam is split and frequency shifted using the 
beam splitter (BS), an achromatic lens, and a Bragg cell. Pairs of monochrome laser 
beams (depending on the number of velocity components needs to be measured: 
one pair for a 1-D system, two pairs for a 2-D system, and three pairs for a 3-D 
system) generated by the transmitter are then conveyed to the optical probes using 
fiber cables. The laser beams coming out of the probe intersect at the focal point 
of the front lens. At this focal point, at which the measurement volume is located, 
an ellipsoidal volume with bright and dark fringe patterns is formed by the inter-
ference of the laser beams. As flow particles traverse through this measurement 
volume, the backscattered light is collected by the receiving optics inside the probe 
and further processed by a burst spectrum analyzer. Inside the spectrum analyzer, 
the time intervals for the burst traveling through the bright and dark patterns are 
measured. Those measured time intervals, combined with the known distance 
between the adjacent bright and dark strips, yield the calculation of velocity.

This nonintrusive feature of the technique attracted the attention of experi-
mentalist in the field of turbomachines soon after it was introduced in the 1960s. In 
addition to being nonintrusive, it allowed the velocity measurements in the rotating 

Author(s) Year Type Type of machine Subject of study

Wisler and Mossey [16] 1973 1-D Axial compressor 
rotor

Rotor passage relative flow

Pierzga and Wood [17] 1985 1-D Axial fan rotor 3-D flow field in a transonic rotor

Strazisar [18] 1985 1-D Axial fan rotor Flow structure in transonic fan 
rotor

Murthy and Lakshminarayana [19] 1986 1-D Axial compressor Rotor tip region flow

Beaudoin et al. [20] 1992 2-D Centrifugal pump Effects of orbiting impeller

Hathaway et al. [21] 1993 3-D Centrifugal 
compressor

3-D flow structure

Farrell and Billet [22] 1994 na Axial pump Tip vortex cavitation

Fagan and Fleeter [23] 1994 1-D Centrifugal 
compressor

Flow structure

Abramian and Howard [24] 1994 1-D Centrifugal impeller Impeller relative flow field

Zaccaria and Lakshminarayana [25] 1997 2-D Axial turbine Rotor passage flow field

Adler and Benyamin [26] 1999 2-D Axial turbine Stator wake propagation

Ristic et al. [27] 1999 3-D Axial turbine 3-D flow field downstream of 
rotor turbine

Faure et al. [28] 2001 2-D Axial compressor Flow structure

Van Zante et al. [29] 2002 2-D Axial compressor Blade row interactions

Ibaraki et al. [30] 2003 2-D Centrifugal impeller Impeller flow

Higashimori et al. [31] 2004 2-D Centrifugal impeller Impeller flow field

Faure et al. [32] 2004 3-D Axial compressor Reynolds stresses measurements

Schleer et al. [33] 2004 2-D Centrifugal 
compressor

Impeller discharge flow

Ibaraki et al. [34] 2009 2-D Centrifugal impeller Impeller flow field

Gooding et al. [35] 2019 3-D Centrifugal 
compressor

Diffuser flow

Table 2. 
Representative studies that have used LDV technique in studying the flow field of turbomachines.
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Figure 2. 
Sketch of 1-D backscattering LDV system.
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laser head operating in continuous mode and then enters into the optical transmit-
ter. Inside the transmitter, this single beam is split and frequency shifted using the 
beam splitter (BS), an achromatic lens, and a Bragg cell. Pairs of monochrome laser 
beams (depending on the number of velocity components needs to be measured: 
one pair for a 1-D system, two pairs for a 2-D system, and three pairs for a 3-D 
system) generated by the transmitter are then conveyed to the optical probes using 
fiber cables. The laser beams coming out of the probe intersect at the focal point 
of the front lens. At this focal point, at which the measurement volume is located, 
an ellipsoidal volume with bright and dark fringe patterns is formed by the inter-
ference of the laser beams. As flow particles traverse through this measurement 
volume, the backscattered light is collected by the receiving optics inside the probe 
and further processed by a burst spectrum analyzer. Inside the spectrum analyzer, 
the time intervals for the burst traveling through the bright and dark patterns are 
measured. Those measured time intervals, combined with the known distance 
between the adjacent bright and dark strips, yield the calculation of velocity.

This nonintrusive feature of the technique attracted the attention of experi-
mentalist in the field of turbomachines soon after it was introduced in the 1960s. In 
addition to being nonintrusive, it allowed the velocity measurements in the rotating 

Author(s) Year Type Type of machine Subject of study

Wisler and Mossey [16] 1973 1-D Axial compressor 
rotor

Rotor passage relative flow

Pierzga and Wood [17] 1985 1-D Axial fan rotor 3-D flow field in a transonic rotor

Strazisar [18] 1985 1-D Axial fan rotor Flow structure in transonic fan 
rotor

Murthy and Lakshminarayana [19] 1986 1-D Axial compressor Rotor tip region flow

Beaudoin et al. [20] 1992 2-D Centrifugal pump Effects of orbiting impeller

Hathaway et al. [21] 1993 3-D Centrifugal 
compressor

3-D flow structure

Farrell and Billet [22] 1994 na Axial pump Tip vortex cavitation

Fagan and Fleeter [23] 1994 1-D Centrifugal 
compressor

Flow structure

Abramian and Howard [24] 1994 1-D Centrifugal impeller Impeller relative flow field

Zaccaria and Lakshminarayana [25] 1997 2-D Axial turbine Rotor passage flow field

Adler and Benyamin [26] 1999 2-D Axial turbine Stator wake propagation

Ristic et al. [27] 1999 3-D Axial turbine 3-D flow field downstream of 
rotor turbine

Faure et al. [28] 2001 2-D Axial compressor Flow structure

Van Zante et al. [29] 2002 2-D Axial compressor Blade row interactions

Ibaraki et al. [30] 2003 2-D Centrifugal impeller Impeller flow

Higashimori et al. [31] 2004 2-D Centrifugal impeller Impeller flow field

Faure et al. [32] 2004 3-D Axial compressor Reynolds stresses measurements

Schleer et al. [33] 2004 2-D Centrifugal 
compressor

Impeller discharge flow

Ibaraki et al. [34] 2009 2-D Centrifugal impeller Impeller flow field

Gooding et al. [35] 2019 3-D Centrifugal 
compressor

Diffuser flow

Table 2. 
Representative studies that have used LDV technique in studying the flow field of turbomachines.
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reference frame without having to use complex rotating probe traverse or data 
transmission mechanisms (i.e., slip ring or telemetry system). A list of representa-
tive studies using LDV for measurements in turbomachines is provided in Table 2.

One of the earliest applications of LDV to turbomachinery was conducted by 
Wisler and Mossey [16] to measure the relative velocity across the first-stage rotor 
blade row using a single-component LDV system. The flow was seeded by spray 
atomizing a dilute water suspension of 1-μm-diameter polystyrene latex particles. 
A sketch of the experimental setup and a sample contour plot of relative velocity 
within the rotor passage at mid-span (50%) are shown in Figure 3. In addition, a 
sketch of experimental setup for three-component LDV in a centrifugal compressor 
is presented in Figure 4. As summarized in the table, majority of the investigations 
involving LDV have been performed in a stationary frame of reference. To measure 
the flow field in rotors, the rotor passage period has been discretized into bins, 
each with a finite time interval. The results in each bin were ensemble averaged to 
obtain the mean velocity and turbulence parameters across the rotor passage. To 
reach convergence in mean velocity and turbulence parameters, a large data set 
per bin is favored which requires a larger bin size. However, an increase in the bin 
size introduces the effects of spatial variations in the flow structure. An alternative 
approach is to conduct measurements in the rotating frame of reference. However, 
this makes the experimental very challenging, and the only study reported in the 
open literature of this category was performed by Abramian and Howard [24]. The 
experiment was conducted in a centrifugal impeller using a Dove prism to transfer 
the laser beams to the rotating frames of reference.

There are challenges in implementing LDV to turbomachines. Generally 
speaking, the challenges can be categorized into the optical accessibility-related 
issues and particle related. Typically, the three-dimensional twisted rotor blades 
make it difficult to shine laser beams to the interested measurement locations and 
require the LDV system operating in backscatter mode. Comparing to the favorable 
forward-scatter configuration, the signal-to-noise ratio of backscatter mode is com-
monly one to three orders of magnitude smaller. Additionally, the signal-to-noise 
ratio gets further deteriorated at measurement locations close to metal surfaces due 
to reflections and in applications of curved optical windows due to the distortion of 
laser beams through the windows. These distortions increase the uncertainty of the 
measurements by deforming the measurement volume and changing the measure-
ment location. It is also challenging to deliver particles to target measurement 
locations due to the strong secondary flow in turbomachines.

2.3 Particle image velocimetry (PIV)

In addition to LDV, particle image velocimetry is another nonintrusive 
technique for velocity measurements. The same as LDV, PIV is also an indirect 
measurement technique and requires tracer particles. Different from LDV and 
thermal anemometer which are point-based measurement technique, PIV offers 
full-field measurements and allows mapping of large parts of flow field. The 
working principle of PIV is schematically described in Figure 5. The principle 
of PIV is based on the measurement of the displacement of small tracer particles 
during a short time interval. This indirect measurement nature requires the 
tracer particles to be sufficiently small to precisely follow the motion of fluid. 
The tracer particles are typically illuminated using a thin light sheet gener-
ated from pulsed laser head. A pair of images for the illuminated flow field is 
taken by a digital imaging device, typically a CCD camera. Depending on the 
number and configuration of camera employed, either 2-D or 3-D flow field 
could be obtained using cross-correlation analysis to measure the displacement 

31

Advance Measurement Techniques in Turbomachines
DOI: http://dx.doi.org/10.5772/intechopen.85910

of particles in each small interrogation areas. A single-camera system allows 
characterization of the two velocity components within the measurement plane, 
while stereo imaging using two inclined cameras provides all three components 
of the velocity in the illuminated plane.

Effort of implementing PIV in investigations of turbomachinery flow filed has 
been entertained since the emergence of the technique. Previous researchers have 
performed both two-dimensional and stereoscopic PIV measurements within various 
axial and centrifugal turbomachinery facilities. A few highlights of selected previous 
research are presented, and a more extended set of references is provided in Table 3. 

Figure 3. 
The LDV setup (a) and measured relative velocity contours within the rotor passage of a low-speed research 
compressor (b) Wisler and Mossey [16].
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reference frame without having to use complex rotating probe traverse or data 
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tive studies using LDV for measurements in turbomachines is provided in Table 2.

One of the earliest applications of LDV to turbomachinery was conducted by 
Wisler and Mossey [16] to measure the relative velocity across the first-stage rotor 
blade row using a single-component LDV system. The flow was seeded by spray 
atomizing a dilute water suspension of 1-μm-diameter polystyrene latex particles. 
A sketch of the experimental setup and a sample contour plot of relative velocity 
within the rotor passage at mid-span (50%) are shown in Figure 3. In addition, a 
sketch of experimental setup for three-component LDV in a centrifugal compressor 
is presented in Figure 4. As summarized in the table, majority of the investigations 
involving LDV have been performed in a stationary frame of reference. To measure 
the flow field in rotors, the rotor passage period has been discretized into bins, 
each with a finite time interval. The results in each bin were ensemble averaged to 
obtain the mean velocity and turbulence parameters across the rotor passage. To 
reach convergence in mean velocity and turbulence parameters, a large data set 
per bin is favored which requires a larger bin size. However, an increase in the bin 
size introduces the effects of spatial variations in the flow structure. An alternative 
approach is to conduct measurements in the rotating frame of reference. However, 
this makes the experimental very challenging, and the only study reported in the 
open literature of this category was performed by Abramian and Howard [24]. The 
experiment was conducted in a centrifugal impeller using a Dove prism to transfer 
the laser beams to the rotating frames of reference.

There are challenges in implementing LDV to turbomachines. Generally 
speaking, the challenges can be categorized into the optical accessibility-related 
issues and particle related. Typically, the three-dimensional twisted rotor blades 
make it difficult to shine laser beams to the interested measurement locations and 
require the LDV system operating in backscatter mode. Comparing to the favorable 
forward-scatter configuration, the signal-to-noise ratio of backscatter mode is com-
monly one to three orders of magnitude smaller. Additionally, the signal-to-noise 
ratio gets further deteriorated at measurement locations close to metal surfaces due 
to reflections and in applications of curved optical windows due to the distortion of 
laser beams through the windows. These distortions increase the uncertainty of the 
measurements by deforming the measurement volume and changing the measure-
ment location. It is also challenging to deliver particles to target measurement 
locations due to the strong secondary flow in turbomachines.

2.3 Particle image velocimetry (PIV)

In addition to LDV, particle image velocimetry is another nonintrusive 
technique for velocity measurements. The same as LDV, PIV is also an indirect 
measurement technique and requires tracer particles. Different from LDV and 
thermal anemometer which are point-based measurement technique, PIV offers 
full-field measurements and allows mapping of large parts of flow field. The 
working principle of PIV is schematically described in Figure 5. The principle 
of PIV is based on the measurement of the displacement of small tracer particles 
during a short time interval. This indirect measurement nature requires the 
tracer particles to be sufficiently small to precisely follow the motion of fluid. 
The tracer particles are typically illuminated using a thin light sheet gener-
ated from pulsed laser head. A pair of images for the illuminated flow field is 
taken by a digital imaging device, typically a CCD camera. Depending on the 
number and configuration of camera employed, either 2-D or 3-D flow field 
could be obtained using cross-correlation analysis to measure the displacement 
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of particles in each small interrogation areas. A single-camera system allows 
characterization of the two velocity components within the measurement plane, 
while stereo imaging using two inclined cameras provides all three components 
of the velocity in the illuminated plane.

Effort of implementing PIV in investigations of turbomachinery flow filed has 
been entertained since the emergence of the technique. Previous researchers have 
performed both two-dimensional and stereoscopic PIV measurements within various 
axial and centrifugal turbomachinery facilities. A few highlights of selected previous 
research are presented, and a more extended set of references is provided in Table 3. 

Figure 3. 
The LDV setup (a) and measured relative velocity contours within the rotor passage of a low-speed research 
compressor (b) Wisler and Mossey [16].
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Figure 6 presents sample results from the two-dimensional measurements performed 
in an axial pump at Johns Hopkins University. The distribution of phase-averaged 
velocity, vorticity, and turbulent kinetic energy at the mid-span of the second stage 
was characterized [37]. Figure 7 shows sample data obtained in a high-speed cen-
trifugal compressor operating both at the design point and during surge [43, 46]. As 
summarized in the table, majority of these studies insert a periscopic optical probe 
into the flow for light sheet delivery. This results in invasive measurement and also 

Figure 4. 
Photo of experimental setup for study of flow in a centrifugal compressor using three-component LDV.

Figure 5. 
Sketch of typical PIV setup [36].
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Author(s) Year Type Type of machine Subject of study

Paone et al. [38] 1989 2-D Centrifugal pump Flow structure

Chu et al. [39, 40] 1995 2-D Centrifugal pump Unsteady flow and pressure 
fluctuations

Day et al. [41] 1996 2-D Axial turbine Effect of film cooling on flow 
structure

Dong et al. [42] 1997 2-D Centrifugal pump Unsteady flow and noise

Wernet [43] 2000 2-D Centrifugal compressor Diffuser flow structure

Sinha and Katz [44] 2000 2-D Centrifugal pump Diffuser flow field

Uzol and Camci [45] 2001 2-D Axial turbine cascade Trailing edge coolant ejection

Wernet et al. [46] 2001 2-D Centrifugal compressor Diffuser flow during surge

Chow et al. [37] 2002 2-D Axial pump Wake-wake interactions

Uzol et al. [47] 2002 2-D Axial pump Unsteady flow and deterministic 
stresses

Sanders et al. [48] 2002 2-D Axial compressor Blade row interactions

Estevadeordal et al. [49] 2002 2-D Axial compressor Wake-blade interactions

Woisetschlager et al. [50] 2003 2-D Axial turbine cascade Turbine wake

Uzol et al. [51] 2003 3-D Axial pump 3-D wake structure and tip vortex

Lee et al. [52] 2004 3-D Marine propeller Propeller wake

Wernet et al. [53] 2005 3-D Axial compressor Tip region flow

Yu and Liu [54] 2006 3-D Axial compressor Unsteady flow

Ibaraki et al. [55] 2007 2-D Centrifugal compressor Unsteady diffuser flow

Estevadeordal et al. [56] 2007 3-D Axial compressor Wake-rotor interactions

Voges et al. [57] 2007 2-D Centrifugal compressor Diffuser flow

Voges et al. [58] 2012 3-D Axial compressor Tip region flow

Guillou et al. [59] 2012 3-D Turbocharger compressor Impeller inlet flow

Gancedo et al. [60] 2016 3-D Turbocharger compressor Impeller inlet flow

Bhattacharya et al. [61] 2016 3-D Axial compressor Rotor flow field

Table 3. 
Representative studies that have used PIV technique in studying the flow field of turbomachines.

Figure 6. 
Sample PIV data obtained in an axial pump facility at Johns Hopkins University: Phase-averaged velocity field 
(top left), turbulent kinetic energy (bottom left), and vorticity (right) at mid-span within an entire stage [37].
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Figure 6 presents sample results from the two-dimensional measurements performed 
in an axial pump at Johns Hopkins University. The distribution of phase-averaged 
velocity, vorticity, and turbulent kinetic energy at the mid-span of the second stage 
was characterized [37]. Figure 7 shows sample data obtained in a high-speed cen-
trifugal compressor operating both at the design point and during surge [43, 46]. As 
summarized in the table, majority of these studies insert a periscopic optical probe 
into the flow for light sheet delivery. This results in invasive measurement and also 

Figure 4. 
Photo of experimental setup for study of flow in a centrifugal compressor using three-component LDV.

Figure 5. 
Sketch of typical PIV setup [36].
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Author(s) Year Type Type of machine Subject of study
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(top left), turbulent kinetic energy (bottom left), and vorticity (right) at mid-span within an entire stage [37].
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significantly limits the region of flow field that can be imaged. To address these 
challenges, a new approach was introduced in a recent study performed at Purdue 
University in a multistage axial compressor [61]. The same window was used for both 
laser sheet delivery and image recording. By doing so, it eliminates the presence of 
invasive probe for light sheet delivery. A sketch of the experimental setup and sample 
results is shown in Figure 8. As illustrated in the figure, the PIV measurements were 
performed in the second-stage rotor passage (rotor 2). To eliminate light reflections 
from the blade surface and hub, fluorescent dye with sufficiently separated absorp-
tion and emission wavelengths was introduced with the seeding fluid, and lens filters 
blocking wavelengths below 540 nm were used to filter laser reflections. Slices of 
normalized radial velocity at fixed spanwise positions were presented to illustrate the 
development of the tip leakage flow across the rotor passage.

3. Pressure-sensitive paints

Conventionally, surface pressures are measured using hundreds of pressure taps 
or flush-mounted transducers to obtain a reasonable spatial distribution. This makes 

Figure 8. 
Experimental setup for PIV measurements performed at Purdue University (left) and sample results (right) of 
normalized radial velocity at fixed spanwise locations for stereo reconstructed velocity field [61].

Figure 7. 
Sample PIV measurements in the diffuser passage of a high-speed centrifugal compressor at both the design 
point (left) [43] and during a surge (right) [46].
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the measurements time-consuming and expensive. Recently, the introduction of 
pressure-sensitive paint (PSP) provides a new method for surface pressure measure-
ment. Comparing to the conventional approaches by means of pressure taps or trans-
ducers which can only provide data at discrete points and are limited by installation 
locations, the PSP technique is very attractive; hence, it provides high-spatial-resolu-
tion pressure measurements without taps or transducers. The PSP technique is based 
on covering a surface with luminescent coatings. The luminescence of the coating is 
dependent on surface static pressure. With proper illumination, the surface pressure 

Figure 9. 
Schematic of pressure-sensitive paint measurement system [36].

Author(s) Year Type of machine Subject of study

Sabroske et al. [63] 1995 Axial compressor Blade pressure distribution

Liu et al. [64] 1997 High-speed axial 
compressor

Blade surface pressure

Navarra [65] 1997 Axial compressor Blade surface pressure

Bencic [66] 1998 Axial fan Blade surface pressure

Engler et al. [67] 2000 Axial turbine Shock movement and corner stall

Navarra et al. [68] 2001 Axial compressor Blade surface pressure in transonic 
conditions

Gregory et al. [69] 2002 Centrifugal compressor Blade surface pressure

Lepicovsky and Bencic [70] 2002 Supersonic through flow 
fan

Effect of change operating conditions

Gregory [71] 2004 Centrifugal compressor Effect of inlet distortion on surface 
pressures

Suryanarayanan et al. [72] 2010 Axial turbine Filming cooling

Narzary et al. [73] 2012 Axial turbine Effect of coolant density on turbine film 
cooling

Table 4. 
Representative studies that have used PSP technique in turbomachines.
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Figure 10. 
Comparison of surface pressure distribution on a rotor suction side in a transonic axial compressor obtained 
using PSP (left) to CFD predictions (right) [68].

distribution is obtained from images of illuminated surface. Figure 9 shows all the 
essential optical and electrical components of a PSP system. It consists of various 
illumination devices, a local image and data-acquisition system, and an external 
calibration chamber.

The first aerodynamic study using PSP is performed by Pervushin et al. in 
1985 to measure the pressure of air on the surface of wind tunnel models [62], 
and since then, numerous studies using PSP in external aerodynamics research 
have been conducted. However, unlike the well-established applications in 
external aerodynamic research, the application of PSP in turbomachines is quite 
limited. Table 4 lists the studies in the open literature that have used pressure-
sensitive paint in turbomachines. A sample result of the PSP measurements 
together with the comparison to CFD results from the study conducted by 
Navarra et al. [68] is shown in Figure 10. The PSP measurement was conducted 
on the suction surface of the first-stage rotor of a state-of-the-art, full-scale 
transonic compressor.

4. Conclusions

This chapter attempts to provide a comprehensive but brief summary of several 
advanced measurement techniques that have been used in turbomachines. For each 
measurement technique, the fundamental working principle was provided first and 
followed by discussion of its application in turbomachines. A list of representative 
research from the open literature was also provided for reference.
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Chapter 4

Development and Control of 
Generator-Converter Topology for 
Direct-Drive Wind Turbines
Akanksha Singh

Abstract

In this chapter, a new topology for Direct-Drive Wind Turbines (DDWTs) with 
a low-voltage generator design is presented in order to eliminate the required dc-bus 
capacitors or dc-link inductors. In the presented topology, the grid-side converter 
is replaced by a boost Current Source Inverter (CSI) therefore removing the need 
for the dc-bus electrolytic capacitors which results in increasing the system lifetime. 
In the developed topology, the synchronous inductance of the generator is utilized. 
This facilitates the elimination of the intrinsically required dc-link inductor in 
the CSI which further contributes to a reduction in the overall system weight and 
size. The boost CSI is capable of converting a low dc voltage to a higher line-to-line 
voltage. This results in the implementation of a low-voltage generator for DDWTs. 
The feasibility of the presented low-voltage generator is investigated through Finite 
Element (FE) computations. In this chapter, a modified 1.5 MW low-voltage gen-
erator for the proposed topology is compared with an existing 1.5 MW Permanent 
Magnet (PM) synchronous generator for DDWTs. The feasibility of the presented 
topology of generator-converter for DDWTs is verified through simulations and 
laboratory tests. Furthermore, the controls developed for the developed wind 
turbine topology is also presented in this chapter.

Keywords: boost CSI, direct-drive wind turbine, finite element analysis,  
permanent magnet synchronous generator, wind turbine topologies

1. Introduction

Wind power is one of the fastest growing energies and the global capacity 
has increased to 433 GW by the end of 2015 [1, 2]. The two most commonly used 
topologies for wind turbines are based on the Doubly Fed Induction Generator 
(DFIG) or Permanent Magnet Synchronous Generator (PMSG) [3]. In the DFIG 
configuration, the stator of the generator is directly connected to the grid while the 
rotor does not require to rotate at the fixed synchronous speed. The rotor is con-
nected to the turbine shaft through a gearbox. In the PMSG-based wind turbines, 
the speed of the rotating magnetic field and the rotor is the same and therefore, it 
is connected to the grid through power converters. The PMSG-based wind turbines 
require a power electronics interface to be connected to the grid which provides 
the flexibility of using these turbines with or without gearbox between the turbine 
shaft and the generator shaft [3]. It has been shown that the gearboxes cause more 
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rotor does not require to rotate at the fixed synchronous speed. The rotor is con-
nected to the turbine shaft through a gearbox. In the PMSG-based wind turbines, 
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require a power electronics interface to be connected to the grid which provides 
the flexibility of using these turbines with or without gearbox between the turbine 
shaft and the generator shaft [3]. It has been shown that the gearboxes cause more 
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downtime than any other component in a wind turbine [3–5]. It is worth noting that 
the gearboxes are responsible for 10% of the wind turbine failures which result in 
about 20% of the total wind turbine downtime [4–6]. Recent investigations reveal 
that gearboxes in wind turbines, which were supposed to last 20 years, might fail in 
7–10 years [7, 8]. The Direct-Drive Wind Turbines (DDWTs) do not have a gearbox 
between the turbine rotor and the generator shaft. There is a definite trend toward 
DDWTs as is predicted in the research papers and trade articles but there are some 
major concerns that must be overcome in order to achieve higher market penetra-
tion [1, 9]. The power electronics interface in a DDWT is rated for full power trans-
fer and it consists of an active rectifier and a grid-side converter, connected through 
a capacitor bank forming the dc-bus. The power electronics interface is one of the 
most vulnerable components in wind turbines [4, 5, 7]. A significant percentage 
of these failures have been attributed to the dc-bus electrolytic capacitors [10, 11]. 
Many methods which try to determine the remaining lifespan of electrolytic capaci-
tors exist and are utilized for scheduled maintenance planning [5]. These methods 
do not serve to extend the life of the capacitors and contribute to an increase in the 
system downtime [7]. The other major concern which prevents the proliferation of 
DDWTs is the large size of PMSGs [12, 13]. The large size of the generator is a result 
of the generator shaft rotating at the same speed as the turbine rotor shaft. The 
low angular speed in PMSGs increases the required pole surface and the number of 
poles, which results in a high cost and volume of the generator.

In the most commonly used DDWT configuration the power electronics 
interface comprises of back-to-back Voltage Source Converters (VSCs) connected 
through electrolytic capacitors [14]. In this paper, the grid-side VSC is replaced 
by the boost Current Source Inverter (CSI). The proposed boost CSI topology 
of the converter results in the elimination of the dc-bus electrolytic capacitors, 
which are one of the frequently failing components in the existing topologies of 
direct-drive wind turbines without any supplementary component at the dc-bus 
[10, 11, 15]. The boost CSI converts the low dc voltage of the generator rectifier 
to the higher voltage level which facilitates the implementation of low voltage 
PMSG with lower weight and volume [16]. In addition to the introduction, this 
chapter has five more sections. In Section 2, the existing wind turbine topologies 
are reviewed, and the topology of the developed system is introduced. Section 3 
presents the feasibility of a 1.5 MW low-voltage PMSG for the presented system. 
This section also presents a comparison between the generator for the developed 
system and an existing 1.5 MW PMSG for a DDWT using Finite Element (FE) 
computations. The controls developed for the new DDWT topology are presented 
in Section 4. The simulation results demonstrating the feasibility of the developed 
system are presented in Section 5. A laboratory scale setup is used to experi-
mentally confirm the feasibility of the proposed topology in Section 6. Section 7 
presents the conclusions of the chapter.

2. Wind turbine topologies

In this section, several wind turbine topologies are reviewed prior to introducing 
the inductorless current source generator-converter topology.

2.1 Indirect drive wind turbine topologies

In the majority of wind turbine topologies, the windmill rotor shaft is connected 
to the generator through a gearbox [14, 17]. The indirect drive wind turbines can 
be assembled using various types of generators and converters. Most commonly 
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used indirect wind turbine utilizes the DFIG configuration of the drivetrain. In this 
configuration, the rotor is connected to the grid through a back-to-back converter 
while the stator windings are directly connected to the grid and. This back-to-back 
converter includes of two bidirectional converters connected at the dc-bus, which 
formed by a capacitor bank. In this configuration, the major part of the power 
injected into the grid is through the stator of the generator and the back-to-back 
converters transfer only a fraction of the power produced by the wind turbine into 
the grid. The PMSG with the same back-to-back converter topology is another com-
mon indirect drive wind turbine topology. Unlike in the DFIG configuration, the 
converter is rated for the full power.

2.2 Direct drive wind turbine (DDWT) topologies

The DDWT is a relatively new topology and has the turbine rotor shaft directly 
connected to the generator shaft without any gearbox. Figure 1 shows commonly 
used topologies for DDWTs using the PMSG. Figure 1(a) displays the power elec-
tronics interface which consists of a diode bridge rectifier, dc-dc boost converter, 
and grid-tied VSC [17, 18]. Figure 1(b) shows another DDWT topology with power 
electronics interface consisting of grid-tied back-to-back Current Source Converters 
(CSCs) connected through a dc-link inductor [19, 20]. Figure 1(c) demonstrates the 
most frequently used configuration of DDWTs, comprising of a PMSG connected 

Figure 1. 
Common DDWT topologies with (a) PMSG connected to diode-bridge, boost converter and VSI, (b) PMSG 
connected to back-to-back CSCs, and (c) PMSG connected to back-to-back VSCs.
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downtime than any other component in a wind turbine [3–5]. It is worth noting that 
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system downtime [7]. The other major concern which prevents the proliferation of 
DDWTs is the large size of PMSGs [12, 13]. The large size of the generator is a result 
of the generator shaft rotating at the same speed as the turbine rotor shaft. The 
low angular speed in PMSGs increases the required pole surface and the number of 
poles, which results in a high cost and volume of the generator.

In the most commonly used DDWT configuration the power electronics 
interface comprises of back-to-back Voltage Source Converters (VSCs) connected 
through electrolytic capacitors [14]. In this paper, the grid-side VSC is replaced 
by the boost Current Source Inverter (CSI). The proposed boost CSI topology 
of the converter results in the elimination of the dc-bus electrolytic capacitors, 
which are one of the frequently failing components in the existing topologies of 
direct-drive wind turbines without any supplementary component at the dc-bus 
[10, 11, 15]. The boost CSI converts the low dc voltage of the generator rectifier 
to the higher voltage level which facilitates the implementation of low voltage 
PMSG with lower weight and volume [16]. In addition to the introduction, this 
chapter has five more sections. In Section 2, the existing wind turbine topologies 
are reviewed, and the topology of the developed system is introduced. Section 3 
presents the feasibility of a 1.5 MW low-voltage PMSG for the presented system. 
This section also presents a comparison between the generator for the developed 
system and an existing 1.5 MW PMSG for a DDWT using Finite Element (FE) 
computations. The controls developed for the new DDWT topology are presented 
in Section 4. The simulation results demonstrating the feasibility of the developed 
system are presented in Section 5. A laboratory scale setup is used to experi-
mentally confirm the feasibility of the proposed topology in Section 6. Section 7 
presents the conclusions of the chapter.

2. Wind turbine topologies

In this section, several wind turbine topologies are reviewed prior to introducing 
the inductorless current source generator-converter topology.

2.1 Indirect drive wind turbine topologies

In the majority of wind turbine topologies, the windmill rotor shaft is connected 
to the generator through a gearbox [14, 17]. The indirect drive wind turbines can 
be assembled using various types of generators and converters. Most commonly 
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used indirect wind turbine utilizes the DFIG configuration of the drivetrain. In this 
configuration, the rotor is connected to the grid through a back-to-back converter 
while the stator windings are directly connected to the grid and. This back-to-back 
converter includes of two bidirectional converters connected at the dc-bus, which 
formed by a capacitor bank. In this configuration, the major part of the power 
injected into the grid is through the stator of the generator and the back-to-back 
converters transfer only a fraction of the power produced by the wind turbine into 
the grid. The PMSG with the same back-to-back converter topology is another com-
mon indirect drive wind turbine topology. Unlike in the DFIG configuration, the 
converter is rated for the full power.

2.2 Direct drive wind turbine (DDWT) topologies

The DDWT is a relatively new topology and has the turbine rotor shaft directly 
connected to the generator shaft without any gearbox. Figure 1 shows commonly 
used topologies for DDWTs using the PMSG. Figure 1(a) displays the power elec-
tronics interface which consists of a diode bridge rectifier, dc-dc boost converter, 
and grid-tied VSC [17, 18]. Figure 1(b) shows another DDWT topology with power 
electronics interface consisting of grid-tied back-to-back Current Source Converters 
(CSCs) connected through a dc-link inductor [19, 20]. Figure 1(c) demonstrates the 
most frequently used configuration of DDWTs, comprising of a PMSG connected 
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Common DDWT topologies with (a) PMSG connected to diode-bridge, boost converter and VSI, (b) PMSG 
connected to back-to-back CSCs, and (c) PMSG connected to back-to-back VSCs.
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to the grid through two VSCs [17, 21, 22]. The dc-bus between the VSCs is formed 
using electrolytic capacitors in order to regulate and stabilize the dc-bus voltage. In 
some cases, multilevel converters are used to form the power electronics interface in 
the drivetrain. The topology of the multilevel converters can be an H-bridge back-
to-back converter or a neutral-point-clamped back-to-back converter [17, 22]. Most 
wind turbine topologies either have a dc-bus formed by electrolytic capacitors or a 
dc-link formed by inductors. The electrolytic capacitors are one of the most failure-
prone components that adversely impact the system reliability [5]. The failure of 
these capacitors has a significant impact on the maintenance cost especially in the 
case of offshore wind turbines [13, 23]. The dc-link inductor is bulky and adds to 
the system loss reducing the system’s efficiency [19]. In some cases, the grid side 
converter is located away from the wind turbine and the transmission cable is used 
to realize the dc-link inductor [20]. Additionally, the lack of gearbox in the DDWT 
increases the size of the PMSG and the capital cost of the overall system [13, 23–25]. 
In the following, the proposed DDWT topology is described.

2.3 Proposed DDWT topology

The proposed topology for the DDWT is presented in Figure 2. In this subsec-
tion, different parts of the proposed topology are explained. First, the power 
electronics interface topology is presented, and then, the PMSG design flexibility 
provided by implementing the boost CSI is described.

2.3.1 The power electronics interface

The power electronics interface in the proposed topology is a back-to-back 
converter made up of a three-phase VSC and a boost CSI, as shown in Figure 2. 
The boost CSI is equipped by Reverse Blocking IGBTs (RB-IGBT), and no dc-bus 
capacitor or dc-link inductor exists in the proposed DDWT. As a result of avoiding 
the dc-bus capacitor, the system mean-time-between-failure can significantly be 
improved in comparison with the conventional VSC-based systems [26]. While 
any CSI requires an inductor at the dc-link, the proposed DDWT eliminates the 
dc-link inductor by utilizing the generator synchronous inductance,   L  s    [15]. In order 
to achieve a Total Harmonic Distortion (THD) of the current waveforms at the 
inverter output acceptable under the IEEE 1547–2018 interconnection standards, 
the operation of the boost CSI must always be in Continuous Conduction Mode 
(CCM). The minimum dc-link inductance,   L  dc    required to keep the inverter in CCM 
has been derived in [27]. However, the synchronous inductance,   L  s   , will be less than 
the   L  dc   , i.e.   L  s   =  √ 

___
 3 / 2    L  dc   . This is because Thevenin’s equivalent inductance of the 

generator-converter from the dc-bus is almost   (3 / 2)   L  s    and   I  rms   ≈  √ 
___

 2 / 3    I  dc   . Also, a 
traditional CSI operated using space vector PWM switching provides a maximum 

Figure 2. 
The proposed wind turbine system topology with PMSG connected to a VSC and the boost inverter equipped by 
RB-IGBTs.
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boost ratio,   V  LLrms   /  V  dc   , of about 1.2 [28]. However, the boost CSI is modulated using 
the Phasor Pulse Width Modulation (PPWM) switching technique, providing a 
boost ratio more than three [29–31]. As a result, a low voltage PMSG design will 
be possible for the proposed DDWT. The advantages gained by using a low voltage 
generator are discussed in the next subsection.

2.3.2 The permanent magnet generator

The low dc-side voltage required by the boost CSI enables a low output ac-voltage 
from the PMSG. In a traditional DDWT topology, the voltage at the generator and 
the grid should have almost the same rms value [32, 33]. However, if the developed 
topology is utilized, then, for example, 120  V  LLrms    from the PM generator is sufficient 
to generate an rms line-to-line voltage of 480 V at the converter output. As described 
in [15], consider the emf equation  E ∝  N  ph   p  ω  m    ϕ  p    , where,  E  is the peak induced volt-
age per phase,   N  ph    is the number of winding turns per phase,   ω  m    is the mechanical 
angular velocity,  p  is the total number of poles, and   ϕ  p    is the maximum magnetic 
flux per pole, [33]. Here   ω  m    is dependent on the wind speed, and the fundamental 
magnetic flux per pole is obtained from   ϕ  p   ≅  (4 / π)   B  m   (2π / p)  (D / 2) l = 4Dl  B  m   / p , 
where  D  is the mid-airgap diameter,   B  m    is the flux density, and  l  is the stack length. 
Accordingly, for a given angular velocity, permanent magnet material, and air-gap 
height,   l  g    one can say  E ∝  N  ph   Dl , which means that a generator with a lower output 
voltage requires a lower value of   N  ph   Dl . On the other hand, the minimum synchro-
nous inductance, required for the boost CSI to operate in CCM, restricts the maxi-
mum number of poles, since   L  s   ∝  (Dl /  l  g  )    ( N  ph   / p)    2   [33]. Hence, the desired values of 
the generator output voltage,    ( E   2  −   ( ω  s    L  s   I)    2 )    1/2  ≅ E  and synchronous inductance,   L  s  ,  
are herein used as the PMSG design inputs for a given rated power.

3. Generator design and comparison

In this section, a 1.5 MW PMSG is designed for the proposed DDWT topology 
and then the design is compared with an existing 1.5 MW PMSG [34].

3.1 New generator design

The generator is designed using GenAC toolbox of MagneForce Finite Element 
(FE) software. The designed machine is a low-speed, concentrated overlapping 
tooth coil double layered winding, three-phase PMSG rated at 1.5 MW. The gen-
erator is designed to be radial flux, cylindrical rotor, rotor surface mounted pole 
machine so that it can be compared with the existing 1.5 MW PMSG [34]. For the 
sake of comparison, both the existing and new 1.5 MW systems have the rated 
speed of 19.65 rpm, and the same generator airgap of 0.6 mm. Also, the line-to-line 
voltage of the new generator is 450 V, while the existing generator line-to-line volt-
age is 770 V, see Table 1.

Figure 3 shows the cross-sectional view of the new generator, including the sta-
tor slot and tooth dimensions in details. Moreover, the insulation thickness in each 
slot is 3.5 mm. The overall slot-fill is about 62%. Also, the rotor shaft bore diameter 
is 700 mm. The stator bore diameter is 3500 mm, the stator length is 600 mm, and 
the airgap length,   l  g   , is 0.6 mm. The PM material is sintered Neodymium Iron Boron 
(NdFeB) with the maximum residual flux density of   B  r   =  1.2 T, and maximum 
coercive force of  24 k Oersted  (i.e.   H  c   = 1910 kA/m). The permanent magnet pole 
dimension is as  260 × 100  mm   2   with a pole arc to pole pitch ratio of 0.8. Figure 4 
demonstrates the electromagnetic flux and the flux density distribution over the 
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to the grid through two VSCs [17, 21, 22]. The dc-bus between the VSCs is formed 
using electrolytic capacitors in order to regulate and stabilize the dc-bus voltage. In 
some cases, multilevel converters are used to form the power electronics interface in 
the drivetrain. The topology of the multilevel converters can be an H-bridge back-
to-back converter or a neutral-point-clamped back-to-back converter [17, 22]. Most 
wind turbine topologies either have a dc-bus formed by electrolytic capacitors or a 
dc-link formed by inductors. The electrolytic capacitors are one of the most failure-
prone components that adversely impact the system reliability [5]. The failure of 
these capacitors has a significant impact on the maintenance cost especially in the 
case of offshore wind turbines [13, 23]. The dc-link inductor is bulky and adds to 
the system loss reducing the system’s efficiency [19]. In some cases, the grid side 
converter is located away from the wind turbine and the transmission cable is used 
to realize the dc-link inductor [20]. Additionally, the lack of gearbox in the DDWT 
increases the size of the PMSG and the capital cost of the overall system [13, 23–25]. 
In the following, the proposed DDWT topology is described.

2.3 Proposed DDWT topology

The proposed topology for the DDWT is presented in Figure 2. In this subsec-
tion, different parts of the proposed topology are explained. First, the power 
electronics interface topology is presented, and then, the PMSG design flexibility 
provided by implementing the boost CSI is described.

2.3.1 The power electronics interface

The power electronics interface in the proposed topology is a back-to-back 
converter made up of a three-phase VSC and a boost CSI, as shown in Figure 2. 
The boost CSI is equipped by Reverse Blocking IGBTs (RB-IGBT), and no dc-bus 
capacitor or dc-link inductor exists in the proposed DDWT. As a result of avoiding 
the dc-bus capacitor, the system mean-time-between-failure can significantly be 
improved in comparison with the conventional VSC-based systems [26]. While 
any CSI requires an inductor at the dc-link, the proposed DDWT eliminates the 
dc-link inductor by utilizing the generator synchronous inductance,   L  s    [15]. In order 
to achieve a Total Harmonic Distortion (THD) of the current waveforms at the 
inverter output acceptable under the IEEE 1547–2018 interconnection standards, 
the operation of the boost CSI must always be in Continuous Conduction Mode 
(CCM). The minimum dc-link inductance,   L  dc    required to keep the inverter in CCM 
has been derived in [27]. However, the synchronous inductance,   L  s   , will be less than 
the   L  dc   , i.e.   L  s   =  √ 
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boost ratio,   V  LLrms   /  V  dc   , of about 1.2 [28]. However, the boost CSI is modulated using 
the Phasor Pulse Width Modulation (PPWM) switching technique, providing a 
boost ratio more than three [29–31]. As a result, a low voltage PMSG design will 
be possible for the proposed DDWT. The advantages gained by using a low voltage 
generator are discussed in the next subsection.

2.3.2 The permanent magnet generator

The low dc-side voltage required by the boost CSI enables a low output ac-voltage 
from the PMSG. In a traditional DDWT topology, the voltage at the generator and 
the grid should have almost the same rms value [32, 33]. However, if the developed 
topology is utilized, then, for example, 120  V  LLrms    from the PM generator is sufficient 
to generate an rms line-to-line voltage of 480 V at the converter output. As described 
in [15], consider the emf equation  E ∝  N  ph   p  ω  m    ϕ  p    , where,  E  is the peak induced volt-
age per phase,   N  ph    is the number of winding turns per phase,   ω  m    is the mechanical 
angular velocity,  p  is the total number of poles, and   ϕ  p    is the maximum magnetic 
flux per pole, [33]. Here   ω  m    is dependent on the wind speed, and the fundamental 
magnetic flux per pole is obtained from   ϕ  p   ≅  (4 / π)   B  m   (2π / p)  (D / 2) l = 4Dl  B  m   / p , 
where  D  is the mid-airgap diameter,   B  m    is the flux density, and  l  is the stack length. 
Accordingly, for a given angular velocity, permanent magnet material, and air-gap 
height,   l  g    one can say  E ∝  N  ph   Dl , which means that a generator with a lower output 
voltage requires a lower value of   N  ph   Dl . On the other hand, the minimum synchro-
nous inductance, required for the boost CSI to operate in CCM, restricts the maxi-
mum number of poles, since   L  s   ∝  (Dl /  l  g  )    ( N  ph   / p)    2   [33]. Hence, the desired values of 
the generator output voltage,    ( E   2  −   ( ω  s    L  s   I)    2 )    1/2  ≅ E  and synchronous inductance,   L  s  ,  
are herein used as the PMSG design inputs for a given rated power.

3. Generator design and comparison

In this section, a 1.5 MW PMSG is designed for the proposed DDWT topology 
and then the design is compared with an existing 1.5 MW PMSG [34].

3.1 New generator design

The generator is designed using GenAC toolbox of MagneForce Finite Element 
(FE) software. The designed machine is a low-speed, concentrated overlapping 
tooth coil double layered winding, three-phase PMSG rated at 1.5 MW. The gen-
erator is designed to be radial flux, cylindrical rotor, rotor surface mounted pole 
machine so that it can be compared with the existing 1.5 MW PMSG [34]. For the 
sake of comparison, both the existing and new 1.5 MW systems have the rated 
speed of 19.65 rpm, and the same generator airgap of 0.6 mm. Also, the line-to-line 
voltage of the new generator is 450 V, while the existing generator line-to-line volt-
age is 770 V, see Table 1.

Figure 3 shows the cross-sectional view of the new generator, including the sta-
tor slot and tooth dimensions in details. Moreover, the insulation thickness in each 
slot is 3.5 mm. The overall slot-fill is about 62%. Also, the rotor shaft bore diameter 
is 700 mm. The stator bore diameter is 3500 mm, the stator length is 600 mm, and 
the airgap length,   l  g   , is 0.6 mm. The PM material is sintered Neodymium Iron Boron 
(NdFeB) with the maximum residual flux density of   B  r   =  1.2 T, and maximum 
coercive force of  24 k Oersted  (i.e.   H  c   = 1910 kA/m). The permanent magnet pole 
dimension is as  260 × 100  mm   2   with a pole arc to pole pitch ratio of 0.8. Figure 4 
demonstrates the electromagnetic flux and the flux density distribution over the 
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Figure 3. 
Cross sectional view of the new design 1.5 MW PMSG.

PMSG at 1  p . u.  load. As can be seen in Figure 4, the generator is not saturated at 
rated load. The maximum flux density is observed at the stator tooth, and the maxi-
mum airgap flux density measured using FE computations is about 1.15 T. Using 
circuit simulation for the new design,  ~ 20 mH is needed to keep the dc-link current 
in CCM for different load levels.

3.2 Generator parameter comparison

In this subsection, the designed PMSG is compared with an existing 1.5 MW PM 
generator for DDWT [34]. Table 2 shows the differences between the new and 
existing design parameters. In order to compare the two generators, the existing 
generator design is duplicated using the FE software. The design parameters for 
the existing generator are obtained from [34]. The comparison of the generator 
no-load line-to-line voltage, and the flux linkage with respect to rotor electrical 
position is presented in Figure 5. The no-load line-to-line voltage waveforms are 
shown in Figure 5(a). The flux linkage of phase-A of the generator versus the rotor 
electrical position is presented in Figure 5(b). As can be seen in Figure 5(b) that 
there is minimal distortion in the flux linkage, and it is sinusoidal for the genera-
tor designed. Furthermore, Figure 5(b) shows that the flux linkage is higher for 
the new design than the existing generator, as the new design has higher per phase 
inductance than that of the existing generator. It should be noted that even though 
the flux is higher in the new generator design, the maximum flux density is less 
than that permissible for the core, i.e. 1.2 T. As shown in Table 2, the number of 

Parameter Existing generator Designed (new) generator

Power rating 1.5 MW 1.5 MW

Speed 19.65 rpm 19.65 rpm

Air gap length 0.6 mm 0.6 mm

Line-to-line voltage 770 V 450 V

Table 1. 
The existing and new generator input parameters.
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poles in the existing generator is 78 which has been reduced to less than half in the 
new design to 32 poles. Also, each pole volume is 600 × 260 × 100 mm3 in the new 
design, whereas, in the existing PMSG, each pole volume is 500 × 142 × 100 mm3. 
Thus, the total permanent magnet material is reduced by 9.8% in the new design. 
The reduction in the permanent magnet material reduces the dependency on the 
imported and highly unstable market of NdFeB materials.

The FE measured linear current density for the new design is 36.6 kA/m at the 
pole surface, as shown in Table 2, while the NdFeB coercive force is 1910 kA/m. In 
Table 3, the demagnetization of PM poles is computed for different output power 
factors and the results are presented. The computation of demagnetization is done 
using the MagneForce FE software. The software calculates the total flux with 

Figure 4. 
Flux and flux density distribution (T) over the cross-section of the designed PMSG at full load.

Parameter Existing generator Designed (new) generator

No. of poles,  p 78 32

Airgap flux density,   B  max   1.01 T 1.15 T

Winding current density,  J 4 A/mm2 6 A/mm2

Linear current density 31.08 kA/m 36.60 kA/m

Stator winding factor,   k  w   0.942 0.951

Stator q-axis inductance,   L  q   12.20 mH 20.16 mH

Stator d-axis inductance,   L  d   12.19 mH 20.11 mH

Stator inner diameter 4462 mm 3500 mm

Stack length 500 mm 600 mm

Number of slots 234 96

Winding turns per phase 56 30

Copper weight 384.4 kg 401.3 kg

Core weight (stator) 21,552 kg 19,429 kg

Rotor weight 40,990 kg 35,870 kg

Table 2. 
Comparison of the designed vs. existing generator.
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Figure 3. 
Cross sectional view of the new design 1.5 MW PMSG.

PMSG at 1  p . u.  load. As can be seen in Figure 4, the generator is not saturated at 
rated load. The maximum flux density is observed at the stator tooth, and the maxi-
mum airgap flux density measured using FE computations is about 1.15 T. Using 
circuit simulation for the new design,  ~ 20 mH is needed to keep the dc-link current 
in CCM for different load levels.

3.2 Generator parameter comparison

In this subsection, the designed PMSG is compared with an existing 1.5 MW PM 
generator for DDWT [34]. Table 2 shows the differences between the new and 
existing design parameters. In order to compare the two generators, the existing 
generator design is duplicated using the FE software. The design parameters for 
the existing generator are obtained from [34]. The comparison of the generator 
no-load line-to-line voltage, and the flux linkage with respect to rotor electrical 
position is presented in Figure 5. The no-load line-to-line voltage waveforms are 
shown in Figure 5(a). The flux linkage of phase-A of the generator versus the rotor 
electrical position is presented in Figure 5(b). As can be seen in Figure 5(b) that 
there is minimal distortion in the flux linkage, and it is sinusoidal for the genera-
tor designed. Furthermore, Figure 5(b) shows that the flux linkage is higher for 
the new design than the existing generator, as the new design has higher per phase 
inductance than that of the existing generator. It should be noted that even though 
the flux is higher in the new generator design, the maximum flux density is less 
than that permissible for the core, i.e. 1.2 T. As shown in Table 2, the number of 
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Speed 19.65 rpm 19.65 rpm

Air gap length 0.6 mm 0.6 mm

Line-to-line voltage 770 V 450 V

Table 1. 
The existing and new generator input parameters.
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poles in the existing generator is 78 which has been reduced to less than half in the 
new design to 32 poles. Also, each pole volume is 600 × 260 × 100 mm3 in the new 
design, whereas, in the existing PMSG, each pole volume is 500 × 142 × 100 mm3. 
Thus, the total permanent magnet material is reduced by 9.8% in the new design. 
The reduction in the permanent magnet material reduces the dependency on the 
imported and highly unstable market of NdFeB materials.

The FE measured linear current density for the new design is 36.6 kA/m at the 
pole surface, as shown in Table 2, while the NdFeB coercive force is 1910 kA/m. In 
Table 3, the demagnetization of PM poles is computed for different output power 
factors and the results are presented. The computation of demagnetization is done 
using the MagneForce FE software. The software calculates the total flux with 

Figure 4. 
Flux and flux density distribution (T) over the cross-section of the designed PMSG at full load.

Parameter Existing generator Designed (new) generator

No. of poles,  p 78 32

Airgap flux density,   B  max   1.01 T 1.15 T

Winding current density,  J 4 A/mm2 6 A/mm2

Linear current density 31.08 kA/m 36.60 kA/m

Stator winding factor,   k  w   0.942 0.951

Stator q-axis inductance,   L  q   12.20 mH 20.16 mH

Stator d-axis inductance,   L  d   12.19 mH 20.11 mH

Stator inner diameter 4462 mm 3500 mm

Stack length 500 mm 600 mm

Number of slots 234 96

Winding turns per phase 56 30

Copper weight 384.4 kg 401.3 kg

Core weight (stator) 21,552 kg 19,429 kg

Rotor weight 40,990 kg 35,870 kg

Table 2. 
Comparison of the designed vs. existing generator.
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virgin (non-demagnetized) magnets. It then runs the simulation and keeps track 
of the worst demagnetization that each element within the rotor pole experiences 
throughout a complete ac cycle. The FE software uses the demagnetized elements to 
re-construct the magnet, and then, calculates the total flux from this demagnetized 
magnet. Finally, the software calculates the percentage drop in total flux from the 
virgin magnets to the demagnetized magnets and reports the difference as the 
amount of demagnetization. It should be noted that the demagnetization analysis 
is based on loading of the generators and total flux drop, and it does not take into 
account the thermal models for the generators.

A normalized comparison of the copper and core losses, rotor and stator weights, 
and the volume of the two generators is presented in Figure 6. In Table 4, the effi-
ciency, as well as core and copper losses, are provided for different power factors 
and a constant apparent power, i.e.  S = 1 p.u. The base values for the per-unit (p.u.) 
calculations are   S  base   = 1.5 MVA, and   V  base   = 690 V. As can be observed, the copper loss in 
the new generator increases. This is due to the higher current level in the low-voltage 
generator. Although the new design has lower number of turns in the generator 
winding – lower overall stator resistance – the line current is higher, which results in 
higher copper loss in the new low voltage generator. Nevertheless, the core loss for the 
designed low voltage generator decreases by about 9.5%. This reduction in the core 
loss in the new designed generator is due to the reduction in the number of poles in the 
new designed generator, which results in a substantial decrease in the generator output 
voltage and frequency, see Table 2. It can be observed that the generator efficiency is 
not compromised with full load efficiency of the new and existing generator being 
94.4 and 93.8%, respectively, while the stator and rotor dimensions are significantly 
decreased. The no-load core-losses for the existing and new generator designs are 
computed to be 0.040 p.u. and 0.0351 p.u., respectively. The change in core losses from 
no-load to full load can be attributed to the armature reaction, see Table 4. It should 
be noted that the losses and efficiency data presented in in Table 4, and Figure 6 are 
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Figure 5. 
Generator (a) line-to-line voltage, and (b) phase flux linkage vs. rotor electrical position obtained through FE 
computations for the existing and new design of the generators.

 pf =  0.95 0.85 0.75

Demagnetization (%)

Existing design 0.080 0.075 0.078

New design 0.084 0.080 0.081

Table 3. 
Percent demagnetization of pm poles for varying output power factor and s = 1 p.u. using FE computations.
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obtained using the FE models of the PMSGs. A comparison of the rotor and stator 
weights, respectively, for the two generators is presented in Figure 6. The rotor weight 
is the cumulative weight of the NdFeB PM poles and the rotor core. Similarly, the stator 
weight presented in the combined weight of the armature windings and the stator 
core. The stator and rotor weight reductions for the new generator are  ~ 9.4 and 12.5%, 
respectively. Additionally, the overall volume of the new generator is reduced by  ~ 
2.79% than the existing design. It can be observed that the decrease in the stator diam-
eter (which is about 10%) does not render to a comparable reduction in the overall vol-
ume of the new generator. This is due to the higher stack length of the new generator. 
The designed generator has a stack length to diameter   (l / D)   ratio of 0.13 as compared 
to the existing generator design with  l / D  ratio of 0.11. The decrease in the generator 
volume and weight along with the elimination the failure prone dc-bus capacitor and 
circumventing the dc-link inductor needed in CSIs will further render into decreased 
capital cost of the overall system. The simulation and experimental results evaluating 
and validating the performance of the proposed topology of the DDWT are presented 
in the following sections.

4. System controls

In this section, first, the control technique implemented for the developed topol-
ogy is briefly explained. The developed system is controlled with generator side VSC 
being modulated for power transfer to the grid and the boost inverter modulated to 
stabilize the input dc-voltage.

Figure 6. 
Comparison of normalized (a) copper loss, (b) core loss, (c) stator diameter, (d) rotor weight, (e) stator 
weight, and (f) volume of the existing and designed PM generator for DDWT using FE computation.

 pf = 0.95 0.85 0.75

Copper Loss ( p . u. ) Existing 0.0245 0.0245 0.0250

New 0.0268 0.0269 0.0278

Core Loss ( p . u. ) Existing 0.0405 0.0405 0.0405

New 0.0353 0.0354 0.0354

Efficiency (%) Existing 93.50 93.49 93.45

New 93.79 93.77 93.68

Table 4. 
Core loss, copper loss, and efficiency for varying output power factor and S = 1 p.u. using FE computations.
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obtained using the FE models of the PMSGs. A comparison of the rotor and stator 
weights, respectively, for the two generators is presented in Figure 6. The rotor weight 
is the cumulative weight of the NdFeB PM poles and the rotor core. Similarly, the stator 
weight presented in the combined weight of the armature windings and the stator 
core. The stator and rotor weight reductions for the new generator are  ~ 9.4 and 12.5%, 
respectively. Additionally, the overall volume of the new generator is reduced by  ~ 
2.79% than the existing design. It can be observed that the decrease in the stator diam-
eter (which is about 10%) does not render to a comparable reduction in the overall vol-
ume of the new generator. This is due to the higher stack length of the new generator. 
The designed generator has a stack length to diameter   (l / D)   ratio of 0.13 as compared 
to the existing generator design with  l / D  ratio of 0.11. The decrease in the generator 
volume and weight along with the elimination the failure prone dc-bus capacitor and 
circumventing the dc-link inductor needed in CSIs will further render into decreased 
capital cost of the overall system. The simulation and experimental results evaluating 
and validating the performance of the proposed topology of the DDWT are presented 
in the following sections.

4. System controls

In this section, first, the control technique implemented for the developed topol-
ogy is briefly explained. The developed system is controlled with generator side VSC 
being modulated for power transfer to the grid and the boost inverter modulated to 
stabilize the input dc-voltage.
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Comparison of normalized (a) copper loss, (b) core loss, (c) stator diameter, (d) rotor weight, (e) stator 
weight, and (f) volume of the existing and designed PM generator for DDWT using FE computation.
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New 0.0268 0.0269 0.0278

Core Loss ( p . u. ) Existing 0.0405 0.0405 0.0405
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Core loss, copper loss, and efficiency for varying output power factor and S = 1 p.u. using FE computations.
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Figure 7. 
Block diagram of controller for the VSC [26].

Figure 8. 
Block diagram of controller for the single-stage boost inverter [26].

The power electronics interface proposed for the DDWT drivetrain is controlled 
to regulate the power injected to the grid and to maintain the average dc-side 
voltage. The generator side VSC is modulated to inject desired power to the dc-side. 
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Figure 7 shows the block diagram of the controller for VSC. The generator line-to-
line voltages and dc-side voltage and current are the measured feedback received 
by this controller. The ac side signals are then converted to the  dqo  reference frame. 
The desired active power on the grid side,   P   ∗   is compared to the measured power 
on the dc side. The error is then mitigated by using a Proportional-Integral (PI) 
controller which then generates the desired  q -axis converter voltage,   V  q  VSC∗  . The 
generated  q - axis voltage and the measured  d -axis voltages serve as base to generate 
the switching signal for the VSC. The controller is equipped with one of the existing 
MPPT techniques, e.g.   P   ∗  =  K  opt    ω  R  3   , [36, 37].

Figure 8 shows the block diagram of the controller for the boost CSI. The con-
trols for this converter help regulate the dc-side voltage and to modulate the reactive 
power injected into the grid. Thus, the controller for the VSC helps modulate the 
active power injected into the grid and the controller for the boost CSI modulates the 
reactive power into the grid. The inputs to the boost CSI controller are the measured 
grid-side line-to-line voltages, line currents and dc-side. The three-phase signals 
are converted to the  dqo  reference frame. The  dqo  quantities are used to compute 
the reactive power injected to the grid, which is compared to the reference reactive 
power. The error is then mitigated using a PI controller which generates the refer-
ence angle,  θ  for the boost inverter. Similarly, the dc-side voltage,   V  dc    (where,  V  dc   =  
〈 v  dc  〉 )   is compared to the desired dc-side voltage,   V  dc  ∗    and a PI controller is used 
to generate the modulation index,  D  for the implementing the PPWM switching 
technique [26]. The details on the PPWM technique has been provided in [29–31].

5. Simulation results

This section presents the simulation results for the evaluation of the feasibil-
ity and performance of the developed topology of the DDWT. The software 
platform used for these evaluations is MATLAB/Simulink environment using 
SimPowerSystems toolbox. The simulated system uses the FE design of the genera-
tor as presented in Section 3. The switching frequency of 6 kHz is used for both the 
VSC and the boost CSI. The switching methodology for the VSC is the Sine PWM 
(SPWM) technique while the boost CSI employs the PPWM switching technique 
[29, 30]. As described in the previous section, the VSC controller modulates the 
active power transfer injected into the grid and the boost CSI controller regulates 
the dc-side voltage and controls the reactive power injected into the grid. A detailed 
discussion on these controllers and their performance is presented in [26]. The 
output filter parameters for the boost CSI are   C  f   = 20 μF  and   L  f   = 5 mH. 

The quality of the output waveforms of the proposed system is demonstrated in 
Figures 9 and 10. Figure 10 presents the steady-state waveforms of generator line-
to-line voltage and line current when the generator speed is 18.75 rpm. The power 
converters were modulated to inject 1 MW (0.67 p.u.) P into the grid at unity power 
factor (UPF). The boost CSI controller was regulating the dc-side voltage at   500 V . 
Figure 10(a) and (b) show that the THD of the generator output line current is  ~ 1.2%, 
which further ensures less harmonics transferred to the generator side and eliminates 
the low-frequency torque ripple on the generator shaft. Figure 9 presents the wave-
forms of the boost CSI output line-to-line voltage at the point of common coupling, 
and line current injected into the grid. The grid line current THD is computed to be 
~3.3%, which is complaint of the IEEE 1547–2018 interconnection standards [38].

Figure 11 presents the dynamic behavior of the proposed DDWT system. The 
generator speed, three-phase line-to-line voltage waveforms at the point of common 
coupling (PCC), three-phase generator line current waveforms, and the dc-side cur-
rent are shown in Figure 11. The first event occurs at  t = 1s , when the generator speed 
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Figure 8. 
Block diagram of controller for the single-stage boost inverter [26].
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Figure 7 shows the block diagram of the controller for VSC. The generator line-to-
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by this controller. The ac side signals are then converted to the  dqo  reference frame. 
The desired active power on the grid side,   P   ∗   is compared to the measured power 
on the dc side. The error is then mitigated by using a Proportional-Integral (PI) 
controller which then generates the desired  q -axis converter voltage,   V  q  VSC∗  . The 
generated  q - axis voltage and the measured  d -axis voltages serve as base to generate 
the switching signal for the VSC. The controller is equipped with one of the existing 
MPPT techniques, e.g.   P   ∗  =  K  opt    ω  R  3   , [36, 37].

Figure 8 shows the block diagram of the controller for the boost CSI. The con-
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power injected into the grid. Thus, the controller for the VSC helps modulate the 
active power injected into the grid and the controller for the boost CSI modulates the 
reactive power into the grid. The inputs to the boost CSI controller are the measured 
grid-side line-to-line voltages, line currents and dc-side. The three-phase signals 
are converted to the  dqo  reference frame. The  dqo  quantities are used to compute 
the reactive power injected to the grid, which is compared to the reference reactive 
power. The error is then mitigated using a PI controller which generates the refer-
ence angle,  θ  for the boost inverter. Similarly, the dc-side voltage,   V  dc    (where,  V  dc   =  
〈 v  dc  〉 )   is compared to the desired dc-side voltage,   V  dc  ∗    and a PI controller is used 
to generate the modulation index,  D  for the implementing the PPWM switching 
technique [26]. The details on the PPWM technique has been provided in [29–31].

5. Simulation results

This section presents the simulation results for the evaluation of the feasibil-
ity and performance of the developed topology of the DDWT. The software 
platform used for these evaluations is MATLAB/Simulink environment using 
SimPowerSystems toolbox. The simulated system uses the FE design of the genera-
tor as presented in Section 3. The switching frequency of 6 kHz is used for both the 
VSC and the boost CSI. The switching methodology for the VSC is the Sine PWM 
(SPWM) technique while the boost CSI employs the PPWM switching technique 
[29, 30]. As described in the previous section, the VSC controller modulates the 
active power transfer injected into the grid and the boost CSI controller regulates 
the dc-side voltage and controls the reactive power injected into the grid. A detailed 
discussion on these controllers and their performance is presented in [26]. The 
output filter parameters for the boost CSI are   C  f   = 20 μF  and   L  f   = 5 mH. 

The quality of the output waveforms of the proposed system is demonstrated in 
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converters were modulated to inject 1 MW (0.67 p.u.) P into the grid at unity power 
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Figure 9. 
Simulated results of inverter output (a) line current waveform, (b) line current FFT analysis, (c) line- 
to-line voltage waveform, and (d) line-to-line voltage FFT analysis for grid-tied system the generator speed is 
18.75 rpm and the system is injecting 0.67p.u. Active power into the grid [35].
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Figure 10. 
Simulated results of generator output (a) line current waveform, (b) line current FFT analysis, (c) line-to-line 
voltage waveform, and (c) line-to-line voltage FFT analysis, for grid-tied system when the generator speed is 
18.75 rpm and it is supplying [35].
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Figure 11. 
Plot of (a)PMSG speed, (b) three-phase line-to-line voltage at the PCC, (c) three-phase generator line current, 
and (d) dc-side current showing system behavior for varying wind speed and three-phase low-voltage fault at 
the grid [35].

Figure 12. 
Laboratory scale 1.5 kW, setup for the proposed DDWT topology [35].



Rotating Machinery

54

(a)

0 20 40 60 80 100

I L
o

u
t (p

.u
.)

-1.5

0

1.5

(b)

200 400 600 800 1000

| F
FT

 (I
L

o
u

t) |
 (%

)

0

2.5

5

(c)
Time (ms)

0 20 40 60 80 100

V
L

L
o

u
t (p

.u
.)

-2

0

2

(d)
Frequency (Hz)

200 400 600 800 1000

| F
FT

 (V
L

L
o

u
t) |

 (%
)

0

2.5

5

Figure 9. 
Simulated results of inverter output (a) line current waveform, (b) line current FFT analysis, (c) line- 
to-line voltage waveform, and (d) line-to-line voltage FFT analysis for grid-tied system the generator speed is 
18.75 rpm and the system is injecting 0.67p.u. Active power into the grid [35].
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Figure 10. 
Simulated results of generator output (a) line current waveform, (b) line current FFT analysis, (c) line-to-line 
voltage waveform, and (c) line-to-line voltage FFT analysis, for grid-tied system when the generator speed is 
18.75 rpm and it is supplying [35].
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Figure 11. 
Plot of (a)PMSG speed, (b) three-phase line-to-line voltage at the PCC, (c) three-phase generator line current, 
and (d) dc-side current showing system behavior for varying wind speed and three-phase low-voltage fault at 
the grid [35].

Figure 12. 
Laboratory scale 1.5 kW, setup for the proposed DDWT topology [35].
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Figure 13. 
Experimentally obtained waveforms of the (a) generator line current, (b) generator line-to-line voltage, (c) 
load line current, and (d) load line-to-line voltage when the generator is rotating at 450 rpm (30 Hz), the 
output is regulated at 208 V, and the generator side converter is a diode bridge rectifier [35].

changes gradually from 7.5 rpm to 19.65 rpm. The sudden speed changes shown in 
Figure 11 are not realistic and is just used as a case to evaluate the robustness of the 
system controls. Figure 11(c) and (d) show that the system easily tracks the maxi-
mum available wind power. The fault ride-through capability of the system is also 
evaluated. This is done by simulating a three-phase low-voltage fault on the inverter 
terminals at  t = 2 s , where the grid voltage decreases by 35% and the fault is cleared 
after  0.5s  [39]. The developed system rides-through this low-voltage seamlessly and 
starts normal operation again in  ~0.38s  after the clearing of the fault.

6. Experimental evaluation results

The feasibility of the developed DDWT topology is evaluated using experi-
mental results from 1.5 kW, 240VLL laboratory scale prototype, in this section (see 
Figure 12). In this setup, a motor-drive system is used as the wind turbine emulator 
that runs a commercially available PMSG, which feeds a three-phase 50 Ω  resistive 
load through the proposed back-to-back converter and a CL filter. The filter values 
are   C  f   =  20  μ F and   L  f   =  5 mH, when   f  s   =  6 kHz for the boost CSI. For the first test case 
to evaluate if the generator synchronous inductance can be utilized in place of the 
dc-link inductor, a diode bridge rectifier is used as the generator side. The wave-
forms of the generator line current, generator line-to-line voltage, load line current, 
and load line-to-line voltage are shown in Figure 13. The PMSG produces rms 
line-to-line voltage of 45 V at 30 Hz. This is boosted to an output load line-to-line 
voltage of 208 V at 60 Hz by the boost CSI. The generator current and load current 
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THDs are measured to be 33.1 and 3.0%, respectively. For the next test case, the 
generator side converter employed is a VSC. Figure 14 shows the waveforms of the 
same quantities for this test case. The switching frequency for the VSC is   f  s   =  25 kHz. 
The average dc side voltage was maintained at 70 V. The generator current and load 
current THDs are measured to be 2.9 and 2.8%, respectively The evaluation results 
presented in Figures 13 and 14 demonstrate the capability of the developed systems 
to utilize the generator synchronous inductance, while still maintain the quality of 
the system output.

7. Conclusion

In this chapter, an inductorless generator-converter topology has been presented 
for DDWTs. This paper also presents a new topology of power electronics interface 
for the DDWTs. The grid side VSC used in a conventional DDWT has been replaced 
by a boost CSI. The dc-link inductor inherently required in a CSI topology has been 
eliminated by using the synchronous inductance of the PMSG. This topology has 
further facilitated the elimination of vulnerable dc-bus electrolytic capacitors, 
thereby increasing the overall system reliability. Furthermore, less frequent failures 
of the capacitors will lead to increase in system availability, resulting in substantial 
decrease in the maintenance costs. In this chapter, FE analysis is used to design 
and evaluated a 1.5 MW generator for the proposed system. The FE analysis is also 
used to compare the designed and an actual generator. The advantages of using the 
proposed topology have been demonstrated through reduction in generator weight, 

Figure 14. 
Experimentally obtained waveforms of the (a) generator line current, (b) generator line-to-line voltage,  
(c) load line current, and (d) load line-to-line voltage when the generator is rotating at 450 rpm (30 Hz) and 
the output is regulated at 208 V with the generator side converter as VSC [35].
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Figure 13. 
Experimentally obtained waveforms of the (a) generator line current, (b) generator line-to-line voltage, (c) 
load line current, and (d) load line-to-line voltage when the generator is rotating at 450 rpm (30 Hz), the 
output is regulated at 208 V, and the generator side converter is a diode bridge rectifier [35].
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are   C  f   =  20  μ F and   L  f   =  5 mH, when   f  s   =  6 kHz for the boost CSI. For the first test case 
to evaluate if the generator synchronous inductance can be utilized in place of the 
dc-link inductor, a diode bridge rectifier is used as the generator side. The wave-
forms of the generator line current, generator line-to-line voltage, load line current, 
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volume, and amount of PM material. The controls for the proposed system have 
also been discussed in this chapter. The feasibility and performance of the proposed 
DDWT system has been validated through simulation results and experimental 
results from a laboratory scale prototype, in this chapter.
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Chapter 5

Methodology for Abrasive Wear
Evaluation in Elevator Stage
Centrifugal Pump Impellers
Rodrigo O.P. Serrano, José G. do V. Moreira,
Ana L.P. de Castro, Maria A. Pinto, Edna M. de F. Viana
and Carlos B. Martinez

Abstract

The abrasion resistance of the impellers depends on the characteristics of the
materials used in their manufacture. In this work, a methodology is proposed for
the evaluation of the abrasive wear of the plates of the centrifugal pump impellers,
used in the gross water infrastructure station (GWIS) of sedimentary rivers, due to
the sediment load variation and the river fluviometric dimension. In order to deter-
mine the wear mode and the relationship of the material-specific wear coefficient
(K), due to the sediment concentration, a rotating ball abrasometer test was
performed on SAE 8620, gray cast iron (GCI), and nodular cast iron (NCI), used in
the manufacture of impellers. As an abrasive suspension, the concentrations of 1, 2,
3, 5, and 10 g L�1 of sediment were used in distilled water. The wear volume as a
function of the relative velocity of the mixture in relation to the impeller blades was
estimated mathematically. The results show that: i) The abrasive capacity of the
sediments in different concentrations; ii) SAE 8620 steel was more resistant to
abrasive wear; and iii) the rotational control of the pump as a function of sediment
concentration and river level showed the possibility of reducing wear by 30%.

Keywords: abrasive wear, microabrasion, sediment concentration, hydroabrasion,
pumping system

1. Introduction

Gross water elevation stations (GWES), installed in rivers of sedimentary
basins, suffer from impeller wear due to the abrasive drag of the sediment load that
descends through rivers throughout the year. To understand this process, we
analyzed the abrasive wear caused by the sediments in three metal alloys used in the
manufacture of centrifugal pump impellers for QWES.

In this study, the sediment concentration variation from 38 to 840 mg L�1 of
Acre River was considered [1]. In recent work, in which the particle size of the
particles pumped by GWES was analyzed, a higher concentration of particles was
found between 50 and 100 μm [2].
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abrasive wear; and iii) the rotational control of the pump as a function of sediment
concentration and river level showed the possibility of reducing wear by 30%.
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1. Introduction

Gross water elevation stations (GWES), installed in rivers of sedimentary
basins, suffer from impeller wear due to the abrasive drag of the sediment load that
descends through rivers throughout the year. To understand this process, we
analyzed the abrasive wear caused by the sediments in three metal alloys used in the
manufacture of centrifugal pump impellers for QWES.

In this study, the sediment concentration variation from 38 to 840 mg L�1 of
Acre River was considered [1]. In recent work, in which the particle size of the
particles pumped by GWES was analyzed, a higher concentration of particles was
found between 50 and 100 μm [2].
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The abrasive effects of the sediments may cause furrows on the surfaces of the
impellers due to the impact of the particles, increasing the distortion of the grooves
due to the increase of the particle diameter [3].

In view of these issues, it was necessary to study the regions of greatest vulner-
ability to wear, as well as to analyze the evolution of the wear, due to the variation
of the sediment concentration at the time, the speed of rotation, variation of the
head (ΔH) and of the material used in the manufacture of the rotors.

2. Abrasive wear mechanism

The mechanisms of abrasive wear are part of the tribological studies that study
the interactions of surfaces in relative movement [4]. Such interaction takes into
account friction, wear, and lubrication, in view of the economic, scientific, and
technological interest in minimizing wear and tear (Figure 1).

The relationship of friction and wear will depend on the properties and shape of
the surface of the material, as well as on the characteristics of the abrasive agent
such as the size, shape, and hardness of the particles [5].

According to ASTM G40 [6], wear is the progressive loss of matter from the
surface of a solid body due to contact and relative movement with another solid,
liquid, or gaseous body. The standard DIN 50320 [7] presents a similar definition
and highlights four types of wear mechanisms, among which the abrasive wear
(Figure 2).

The abrasive wear volume can be calculated by the equation given by Archard
and Hirst [8], which is directly proportional to the normal load and the relative

Figure 1.
Flowchart of the interaction of abrasion, wear, and lubrication in the tribological study.

Figure 2.
Mechanism of abrasive wear on impeller blades of centrifugal pumps.
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movement distance and inversely proportional to the hardness of the material
(Eq. 1).

Vw ¼ k
Hm

∙ FN ∙ S (1)

Wear can also be determined by trials in tribosystems, where parameters such
as surface properties, chemical composition of the material, slip distance, velocity, and
applied load are considered for a better understanding of the wearmechanisms [9, 10].

In pumping systems, wear is the result of the friction that occurs between the
continuous water stream and the surface of the impeller blades, in a purely
mechanical process [11], classified as hydroabrasive wear.

On the surface of the impeller blades, the microcut can occur due to the multiple
impacts of the abrasive particles, being evident that the surface wear intensity
depends mainly on the kinetic energy of the particles carried by the flow [12].

3. Methodology

Considering that there are several manufacturers and models of pumps that can
work in GWES and the difficulties of acquiring the projects of the appropriate
manufacturers, it was decided to carry out this study based on a project impeller. In
order to do so, the algorithms developed by Palomino [13], which correlate the main
design characteristics of a centrifugal pump impeller, as a function of flow rate (Q),
manometric height (H), and rotation of the motor pump system, that is, as a
function of the specific rotation (nq), given by Eq. (2).

nq ¼ 3:65
n

ffiffiffiffi
Q

p

H3=4 (2)

This algorithm takes into account the sequence proposed in Chapters 4–6, 8, and
10–12 of the book by Macintyre [14], allowing for a quick determination of an
impeller designs (Eq. 3–29).

Estimate of hydraulic yield εð Þ, ε ¼ 1� 0:8ffiffiffiffiffiffiffiffiffiffiffi
Qgpm

4
q (3)

Driving power Ncvð Þ, Ncv ¼ 1000 QH
75ηt

(4)

Shaft diameter deið Þ, dei ¼ 12

ffiffiffiffiffiffiffiffi
Ncv

n
3

r
(5)

Shaft diameter—corrected deicorrð Þ, deicorr ¼ 1:15 deið Þ (6)

Core diameter dnð Þ, dn ¼ deicorr þ 2 5 to 15 mmð Þð Þ (7)

Average speed at the impeller inlet v01ð Þ, ν01 ¼ kν01
ffiffiffiffiffiffiffiffiffi
2gH

p
(8)

Diameter of the impeller inlet port d01
� �

, d01 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4Q 0

πν01
þ dnð Þ2

s
(9)

Southern speed at impeller inlet ʋm1ð Þ, vm1 ¼ kvm1
ffiffiffiffiffiffiffiffiffi
2gH

p
(10)

Peripheral speed at the leading edge u1ð Þ, u1 ¼ πdm1n
60

(11)

67

Methodology for Abrasive Wear Evaluation in Elevator Stage Centrifugal Pump Impellers
DOI: http://dx.doi.org/10.5772/intechopen.83794



The abrasive effects of the sediments may cause furrows on the surfaces of the
impellers due to the impact of the particles, increasing the distortion of the grooves
due to the increase of the particle diameter [3].

In view of these issues, it was necessary to study the regions of greatest vulner-
ability to wear, as well as to analyze the evolution of the wear, due to the variation
of the sediment concentration at the time, the speed of rotation, variation of the
head (ΔH) and of the material used in the manufacture of the rotors.

2. Abrasive wear mechanism

The mechanisms of abrasive wear are part of the tribological studies that study
the interactions of surfaces in relative movement [4]. Such interaction takes into
account friction, wear, and lubrication, in view of the economic, scientific, and
technological interest in minimizing wear and tear (Figure 1).

The relationship of friction and wear will depend on the properties and shape of
the surface of the material, as well as on the characteristics of the abrasive agent
such as the size, shape, and hardness of the particles [5].

According to ASTM G40 [6], wear is the progressive loss of matter from the
surface of a solid body due to contact and relative movement with another solid,
liquid, or gaseous body. The standard DIN 50320 [7] presents a similar definition
and highlights four types of wear mechanisms, among which the abrasive wear
(Figure 2).

The abrasive wear volume can be calculated by the equation given by Archard
and Hirst [8], which is directly proportional to the normal load and the relative

Figure 1.
Flowchart of the interaction of abrasion, wear, and lubrication in the tribological study.

Figure 2.
Mechanism of abrasive wear on impeller blades of centrifugal pumps.

66

Rotating Machinery

movement distance and inversely proportional to the hardness of the material
(Eq. 1).

Vw ¼ k
Hm

∙ FN ∙ S (1)

Wear can also be determined by trials in tribosystems, where parameters such
as surface properties, chemical composition of the material, slip distance, velocity, and
applied load are considered for a better understanding of the wearmechanisms [9, 10].

In pumping systems, wear is the result of the friction that occurs between the
continuous water stream and the surface of the impeller blades, in a purely
mechanical process [11], classified as hydroabrasive wear.
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Shovel inclination angle β1 at the impeller inlet, tan β1 ¼
vm1

u1
(12)

Number of blades Zð Þ, Z ¼ 6, 5
d2 þ dm1

d2 � dm1

� �
sen

β1 þ β2
2

� �
(13)

Circumferential pitch between the blades at the impeller inlet t1ð Þ, t1 ¼ πdm1

Z
(14)

Obstruction due to the blade thickness at the impeller inlet σð Þ, σ1 ¼ S1
Senβ1

(15)

Coefficient of contraction ϒ 1ð Þ, 1
γ1

¼ t1
t1 � σ1

(16)

Width at the blade entrance b1ð Þ, considering σ1, b1 ¼ Q 0

vm1 πdm1 � Zσ1ð Þ (17)

Peripheral speed at output u2ð Þ, u2 ¼ ku2
ffiffiffiffiffiffiffiffiffi
2gH

p
(18)

Impeller output diameter d2ð Þ, d2 ¼ 60 u2
πn

(19)

Desired height Heð Þ for ε ¼ 0:87, He ¼ H
ε

(20)

Lifting height H0eð Þ, adopting : ψ from 1:1 to 1:2, H0e ¼ He 1þ 8
3
� ψ

Z

� �
(21)

Southern speed at the impeller outlet vm2ð Þ, vm2 ¼ kνm2
ffiffiffiffiffiffiffiffiffi
2gH

p
(22)

Peripheral speed at impeller outlet u2 corrð Þ
� �

, u2 corrð Þ ¼ vm2

2 tan β2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vm2

2
1

tan β2
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þ gH0
2

s

(23)

Reed output diameter of impeller d2 retð Þ
� �

, d2 retð Þ ¼
60 u2 corrð Þ

πn
(24)

Circumferential pitch between blades t2ð Þ, t2 ¼
πd2 retð Þ

Z
(25)

Impeller blade thickness S1 ¼ S2ð Þ 3 to 4 mm se : d2 < 30 cm; ou;

5 to 7 mm se : 30cm> d2 > 50cm
(26)

Obstruction due to blade thickness at outlet σ2ð Þ, σ2 ¼ S2
Senβ2

(27)

Coefficient of contraction ϒ2ð Þ, γ2 ¼
t2 � σ2

t2
(28)

Rectified blade width b2 retð Þ
� �

, b2 retð Þ ¼ Q 0

πd2 retð Þvm2γ2
(29)

To better demonstrate, it is important to understand the velocity triangles con-
sidered in the pumping process [13, 14]. Carvalho [15] reports that knowing these
speeds is critical to any flow machine design (hydraulic turbines, gas turbines, fans,
rotary compressors, hydraulic pumps, etc.).

Finally, the algorithm provides the constructive characteristics that were used to
calculate the forces acting on the impeller blades. Based on the rotation variation of
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the impeller of 100, 95, 90, 85, and 80%, maintaining the specific rotation (nq) and
flow (Q) constant, it was possible to calculate the variation of the rotation of the
impeller [9].

3.1 Determination of forces on impeller blades

Based on the constructive characteristics of the impeller, the length of the blade
was determined, which, in turn, was divided into five sections to determine the
acting forces (Figure 3).

Based on the velocity fields that occur in each section of the impeller blade, the
abrasive drag forces occurring on the blade surface were determined. According to
Fox [16], drag is the component of force on a body that acts parallel to the direction
of relative motion and can be written as presented in Eq. (30).

FD ¼ CdρV2A
2

(30)

Considering that the flow is initially laminar and in the course of the flow area, it
becomes turbulent, the drag coefficient can be calculated by Eq. (31).

CD ¼ 0:0742

Re 0:2ð Þ �
1740
Re

(31)

Fox [16] also reports that in the case of “5 � 105 < Re < 109”, the same
adjustment performed in Eq. (31) can be applied to Eq. (32) given by Schlichting in
1979, obtaining Eq. (33):

CD ¼ 0:455

logReð Þ2:58 (32)

Staying like this:

CD ¼ 0:455

logReð Þ2:58 �
1740
Re

(33)

The Reynolds number (Re) is a relation between forces of inertia and viscous
force, which can be expressed according to Eq. (34):

Re ¼ dV
ν

(34)

3.2 Tests of resistance to abrasive wear

In this test, the sample was pressed by loading an inoperative weight against a
rotating steel ball. The abrasive slurry was dripped onto the wear interface. After

Figure 3.
Diagram of division of impeller blade sections.
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the sphere travels through a previously established distance, called a running
distance, a circular depression or crater of wear occurs on the surface of the sample
[9, 10, 17–21]. Figure 4 shows a schematic diagram of the microabrasion test
device.

The equations for calculating the wear coefficient from the volume of material
removed in tests with spherical body were initially established by Kassman et al.
[22]. Rutherford and Hutchings [23] generalized these equations for the case of
flat and curved samples and for calculating the coefficient of wear of films
independently of the substrate.

After the wear tests, the simplest technique for the calculation of the wear
coefficient is based on the reading of the average diameter of the crater formed by
the wear followed by the application of Eqs. (35)–(37) presented below [9, 10,
17, 18, 20, 21]. The diameter measurement should be performed by scanning elec-
tron microscope (SEM).

Theoretical volume removed VTWð Þ, VTW ¼ πD4

64:R
(35)

Wear rate QTð Þ, QT ¼ VTW

S
(36)

Coefficient of material wear Kð Þ, K ¼ QT

FN
(37)

Studies suggest the application of the following test parameters: 25.4 mm diam-
eter test sphere made of SAE 52100 steel; rotation of 100 rpm; duration of
23 minutes for each trial; scroll distance of 180 m; and FN = 3 N [9, 10].

3.3 Acquisition and preparation of analyzed samples

Of the three types of materials used in impeller manufacture (Figure 5), only
nodular cast iron (NCI) was removed from a genuine impeller of a Flygt pump. The
other samples were acquired in bar format with specifications similar to those used
in the manufacture of impellers.

The samples were sanded, polished, and cleaned. For this work, the technique of
manual sanding was chosen, where the samples were sanded with granulometry
ranging from 100# to 1200#, changing the direction by 90° in each change of

Figure 4.
Schematic diagram of the microabrasion test device.
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sandpaper, being careful to change the sandpaper only when the traces of the
previous sandpaper did not appear (Figure 6) [24].

After sanding, the samples were subjected to a 1-μm alumina polishing proce-
dure at a concentration of 10%, followed by polishing with a 1-μm diamond paste
and 0.25 μm for a nonmarking surface finish (Figure 7).

The samples were then washed in tap water to remove traces of the abrasives,
followed by the application of ethyl alcohol to facilitate drying.

3.4 Preparation of abrasives

Each sediment sample was shaken with distilled water for homogenization in
five different concentrations 0.1, 0.2, 0.3, 0.5, and 1.0% (1, 2, 3, 5, and 10 g L�1,
respectively) (Figure 8).

To compare the abrasiveness of the sediments and the abrasive wear resistance
of test bodies, a 1% concentration (10 g L�1) abrasive suspension of silicon carbide
(SiC) was also prepared (Figure 9). This procedure allows to record a reference
abrasiveness caused by the sediment used in comparison of a standard abrasive,
commonly used in other tests [9, 10].

Figure 5.
Samples analyzed in the abrasion tests.

Figure 6.
Schematic representation of the sanding method.

Figure 7.
Polishing the sample in bench polisher.
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To obtain the granulometric distribution of sediment particles, the combined
analysis of the sedimentation and sieving method was used [25].

3.5 Impulse wear estimate

The estimated wear of the impeller blades was predicted based on the modified
Archard equation [20], where the coefficient of wear (k) presented in Eq. (1) is a
dimensionless constant that is divided by the hardness of the worn material (H) and
that the K displayed in Eq. (37) refers to a specific wear coefficient for a material as
a function of an abrasive, allowing the following adjustment (Eq. 38) [9, 10]:

VTW ¼ K ∙FN ∙ S (38)

Considering the relative velocity of the mixture (water + sediment) passing
through a certain area of the impeller blade, a relative distance (S) was estimated
according to Eq. (39) [9, 10]. The FN force considered in this analysis was calcu-
lated from Eq. (30) of the drag force occurring in a particular section of the blade.

S ¼ V ∙ t (39)

Based on the variation of the Acre River account [26], which changes mano-
meter height (H) of the GWES, wear was determined as a function of the variation
of the pump rotation in 100, 95, 90, 85, and 80%, due to the variation of the head
(ΔH), maintaining the volume of water pumped. The reduction of the FD due to the
reduction of the relative speed (w), due to the reduction of the rotation of the

Figure 8.
Preparation of abrasive suspensions with Acre River sediments.

Figure 9.
Preparation of abrasive solutions (sediment and SiC).
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pump, to estimate the variation of the wear of the impeller blades due to the
variation of the sediment load and the Acre river quota was observed.

4. Results and discussion

4.1 Impeller characteristics

To determine the characteristics of the impeller, consideration was given to the
need of GWES of the water treatment station II (WTS II), which works with pumps
with flow of 1080 m3 h�1 (300 L s�1) driven by an electric motor with rotation of
1180 rpm and a head of 25 m (considering hydraulic losses). The results can be seen
in Table 1 and Figure 10.

Based on Table 1, the propeller length of 140.2 and 7 mm thickness was deter-
mined (Figure 10A and B). The impeller blade has been divided into five sections to
determine the abrasive drag forces (Figure 10C), which vary from inlet to outlet inlet.

Then, five conditions were simulated, where the flow (Q), the specific rotation
(nq), was maintained to relate the rotation (n) of the pump (80, 85, 90, 95 and 100%
of 1180 rpm), as a function of the variation of the head (ΔH) Acre (Figure 11).
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Figure 8.
Preparation of abrasive suspensions with Acre River sediments.

Figure 9.
Preparation of abrasive solutions (sediment and SiC).
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pump, to estimate the variation of the wear of the impeller blades due to the
variation of the sediment load and the Acre river quota was observed.
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4.2 Determination of forces applied to impeller blades

As shown in Figure 10 and applying Eq. (30) and the variation of the relative
speed (w) shown in Figure 11, the abrasive drag force (FD), which varies as a
function of the impeller radius in each section of the sheet, is calculated. In this way,
it can be observed that the FD is larger in Section 2, with a tendency to decrease
toward the exit of the impeller blades (Figure 12).

4.3 Analysis of the erosive sediments of Acre River

The particles pumped by the impellers may show differences of granulometry
and concentration due to the effect of turbulence at the entrance of the uptake ducts
of said elevation stations, due to the slight dredging effect. In the case of the
samples collected in the desanding tank, after the pumping, they presented a con-
centration of 60% of the sediment load with granulometry varying from 0.075 to
0.420 mm, with 1.36% having a granulometry greater than 0.420 mm and the
remaining 40.35% with particle size below 0.075 mm diameter D50 of 0.097 mm
(Figure 13).

Figure 11.
Variation of the relative speed (w) in the impeller blade, due to the variation of the pump rotation: w1 inlet
and w2 outlet.

Figure 12.
Variation of the FD to the radius of each section of the impeller blade and the rotation variation from 80
(944 rpm) to 100% (1180 rpm).
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The sediments presented granulometric classification of very fine to fine sand
[27] or simply sand [28]. According to visual interpretation, sediment grains are
classified as semiround to semiround, characteristic of young and sandy soils. These
characteristics indicate a high abrasive power due to the sharp tips and the large
quantity of quartz grains with a hardness of 4–6 on the Mohs scale.

4.4 Rotating ball abrasion tests and crater analysis

From the diameters of the craters generated in the wear tests for the sediment
concentrations analyzed, the coefficient of wear (K) was calculated from Eq. (37).

To analyze the relationship of K as a function of the concentration of sediment in
the abrasive suspension, for each of the analyzed materials, logarithmic curves were
drawn (Figure 14). The values of K at the concentration of 0.5 g L�1 were calcu-
lated by the curve equation, generated experimentally for the concentrations of 1, 2,
3, 5, and 10 g L�1. Thus, it was observed that K increased as a function of the
increase of the sediment concentration, for FN = 3N, probably due to the higher
amount of abrasive particles in contact between the sample and the sphere,
resulting in higher wear [9, 10, 21, 29–32].

It is also observed that the increase of K does not present a linear proportion with
the increase of the concentration, considering that not all the particles of the abra-
sive suspension can come into contact with the worn surface, corroborating with
that described by Hutchings and Shipway [33].

Figure 13.
Classified morphology of the erosive sediments present in the waters of the Acre River, collected from the WTS II
degrading tank.

Figure 14.
Behavior of the specific wear coefficient (K) due to the sediment concentration variation, for the test conditions
(S = 180 m and FN = 3N).
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Figure 15 shows the wear evolution due to the sediment concentration, as
well as the difference in crater diameter, for each test specimen used. At the
outset, it is possible to observe the presence of wear grooves characteristic of
abrasive tests.

Figure 15.
Influence of sediment concentration on the diameter of the wear cap (SEM).
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Figure 16.
Evaluation of the wear pattern as a function of sediment concentration (SEM): (A) plastic deformation and
(B) tipping points of that of the accumulations in front of the grooves.
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Figure 16.
Evaluation of the wear pattern as a function of sediment concentration (SEM): (A) plastic deformation and
(B) tipping points of that of the accumulations in front of the grooves.
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From what is shown in Figure 16, it can be observed that the wear pattern did
not change as a function of the sediment concentration, maintaining the wear
pattern by grooving for the three metal alloys, with a clear orientation. These results
also reflect features similar to the wear pattern found by Cozza [34] and Serrano
et al. [9], referring to concentrations of abrasive less than 18% and a load greater
than 1N.

In addition, it is observed in Figures 15 and 16 that the GCI and NCI specimens
presented areas with clear plastic deformations (A), with intensification as a func-
tion of the increase in sediment concentration, with a clear accumulation of material
at the front of the wear grooves and with greater intensity of deformation in the
GCI. The materials accumulated at the edges of the grooves are later removed by the
association of the microstructural mechanisms with the mechanism of low cycle
fatigue (B), similar to that observed by Serrano et al. and Pintaúde [9, 10, 31].

The average volume of waste material caused by the sediment was 340% higher,
compared to the wear caused by the SiC. The results can be explained by the
granulometric difference of the abrasive materials, where the sediment particles
presented D50 six times larger than the SiC particles, 0.097 and 0.016 mm, respec-
tively. Considering the homogeneity of SiC hardness and grain size, it will allow the
comparison of the wear intensity caused by sediments from different river basins [9].

4.5 Determination of blade wear

Considering the relative velocities at the inlet and outlet of the impeller
(Figure 11), the variation of FD on the blades (Figure 12) and the variation of K as a
function of the sediment load (Figure 14) were applied to Eq. (38) to estimate the
paddle wear volume, due to the variation of the sediment load and the monthly
mean level of the Acre River (Figure 17).

As shown in Figure 17, the nonapplication of the rotational control of the
machine, taking advantage of the reduction of the ΔH as a function of the increase
of the river’s elevation, can lead to premature wear of the impeller due to the
increase of the sediment concentration carried by river, the during the rainy season.

Figure 17.
Accumulated wear of the impeller blade, due to the variation of the sediment concentration of the Acre River:
with rotational control (WRC) and without rotational control (NRC).
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In the case of the study presented here, when applying rotational control, the
relative velocity of the fluid decreased, reducing the FD on the impeller blades, also
reducing the wear.

When looking at the wear accumulated in Figure 17 and considering the wear
limit at 70% of the thickness of the impeller blades, it can be concluded that without
the rotational control, it would require two GCI impellers per year or one NCI
impeller, while the SAE 8620 steel impeller could run for almost 3 years. Already
with the rotational control, this wear can be reduced by approximately 33%.

Also in Figure 17, the higher resistance of SAE 8620 steel can be verified, being
7.3 times more resistant than GCI and 3.5 times more resistant than NCI, whereas
NCI is 2 times more resistant than the GCI.

5. Conclusions

The abrasive wear regime and the reproducibility of the results under the test
conditions in the present work were adequate to investigate the abrasive capacity of
the sediments and the wear of GCI, NCI, and ASE 8620 steel.

The semiangle and semirounded forms of the Acre River sediments produced
evidence of microstrip and plastic deformation of the material in the three metal
alloys at all sediment concentrations used in the tests.

The analysis of the wear volume, according to the type of metal alloy, the
sediment concentration, and the relative velocity in the impeller blades, showed the
importance of a previous study of the sediment concentration in the water sources
pumped by GWES, as well as ΔH and the required flow rate, to select the material
used to make the impeller.

The analysis of the variation of the impeller rotation as a function of the river
level variation and the variation of the head (ΔH) showed the possibility of reduc-
ing the impeller wear by up to 30% in a hydrological cycle for the three metal alloys
used in the tests, showing the importance of rotational control during the pumping
process.

Considering that the three metal alloys presented the same percentages of wear
reduction as a function of the rotational control, maintaining the same volume of
water pumped, it is suggested that such control can be adopted in GWES from other
locations that show load variation of sediment and fluviometric dimension.
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S sliding distance (m)
nq specific rotation (rpm)
n impeller rotation (rpm)
Q pump flow rate (L s�1)
H manometric height (m)
Qgpm pump flow rate (gpm)
gpm gallons per minute
ηt absolute yield
kv’1 the coefficient of velocity at the inlet port of the impeller
g gravitational constant (m s�2)
π PI
Q’ correction pressure: due to recirculation (m3 s�1)
Kvm1 coefficient of the velocity of the meridian component at the impeller inlet
FD abrasive drag force (N)
Cd drag coefficient
ρ fluid density (kg m�3)
V fluid relative velocity (m s�1)
A area (m2)
d length of fluid displacement (m)
ν kinematic viscosity (m2 s�1)
D wear crater diameter (m)
R ball radius (m)
QT wear rate (m3 m�1)
K specific wear coefficient (mm3 (N m)�1)
VTW theoretical volume removed (m3)
t impeller run time (s)
ΔH variation of manometric height (m)
Kvm2 coefficient of velocity of the meridian velocity component at the impeller

outlet
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Chapter 6

Straight-Bladed Vertical Axis Wind 
Turbines: History, Performance, 
and Applications
Yan Li

Abstract

Wind turbine is a kind of rotating machinery. Although the horizontal axis 
wind turbine (HAWT) is the most popular wind turbine, the vertical axis wind 
turbine (VAWT) with the main advantages of smart design, novel structure, and 
wind direction independence receives more and more attention in small-scale 
wind power market. The straight-bladed VAWT (SB-VAWT) is one of the most 
researched and studied VAWTs. In this chapter, the historical development of the 
SB-VAWT will be briefly reviewed firstly. Then the aerodynamic models for the 
turbine design and performance analysis will be introduced. Finally, the types of 
traditional and new SB-VAWT and their characteristics and main utilizations will be 
introduced.

Keywords: vertical axis wind turbine, straight-bladed, aerodynamics  
performance, wind tunnel test, numerical simulation, application

1. Introduction

Wind turbine is a kind of rotating machine which can convert wind energy to 
mechanical energy, thermal energy, or electrical energy. With the years of research 
and development, many kinds of wind turbine were proposed and invented. There are 
some ways to classify different kinds of wind turbines. Generally, wind turbines can 
be classified by application, capacity, blade number, relative position of rotor shaft 
to ground, type of aerodynamic forces generated by blade, and so on. Among them, 
the relative position of rotor shaft to the ground and the aerodynamic forces of blade 
are the two main ways for classification of wind turbine. According to the relative 
position of rotor to ground, wind turbines can be classified into horizontal axis wind 
turbine (HAWT) and vertical axis wind turbine (VAWT). According to the force type 
of the blade, wind turbines can be classified into lift-type wind turbines and drag-
type wind turbines. The main kinds of wind turbines are shown in Figure 1 [1].

Based on the progress of aerodynamic theory of aircraft, the propeller-type 
HAWT becomes the most popular lift-type wind turbine in the world. Nevertheless, 
the VAWT has not been paid so much attention in the past. In this modern time, 
benefiting from the rapid progress of large-scale wind turbine and wind farm, the 
small-scale wind turbine which can be used for distributed generation and off-grid 
wind power market has also received more and more attention. However, there are 
some disadvantages of small-scale wind turbine comparing with the large-scale 
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one, such as small swept area of rotor, difficulty of starting at low wind speed, and 
getting affected easily by wind speed and direction. For HAWT, the rotor should 
always face the wind direction. Therefore, a yaw system must be equipped. However, 
the VAWT can receive wind from any direction and does not need a yaw system. This 
is the biggest difference between the HAWT and VAWT. Due to its characteristics of 
independence from wind direction comparing with the HAWT, the VAWT can be 
thought as a good choice for the small- and middle-scale wind power market [2].

Although there are some types of VAWT, the straight-bladed vertical axis wind 
turbine (SB-VAWT) as a kind of lift-type VAWT with the main advantages of simple 
design, low cost, and good efficiency becomes one of the most researched and 
studied VAWTs. The SB-VAWT can be thought as a good choice for serving to the 
off-grid small-scale energy system which is one of the most important renewable 
energy resources for the people in urban area and countryside [2].

In this chapter, the historical development of the SB-VAWT will be briefly 
reviewed firstly. Then the aerodynamic models for the turbine design and perfor-
mance analysis will be introduced. The research methods including wind tunnel 
test, visualization test, and numerical simulation are also introduced. Finally, the 
main utilizations and applications are introduced briefly.

2. Brief history of the development of SB-VAWT

2.1 The development of VAWT

Wind energy has been used for centuries for mankind. The earliest practical wind 
machines which could be found in documentary records were the vertical axis wind-
mills [1]. These windmills were almost drag type with a multibladed rotor operating at 
very low tip-speed ratios (much less than unity), which explains their poor efficiency. 
In spite of the simple design, these types of wind turbines need large amounts of 
material, are not able to withstand high wind loads, and thus have not proven cost-
effective. At the end of the nineteenth century, there were more than 30,000 wind 
mills in Europe, used primarily for the milling of grain and water pumping [3].

Figure 1. 
Main categories of wind turbine [1].
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Figure 2. 
Darrieus-type VAWT [3].

Figure 3. 
Blade local relative velocities at different rotating angles (where U is wind speed, V is rotational speed of blade, 
and W is relative speed).
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There was a golden development period of VAWT in 20 ~ 30s of the 20th cen-
tury. At that time, some typical VAWTs were proposed and researched, mainly 
including Savonius rotor, Madaras rotor, Darrieus VAWT, and so on. The Darrieus 
VAWT is the most important one [3].

The Darrieus VAWT was invented in 1931 by a French engineer named George 
Jeans Marie Darrieus [4]. In the patent he proposed, there were two kinds of rotors 
included both the “curved blade” and “straight-bladed.” Usually, the wind turbine 
with curved blade is just called as Darrieus VAWT. The turbine rotor with straight 
blade is called straight-bladed Darrieus-type VAWT, or straight-bladed VAWT 
simply. The Darrieus VAWT is basically a lift-type wind turbine. The rotor consists 
of two or more airfoil-shaped blades which are attached to a rotating vertical shaft. 
Figure 2 shows a typical Darrieus VAWT according to the book written by Prof Ion 
Para [3]. The Troposkien curve is often selected for the curved blade shape, which 
can minimize the bending stress in the blades. The changes of local relative velocity 
of blade during a revolution are shown in Figure 3. Darrieus VAWT was commer-
cially deployed in the USA and Canada in the past.

2.2 The SB-VAWT

The SB-VAWT can be thought as a kind of Darrieus VAWT whose curved blades 
are replaced by straight blades [3]. Therefore, it always was called as H-Rotor for its 
rotor outlook. Compared with the Darrieus VAWT, the rotor structure of SB-VAWT 
is simpler, and the cost of manufacture is cheaper. Figure 4 shows the structure of a 
typical SB-VAWT. Generally, a normal SB-VAWT usually has 2–6 blades. The NACA 
series symmetrical airfoils are often adopted for blades.

Figure 4. 
Straight-bladed VAWT.
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3. Aerodynamic characteristics: research methods

3.1 Aerodynamic computational methods

As a kind of wind turbine, the research methods of aerodynamic characteris-
tics for wind turbines are all suitable for SB-VAWT. There are two main kinds of 
research ways including theoretical method and experimental method. The theoret-
ical method includes aerodynamic computational models and numerical simulation 
[5, 6]. The experimental method mainly includes wind tunnel test, visualization 
test, and field test.

Although the structure of SB-VAWT is relatively simple comparing with HAWT, 
the aerodynamic characteristics are rather complex. Figure 5 shows the main theo-
retical methods which are divided into two main categories. There are three typically 
aerodynamic models including momentum model, vortex model, and cascade model 
[6]. The first two methods are frequently used. These models are very important for 
deducing optimum design parameters and also for predicting the performance of 
SB-VAWT. The momentum theory is the most important method for analyzing the 
aerodynamic characteristics of blade both for HAWT and VAWT. It has three kinds 
of theory including momentum model, blade element model, and blade element 
momentum (BEM) model. The BEM model is the most widely used method even 
now. Based on the BEM model, an aerodynamic computational model, streamtube 
model, just used for Darrieus-type VAWT, was proposed. In 1974, Templin [7] 
proposed the single streamtube model firstly for the aerodynamic performance of 
Darrieus VAWT. This method is the simplest streamtube model. In the same year, an 
improved model, multiple streamtube model, was proposed by Wilson and Lissaman 
[8]. From then on, some other streamtube models were proposed [9–11]. The most 
important streamtube model, double-multiple streamtube model, was proposed by 
Ion Paraschivoiu in 1981 [12]. This model is one of the most widely used methods 
for analyzing the aerodynamic characteristics of Darrieus-type VAWT. The detailed 
information can be found in the book written by Ion Paraschivoiu [3]. The schematics 

Figure 5. 
Main theoretical methods for SB-VAWT.
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Figure 4. 
Straight-bladed VAWT.
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3. Aerodynamic characteristics: research methods

3.1 Aerodynamic computational methods
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information can be found in the book written by Ion Paraschivoiu [3]. The schematics 

Figure 5. 
Main theoretical methods for SB-VAWT.
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of three kinds of streamtube model are shown in Figure 6. In Figure 6(a), V is the 
wind velocity, Va is the induced velocity, and Vw is the wake velocity in downstream 
side. For Figure 6(b), the V1, V2, and V2 are the wind velocities in different stream 
tubes; the Va1, Va2, and Va3 are the induced velocities in different stream tubes; and 
Vw1, Vw2, and Vw3 are the wake velocities in different stream tubes.

The streamtube models equate the forces on the rotor blades to a change in 
streamwise momentum through the wind turbine rotor. Therefore, the momentum 
model can predict well the overall performance of the wind turbine when the loads 
on rotor blades are light and the tip-speed ratios are relatively low. However, for 
the condition of high tip-speed ratios and high rotor solidities, the momentum 
model is inadequate. Therefore, another aerodynamic model, the vortex model, 
was proposed and developed based on vorticity equations [13]. The vortex models 

Figure 6. 
Schematic of three kinds of streamtube models [6]. (a)Single Streamtube Model, (b) Multiple Streamtube 
model, (c) Double-Multiple Streamtube model.
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are basically potential flow models based on the calculation of the velocity field of 
the turbine through the influence of vorticity in the wake of the blades. The vortex 
model includes two kinds, free wake model and fixed wake model. The detailed 
information can be found in the relative references [6].

Numerical simulation based on computational fluid dynamics (CFD) is another 
important research method developed rapidly in recent years. With the fast devel-
opment of computer science and technology, numerical simulation has become 
a main method for analysis and design of SB-VAWT. More and more researchers 
begin to use this way to develop a new type of SB-VAWT. In the modern time, the 
researchers have tried to combine these models together to simulate the aerody-
namic performance of SB-VAWT [14–17]. Because the blade of SB-VAWT is straight, 
the blade section along span direction is the same. Therefore, two-dimensional 
simulation is often used. Of course, it can be thought that the three-dimensional 
simulation may have better accuracy. The time and cost for simulation will be 
higher on the contrary. Figure 7 shows an example of two-dimensional meshing 
around the blades of a three-bladed SB-VAWT and the 3D flow field around rotor.

3.2 Experimental methods

Experimental methods can be thought as the most direct and effective method 
if the tests are well done. Usually, for wind turbine aerodynamic performance, the 
experiments can be categorized as wind tunnel test, visualization test, and field 
test. The following introduction of experimental methods is based on the author’s 
research works in Northeast Agricultural University (NEAU) of China [18–20].

3.2.1 Wind tunnel test

Usually, the wind tunnel can be categorized as closed layout type and open 
jet type. Both of them can be used for aerodynamic characteristics test of wind 
turbines. Furthermore, according to the section shape of test part, it can be divided 
into round shape section and square shape section. For SB-VAWT, the wind tunnel 
with square shape section can be thought as more suitable. Figure 8 shows a wind 
tunnel experimental system in NEAU. Considering the blockage effect, blockage 
ration defined as ration of the swept area of rotor against section area of wind tun-
nel should be less than 35%. Usually, the power can be obtained by measuring the 
torque and revolution of rotor. The aerodynamic performance evaluation indicators 
include power coefficient (Cp), torque coefficient (Ct), and tip-speed ratio (λ) 
defined as the equations shown below.

   C  t   =   T _______ 
  1 _ 2   ρ  ARU   2 

    (1)

   C  p   =   T𝜔𝜔 ______ 
  1 _ 2   ρ  AU   3 

   =   P ______ 
  1 _ 2   ρ  AU   3 

    (2)

  λ = TSR =   𝜔𝜔R ___ U   =   𝜋𝜋Dn ____ 30U    (3)

Where ρ (kg/m3) is air density, U (m/s) is the incoming flow velocity, R (m) is 
rotor radius, D (m) is rotor diameter, A (m2) is the cross-sectional area of the rotor, 
ω (rad/s) is angular velocity of the rotor, n (RPM) is the rotational speed of rotor, T 
(N•m) is the rotor torque, and P (m/s) is output power (W).
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3.2.2 Visualization test

The flow fields around wind turbine rotor are very complex. To investigate the per-
formance, the flow mechanism should be researched. The visualization tests on flow 
fields around rotor are an important way. Benefiting from the visual technology, many 
methods were proposed, such as smoke-wire method, laser method, PIV, PTV, etc.

Figure 9 shows a schematic diagram of the visual experiment system in NEAU 
by smoke-wire way and the photo of flow field around a three-bladed SB-VAWT 
rotor obtained in the test. The test model was placed at the same center of the wind 
tunnel outlet and downstream from the outlet. The smoke-wire generator was set 
up at the center of the outlet of wind tunnel, and its volt was controlled to generate 
smoke wire. A CCD camera was placed above the test model to take photo. Visual 
photos of the flow path lines in and around the rotor were obtained and can be 
processed by image software in computer.

Recently, the particle image velocimetry (PIV) technology becomes more and 
more popular. PIV is an optical method of flow visualization used to obtain instan-
taneous velocity measurements and related properties in fluids. The sufficiently 
small particles named tracer particles are input into fluid, and their motion can be 
captured by CCD camera. Based on the relative function and computational meth-
ods, the velocity field of the flow can be obtained. Furthermore, the vorticity and 
pressure distributions around wind turbine blades can be also calculated. Figure 10 
shows an example of PIV system experimental system in NEAU and the flow fields 
around blade of SB-VAWTs at different azimuth angles.

Figure 7. 
Examples of numerical simulations for SB-VAWT. (a) 2D meshing and (b) 3D flow field. 

Figure 8. 
Wind tunnel test system in NEAU for SB-VAWT.
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3.2.3 Field test

To obtain the true and reliable aerodynamic performance of VAWT, some-
times, the field tests will be carried out after theoretical research or even wind 
tunnel tests. A prototype wind turbine, not the rotor only, should be designed 

Figure 9. 
Schematic diagram of the visual experiment system.

Figure 10. 
An example of PIV experimental system for VAWT. (a) PIV system for VAWT and (b) flow fields obtained by 
PIV test.

Figure 11. 
A prototype SB-VAWT for field test in NEAU.
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and fabricated. The turbine should be located in the area with good wind speed 
conditions. Continuous power performance measuring and testing are required 
for a long period of time. Figure 11 shows a prototype SB-VAWT for field test 
in NEAU. Because  the wind in nature is always changed both the wind speed and 
direction. The situation is different with the lab. Therefore, the results of field tests  
are often lower than that obtained by lab test.

4. Aerodynamic performance improvement researches

Since the SB-VAWT was proposed, many efforts have been made to study the 
ways on its performance improvement. The aerodynamic performance of SB-VAWT 
has gradually become more and more clear. However, there are still some disad-
vantages that should be improved comparing with the propeller-type HAWTs. The 
power performance of SB-VAWT is rather lower than the propeller-type HAWT, 
and the starting performance under low wind speed is not so good. To improve 
these disadvantages, investigations have been carried out, and the research methods 
can be summarized as mainly three ways [21]:

1. By developing new rotor structure or blade airfoil

2. By combining drag-type VAWT rotor

3. By adding additional device

4.1 Blade and rotor structure researches

In the early stage, there was no special airfoil for the blade of SB-VAWT. The 
blade airfoil for aircraft or HAWT was often adopted, such as NACA series. Prof. 
Seki from Tokai University in Japan took up the research on blade airfoils for 
SB-VAWT from 1976 year [22]. Figure 12 shows a specialized TWT airfoil for 
SB-VAWT which was exploited in Tokai University. In recent years, more and more 
airfoils have been researched for the utilization of SB-VAWT. Figure 13 shows the 
aerodynamic performance researches of SB-VAWT with 20 kinds of airfoil [23].

Figure 14 shows the main rotor structure types of SB-VAWT. The (a), (b), and 
(c) in the figure are the most basic types. The others are the improved types for 
increasing some performance, starting performance, decreasing blade tip loss and 
rotor structure strength performance, etc. As an example, to tilt the blade at certain 
angles shown in Figure 14(d)–(f ) may improve the starting performance. By mak-
ing the blade bend at certain angles, the loss of blade tip may be decreased as shown 
in Figure 14(g) and (h). For the rotor with long blade, dividing one blade to several 
stages can reduce blade manufacture cost.

4.2 Combining drag-type VAWT rotor

For the researches on combining with drag-type rotor, as the most famous 
drag-type VAWT, Savonius rotor is often used to be added in the rotor of SB-VAWT 

Figure 12. 
TWT airfoil [22].
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to increase its starting performance [21]. This method is firstly used for increasing 
the starting performance of Darrieus VAWT because the Darrieus VAWT can start 
rotation itself as shown in Figure 15 [24]. Figure 16 shows some examples of this 
kind of lift-drag combined-type VAWTs.

Although the improvement of starting performance by adding Savonius rotor 
is obvious, the power performance at high rotational speed is greatly affected. The 
reason is mainly because the Savonius rotor will be turned into a load when its 

Figure 13. 
Twenty kinds of airfoil research for SB-VAWT [23].

Figure 14. 
Main rotor structures of SB-VAWT.
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Figure 16. 
Lift-drag combined-type VAWTs. (a) Street lamp and (b) wind turbine.

Figure 17. 
SB-VAWT with WGD up and down of the rotor.

Figure 15. 
Savonius-Darrieus combined-type VAWT [24].
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tip-speed ratio becomes larger than unit. Therefore, the combination factors should 
be deeply researched such as their rotor diameter, combine angle, aspect ratio, etc.

4.3 Adding wind-gathering device

Some researches were carried out on setting additional devices around or up and 
down the rotor of SB-VAWT to increase its performance. These devices can be called as 
wind-gathering device (WGD). For the researches on adding WGD, most of research-
ers set up some different kinds of guide vanes around the rotor along with the wind 
direction [25]. Another way is to set the WGD up and down the rotor as shown in 
Figure 17. This type of WGD was proposed by Prof. Li from NEAU of China [21]. It 
is designed as a truncated cone-shaped structure installed up and down of the rotor. 
The main advantage of this WGD is that it can increase the wind speed from all wind 
directions. It will not need to take space along the wind direction so that the whole 
rotor structure will not be suffering from huge thrust and drag force. Furthermore, 
the WGD can play a certain role in preventing rain, snow, and ice on blades. According 
to the results of numerical simulation and wind tunnel tests, the power coefficients of 
the rotor with this WGD were much higher than the rotor without WGD (Figure 18).

5. Applications

Wind power generation is mainly including grid-connected and off-grid wind 
power generation. The large-scale wind turbine is often used for grid-connected 
power generation. The middle- and small-scale wind turbines are usually for 
off-grid power generation. For SB-VAWT, at the current stage, it is mainly used for 
small-scale off-grid wind power generation [26, 27].

5.1 Electrical generation

Figure 19 shows an example of off-grid electrical generation system based on 
SB-VAWT. The electrical generation system mainly includes SB-VAWT, control 
device, storage battery, and inverter. It is usually used in the power supply of street 
lamp, home lighting, etc.

Figure 18. 
Cp of SB-VAWT with and without WGD by wind tunnel test [21].
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Because the wind in nature is not stable, the wind energy is often used together 
with other kinds of renewable energy, such as solar energy, biomass energy, 
water energy, etc. This type of energy system is called hybrid energy system. The 
SB-VAWT also can be used as this type system. The most popular type of hybrid 
energy system for SB-VAWT is to be used together with solar energy. Figure 20 
shows the schematic diagram of an example of this system.

5.2 Other applications

There are many other applications for SB-VAWT excepted for electrical power 
generation. From the point of energy conversion, wind power can be transferred to 

Figure 20. 
Solar wind hybrid energy system.

Figure 21. 
Concept of fishpond heating system by SB-VAWT.

Figure 19. 
Schematic diagram of an electrical generation system with SB-VAWT.
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mechanical energy and heat energy. Therefore, the SB-VAWT energy system can be 
also used for water pumping, heating or cooling, etc. Figure 21 shows a concept of 
fishpond heating system by wind power with SB-VAWT.

6. Summary

More and more attentions have been paid to the research on straight-bladed 
vertical axis wind. Many methods have been proposed for improving the aerody-
namic performance. As the rotor becomes larger and larger, the utilization fields of 
SB-VAWT will become wider and wider in the future.
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shows the schematic diagram of an example of this system.

5.2 Other applications

There are many other applications for SB-VAWT excepted for electrical power 
generation. From the point of energy conversion, wind power can be transferred to 

Figure 20. 
Solar wind hybrid energy system.

Figure 21. 
Concept of fishpond heating system by SB-VAWT.

Figure 19. 
Schematic diagram of an electrical generation system with SB-VAWT.
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mechanical energy and heat energy. Therefore, the SB-VAWT energy system can be 
also used for water pumping, heating or cooling, etc. Figure 21 shows a concept of 
fishpond heating system by wind power with SB-VAWT.

6. Summary

More and more attentions have been paid to the research on straight-bladed 
vertical axis wind. Many methods have been proposed for improving the aerody-
namic performance. As the rotor becomes larger and larger, the utilization fields of 
SB-VAWT will become wider and wider in the future.
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