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Preface

Multimedia is the common name for media that combine more than one type of
individual medium to create a single unit. In everyday language, the term multi-
media usually presents an interactive computing project that uses film, text, and 
sound, such as, for example, interactive encyclopedia, educational compact discs, 
or DVDs.

Interactive media are the means of communication in which the outputs depend on
the inputs made by the user. It is obvious that the user is an active participant in this
kind of communication.  Media have the same purpose, but the input parameters
made by the user add an interaction to this whole story and lead to interesting 
options when it comes to the output of a given system. Perhaps the most important
characteristic of interactivity is the interaction between user and machine, where
each of the “participants” intends to have an active role.

Interactive multimedia allows users to combine, control, and manipulate different
types of media, such as text, graphics, audio and video materials, and anima-
tions. Interactive multimedia obtains the integration of computer, memory, storage,
data, supporting devices, and other information technologies. The most common
multimedia applications include interactive education and training programs,
various games, and electronic encyclopedias. It should be noted that in recent
years, multimedia has been increasingly used in education. The possibility of the
unification of multiple components (five pillars of multimedia—audio and video,
text, graphics, and animation) helps educators to transfer knowledge to students in
a unique way. Students learn better and faster using these methods, and teaching
material becomes more interesting and the whole process of learning more amusing.

Chapters are listed in a logical order, but they can be arranged differently, depend-
ing on the point of view.

The first chapter is an introductory chapter that presents the basic guidelines when
it comes to multimedia and interactivity. Special attention is paid to models of inter-
action and to interactive design. One part of the introductory chapter is dedicated to
the patterns of interactions that are defined by conditions and modes of interaction, 
while the other part is dedicated to the interactivity design and simplified view of
the four major phases that define this discipline.

Other chapters can be classified in two sections: Interactive Multimedia and 
Education (Chapters 2, 3, 4, 5, and 6) and Interactive Multimedia and Medicine
(Chapters 7, 8, 9, 10, and 11).

The second chapter deals with the importance of cloud storage in the area of
pedagogy, where the collaborative task expresses the interaction between learners
of individual differences who learn within collaborative purposes and skills to fulfill 
a specific purpose. The authors have shown how cloud storage allows information
owners to host their information in the cloud and how data access control is an
efficient way to ensure information security in the cloud.
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XIV

The third chapter introduces two concepts that are currently present in the devel-
opment of play tools for children: interactive design, represented by toys that can 
integrate interactive sensors and actuators to promote new play possibilities, and 
design for interaction, a new tendency focused on how children interact with each 
other, and how new designs can contribute to these interactions. The authors have 
obtained a series of studies of children’s social interactions when under the influ-
ence of different game conditions.

The fourth chapter intends to present the use of gaming on touchscreen multimedia 
devices for the learning of digitals skills by the elderly. The usage of digital devices 
like cellphones can be difficult for older adults due to a lack of digital skills required 
in the use of multimedia devices. The case study was carried out with a group of 
older adults in four different European countries with multimedia tablets before 
they attended the training process for learning how to use cellphones.

The fifth chapter provides a critical look at the literature surrounding distance 
learning education and targets transactional distance theory. It examines in detail 
three components: structure, interaction (or dialog), and autonomy.

The sixth chapter discusses both the diverse challenges involved in creating an 
opera and the co-creation environment. The idea of the project was to design a 
short one-act interactive opera that could be managed within a modest budget. The 
authors have recycled the 3D virtual designs as the substratum for an online co-
creation environment that could be used to elicit public participation in the future 
development of their operas.

Graphical access is one of the most pressing challenges for individuals who are blind 
or visually impaired. The seventh chapter discusses some of the factors underlying 
the graphics access challenge, reviews prior approaches to addressing this long-
standing information access barrier, and describes some promising new solutions.

The eight chapter focuses on a reading, writing, and spelling program based on 
Luria’s theories of automaticity, which uses repetitive paired reading and phono-
logical referencing to develop fluency in reading, writing, and spelling. All materials 
used in program implementation are electronic and are currently delivered using 
email and cellphone technologies. The first half of the chapter describes the theo-
retical basis of the program, while the second half focuses on the modular training 
course and its aims.

The ninth chapter emphasizes the importance of using quantum computing 
protocols on encrypted data, which is crucial for the permanent implementation 
of virtual pathology in hospitals and universities. The encryption of digital images 
may be a requirement for the accreditation of laboratory services—quantum 
computing results in quantum-mechanical phenomena, such as superposition and 
entanglement.  Digitalization of imaging in radiology is a reality in several health-
care institutions worldwide.

The tenth chapter deals with image-based virtual reality, which is a type of virtual 
reality but with limited interaction function. Despite this limitation, a realistic vir-
tual environment in image-based virtual reality is expected to enhance users’ spatial 
presence experience, which is supported by a spatial presence theoretical model. 
The most important part in this theoretical model are primary egocentric reference 
frames adapting calmness to produce a spatial presence experience.

V

The eleventh chapter is dedicated to the development of a mobile application called 
BloodHero. The lack of blood in hemocenters is an intermittent health problem in
Brazil, since there are many difficulties in attracting blood donors. The number of
regular donors in Brazil in recent years barely reaches 3% of the population. The
proposed application works as a social network, with a game methodology known
as gamification, with the theme of blood donation.

I would like to express my sincere gratitude to all the authors and coauthors for
their contributions. The successful completion of the book Interactive Multimedia -
Multimedia Production and Digital Storytelling has been the result of the cooperation
of many people. I would especially like to thank the Author Service Manager Ms. 
Sandra Maljavac for her support during the publishing process.

Dragan Cvetković
Singidunum University,

Faculty of Informatics and Computing,
Belgrade, Republic of Serbia
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Chapter 1

Introductory Chapter: Multimedia 
and Interaction
Dragan Cvetković

1. Introduction

Interactive media are means of communication in which the output values 
depend on inputs. This means that the user is actively involved in the communica-
tion. The media still has the same purpose, but entries or inputs made by user create 
the interaction and some interesting options when it comes to the output of the sys-
tem. Interactive media is referred to conceptual design of interaction, new media, 
interactivity, interaction between people and computers, graphical user interface, 
digital culture, interactive design, and virtual reality. One of the most important 
characteristics of interactivity is the interaction between user and machine, where 
each of them has an active role.

Interactive multimedia allows the user to control, combine, and manipulate a 
variety of media types, such as text, computer graphics, audio and video materials, 
as well as animation. Interactive multimedia integrates computer, storage, data, 
phone, TV, and other information technologies. The most common interactive 
multimedia applications include education and training programs, video games, 
electronic encyclopedias, and travel guides. The user or participant in an interac-
tive multimedia application changes their role—for the viewer becomes an active 
participant. It is expected that interactive multimedia systems become the next 
generation of electronic information systems. It should be mentioned that another 
name for interactive multimedia is hybrid technology, because it is able to combine 
the possibilities for storage capacities of computers and a digital database with an 
advanced tool for viewing and manipulating these materials.

Nowadays, the fastest-changing area is dedicated to the development of teach-
ing materials based on usage of computers, particularly interactive multimedia 
programs that run on personal computers. These new computer and information 
technologies offer students and teachers access to materials like never before. 
Through the storage capacity of the computer, multimedia can “deliver” enormous 
amounts of data to users in more useful and accessible ways [1, 2].

2. Interaction models

The interaction itself involves at least two parties—the user and the system. The 
previously mentioned participants are complex and completely different in the way 
of communication and perception of task. The interface must be a link between 
them in order to have successful interaction. This transcription can fail in a great 
number of cases for several reasons. The usage of interaction models can help better 
understand what is happening in the interaction and to identify possible problems. 
Models allow, together with developing environment, to compare the different 
styles of interaction and to discuss issues of interaction as well [3].
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2.1 Terms of interaction

Traditionally, the purpose of an interactive system is to assist the user in achiev-
ing the goals from the application domain. Domain defines the area of expertise 
and knowledge in real-world activities. The domain consists of concepts, which 
emphasize its important aspects. Tasks represent operations for manipulation of 
concepts within the domain. Objective is defined as desired output of the accom-
plished task, while the intention represents the specific action which is required for 
task accomplishment.

Task analysis includes the identification of problems in terms of domains, objec-
tives, intentions, and tasks. It can use human knowledge about tasks and objectives, 
in order to assess an interactive system that is designed to support them. The terms 
(concepts) which are used in the design of a system and a customer description are 
separated, so that they can be treated as separate components—the system and the 
user, respectively [3–5].

2.2 Ergonomics

The term ergonomics or human factors is traditionally related to the study of 
interaction of physical characteristics—design of controls, physical environment 
in which the interaction takes place, arrangement, and the physical properties of 
display. The primary focus is on the user’s performances and how interface affects 
them. In order to assess these aspects of interaction, ergonomics will certainly touch 
on human psychology and systems’ limitations.

2.2.1 Display and control setup

Besides cognitive aspects of design, physical aspects are also important. Sets of 
controls and display components should be grouped logically, in order to allow faster 
access to the user. This is not so important when only one user is active. But, when we 
take controls in power plants, aircrafts, and air traffic into consideration, it becomes 
vital. In each of these cases, users are under pressure, and they are faced with a huge 
range of displays and controls, so their appropriate physical appearance is significant.

The importance of a logical grouping of controls has already been mentioned, 
as well as the fact that the controls should not be separated. The exact manner of 
organization (which will be presented) will depend on the domain of application 
itself. Possible ways of organizations can include the following things:

• Functional controls and displays are organized to place together the  
elements which are functionally linked.

• Sequential controls and displays are organized to reflect the order of their  
use in a typical interaction.

• Frequent controls and displays are organized according to the frequency of 
usage, but the most commonly used controls should be easily accessible.

Apart from setting up the controls and displays, the whole interface system 
should be properly distributed according to the position of the user himself. Thus, 
for example, a user should be able to reach all necessary controls and to see all the 
displays without excessive body movement. The most important displays should be 
at eye level, and controls should be adjusted for space maneuvering. Display reflec-
tions should be avoided as well [3, 6].
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2.2.2 Interactions of the physical environment

Ergonomics deals with solving physical problems in the interface schedule and 
arrangement and takes into account the design of work environment as well. Where 
will the system be used? Who will use it? Will people sit, stand, or move around? 
Again, this will depend on the domain in a great extent, and it will be critical when 
it comes to specific controls and operational settings. However, the physical envi-
ronment in which the system is used can affect the health and safety of its users. 
This should be taken into account in any design [2].

2.2.3 Health issues

Work on computer should not be considered as a dangerous activity, but one 
should bear in mind the possible implications of design on the health and safety of 
users. Factors in the physical environment directly affect the quality of interaction 
and user’s performances:

• Position of a user. As previously mentioned, users should be able to fetch all of 
the controls comfortably and to see all the screens. Users should not stand for 
a long time, and if they are sitting, they should be provided with the rear seat 
backrest. If the user is ought to be in a certain position for a long time (e.g., when 
typing), one should be provided with a certain period of time to rest.

• Temperature. Most users certainly can adapt to small changes in temperature, 
with no adverse effect, but extreme temperatures (excessively warm or cold) 
will affect their performance and in excessive cases will affect their health. 
Experimental studies have shown that the performance deteriorates at high or 
low temperatures, and users are not able to concentrate.

• Brightness. The brightness level will, again, depend on the working environ-
ment. Adequate lighting should allow users to view the computer screen 
without discomfort or eyestrain. The light source should be positioned in such 
a way to avoid glare.

• Noise. Excessive noise can be harmful to health, causing user’s pain, and, in 
acute cases, can lead to hearing loss. The noise level should be maintained at an 
appropriate level in the work environment. This does not necessarily mean that 
there is no noise at all. Noise can be an incentive for users and can provide the 
necessary confirmation of system activity.

• Time. The time users spend using the system should be controlled. As previ-
ously mentioned, it has been said that excessive use of CRT displays can be 
harmful to users, especially for pregnant women [4, 6].

2.3 Ways of interaction

The interaction can be observed as a dialog between the user and the computer. 
The choice of interface style can have a profound effect on the nature of a dialog. 
There is a great number of common interface styles including:

• Command line inside the interface

• Menus
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2.1 Terms of interaction
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at eye level, and controls should be adjusted for space maneuvering. Display reflec-
tions should be avoided as well [3, 6].
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• Natural language

• Dialogs with inquiries, questions, and answers

• WIMP (windows, icons, menus, pointers) interface

• 3D interfaces [1, 2]

3. Interaction design

Some of the interactions between humans and computers (or machines or tech-
nology) focus on understanding, which means that the attention is paid to the way 
how people interact with technology. However, a great deal of interaction between 
man and computer refers to how things work and how they are created. The credits 
for these features go to design [4].

In this part, attention will be paid to the interaction design or design inter-
activity. It should be borne in mind that it is not only thought about the design of 
interactive systems but about interaction design itself. Thus, interaction design is 
not just an artifact1 that is produced, regardless of whether it is a physical device or a 
computer program. Apart from that fact, the artifacts do not give people only these 
devices and programs but also guides, tutorials, and online help systems. In some 
cases, it may be understood that no additional system is necessary for all elements, 
but it is probably easier to propose a different way of using existing tools [3, 5, 7].

3.1 About design in general

When someone is asked what design is, simple definition might be that the 
design is related to the achievement of objectives within the constraints. This defini-
tion does not say everything about the design, but it helps users to focus on the 
following elements:

• Objectives—What is the purpose and design of future product? For whom is it 
made? Why do they want it?

• Limitations—What materials should be used? What standards should be 
adopted? How much will it cost? How much time is needed to develop the 
product? Are there any health and safety issues?

• Exchange (compromise)—One should choose and define the objectives 
or restrictions which may be adopted in a milder form, and limits must be 
respected to the smallest detail.

It is impossible to accomplish all of the user’s objectives within constraints, but 
in life, everything is a matter of compromise, even in such cases. The best designs 
are created in areas where the designer understands the compromises and the fac-
tors affecting them.

The most important part of interaction design or interactivity is user. It is neces-
sary to set up a user in the first place and to keep the user in the central place [3, 6, 8].

1 The artifact is every object that is made or revised and used by a man. The artifact may be a final product 
but can also be a by-product of the production process.
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3.2 Briefly about design process

Here is a brief overview of the simplified view of the four major phases focused 
on interaction design and interactivity, as well as supporting iteration loop:

• Requirements. The first phase is based on definitions of needed requirements. 
Before phase one, it is necessary to know what is currently happening. For 
example, how do people watch movies? What kind of personnel is currently 
being used?

• Analysis. The results of observations and interviews should be delivered so 
that the key issues can be removed from them for the later stages of design. 
Usually, this is about the scenarios, the stories about the interaction, which 
may be combined with a task analysis or be independently recorded in order to 
create a colorful and real interaction.

• Design. There is a central phase when it starts from “what is desired” to “how 
to do it.” There are a number of rules, guidelines, and principles of design, 
which can be used as an aid in order to obtain good results.

• Repetitions (iterations) and prototyping. People are complex and cannot 
be expected to reach the right design immediately. That is the reason why the 
design should be evaluated in order to be seen how it works and where it could 
be improved.

• Implementation and deployment. Finally, when it comes to the stage when 
the design is rated as well as done, then it should be created and applied. This 
includes the development of appropriate elements, writing documentation, 
and manuals.

One man cannot read and look at all the required techniques. Time is limited 
and there is no link between the period of design and quality of the final design. 
This means that a design should be accepted as final, even if it is not perfect; it is 
often better to have a product which is acceptable, is done on time, and costs less 
than to have one that has perfect interaction but was not done on time and was over 
a budget. For example, if a user encounters a system that appears to be perfect, one 
can be pretty sure that it is a poorly designed system; the system is poorly designed, 
not because the design is bad but because a lot of effort has been spent for the design 
process and designing [7, 8].
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Chapter 2

Multimedia: Different Processes
Abdellah Ibrahim Mohammed Elfeky  
and Marwa Yasien Helmy Elbyaly

Abstract

The topic includes four main themes: (1) The Collaborative Work in Cloud 
Storage Services: The collaborative work is seen as a force for the individual and 
community. It, in the field of education, expresses the interaction among students 
of individual differences who work within collaborative aims and skills to achieve 
a specific aim. In addition, cloud storage predicts a tremendous change in the way 
information is stored and applications are run. That is, instead of storing informa-
tion and running programs on PCs, everything will be hosted in a cloud that can 
be accessed anywhere and processed by addition or deletion collaboratively. (2) 
Computer- supported collaborative learning environment (CSCL): Collaborative 
learning is an umbrella term for a variety of educational approaches involving joint 
intellectual effort by students, or students and teachers together. It is based on 
the idea that learning is naturally a social act in which the participants talk among 
themselves. A group of students engaged in collaborative learning works together 
to achieve shared goals. (3) Mobile learning: Mobile learning is a term that has 
been used widely in different places all over the world. it has been encouraged to be 
used in higher education institutions because of a set of factors such as the avail-
ability of mobile phones, their ability to motivate students, and the freedom and 
privacy they provide to share information. Mobile learning is defined as E-learning 
that uses mobile devices or learning connected to a mobile device, Laouris & 
Eteokleous. (4) Open-Source Learning Management Systems: The integration of 
many Educational technologies in education have been widely promoted for their 
potential to enrich, enhance and extend student-learning experiences. Hence, 
pioneer educational establishments all over the world try to benefit of these tech-
nologies as much as possible to convey knowledge resources to both of the learner 
and teacher in least time, effort and cost. One of these educational technology tools 
which has been prominent in the field of education and technology integration is 
Learning Management Systems known as LMS.

Keywords: cloud storage, CSCL, mobile learning, learning management systems

1. The collaborative work in cloud storage services

The collaborative task is seen as a strength for the individual and community. The 
collaborative in the area of pedagogy, expresses the interaction between learners of 
individual differences who learn within collaborative purposes and skills to fulfill a 
specific purpose. Furthermore, cloud storage prophesy a massive change in the way 
data is stored and run of applications [57]. Thus, instead of storing data and running 
programs on personal computers, everything will be harbored in a cloud that can be 
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accessed everywhere and processed by addendum or deletion collaboratively. Kamara 
& Lauter [1] Confirms that improvements in networking technology and the raise in 
the need for computing resources have induce many organizations to outsource their 
store and computing needs. Yang et al. [2] mention that cloud storage is an important 
employ of cloud computing. Kumar and Lu [3] add that the cloud heralds a new time 
of computing where application employs are provided through the Internet. Cloud 
storage allows information owners to host their information in the cloud and data 
access control is an efficient way to ensure information security in the cloud. Lin 
and Tzeng [4] also confirms that cloud provides long-term store services through 
the Internet. In addition, Bowers et al. [5] Confirms a family of increasingly public 
Internet services for archiving, backup, and even main storage of files.

In cloud computing, information owners host their information on cloud 
servers and employers who are information consumers can access the information 
from cloud servers, which allows information owners to move information from 
their local computing systems to the cloud ([6]: p. 1717). It lets information own-
ers and employers to access all applications and files anywhere in the world. Cloud 
computing frees them from the limits of the desktop and makes it easier for group 
members in several locations to collaborate [7]. Using it, employers can remotely 
store their information and relish the on demand high feature applications and 
services from a shared gathering of configurable computing resources, without 
the burden of local information storage and maintenance [8]. In addition, it has 
been envisioned as the next-generation information technology architecture for 
projects, due to its long list of adorable advantages in the information technology 
history: location independent resource pooling, ubiquitous network access, on-
demand self-service, fast resource elasticity, usage-based pricing and transference 
of hazard [8, 9].

Kamara & Lauter, [1] locate three kinds of services that Cloud storage includes:

1. Infrastructure as a favor, where a client makes use of a service provider’s 
computing, storage or networking infrastructure.

2. Platform as a favor, where a client leverages the provider’s resources to run 
custom applications.

3. Software as a favor, where clients use software that is run on the provider’s 
infrastructure.

Virtual resources in the cloud are cheaper than dedicated material resources 
connected to a personal computer or network. Information stored in the cloud is 
safe from unwitting erasure or hardware crashes, for cloud is duplicated across 
multiple material machines. In addition, it continues to labor as normal even if 
one or more machines go offline since multiple copies of the information are kept 
constantly [7]. Teeny and medium-sized projects with restricted budgets can fulfill 
cost savings and productivity rises by using cloud-based services to manage enter-
prises and make collaborations [10]. On the other hand, Cloud storage providers 
can differentiate themselves by offering services above-and-beyond basic storage 
that include integration with other cloud computing produces [11].

Besides, collaboration is defined as the mutual work of more than one person 
where the task is undertaken with a feel of shared aim and attitude that is heed-
ful and responsive to the environment, Montebello [12]. Collaborative working 
is came from the concept of virtual workspaces, and is related to the concept of 
e-task [13]. Arguably, it system is an organizational unit that protrudes anytime 
when collaboration takes place, whether it is informal or formal, unintentional or 
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intentional [12]. Collaboration provides the traditional concept of the professional 
to contain any type of knowledge operator who intensively employs Information 
and Communications Technology environments and tools in their working prac-
tices [14]. Collaboration, in most organizations, happens naturally. Ill-defined task 
practices may make barriers to natural collaboration, while well-designed col-
laborative tasks systems not only conquer these natural barriers to communication, 
but also establish a cooperative task culture that becomes an integral part of the 
organization’s framework [15].

2. Computer-supported collaborative learning environment (CSCL)

Collaborative learning is a global concept for a variety of pedagogical 
approaches involving joint intellectual effort by learners, or learners and teachers 
together [16]. Specifically, collaborative learning is based on the idea that educa-
tion is surely a social act in which the learners talk among themselves [10]. A 
group of learners engaged in collaborative learning works together to fulfill shared 
aims ([9]: p. 365). Furthermore, collaborative learning is based on the model that 
information can be formed within a population where members actively react 
by sharing expertise and take on asymmetry roles ([17]: p. 330). In addition, it 
involves the reciprocal engagement of learners in a arranged effort to solve the 
problem together, and leads to critical thinking, shared understanding, deeper 
level learning, and long-term retention of the educated material ([18]: p. 337). 
Knowledge construction promotes in a collaborative learning environment where 
learners communicate by sharing data in groups for solving given works ([19]: 
p. 216). Lehtinen et al. [20] discusses that preparing students for participation in a 
networked, knowledge society in which information will be the generality critical 
resource for social and economic development is one of the basic requirements 
for learning in future. CSCL is one of the most favorable innovations to improve 
education and learning with the help of modern knowledge and communication 
technology. CSCL is an emerging branch of the education sciences concerned 
with studying how learners can learn jointly with the help of computers ([21]: 
p. 409). Thus, computer-supported collaborative learning enables all learners to 
express themselves and make considerable contributions to the final work ([22]: 
p. 356). Besides, CSCL is as a dynamic, international, and interdisciplinary field of 
research focused on how technology can ease the sharing and creation of informa-
tion and expertise during peer interaction and group education processes ([23]: 
p. 67). Online collaborative learning permits discussion to happen at greater depth 
where information can be constructed remotely ([19]: p. 216).

The primary purpose of computer-supported collaborative learning is to 
supply non-task situations that allow social, off-task communication (e.g. casual 
communication) and that ease and increase the number of impromptu encounters 
in work and non-work contexts during the inclusion of persistent presence and 
consciousness over time and space of the other members of the distributed learn-
ing group ([18]: p. 349). Furthermore, the field of it is increasingly becoming a 
trans-disciplinary field of inquiry inclusive educational technology, educational 
psychology, cognitive science, computer science, communication, epistemology, 
augmented reality, and virtual reality ([23]: p. 67). Overall, this scope draws 
heavily on knowledge theories such as social cognitivist learning and constructiv-
ist theories. With respect to social interaction that is main to collaborative learn-
ing, collaborative learning builds onto the cultural theory and socio theory where 
a causal connection exists among social interaction and personal cognitive change 
([24]: p. 193 and [19]: p. 217).
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Furthermore, computer-supported collaborative learning environments contain 
synchronous and asynchronous software, communication tools, and shared work-
spaces ([25]: p. 111). CSCL also contains reactive group learning, social construc-
tion of knowledge, deep learning, sustained critical dialog, and competency-based 
education. More specifically, CSCL is known as education based on the acquisition 
of information, skills, and attitudes, as well as to the application in an ill-structured 
environment [71]. Besides, CSCL focuses on embracing group education, con-
structivist learning, critical thought, and competency-based learning and confirms 
social interaction [26, 27].

Shukor et al. [19] discusses that previous studies found that learners chose to 
share and compare the available data rather than progressing to construct new 
information through collaborative discussions. It shows that learners resort to inter-
act at the level of rapid consensus, where learners resort to accept peers’ opinions 
not necessarily, for they agree with each other, only merely to speed the discussion. 
Besides, CSCL environments promotes their potential to support current insights 
in instruction and learning that depend heavily on the social interaction between 
the group members [27]. In addition, CSCL is significant to confirm the fact that 
utilize of technology in educational environments should be based on the prevalent 
learning theories [28], which in turn applies to computer-supported collaborative 
learning environment as a form of technology employment in the learning process.

Education according to situated educational theory, for instance, is not merely 
an acquisition of information by students; only rather, it is primarily an operation 
of social participation [29]. The important implications of this theory with regard 
to computer-supported collaborative learning environment are summarized in 
the fact that it confirms the social context and participation in education. While 
education according to Sociocultural Theory happens at premier, in a social form 
during the interaction with the social environment more than its occurrence in 
an individual way [30]. Implications of such theory are summed up in what is so 
called social situation and participation computer-supported collaborative learning 
environment. Among the applications of this theory are social networking, forums, 
RSS [31]. The hypothesis of Dialog education can be summed up in “education is 
embedded in dialogue among different cognitive regimes” statement [32]. Reliance 
on communication and interaction is the most significant implication of this 
hypothesis. Communication between learners and collaborative task are the most 
significant applications of dialog education hypothesis [31].

Many of the researches conducted in this scope showed that utilize of computer-
supported collaborative learning environment was emboldening and effective in 
developing students’ achievement and skills. Baharudin and Harun [33] aimed 
to identify the better pattern of interaction that occurs in computer-supported 
collaborative learning environment that helps to maximize learners’ critical think-
ing skills and achievement. Results showed that computer-supported collaborative 
learning environment improved learners’ performance and their conception in the 
“Programming Language Concepts and Paradigms” course. CSCL also amended 
their level of critical thinking skills. Matthee et al. [58] confirmed also that 
computer-supported collaborative learning can be effectively performed in an IS 
learning environment and can be used to fulfill specific aims apart from simply pro-
moting the learning process. CSCL could develop students’ communication skills; 
prepare learners for task environment, enable higher education institutions to share 
certain workloads and work effective to utilize of their scarce resources. Dewiyanti 
et al. [34] purposed to earn response from distance learners on their experiences 
with collaborative learning in asynchronous CSCL environments. Results showed 
that the distance students appreciated the opportunities to task collaboratively. 
They presented positive practices and were quite contented with collaborative 
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learning. Results as well proved that group show influences group operation regula-
tion and group cohesion influences learners contentment with collaborative learn-
ing. Ada [35], confirmed that utilize of computer-supported collaborative learning 
environment created some good skills that supported learner-centered learning and 
prepared learners to be lifelong learners. Iinuma et al. [36] presented that adminis-
tering computer-supported collaborative learning improved learners` awareness in 
collaborative practices such as interpersonal practices, inquiry practices and group 
management practices, as well as CSCL raised their dependability level of computer 
skills.

3. Mobile learning (M-learning)

M-learning is an expression that has been utilized widely in several places all 
over the world [72]. M-learning has been supported to be utilized in tertiary institu-
tions because of a set of factors like the availability of mobile phones, their ability 
to motivate learners, and the freedom and privacy they supply to share data. It is 
defined as electronic learning that utilizes portable devices or learning connected 
to a portable device, Laouris & Eteokleous [28]. M-learning is fundamentally 
based on mobility of technology, mobility of students and mobility of education 
that augments the tertiary institutions [37]. Tertiary institutions are these days 
facing the reality of the speedy development and diffuse of mobile phones, which 
are considered one form of those mobile devices utilized for electronic learning 
all over the world. It is noteworthy that development has included a raise in both 
mobile phones speed and store capacity. On the other hand, the continuous decline 
in prices has resulted in the great diffuse of these mobile phones making them one 
major component of most students’ daily lives. More specifically, mobile phones 
are not accessory anymore; they are incorporated like our wear [38]. Arguably, it 
is fact that mobile phones are fundamentally utilized for completely communica-
tion objectives. Besides, some lecturers have begun to consideration them as a core 
educational activity in tertiary institutions [37]. The number of those lecturers and 
learners who have begun to utilize them as an instruction or learning tool is grow-
ing extremely. Most learners have begun overcoming their difficulties related the 
place and time of sessions through the effective utilization of their mobile phones or 
what has been so called M-learning. Lecturers, on their turn have begun to consider 
seriously of providing their learners with the instruction materials and activities 
via their mobile phones. Thus, students have exceedingly accepted M-learning. 
Specifically, learning through M-learning is exceedingly accepted by the student 
community for its application in addition to its philosophy and standards [33, 39].

Furthermore, the instruction- learning materials should be re-prepared, devel-
oped, and carried out in a way that adapts this new type of education and makes it 
most effective. The improvement in technology utilized in today’s mobile phones 
qualify them to be pedagogical as well as communicational tools. Besides to their 
major purpose, mobile phones, are these days utilized to send and receive pedagogi-
cal messages via text, voice or even forms [40]. In addition, mobile phones and 
consequently M-learning ease accessing various pedagogical resources on Internet 
and help developing and making interesting instruction content that can be utilized 
inside or outside schoolroom [41]. M-learning can deliver the right knowledge to the 
right learner at the right time better than any other learning/instruction technology 
yet designed [33]. In addition, learners’ interest to utilize all available resources 
of M-learning via their mobile devices and Personal Digital Assistants (PDAs) 
to access data anytime and anywhere has as well played an important role in the 
success of M-learning prevalence [42]. In other words, M-learning not only fosters 
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tion and group cohesion influences learners contentment with collaborative learn-
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prepared learners to be lifelong learners. Iinuma et al. [36] presented that adminis-
tering computer-supported collaborative learning improved learners` awareness in 
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management practices, as well as CSCL raised their dependability level of computer 
skills.

3. Mobile learning (M-learning)

M-learning is an expression that has been utilized widely in several places all 
over the world [72]. M-learning has been supported to be utilized in tertiary institu-
tions because of a set of factors like the availability of mobile phones, their ability 
to motivate learners, and the freedom and privacy they supply to share data. It is 
defined as electronic learning that utilizes portable devices or learning connected 
to a portable device, Laouris & Eteokleous [28]. M-learning is fundamentally 
based on mobility of technology, mobility of students and mobility of education 
that augments the tertiary institutions [37]. Tertiary institutions are these days 
facing the reality of the speedy development and diffuse of mobile phones, which 
are considered one form of those mobile devices utilized for electronic learning 
all over the world. It is noteworthy that development has included a raise in both 
mobile phones speed and store capacity. On the other hand, the continuous decline 
in prices has resulted in the great diffuse of these mobile phones making them one 
major component of most students’ daily lives. More specifically, mobile phones 
are not accessory anymore; they are incorporated like our wear [38]. Arguably, it 
is fact that mobile phones are fundamentally utilized for completely communica-
tion objectives. Besides, some lecturers have begun to consideration them as a core 
educational activity in tertiary institutions [37]. The number of those lecturers and 
learners who have begun to utilize them as an instruction or learning tool is grow-
ing extremely. Most learners have begun overcoming their difficulties related the 
place and time of sessions through the effective utilization of their mobile phones or 
what has been so called M-learning. Lecturers, on their turn have begun to consider 
seriously of providing their learners with the instruction materials and activities 
via their mobile phones. Thus, students have exceedingly accepted M-learning. 
Specifically, learning through M-learning is exceedingly accepted by the student 
community for its application in addition to its philosophy and standards [33, 39].

Furthermore, the instruction- learning materials should be re-prepared, devel-
oped, and carried out in a way that adapts this new type of education and makes it 
most effective. The improvement in technology utilized in today’s mobile phones 
qualify them to be pedagogical as well as communicational tools. Besides to their 
major purpose, mobile phones, are these days utilized to send and receive pedagogi-
cal messages via text, voice or even forms [40]. In addition, mobile phones and 
consequently M-learning ease accessing various pedagogical resources on Internet 
and help developing and making interesting instruction content that can be utilized 
inside or outside schoolroom [41]. M-learning can deliver the right knowledge to the 
right learner at the right time better than any other learning/instruction technology 
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of M-learning via their mobile devices and Personal Digital Assistants (PDAs) 
to access data anytime and anywhere has as well played an important role in the 
success of M-learning prevalence [42]. In other words, M-learning not only fosters 
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the way we access data, but also helps students be innovative and kindly problem-
solvers [43].

3.1 M-learning and E-learning

M-learning is a massive method for engaging students on their own terms and 
promotes their broader education experience because of its mobility quality and 
supporting platform. Thus, M-learning is considered merely an extension of elec-
tronic learning joint to mobile computing. Learners of M-learning should be aware 
of mobile devices’ utility and specific restrictions when delivering M-learning qual-
ity, ([44]: p. 65). The development of electronic learning, as a new type of distance 
learning whose nomenclature is close to those of traditional learning, has promoted 
the diverse applications of M-learning. However, M-learning is a distinguish tech-
nology and has its own nomenclature that adopts expressions such as spontaneous, 
informal, situated, intimate, connected, and lightweight, while electronic learning 
utilizes different expressions like hyperlinked, multimedia, interactive, and media-
rich environment, ([45]: pp. 1926–7). Laouris and Eteokleous [28] have presented 
Table 1 below to contrast among the nomenclature of both expressions.

3.2 Rationale of M-learning

It is noteworthy that technology utilize in pedagogical environments must be 
based on the predominant educational theories and approaches [46], which is thus 
applied to M-learning as one form of technology utilize in instruction. For example, 
education, any education, according to Behaviorism, takes place while a conditional 
correlation is established among a particular stimulus and a specific response [47]. 
In other words, M-learning, applications of Behaviorism are limited to its major 
precept, which is stimuli and responses. That is, learners through M-learning are 
provided by the education content, the stimuli in this situation, while the attached 
tasks, short exams, and feedback are the learners’ responses that follow. On the 
other hand, cognitive Approach concentrates on enabling the student to reorganize 
his/her cognitive structures in a task that allows him to process and storage newly 
acquired data that will be saved and recalled in future [48]. Thus, students should 
be provided in advance with the education materials and new information. The 

E-learning M-learning

Computer Mobile

Hyper learning Constructivism, situations, collaborative

More formal Informal

Media-rich Lightweight

Hyperlinked Connected

Collaborative Networked

Interactive Spontaneous

Distance learning Situated learning

Multimedia Objects

Simulated situation Realistic situation

Bandwidth GPRS, G3, Bluetooth

Table 1. 
Terminology contrast between electronic and mobile learning [28].
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availability of multimedia included in students’ mobile devices will help them 
process, organize, storage, and recall the data they need anytime and anywhere. 
Situated Learning Theory hypothesizes that education is not merely a process of 
information acquisition yet firstly a social participation that seeks a resolution for 
a problem [29]. Therefore, an emphasis on making real social cases in which new 
information can be delivered to students provides them with a wealthy opportunity 
to simulate real life. Through the utilize of social communication and networking 
means available on mobile devices such as blogs, learning, groups, and discussions 
at task environment can promote and foster learning more than any other way.

Contextual Learning Theory blends modernistic developments of status-aware 
computing with instruction strategies that boosts situational and status-sensitive 
education [49]. Arguably, M-learning can make education contextual via specific 
practices based on mobile devices’ technology that can bring real existence in 
front of students. A learner can administer the education context based education 
content, browse, and restore it whenever he wishes. Location-based learning theory 
aims to fulfill what is known as Just-in-Time Learning linked to the physical loca-
tion in which the student lives. In other words, M-learning should account for the 
place of education where the student can be given a hand to acquire and study not 
any information but conceptual information [50]. According to the Cognitivist, 
education is an active, constructive, accumulative, and self-directed process that is 
dependent on the mental activities of the student [51]. Arguably, taking into regard 
all these points discussed previously, one can argue that M-learning, because of the 
sophisticated technology embedded inside, can provide such contextual, mental, 
social, and locative activities through micro learning all the day long and make the 
study process more self-directed and regulated (2011).

3.3 M-learning theoretical framework

Today’s mobile devices are various those ones that were common 5 or 10 years 
ago. Arguably, mobile phones each month get smarter and smarter. Learners of 
all kinds and fundamentally university students keep pace with all technological 
developments Included in these devices. These learners are more skilful in utilizing 
them than parents or grandparents. Besides, users of mobile devices can be directed 
to utilize them for pedagogical, as well as, for communication aims in a way that 
makes their study easier and more interesting. Learners that have investigated 
how lecturers can do so are many. Besides, learners that have checked whether 
mobile devices make an effect in learners’ academic achievement are many, too. 
For instance, Jabbour [52] showed that 3G technology based-mobile devices when 
utilized for educational aims affected learners’ attitudes. Learners could enjoy 
themselves and attempt a positive learning experience. Their prospects of mobile 
devices’ effectiveness had a positive effect on their learning outcomes. While Dos 
[38] revealed that university, learners heavily utilized mobile devices. Learners’ 
metacognition awareness and academic achievement were developed and improved 
because of these devices sets usage. Wang et al. [53] also concluded that M-learning 
activities could engage learners in the learning process much better than traditional 
ones. Learners changed into active students. They were intellectually, behaviourally 
and emotionally involved in their education works. Bidaki et al. [54] on the other 
hand proved that utilize of M-learning process had quite significant effect on both 
learners’ self-regulation learning and academic achievement.

Nevertheless, other researchers found that utilize of M-learning was not always 
effective. For example, [47] also concluded that unexpectedly control group learn-
ers’ achievement was better than the achievement of learners in the experimental 
group who were learning through mobile devices. No variation among learners’ 
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[38] revealed that university, learners heavily utilized mobile devices. Learners’ 
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because of these devices sets usage. Wang et al. [53] also concluded that M-learning 
activities could engage learners in the learning process much better than traditional 
ones. Learners changed into active students. They were intellectually, behaviourally 
and emotionally involved in their education works. Bidaki et al. [54] on the other 
hand proved that utilize of M-learning process had quite significant effect on both 
learners’ self-regulation learning and academic achievement.

Nevertheless, other researchers found that utilize of M-learning was not always 
effective. For example, [47] also concluded that unexpectedly control group learn-
ers’ achievement was better than the achievement of learners in the experimental 
group who were learning through mobile devices. No variation among learners’ 
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extraneous cognitive load and germane cognitive load were found. While there 
was a variation among learners’ mental load degree in favor of the experimental 
group. Kuznekoff and Titsworth [55] after examining the impact of utilizing mobile 
devices on learners’ learning through video watching concluded that learners who 
were utilizing their mobile phones wrote down and recalled less information. The 
notes they took were few. Their achievement degree on the exam were lower than 
peers who did not utilize their mobile devices actively [73].

Thus, it is true that M-learning phones definitely influence learners’ university 
life whether positively or negatively. Nevertheless, once they are utilized in the right 
way, they can influence interaction patterns of lecturers as well as learners. They 
can promote learning and teaching practice. Therefore, pedagogical, organizational 
and curricular factors affecting the adoption of M-learning in tertiary institutions 
should be accounted for as long as we wish to utilize them effectively. Students will 
be in danger and can be insecure to superficial learning if M-learning practice are 
not well designed. Besides, mobile phones might distract learners from learning and 
deteriorate the type of interaction among lecturers and learners, Handal et al. [56].

4. Learning management systems (LMS)

The incorporation of numerous Educational technologies in instruction have 
been widely confirmed for their potential to enrich, promote and extend learner-
learning experiences, ([59]: p. 330). Therefore, pioneer tertiary institutions all over 
the world try to profit of these technologies as much as potential to convey infor-
mation resources to both of the student and lecturer in least time, cost and effort, 
([60]: p. 6). Nevertheless, without a favorable shift from the lecturer-centered 
education to student-centered education, this incorporation will remain worthless. 
That is, lecturer-centered education deals with technology as a complement to lec-
tures to display the teaching content to the students while student-centered educa-
tion believes in greater incorporation of technology into classroom and yields great 
gains in learners’ achievement. Besides, the function of technology incorporation 
should modification the roles of both the lecturer and the student. It also should be 
utilized as experiential education activities such writing, study, analysis, and col-
laboration, ([61]: p. 14). One of these educational technology tools which has been 
eminent in the field of learning and technology incorporation is LMS. Iwasaki, et al. 
(2011:479) indicated that the issues, which pedagogues in general, have been facing 
for more than 15 years such the lowering academic and lowered motivation ability 
have led to the appearance and adoption of theses learning management systems to 
promote active learning not restricted to a specific time or classroom, communica-
tion among the lecturer and learners, and collaborative learning between learners.

A report by Durham College Leadership Team in 2015 has Confirmed that LMS 
refers to both software and web-based technologies that are utilized by lecturers 
and learners to access, plan, perform, complement, observe, and/or assess learning 
or to communicate about learning. Learning management systems are centralized, 
online platforms that commodity curriculum, and estimate delivery and reception, 
([62]: p. 302). LMS is a highly developed style of distance learning because it pro-
vides a set of software tools that help to transfer and manage the education content 
[63]. Esther [64] emphasizes that learning management system as a teaching tool 
has been developed to control and regulate the administrative works of tertiary 
institutions and other organizations. Lecturers and instructors who utilize learn-
ing management system have the chance to share syllabus, course materials, notes, 
calendars, links, idea, and online assignments [65]. One of the most public LMS is 
Moodle, which favors collaborative education, enabling interactions with resources 
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from different media and between all lecturers [66]. Much web-based learning 
which has the ability to address the needs of end employee and student is facilitated 
through learning management system like Moodle, Blackboard, and Sakai [67, 68]. 
Moodle for example, is equipped with all aspects of online learning like the ability 
to store the education resources, connection and activities that are based on certain 
education topics [69]. When utilizing Moodle, persons or institutions can download 
the system free of charge and the downloading comes with permit (William, 2006). 
Nordin [70] also concluded that the motivating features of Moodle contain down-
loading and sharing of files, developing content in HTML, discussions or forum, 
questionnaire, grading, journal writing and other features, which are seen as sig-
nificant to the development of online learning. In addition, Moodle is characterized 
through its site administrator and management tools; a variety of utilize manage-
ment choices, containing multiple authentication choices, online profile building. 
Role-based tasks and licenses; enrollment and registration tools and plug-ins; and 
course administrator and communications choices, containing chat, questionnaire 
builders, forums, wikis, are also within the difference features of Moodle, (Monarch 
Media, Inc., 2010).
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Chapter 3

Interactive Design vs. Design 
for Interaction: Developing 
Interactive Play Tools that Promote 
Interactions between Children
Rodrigo Fernandes and Toshimasa Yamanaka

Abstract

How do children interact with each other and how can interactive technology 
contribute? In this chapter, we are going to introduce two concepts that are cur-
rently present in the development of play tools for children: (1) interactive design, 
represented by toys that can integrate interactive sensors and actuators to promote 
new play possibilities, and (2) design for interaction, a new tendency focused on 
how children interact with each other and how new designs can contribute to these 
interactions. Through this chapter, existing works will be utilized to exemplify 
these concepts illustrating differences and connection points in-between. These will 
be followed by a series of studies of children’s social interactions when under the 
influence of different game conditions. By looking into the fundamental aspects of 
design and interaction, we will discuss how play can promote positive interactions 
and how interactive technology can contribute to those. We aim to contribute to the 
establishment of guidelines for the development of new designs for interactions.

Keywords: children, sociability, game elements, technology, toys

1. Introduction

Children have a universal need to play, and by playing, they can learn a series of 
skills vital for their social and cognitive development. Playing is a self-motivating 
and pleasurable activity, and through gamification (the application of game elements), 
different tasks can become more engaging. Maria Montessori defined play as the 
work of children and something that must be encouraged for a healthy childhood 
development. Disciplines such as social game studies consider the activity of play as 
an important way for children to understand their surroundings, communicate, and 
develop affection [1, 2].

Known as play tools, toys have an important role as facilitators of children’s 
growth and learning [3]. A toy is a dedicate artifact for the act of playing. Humans 
are sensory animals and toys can allow more materialized, stimulating, and easily 
understood play experiences. The existence of toys can date as old as 3.000 BCE, 
but it was only through the rise of the industrial age that they became widely 
available for children at a global scale. Up until the 1980s, toys were mostly repre-
sented by a highly profitable plastic industry. However, since the 1990s, the rise of 
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1. Introduction

Children have a universal need to play, and by playing, they can learn a series of 
skills vital for their social and cognitive development. Playing is a self-motivating 
and pleasurable activity, and through gamification (the application of game elements), 
different tasks can become more engaging. Maria Montessori defined play as the 
work of children and something that must be encouraged for a healthy childhood 
development. Disciplines such as social game studies consider the activity of play as 
an important way for children to understand their surroundings, communicate, and 
develop affection [1, 2].

Known as play tools, toys have an important role as facilitators of children’s 
growth and learning [3]. A toy is a dedicate artifact for the act of playing. Humans 
are sensory animals and toys can allow more materialized, stimulating, and easily 
understood play experiences. The existence of toys can date as old as 3.000 BCE, 
but it was only through the rise of the industrial age that they became widely 
available for children at a global scale. Up until the 1980s, toys were mostly repre-
sented by a highly profitable plastic industry. However, since the 1990s, the rise of 
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electronic technology together with the digital video game industry has reconfig-
ured the general ideas of what a toy could be.

Nowadays, electronic games can be considered toys and the boundaries 
between the virtual and tangible elements are not so strict [4]. For example, the 
fast development of tablet computers has developed into one of the current most 
profitable play markets. Different tablet applications for children (be they games, 
dedicate programs, or play kits) gives an array of engaging and playful possibili-
ties at little development cost. With tablets representing a big parcel of the play 
market, children today have become much more exposed to digital/screen media 
than previous generations. This extended exposure has been linked with different 
changes in children’s behaviors. As examples, current studies are linking extended 
screen exposure to autistic-like symptoms, hyperactivity, and obesity rates [5–7]. 
The overall recommendation is that, specially at young ages, screen time should be 
minimized at the same pace that active play time should be encouraged. However, 
technology cannot be stopped and children’s interest to interact with technology 
should not be discouraged, but rather utilized to support their development.

This context led to a series of new play tool proposal called “interactive” or 
“smart” toys. By combining the traditional play values with modern technologies, 
interactive toys can provide more direct feedback and narrative possibilities for 
the users. Interactive toys can also engage children through sensory stimuli such as 
LED lights, digital sounds, and haptic inputs for touch [8]. The “interaction” from 
interactive toys comes from these expanded possibilities between the user and the 
artifact facilitated by modern technology. In other words, the toy is interactive. 
Being that a new frontier, designers from all over the world are trying to develop 
new interactive toys that can bring unique experiences to the user.

The interaction between children with others is potentially more important to 
their social development than the interactions they can have with different toys. 
Considering that, a parallel view entitled “Design for Interaction” is rising by 
prioritizing children’s social relationships. In the design for interaction principle, 
play artifacts assume a support role, mediating or facilitating social relationships 
between children and peers or caregivers. Moreover, technology is not the main 
factor in this view and interactions can arise from different play media, be they 
analogic, electronic, or virtual.

The present chapter discusses the definitions, differences, and similarities 
between the “interactive design” and the “design for interaction” views when applied 
for children’s product. Each section will illustrate and exemplify these views with 
schematic and cases. We follow by comparing some performed studies where group 
games, mediated by different toys, were utilized to evaluate children’s task impres-
sions and group behavior. Considerations will be at the end of the chapter about how  
to develop interactive play tools that can better support children’s social development.

2. Interactive design and interactive toys

According to the Merriam-Webster dictionary [9], the word “interactive” can 
mean: (1) mutually or reciprocally active or (2) involving the actions or input of a 
user. This definition is especially related to a two-way electronic communication 
system. Therefore, the word interactive design has an inherent focus on how the 
design interacts with the user, and how to consider these interactions. The same 
concept can be applied with the definition of interactive toys. Nowadays, toys and 
games are being constantly designed with the advancement of digital technology 
and the changes in consumer habits. These new toys are named “Interactive” or 
“smart” toys [10].
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From a technology standpoint, an interactive toy differs from traditional ones 
by adding the interactive attractiveness of modern technologies to stimulate play. 
All toys can be considered interactive, but traditional toy interactions are mostly 
mechanical. In other words, when interacting with traditional toys, such as a 
football, the user receives an instant sensory feedback which might motivate them 
to keep playing. Emotional-level interactions and imaginary play are also possible 
with traditional toys, but the toy acts mainly as a physical medium for these play 
interactions (Figure 1).

The main difference between the definitions of a traditional and an interactive 
toy is the integration of technology to provide dynamic interactions [11, 12]. By using 
different sensors and actuators, interactive toys can receive children’s inputs and 
generate different outputs to actively encourage their play. It can, for instance, identify 
children’s play pattern through an artificial intelligence and use this information to 
provide direct motivating feedback such as increasing or decreasing the difficulty of 
game, or changing the balance of sensory stimuli such as the intensity of lights and 
sounds. This interaction can be seen in Figure 2 below.

It is important to note that both traditional and interactive toys can provide the 
same amount of play interactions, but the interaction of smart toys can be detected 
or encouraged with the applied technology. The constant feedback generated by the 
artifact in the response of children’s inputs is what would define its interactivity and 
where technology is more deeply inserted. The second point is that smart toys are 
expanded to new media and devices such as tablets, augmented-reality and virtual 
reality glasses, breaking the division between digital and analogic experiences.

Considering that wide range, there is no current fixed limitation in the interac-
tive toys’ category. Interactive toy can involve products such as interactive floors or 
walls with sensors that react when children touch them, or it could be individual 
portable products, such as shoes or balls with LED lights and sensors to motivate 
active play. It can even be an entire installation, with different products exchanging 
information on a network-connected server [8].

A promising subcategory of the interactive toys is the interactive playgrounds. 
Interactive playgrounds are integrating technology to promote more engaging ways 
for children to exercise and establish social relationships. Like interactive toys, the 
idea of an interactive playground is not limited to traditional buildings and could 
be either a small prop, which the user can carry with them, or a digital application 
that can integrate with the existing playground environment. Although it is a new 
concept, Sturm et al. defined the following guidelines which designers can take 
when designing interactive playgrounds. Interactive playgrounds should:

• focus on social interactions,

• keep the game rules and mechanics simple,

• offer challenges,

• have clear goals, and

• provide different feedbacks to the users.

By using sensory technology, children can receive different sorts of feedback 
such as visual lights, sounds, or haptic outputs. Many of these elements are proven 
to have a positive effect on children development, since it can better direct and 
immerse them in the activities. For example, Zhao et al. found that haptic inputs 
increased the immersion children had when reading and listening stories [13].
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electronic technology together with the digital video game industry has reconfig-
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According to the Merriam-Webster dictionary [9], the word “interactive” can 
mean: (1) mutually or reciprocally active or (2) involving the actions or input of a 
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system. Therefore, the word interactive design has an inherent focus on how the 
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A point of caution is that a higher physiological arousal through interactive 
technology can also be associated with increases in user stress level [14]. With stud-
ies having yet to find the extension of these effects, this remains as an important 
step to responsibly design new interactive play tools. Moreover, the interaction with 
different technologies also affects children’s social play interactions, which should 
be considered in the design of toy.

3. Design for interaction between children

Still according to the Merriam-Webster dictionary [15], the word “interaction” 
can mean: (1) the act of talking or doing things with other people; (2) the action or 
influence of things on one another, or; (3) mutual or reciprocal action or influence.

When comparing with the word “interactive,” “interaction” carries a broader 
meaning involving different relationships between humans with living things 
and with artifacts. It is important to say that each interaction can generate differ-
ent outcomes for the parties involved and that these outcomes can affect further 
interactions. This relationship can be seen in the scheme represented by Figure 3.

Likewise, the word “design for interaction” also has a more expanded meaning 
than the word “interactive design,” involving not only the interactions between 
the user and the artifact but also the interactions that artifacts can foster between 
different people. In design for interaction, the artifact can act as a supporter for 
different social interactions. Considering that, this concept of an interactive 
toy is not only of one that provides engaging interactive feedback for children. 
Instead, interactive toys should facilitate relationship among children through play 

Figure 2. 
Interactive toy play interaction flowchart. The user provides an interaction that is detected and processed by the 
toy, which then converts into a feedback through different actuators, perpetuating the interaction.

Figure 1. 
Traditional toy play interaction flowchart. Users interact with the toy and the given mechanical feedback 
perpetuates different interactions.
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interactions. Under this view, exposure to different types of interactions among 
children is the most important aspect of their development. This can be observed in 
Figure 4 below.

According to a study requested by the Kids Design Association (KDA), Japan 
[16], interactive products should encourage children to create relationships instead 
of being alone. Game experiences can help children realize their individual limita-
tions and perceive playing together as a more fun activity. Considering that, the 
following guidelines where defined for designing artifacts for interactions among 
children. Designs for interaction could be:

• experiences that can only be felt when together with others,

• games that produce more significant results by joining force with others,

• artifacts to facilitate communication between children, or

• toys and games that can strengthen their affective bonds.

Under these guidelines, technology is not the main aspect of “interactive toys” 
and any toy or game that has been designed with social interaction in mind can be 
considered as “interactive” [17]. Playground environments provide an important 
role as “design for interactions,” fostering social relationships through play activities. 

Figure 3. 
Interaction scheme: the spheres influence each other, and each interaction generates different outcomes.

Figure 4. 
Interactive play tools as mediating interfaces for different interactions among children through play activity.
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Playgrounds are spaces where of different ages can get in contact with open nature, 
with each other and with their parents to, through dynamic play exploration, social-
ize, and develop different skills [18].

Considering children’s sociability, a parallel field called “social game studies” 
seek to understand how different game elements can influence children’s social 
development [19]. Through gamification, the application of game elements to other 
activities, educators can utilize the self-motivational aspects of games to encourage 
children’s positive social behavior. This concept is widely used in “structured” or 
“ice-breaking” game scenarios, where the act of playing group games is linked with 
positive group behavior [20].

Working with social game concept, Hendrix et al. [17] developed a game to 
observe its impact on children’s sociability. In this game, children would receive the 
role of architects to give instructions on how to build a structure for the other mem-
bers in the group. The researchers noted that, during the game, children who often 
struggled with social interactions managed to more easily express their thoughts 
and intentions.

By looking at post effects of group games, Creighton and Szymkowiak [21] 
observed the classroom behavior of two groups of children after being submitted to 
different game conditions. While one group played games with a competitive focus 
for a week, the other group played cooperative games instead. Evaluating children’s 
social behavior with an interaction frequency index, the authors observed that 
children who played the cooperative games displayed more positive interactions 
in the classroom than children who played the competitive games. These findings 
suggested that cooperative games may benefit the social interaction of pupils within 
the classroom.

Playing is an arousing activity that involves internal motivations and sensory 
stimuli [22]. With the body being the main channel for sensory interactions, 
Malinverni and Burguès [1] linked the usage of the full body during games to 
children’s higher cooperative behavior. In their study, children played two different 
versions of a group game: (1) a digital version, where children interacted together 
through connected desktop computers, and (2) a physical version, where the game 
was projected in the wall and children could use their body to interact with together. 
Participants who played the full body game version achieved higher scores in the 
game, displayed better teamwork, and reported better impressions of their group 
members after the activity.

Considering social studies findings, we defined the following elements as 
possible contributors to children’s social development, which should be aimed by 
interactive games:

• Existence of rules and attribution of specific roles

• Restriction of individual power and resources

• Challenging but achievable difficulty curve

• Excitement and novelty levels of game experience

• Rich sensory feedback

• Usage of natural body movement

• Focus on cooperativity rather than competitivity
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When considering the effect of group game activities, or designing new interac-
tive play tools, it would be of interest to further observe these elements as possible 
predictors of children’s social behavior.

Note that technology is not directly mentioned as an important for social 
interactions, but that does not mean that it should be disregarded. Although society 
has been changing drastically, the basic structure of playgrounds has remained 
almost the same since 1920 [11], and traditional play tools today are not enticing the 
modern children as they used to. Children enjoy interacting with current technol-
ogy and it would benefit their social interaction to utilize a medium which they can 
more easily engage. More importantly, modern technology provides an array of rich 
sensory feedback which can be utilized as elements to promote social interactions. 
As an example, Suzuki et al. [23] developed a musical device which converts each 
person’s position into a single melodic note. When people gather to play together, 
the device can combine notes and create harmony, making the activity more 
meaningful and pleasurable. Another way of using technology to facilitate interac-
tions would be by automatically altering the sensory stimuli or the difficulty level of 
a game according to the number of children or to their given feedback.

In this sense, this chapter definition of an interactive toy is of one who adopts 
different feedback technologies or devices to act as a mediating interface of real-
time interactions between people. In this definition, while technology is still impor-
tant, it is not the main factor, acting instead as a supporter of children’s interactions. 
Considering the described elements of this section, it is important to investigate 
additional ways for technology and interactive toys to foster social interactions 
among children.

4. Case studies: how group games can promote interaction

During the years of 2017–2018, we conducted three different studies to investi-
gate the relationship between children playing group games and their motivation 
to work together in a subsequent group task [24, 25]. Represented by Figure 5, 
throughout three studies, three different group games were utilized as “ice-break-
ing” activities: (1) an interactive building block game where the goal was to build 
electronic circuits, (2) a buildable tower block game, where the goal was to connect 
blocks together into a single standing tower, and (3) an interactive dance game, 
where the goal was to replicate the dance moves displayed in the game screen.

Different methods of evaluating children’s impressions and cooperation were 
utilized between studies, limiting direct comparisons between the games’ effects. 

Figure 5. 
Three group games utilized during different studies.



Interactive Multimedia - Multimedia Production and Digital Storytelling

32

Playgrounds are spaces where of different ages can get in contact with open nature, 
with each other and with their parents to, through dynamic play exploration, social-
ize, and develop different skills [18].

Considering children’s sociability, a parallel field called “social game studies” 
seek to understand how different game elements can influence children’s social 
development [19]. Through gamification, the application of game elements to other 
activities, educators can utilize the self-motivational aspects of games to encourage 
children’s positive social behavior. This concept is widely used in “structured” or 
“ice-breaking” game scenarios, where the act of playing group games is linked with 
positive group behavior [20].

Working with social game concept, Hendrix et al. [17] developed a game to 
observe its impact on children’s sociability. In this game, children would receive the 
role of architects to give instructions on how to build a structure for the other mem-
bers in the group. The researchers noted that, during the game, children who often 
struggled with social interactions managed to more easily express their thoughts 
and intentions.

By looking at post effects of group games, Creighton and Szymkowiak [21] 
observed the classroom behavior of two groups of children after being submitted to 
different game conditions. While one group played games with a competitive focus 
for a week, the other group played cooperative games instead. Evaluating children’s 
social behavior with an interaction frequency index, the authors observed that 
children who played the cooperative games displayed more positive interactions 
in the classroom than children who played the competitive games. These findings 
suggested that cooperative games may benefit the social interaction of pupils within 
the classroom.

Playing is an arousing activity that involves internal motivations and sensory 
stimuli [22]. With the body being the main channel for sensory interactions, 
Malinverni and Burguès [1] linked the usage of the full body during games to 
children’s higher cooperative behavior. In their study, children played two different 
versions of a group game: (1) a digital version, where children interacted together 
through connected desktop computers, and (2) a physical version, where the game 
was projected in the wall and children could use their body to interact with together. 
Participants who played the full body game version achieved higher scores in the 
game, displayed better teamwork, and reported better impressions of their group 
members after the activity.

Considering social studies findings, we defined the following elements as 
possible contributors to children’s social development, which should be aimed by 
interactive games:

• Existence of rules and attribution of specific roles

• Restriction of individual power and resources

• Challenging but achievable difficulty curve

• Excitement and novelty levels of game experience

• Rich sensory feedback

• Usage of natural body movement

• Focus on cooperativity rather than competitivity

33

Interactive Design vs. Design for Interaction: Developing Interactive Play Tools that Promote…
DOI: http://dx.doi.org/10.5772/intechopen.84328

When considering the effect of group game activities, or designing new interac-
tive play tools, it would be of interest to further observe these elements as possible 
predictors of children’s social behavior.

Note that technology is not directly mentioned as an important for social 
interactions, but that does not mean that it should be disregarded. Although society 
has been changing drastically, the basic structure of playgrounds has remained 
almost the same since 1920 [11], and traditional play tools today are not enticing the 
modern children as they used to. Children enjoy interacting with current technol-
ogy and it would benefit their social interaction to utilize a medium which they can 
more easily engage. More importantly, modern technology provides an array of rich 
sensory feedback which can be utilized as elements to promote social interactions. 
As an example, Suzuki et al. [23] developed a musical device which converts each 
person’s position into a single melodic note. When people gather to play together, 
the device can combine notes and create harmony, making the activity more 
meaningful and pleasurable. Another way of using technology to facilitate interac-
tions would be by automatically altering the sensory stimuli or the difficulty level of 
a game according to the number of children or to their given feedback.

In this sense, this chapter definition of an interactive toy is of one who adopts 
different feedback technologies or devices to act as a mediating interface of real-
time interactions between people. In this definition, while technology is still impor-
tant, it is not the main factor, acting instead as a supporter of children’s interactions. 
Considering the described elements of this section, it is important to investigate 
additional ways for technology and interactive toys to foster social interactions 
among children.

4. Case studies: how group games can promote interaction

During the years of 2017–2018, we conducted three different studies to investi-
gate the relationship between children playing group games and their motivation 
to work together in a subsequent group task [24, 25]. Represented by Figure 5, 
throughout three studies, three different group games were utilized as “ice-break-
ing” activities: (1) an interactive building block game where the goal was to build 
electronic circuits, (2) a buildable tower block game, where the goal was to connect 
blocks together into a single standing tower, and (3) an interactive dance game, 
where the goal was to replicate the dance moves displayed in the game screen.

Different methods of evaluating children’s impressions and cooperation were 
utilized between studies, limiting direct comparisons between the games’ effects. 

Figure 5. 
Three group games utilized during different studies.



Interactive Multimedia - Multimedia Production and Digital Storytelling

34

However, through observations of the three games’ applications, reinforced by 
present guidelines in the literature, the research obtained indications on which 
aspects of the group games worked well and which needed further reconsiderations. 
Comparisons were established between these games.

The three studies worked with cooperative tasks and self-report scales where 
children could rate their feelings regarding the task and their group members. 
Overall, the main evaluations after playing or not variations of the group games 
were: (1) how difficult or pleasurable participants perceived the cooperative task to 
be; (2) how satisfied participants were with their group member and how mindful 
they were of each member feeling, and how well they executed the subsequent task 
at individual and group level (objective criteria were established). More informa-
tion about the procedures and evaluations can be found in [24, 25].

It is important to mention that many unpredicted factors can happen when 
working with children in natural playful situations. Furthermore, the indications 
are about how the group sessions were administered and do not necessarily point 
out a certain toy or game task as more suitable to promote cooperation. A small 
description of each game session and the obtained results will be given.

4.1 Game session 1: smart circuit blocks

In game session 1, an interactive block toy set was selected as the game stimuli. 
The set was composed of circuit blocks that could be connected to activate different 
responses. For example, children could connect a switch to activate an electronic 
light, sound, or motor. Challenges were designed where 36 participants aged 6–16 
divided into groups of four had to activate specific blocks in a 20 minutes time limit. 
Specific roles were also assigned for the challenge with one participant receiving the 
leader role, helping to manage their group members.

Three group conditions were formed: (1) easy game group, who played an easier 
version requiring simplified block combinations (e.g., activating a light block); 
(2) difficult game challenge, who played a version requiring more complex block 
activations (e.g., assembling a movable robot), and (3) no game group, who did not 
play the group game before performing the subsequent group task.

The subsequent group task of this study was a co-design challenge where had 
to design a new interactive toy together. Participants had 10 minutes to perform 
individual sketches and 10 minutes to perform group discussion. Video evaluation 
of the group discussion backed by the interaction rating scale [26] was performed to 
observe children social behavior. Developed sketches were collected for evaluation, 
and self-reports were applied after the task.

Results indicated no difference between participants who played the easy group 
challenge and participants who did not play the group game. This means that 
playing an easy game did not indicate to affect how easy or pleasurable participants 
perceived the group task to be, or how satisfied they were with their group mem-
bers. Differences were observed, however, between the difficult game challenge and 
the two other group conditions. Participants in the difficult game condition also 
reported the design task to be more difficult, indicated to designed fewer elements 
in their toy sketches, and were less aware of their group members’ feelings. In other 
words, the more difficult version of the game distressed participant’s cooperation, 
affective impressions, and outcomes of the subsequent design task. We defined 
from these results that when administrating game as ice-breakers, the difficulty 
should not be excessively high. Games should instead seek to give a positive sense of 
achievement for the participants.

Other than difficulty, three aspects of the game may have influenced children’s 
behavior: (1) the assigned roles, (2) the game complexity, and (3) time length. 
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Regarding the role assignment, it was noted that children who obtained the leader-
ship role in the game task also tended to maintain the leadership position in the 
following design task. Through observation, it was noted that, depending on the 
age, this leadership position led to authoritarian behavior in the design task, with 
the leader not giving an equal voice for all group members.

While recommendations for group design tasks with children support the estab-
lishment of defined roles for better group work [21], this establishment indicated 
to be immature in the game sessions. The necessary leadership for completing a 
game challenge did not necessarily transpose into the necessary leadership skills for 
dialoguing in a group design task. Also, groups who established their roles without 
playing the game indicated better work dynamics. Unless due considerations are 
made, it is better to not establish roles during group games. Rather, group games can 
be good opportunities for children to explore different roles inside groups.

Regarding the complexity and time, another observation is that the interac-
tive blocks were of high complexity and required children’s extended attention. A 
fatigue effect might have happened from the game, reducing children’s focus on the 
design task. Reconsiderations regarding the time length and the complexity of the 
game task were made to ensure children would be in good conditions for perform-
ing the following design task.

4.2 Game session 2: building tower blocks

Considering previous results, the game challenge was simplified for the game 
session 2. Instead of working with interactive toys and of creating two game condi-
tions, this study investigated how playing a building block tower game could affect 
children’s impressions and motivations for a subsequent task. About 21 participants 
aged 6–11 y/o were divided into groups of four. Roles were not assigned in this game 
session and each child had on average 20 connecting pieces to build into a single 
tower in under 10 minutes.

For the group challenge, participants had to design an invention to facilitate 
communicate among children. This context took opportunity of an existing chil-
dren’s design competition of the Interaction Design with Children 2018 (IDC2018) 
conference [27]. Participants had 10 minutes to sketch initial ideas and would then 
have a one-week deadline to submit their designs to the competition. Submission 
was voluntary.

Although no differences were observed on cooperation among group conditions, 
results indicated that participants who played the group game reported higher 
confidence with their designs and were significantly more likely to submit them to 
the competition. Results of this study mostly indicated that children who played the 
game were more motivated with the design task, associating an energizing effect 
of group games on subsequent activities. Compared with the previous session, 
game session 2 was shorter, the intention of the game was easier to understand, and 
children had the same initial conditions to participate.

4.3 Game session 3: interactive dance game

A third game challenge was designed to specifically observe its effect on chil-
dren’s group behavior. This session utilized the electronic game Just Dance 2018tm 
as a simple interactive game. About 36 participants aged 6–14 y/o joined this study. 
The choice of this game was further backed by different studies which pointed 
positive effects of physical and energetic games on children’s cooperation [1, 28]. 
Three group conditions were established: (1) a relaxing dance group, where participants 
would dance easier choreography songs with less movement, (2) an energetic  
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However, through observations of the three games’ applications, reinforced by 
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and self-reports were applied after the task.

Results indicated no difference between participants who played the easy group 
challenge and participants who did not play the group game. This means that 
playing an easy game did not indicate to affect how easy or pleasurable participants 
perceived the group task to be, or how satisfied they were with their group mem-
bers. Differences were observed, however, between the difficult game challenge and 
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conference [27]. Participants had 10 minutes to sketch initial ideas and would then 
have a one-week deadline to submit their designs to the competition. Submission 
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results indicated that participants who played the group game reported higher 
confidence with their designs and were significantly more likely to submit them to 
the competition. Results of this study mostly indicated that children who played the 
game were more motivated with the design task, associating an energizing effect 
of group games on subsequent activities. Compared with the previous session, 
game session 2 was shorter, the intention of the game was easier to understand, and 
children had the same initial conditions to participate.

4.3 Game session 3: interactive dance game

A third game challenge was designed to specifically observe its effect on chil-
dren’s group behavior. This session utilized the electronic game Just Dance 2018tm 
as a simple interactive game. About 36 participants aged 6–14 y/o joined this study. 
The choice of this game was further backed by different studies which pointed 
positive effects of physical and energetic games on children’s cooperation [1, 28]. 
Three group conditions were established: (1) a relaxing dance group, where participants 
would dance easier choreography songs with less movement, (2) an energetic  
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dance group, where they would dance more energetic songs with a more demanding 
choreography, and (3) group conversation condition, where children did not play 
any game.

The cooperative task of this study was simplified and focused on children’s 
social behavior. After performing one of the three game conditions, participants 
were submitted to a Reward Sharing Game. Based on the prisoner’s dilemma [28], 
participants had to decide between sharing and keeping their reward with the 
group. The study evaluated how willing participants were to share their rewards 
according to their group conditions and how much they would trust the group to 
share the reward.

Results indicated that participants in both game groups displayed higher trust in 
their group members and were more willing to share their reward than participants 
who did not play the game. This indicated that the physical dancing game was a 
successful motivator for bonding participants. However, differences between game 
conditions were not found at significant level. In both game conditions, there were 
participants who displayed high and participants who displayed lower engagement 
with the task. Participants who displayed higher engagement were more likely to 
trust the group and share the reward.

This indicates that, instead of the energy level that the game is requiring from 
the player, the level of involvement they will have with the task is the main factor. 
Additionally, there were more incidences of participants not managing to follow the 
choreography due to higher movement demands in the energetic game condition. 
This might also have prejudiced their engagement.

These observations suggest that, among two physical game sessions, having an 
easier difficulty entry could be safer for more participants to join and engage with 
the group game task. However, a different observation in the test runs of the dance 
game sessions was that participant who could not select which song to play dis-
played less engagement with the task. Considering that, we believe that giving the 
choice to the players to select between a more relaxed or energetic session could also 
be positive for their engagement. When we consider the interactivity of games, it is 
important to allow some flexibility to attend to different children’s preferences.

4.4 Relationship and considerations between game sessions

Considering all the game sessions, three main differences were observed 
between game sessions:

• Game session 3 worked with physical tasks involving body movement coordina-
tion, while sessions 1 and 2 focused on constructive building and coordination 
skills.

• Game sessions 1 and 3 worked with interactive games, while session 2 worked 
with a more traditional building block.

• Game session 1 indicated negative subsequent effects of the game stimuli on chil-
dren’s task impressions and performance, while game sessions 2 and 3 indicated 
positive effects.

Game session 2 observed group game effects on children’s task engagement, 
while game session 3 focused on children’s cooperative behavior. While existing 
literature reinforce that physical games are more successful for positively coordinat-
ing group behavior [1, 29], the present studies cannot reach a definite conclusion 
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about physical dancing games being more suitable for motivating cooperation than 
constructive block games.

Although the smart blocks of game session 1 indicated negative effects for task 
impressions, these effects were not noted on the block games of session 2. We must 
then initially assume that block games would have a similar effect than the dancing 
game on children’s group behavior.

When comparing with game session 1, both sessions 2 and 3 presented modifi-
cations which indicated to positively affect group behavior and task engagement. 
Acting as indications, these game elements can be observed in Table 1 below:

Considering Table 1, we assume that the interactive dance game is possibly the 
best task motivator among the utilized games. The main considerations which led 
to this assumption were the game simplicity and the displayed engagement during 
game sessions. Although physically demanding, dancing is a simple group activity 
which does not require children to overthink situations and which can help with 
their movement synchronization. By leveling toward low difficulty dance, or by 
allowing groups to select more difficult songs according to their desires, the games 
can reduce children’s frustrations and ensure that more group members will engage 
with the play activity.

Game simplicity, flexibility, and high engagement rate indicated to be the main 
contributive aspects of games to children’s posterior impressions and behavior in 
the group tasks. We must also point that, if children are going to perform a group 
task after playing a game, they would need to be equally engaging. Therefore, if 
group games are meant to be utilized as ice-breakers, a balance must be established 
regarding the time and engagement of the session: either the game needs to be short 
and simple enough to ensure a smooth transition for the cooperative task, or a good 
rest time must be ensured with the group. Carefully considering these matters will 
help to ensure that group game sessions are successful in building group trust with 
children while motivating them for the following tasks.

It is important to mention that the presented studies only observed immediate to 
short-term effects of games as ice-breakers to influence children’s task impression 
and group behavior. That said, different study designs and purposes could point 

Game element Interactive 
blocks

Tower 
blocks

Dance game References

Rules and goals Complex Simple Simple [11]

Difficulty level Easy/Hard Easy Easy/Medium [11]

Time length 20 minutes 5–10 minutes 5–10 minutes Study 
observation

Assigned roles Different Same Same [17]

Flexibility of game task No No Yes Study 
observation

Encourage physical 
movements

No No Yes [23, 29]

Cooperative or 
competitive focus

Cooperative [21]

Individual or group 
evaluation

Group [16, 17]

Table 1. 
Observations between the three administered game sessions.
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dance group, where they would dance more energetic songs with a more demanding 
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share the reward.
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who did not play the game. This indicated that the physical dancing game was a 
successful motivator for bonding participants. However, differences between game 
conditions were not found at significant level. In both game conditions, there were 
participants who displayed high and participants who displayed lower engagement 
with the task. Participants who displayed higher engagement were more likely to 
trust the group and share the reward.

This indicates that, instead of the energy level that the game is requiring from 
the player, the level of involvement they will have with the task is the main factor. 
Additionally, there were more incidences of participants not managing to follow the 
choreography due to higher movement demands in the energetic game condition. 
This might also have prejudiced their engagement.

These observations suggest that, among two physical game sessions, having an 
easier difficulty entry could be safer for more participants to join and engage with 
the group game task. However, a different observation in the test runs of the dance 
game sessions was that participant who could not select which song to play dis-
played less engagement with the task. Considering that, we believe that giving the 
choice to the players to select between a more relaxed or energetic session could also 
be positive for their engagement. When we consider the interactivity of games, it is 
important to allow some flexibility to attend to different children’s preferences.

4.4 Relationship and considerations between game sessions

Considering all the game sessions, three main differences were observed 
between game sessions:

• Game session 3 worked with physical tasks involving body movement coordina-
tion, while sessions 1 and 2 focused on constructive building and coordination 
skills.

• Game sessions 1 and 3 worked with interactive games, while session 2 worked 
with a more traditional building block.

• Game session 1 indicated negative subsequent effects of the game stimuli on chil-
dren’s task impressions and performance, while game sessions 2 and 3 indicated 
positive effects.

Game session 2 observed group game effects on children’s task engagement, 
while game session 3 focused on children’s cooperative behavior. While existing 
literature reinforce that physical games are more successful for positively coordinat-
ing group behavior [1, 29], the present studies cannot reach a definite conclusion 
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about physical dancing games being more suitable for motivating cooperation than 
constructive block games.

Although the smart blocks of game session 1 indicated negative effects for task 
impressions, these effects were not noted on the block games of session 2. We must 
then initially assume that block games would have a similar effect than the dancing 
game on children’s group behavior.

When comparing with game session 1, both sessions 2 and 3 presented modifi-
cations which indicated to positively affect group behavior and task engagement. 
Acting as indications, these game elements can be observed in Table 1 below:

Considering Table 1, we assume that the interactive dance game is possibly the 
best task motivator among the utilized games. The main considerations which led 
to this assumption were the game simplicity and the displayed engagement during 
game sessions. Although physically demanding, dancing is a simple group activity 
which does not require children to overthink situations and which can help with 
their movement synchronization. By leveling toward low difficulty dance, or by 
allowing groups to select more difficult songs according to their desires, the games 
can reduce children’s frustrations and ensure that more group members will engage 
with the play activity.

Game simplicity, flexibility, and high engagement rate indicated to be the main 
contributive aspects of games to children’s posterior impressions and behavior in 
the group tasks. We must also point that, if children are going to perform a group 
task after playing a game, they would need to be equally engaging. Therefore, if 
group games are meant to be utilized as ice-breakers, a balance must be established 
regarding the time and engagement of the session: either the game needs to be short 
and simple enough to ensure a smooth transition for the cooperative task, or a good 
rest time must be ensured with the group. Carefully considering these matters will 
help to ensure that group game sessions are successful in building group trust with 
children while motivating them for the following tasks.

It is important to mention that the presented studies only observed immediate to 
short-term effects of games as ice-breakers to influence children’s task impression 
and group behavior. That said, different study designs and purposes could point 
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to different effects of the mentioned game elements. If, for example, we consider 
a more longitudinal relationship of group games in children’s behavior, some of 
the elements considered negative for ice-breaking challenges, such as conflicts and 
frustrations with the difficulty, can be considered as natural important elements 
which should not be strictly avoided.

According to LaFreniere [30] and Piaget [31], dealing with these matters 
during natural free-play situations can help children to develop perspective tak-
ing and learn how to control their displayed emotions, better preparing them for 
possible conflicts in the future. Therefore, we also consider that, regardless of its 
design, group games can have positive effects on children’s continuous cooperation 
development.

5.  Conclusions: what does “Design for Interaction” mean for the future 
of interactive play tools

This chapter discussed differences and similarities between the “Interactive 
Design” and the “Design for Interactions” principles when applied to the develop-
ment of new interactive/smart play tools for children. In short, “Interactive Design” 
has a focus on the facilitated interactions between the toy and the child facilitated 
with the adoption of modern feedback technology. “Design for Interactions,” how-
ever, focuses on the social interactions a child can have with others when facilitated 
by different toys or artifacts. Although the application of modern technology is 
not mandatory for the design of interactive toys, this does not mean it should be 
neglected.

Modern day technology possesses a wide range of smart detectors and sensory 
feedback devices that can still be better explored in new toy designs. However, 
under the “design for interaction” principle, technology should not be the main 
attraction of a toy but should rather assume a supporting role for encouraging 
children’s social relationships. When giving the focus to social relationships, we 
can go beyond isolated experiences between the child and the play artifact, helping 
them establish meaningful bonds that can support the development of different 
social skills, such as cooperation.

We proceeded by introducing selected case studies which were designed to 
observe children’s group behavior and task engagement after playing different 
ice-breaking group games. The games were mediated in different moments by 
technological and traditional toys, but technology integration did not indicate to be 
the main influencing factor of children’s group interactions. Instead, some identi-
fied social game elements indicated to have stronger effects. Among them are the 
complexity of the game rules, the game difficulty, the time length, and the attribu-
tion of group roles during play activity.

While these game elements were directly manipulated by the authors of this 
research, they also represent possible technology integration points. Current 
technology can allow the adjustment of game elements (e.g., difficulty, goals, or 
time length) and of sensory feedback (e.g., light intensity and color, sounds, or 
vibrations). For promoting different interactions, modern play tools could then 
automatically manipulate some of these elements, recommending flexible choices 
for children to play according to their different inputs and group formations.

The design for interaction guidelines together with the results found in the 
presented studies reinforces how games should be carefully designed with social 
interactions in mind. Further studies are necessary to investigate both immediate 
and longitudinal effects of specific game elements on children’s social development. 
With traditional playground environments serving as examples, a well-established 
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toy or game that can promote different interactions among children is more likely to 
have a longer life-spam and more thoroughly aid on their personal growth.

Therefore, the main challenge for designing interactive play tools lies in 
researchers successfully identifying children’s dynamic interaction patterns 
together with designers and engineers successfully developing new technologies 
and artifacts to support these interactions. These open paths not only for new 
research lines but also for the development of ideal play tools to support childhood.
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ever, focuses on the social interactions a child can have with others when facilitated 
by different toys or artifacts. Although the application of modern technology is 
not mandatory for the design of interactive toys, this does not mean it should be 
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Modern day technology possesses a wide range of smart detectors and sensory 
feedback devices that can still be better explored in new toy designs. However, 
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attraction of a toy but should rather assume a supporting role for encouraging 
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can go beyond isolated experiences between the child and the play artifact, helping 
them establish meaningful bonds that can support the development of different 
social skills, such as cooperation.

We proceeded by introducing selected case studies which were designed to 
observe children’s group behavior and task engagement after playing different 
ice-breaking group games. The games were mediated in different moments by 
technological and traditional toys, but technology integration did not indicate to be 
the main influencing factor of children’s group interactions. Instead, some identi-
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tion of group roles during play activity.
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Chapter 4

Interactive Multimedia Touch
Screen Tablets and Gaming as a
Vehicle That Fosters Learning
Digital Skills
Borka Jerman Blažič and Andrej Jerman Blažič

Abstract

As digital multimedia devices further pervade the lives of everybody including the
older adults, the need for relevant training for these age groups of people grows.
Older adults, not due to their frailty or age, but because accessing and using digital
devices like smart phones can be difficult for them due to a lack of digital skills
required in use of multimedia devices, do experience the digital divide sharply. This
paper intends to present the use of gaming on touch screen multimedia devices in
learning digital skills for the elderly. The case study was carried out with a group of
older adults in four European countries with multimedia tablets before they attended
the training process for learning how to use smartphones. A parallel group was not
exposed to the same devices and the tablet game playing. The comparative results
from both groups have shown that gaming on multimedia devices improves the skills
necessary for active use of digital skills in everyday life and foster their adoption.

Keywords: gaming, older adults, education, training, digital skills

1. Introduction

As nowadays digitalization is permeating all sectors and everyday life, citizens
require more digital skills to participate in modern society, manage their lives and
advance their professional careers. According to the factsheet of EU-based facts
presented at the Digital Summit in 2017, 44% of the European population lacks even
basic digital skills, although in the near future 9 out of 10 jobs will require digital
competence. It is moreover predicted that in 2020 the Information and Communi-
cation Technology sector in Europe will face a lack of 500,000 experts. Despite the
improvements in data and the clear commitment on the political side, Europe still
lacks the digitally-skilled citizens needed to fill the gaps. In addition, the problem
with the older adult population seems to be even more crucial as only 55% of
individuals aged 65 or older use the Internet, according to investigations reporting
on the developments in some European countries [1], while around 80% of the
entire European population uses the Internet [2]. The importance of digital skills
among older adults rose in parallel with the new Internet-based services, such as
e-health and others, with the purpose of extending their stay at home before they
need to move to retirement homes. The problem of missing digital skills among
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older adults is related to the fact that older adults have no experience in using digital
devices where the communication with the user most frequently uses an interface
based on touchscreen technology. Among these devices, of major importance for
older adults is the use of smartphones for social communication but also for the
tasks of their everyday life. It is a well-known fact that social inclusion with the help
of modern communication technology strengthens social contacts and reduces
loneliness [3]. The problem of learning digital skills among older adults come from
the way they have learned in their youth and from the feeling that they are outsiders
to the digital culture. Older European adult citizens may either be retired or middle-
aged, and they often lack the skills required to use the services accessible with
modern smartphones or similar devices with touchscreen interfaces. Digital skills
are increasingly required for performing instrumental tasks such as searching for
contacts, medical help, measuring medical indicators in e-health services or paying
bills, and taking part in democratic processes. To use them, older adults often visit
public day centers where they can find assistance to perform even simple tasks. In
EU 63% of the population is accessing internet via mobile phones and as a part of
the access is the use of Digital Public services that are becoming important source of
data, support and help. Measured by dimension indicators they show growth in
2017 in most of the EU countries, where Austria is among the leading, followed by
Slovenia and UK [4].

In Europe, several initiatives were undertaken for overcoming this problem.
Among them is the European Cooperation for innovation and the exchange of good
practices dedicated to establishing cooperation between educations to exchange
skill practices. The recently launched action known as Skill Agenda contains several
initiatives that seek to improve the digital skills at all levels and among all citizens,
with specific focus on older adults. One of the active projects that address the
education for learning digital skills is the project GIRDA Gameplay foR Inspiring
Digital Adoption from the ERASMUS+ program.

The work presented in this paper is aimed to provide another aspect and
approach of learning digital skills by older adults by focusing on older adults with
no prior experience with digital technology. These were offered game-playing on
large tablets with touchscreen interfaces offering multi-media experience and touch
screen use. The gaming was applied as an entertaining lessons prior the course for
learning how to use smartphone.

This chapter provides an overview of the results and findings from the explor-
atory study carried out by the GIRDA partners. The focus of the study was on the
use of an alternative learning approach expecting this to facilitate the adoption of
digital literacy by older adults. At the same time, the study tried to find the under-
lying reasons for the older people’s low pace in the adoption of the necessary digital
skills and to prepare some guidelines for the mentors or instructors helping the
learners in their effort to learn. The learning games offered to the groups of older
adults were selected based on the different skills needed in game-playing. The study
was carried out in four European countries, the UK, Austria, Slovenia and Macedo-
nia, and the results were collected from 107 adults aged between 57 and 84, later
elaborated, studied and compared. The country selection was based on the percent-
age of aged population in particular country and the portion of aged that used
internet. UK and Austria have relatively high portion population with digital skills
above basic e.g. 42% in UK and 35% in Austria. Slovenia portion of population is
27% and in Macedonia the number is even smaller (13%) [4]. The percentage of
population of adults over 65 years in the EU population is between 16 and 18% in
most of the EU countries, but the portion of this population that uses internet differ
very much among the selected countries, from 63% in AT and UK, 43% in Slovenia
and 21% in Macedonia.
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The chapter briefly introduces the theoretical background of the research, the
research setting, and the presentation of the findings accompanied by discussion
and conclusion.

2. Theoretical background

A literature review on gaming by Connolly and co-workers [5] shows that differ-
ent academic papers deal with the benefits of playing digital games, and that game-
based learning “is used across many curricular areas, most notably in health, business,
and social issues”. It was found as well that the interest in games within a learning
context is based on motivational reasons. Games seem to be “motivating and enjoy-
able” for the players. On the other hand, playing games can coincide with learning.
This is true especially if the learnability property of the game is high [6]. Studies have
found that cognitive abilities (knowledge creation, organization, and application) are
mainly related to games that present solvable problems and challenges when used for
obtaining a specific learning outcome. They are usually designed to be adaptable to
the skills and the level of the learner’s knowledge. The game-learning components
associated with technical or motor skills are related to the game’s attributes, known as
the learner’s participation and interaction, learner engagement, control and naviga-
tion [7]. Motivation has positive relations concerning the game’s attributes that spec-
ify the goals and rules of the game, its fantasy component and the provision of
specific feedback to the learner. Given the positive effects of gaming, older adults are
considered a “great potential to accept” digital game-based learning [8].

Kaufmann also describes the motivational aspects and other additional benefits
for older adults who play digital games, including the “mental experience”, “dealing
with loneliness or depression” or “developing confidence” [5]. Since playing digital
games “does not require specific skills” [9], learners can start playing at a low
competence level and can “gradually accumulate other types of skills while
improving their gaming skills. However, the reported studies did not examine the
effects of digital games on acquiring digital skills beyond the self-reporting of
participants. The study presented below explored the effects of playing games on
touchscreen tablets on the performance in using a smartphone after completing a
training workshop, compared to another group of older adults without game expe-
rience in gaming on a touchscreen device.

Rather than testing existing assumptions about the behavior of older adults
when facing digital technology, the decision was made to apply the Grounded
theory as the theoretical background. According to several authors this theory is
ideal for exploring integral social relationships and the behavior of a group of people
where little exploration of the contextual factors that affect individual’s lives are
known. The Grounded Theory [10, 11] developed by Martin and Glaser in late
1970s enables exploratory studies to resolve different research questions, but
equally importantly it allows to generate issues and questions during the ongoing
investigation that may be answered after the experiment. The approach enables the
simultaneous collection and analysis of data, the creation of analytic codes and
categories developed from data without pre-existing conceptualizations. The theo-
retical sensitivity of the methods enables discovery of the basic social processes
within the data, theoretical sampling to refine categories and writing analytical
memos as the stage between coding and writing the integration of categories into a
theoretical framework. The initial approach of the study was to look at categories
related to the behavior of older adults toward digital technology, for example the
emotions expressed by the participants during and after the gaming experiment.
The type of the positive emotions that was supposed to formulate the categories was
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the pleasure when playing the game, increase in satisfaction and social interactions
as the game-playing was conducted in pairs of older adults and among of a group
from the same environment. The developed positive emotions were also expected to
reduce the fear of older adults toward digital technology. It was planned data to be
generated by coding the videotapes, by analyzing the post-experiment surveys, the
processing of the questionnaire and by use of the data collected through the inter-
views carried out after the gaming sessions. The main research questions to be
answered were:

a. Are there any issues or difficulties in learning and training digital skills for
older adults when exposed to multimedia touch screen device that are specific
for that group of learners?

b.Will older adults show positive emotions toward gaming?

c. Does population of older adults display any difference toward the adoption of
digital technology depending on the local environment and the country where
they live?

d.Do the skills acquired during gaming foster the adoption of digital skills required
for access to digital services by smartphone devices or have other effects?

e. Is the training in smartphone use and the effectiveness in task performance
influenced by the skills acquired by playing games on a touchscreen tablet?

f. Will older adults change their resistance toward digital technology?

National survey data from EUmember states shows [12] that older non-users are
not willing to explain their behavior and lack of interest in modern digital technol-
ogy. This position is not necessarily straightforward as the lack of interest may
obscure some other underlying lack. That was the reason why the approach of the
Grounded theory was used to collect data from the interviews, and the question-
naire was expected to provide some insight into this issue.

The most commonly used methods recommended by the authors and practi-
tioners of this theory are interviews based on open-ended questions that can be
modified during the ongoing research. The second method is an observation of the
focus group by deriving the coding and identifying the issues. Then an analytical
method is used to analyze the collected data from the open coding analysis and the
interviews with participants [11].

3. The study design

3.1 The experiment setting

The study design was based on two study phases: experiments with focus groups
of older adults who played games, and the training courses for smartphone device
use that followed after the playing sessions. In the second experiment, the partici-
pants were divided in two groups, a group that played games for 45 minutes before
the course started compared to the second group that took the same training course
but did not play games before the training course. Several games were used as a
learning tool for developing and practicing skills critical for using touchscreen
technology, for example, to tap, drag, rotate objects on the screen and moving
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objects. Besides the game properties known to enable the development of cognitive
and motor skills along with participation and interaction, some additional criteria
were considered when selecting the games, such as the familiarity from the ‘real
world’ (card games, crossword puzzles and jigsaw puzzles, chess, and backgam-
mon). Regarding the previous knowledge of the participants, the study team
decided to select participants without any skills in playing games on touchscreen
devices and with no knowledge or practice in using computers.

The study was designed as two-player games on a touch-table device (basically
giant tablets, e.g. the Lenovo table, see Figure 1). The introduction to touchscreen
functionality for older adult learners was made in an immersive low-pressure envi-
ronment within a group from the same environment where the fact that participants
were learning was actually ‘hidden’. Older adults were invited to an “entertainment
session”. The Lenovo touch table used in the study offered a selection of pre-installed
games that can support up from one to four people playing simultaneously. However,
it was decided that the games would be played by pairs of older adults of the same
gender or mixed genders and, if possible, from the same environment. Exploring the
diverse range of game categories available on a Windows touchscreen device
presented certain challenges to the study group as the wrong selection could be off-
putting for new users trying to find their way in using the screen functionality.
Another important criterion in game selection was the game to create [13] a non-
stressful, enjoyable path to learning cognitive and acquiring motor skills. This implied
game types that do not present a too heavy cognitive burden for the learner, as this
usually distracts from the skill-learning process. The same applies to games with a
complex set of rules that may burden the player’s working memory. Popular games
on the market were found to be overly sophisticated; ‘educational’ games are aimed at
pre-school and primary school age children, while ‘adult games’ were found to be
inappropriate for this type of experiment. More useful were the genres which
included puzzles, board games, and casual games.

The decision was made that the first game to be introduced to the participants
should use a basic drag action as an introductory lesson for using a touchscreen
device. The drawing game was selected first as the most appropriate for users who
had no experience with touchscreen technology or any other type of computer
games before. The simple drawing tool in the game repertoire was selected as an
introductory element so that the participants could have a first experience of just
touching the tablet and getting an immediate visual result – be it a fingerprint-sized
dot, a line, a house or a ship. The drawing game allows users to change the color
using the tablet keys. The second game introduced the rotate action and the moving
of objects on the screen; this was a puzzle game that requires from the players to
complete the image. Puzzles are popular entertaining games, and the idea was that

Figure 1.
The puzzle game.
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the pleasure when playing the game, increase in satisfaction and social interactions
as the game-playing was conducted in pairs of older adults and among of a group
from the same environment. The developed positive emotions were also expected to
reduce the fear of older adults toward digital technology. It was planned data to be
generated by coding the videotapes, by analyzing the post-experiment surveys, the
processing of the questionnaire and by use of the data collected through the inter-
views carried out after the gaming sessions. The main research questions to be
answered were:

a. Are there any issues or difficulties in learning and training digital skills for
older adults when exposed to multimedia touch screen device that are specific
for that group of learners?

b.Will older adults show positive emotions toward gaming?

c. Does population of older adults display any difference toward the adoption of
digital technology depending on the local environment and the country where
they live?

d.Do the skills acquired during gaming foster the adoption of digital skills required
for access to digital services by smartphone devices or have other effects?

e. Is the training in smartphone use and the effectiveness in task performance
influenced by the skills acquired by playing games on a touchscreen tablet?

f. Will older adults change their resistance toward digital technology?

National survey data from EUmember states shows [12] that older non-users are
not willing to explain their behavior and lack of interest in modern digital technol-
ogy. This position is not necessarily straightforward as the lack of interest may
obscure some other underlying lack. That was the reason why the approach of the
Grounded theory was used to collect data from the interviews, and the question-
naire was expected to provide some insight into this issue.

The most commonly used methods recommended by the authors and practi-
tioners of this theory are interviews based on open-ended questions that can be
modified during the ongoing research. The second method is an observation of the
focus group by deriving the coding and identifying the issues. Then an analytical
method is used to analyze the collected data from the open coding analysis and the
interviews with participants [11].

3. The study design

3.1 The experiment setting

The study design was based on two study phases: experiments with focus groups
of older adults who played games, and the training courses for smartphone device
use that followed after the playing sessions. In the second experiment, the partici-
pants were divided in two groups, a group that played games for 45 minutes before
the course started compared to the second group that took the same training course
but did not play games before the training course. Several games were used as a
learning tool for developing and practicing skills critical for using touchscreen
technology, for example, to tap, drag, rotate objects on the screen and moving
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objects. Besides the game properties known to enable the development of cognitive
and motor skills along with participation and interaction, some additional criteria
were considered when selecting the games, such as the familiarity from the ‘real
world’ (card games, crossword puzzles and jigsaw puzzles, chess, and backgam-
mon). Regarding the previous knowledge of the participants, the study team
decided to select participants without any skills in playing games on touchscreen
devices and with no knowledge or practice in using computers.

The study was designed as two-player games on a touch-table device (basically
giant tablets, e.g. the Lenovo table, see Figure 1). The introduction to touchscreen
functionality for older adult learners was made in an immersive low-pressure envi-
ronment within a group from the same environment where the fact that participants
were learning was actually ‘hidden’. Older adults were invited to an “entertainment
session”. The Lenovo touch table used in the study offered a selection of pre-installed
games that can support up from one to four people playing simultaneously. However,
it was decided that the games would be played by pairs of older adults of the same
gender or mixed genders and, if possible, from the same environment. Exploring the
diverse range of game categories available on a Windows touchscreen device
presented certain challenges to the study group as the wrong selection could be off-
putting for new users trying to find their way in using the screen functionality.
Another important criterion in game selection was the game to create [13] a non-
stressful, enjoyable path to learning cognitive and acquiring motor skills. This implied
game types that do not present a too heavy cognitive burden for the learner, as this
usually distracts from the skill-learning process. The same applies to games with a
complex set of rules that may burden the player’s working memory. Popular games
on the market were found to be overly sophisticated; ‘educational’ games are aimed at
pre-school and primary school age children, while ‘adult games’ were found to be
inappropriate for this type of experiment. More useful were the genres which
included puzzles, board games, and casual games.

The decision was made that the first game to be introduced to the participants
should use a basic drag action as an introductory lesson for using a touchscreen
device. The drawing game was selected first as the most appropriate for users who
had no experience with touchscreen technology or any other type of computer
games before. The simple drawing tool in the game repertoire was selected as an
introductory element so that the participants could have a first experience of just
touching the tablet and getting an immediate visual result – be it a fingerprint-sized
dot, a line, a house or a ship. The drawing game allows users to change the color
using the tablet keys. The second game introduced the rotate action and the moving
of objects on the screen; this was a puzzle game that requires from the players to
complete the image. Puzzles are popular entertaining games, and the idea was that

Figure 1.
The puzzle game.
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not much explanation would be needed for playing a simple puzzle game. However,
this game enabled learning other skills, moving, rotating in dragging objects to
come into the right position to assemble the image. The third game was selected
from the list of games with in-situ judgment, such as the very popular heavy-traffic
road crossing game known as Crossy Road. Another game selected was the Candy
Crush game. In Crossy Road the player is moving an object across very busy roads,
while trying to prevent the object from being crushed under fast-moving vehicles. If
the crash happens before the object can reach the other side of the last road, the
game closes and starts again. This game focuses on coordination of the vision/
recognition and motor activity of the player fingers. The Candy Crush game
involves very short distance drag actions similar to the Crossy Road game. The
actions often cause rapid system responses that are out of proportion with the input
actions. This rapidity undermines the second participant’s ability to observe and
take in the active user’s behavior. The pace of action is similar to the Crossy Road
game. The selected games proved to be useful in identifying the key variations and
their pros and cons of learning how to act on a tablet’s touchscreen. The second
phase of the experiment focused on the two groups of older adults who have
enrolled in a training course for learning how to use a smartphone. The experiment
was carried out in cooperation with Simbioza Genesis institution which maintains
an inter-generation center in Ljubljana. Over the course of 5 years, they have
connected more than 15,000 older adults and 9000 young people from all over
Slovenia in a pan-Slovenian campaign of computer and Internet literacy [14]. In the
last 2 years, Simbioza has developed a model for teaching older adults how to use a
smartphone. Other countries participating in the experiment have set up similar
cooperation with institution working with elderly e.g. in UK that was the Good
Things Foundation which is responsible for managing the UK Online Centers Net-
work for older adults with over 5000 community centers and a learning platform
known under the name My Way, which supports over 2 million people. In Austria
that was the Association for Older Adults in Upper Austria, in Slovenia and Mace-
donia cooperation was set up retirement homes. One half of the smartphone course
participants were offered to play the same games as in the first experiment for
45 minutes on the Lenovo big tablet each day before they started the lessons that
were spread over 1 month twice a week. At the end of the course each attendee was
asked to answer the questionnaire which included the same questions as for groups
of older adults in the first phase of the experiment; then they were asked to perform
five different tasks specified by the mentors on the smartphone. The tasks are
presented below. The same tasks were given to both participating groups - the
group that had no experience in playing games on tablets and the second group that
played games before the lessons in smartphone use.

The tasks were as follows

1.Wewould like you to apply for financial social assistance to the on-line Social
Service. You do not knowhow to do it, so you need first to contact the SocialWork
Center. Find the appropriate public service to find a contact through theweb.

2. The course mentor sent you as enroller a reminder about the terms of the
course. You have found out that you will not be able to come at some of the
course specified terms. Write an SMS as an apology to the mentor.

3.You have many interesting pictures in your phone’s gallery. We would like you
to send some of them as Multimedia Messages e.g. videos or photos of your
close relatives. Open the gallery or photo/video application and select file you
prefer to be sent and send it to the specified telephone number.
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4.You would like to borrow a book from a nearby library. You need to know the
address of the library so that you know how to go and reach the library. Find
the address of the library closest unit in your area of living.

5. Today is Wednesday, and on Friday you would like to go on a trip to the
neighboring hills or touristic spot. It worries you that the weather will be bad.
Find a forecast for Friday by using the application on your smartphone.

3.2 The demography

The age of the participants ranged from 57 to 87. Most of them had no previous
experiences with digital technology, as for the experiment novices were requested
to form the groups. The level of participant’s education ranged from high school up
to the master’s degree. Some of the participants had weaknesses in some of their
motor abilities, and this governed the way data were collected after each of the
completed sessions. The learners played the game in pairs. They were expected to
collaborate in helping each other – a socializing effect enriched by the other mem-
bers of the particular group present during the experiment. The presence of wit-
nesses, i.e. friends interested in the gaming, is usually considered a key dynamic of
co-learning. Participants take clues from watching the partner interact with the
system and the consequent system response. One of the study tasks was to observe
how people interacted with each other as well as with the technology, and how the
choice of game or activity influenced the changes in these interactions.

In the UK, the participants were selected with assistance with Good Things
Foundation. The emphasis for the UK team was to involve in the experiment older
people close to retirement, or post-retirement, from socially deprived areas. Most of
the UK participants (40 persons) were from the west of England, Stockport, while
the other selected group came from the London area with the help from a local
group supporting isolated women (20 persons). The participants in the Slovenian
part of the study were recruited from three retirement homes in Ljubljana, Slovenia
(Bokalce, DEOS Črnuče and Kolezija (30 persons)) and from two other retirement
homes in the Velenje region in the north-eastern part of Slovenia, also retired people
(30 persons). The Austrian participants were selected with assistance from the
Association for Older Adults in Upper Austria (26 persons). The Macedonian and
Slovenian team approached retirement homes that involved group of 60 persons in
each of the countries that took part in the experiments. The groups of older adults
who attended the smartphone training course consisted of 30 people aged from 55
to 75 years. Both genders were present, 18 men and 12 women; both groups had
little or no prior experience with touchscreens. The first group was asked to play
games on the giant touchscreen tablets with the same selection of games as in the
first experiment, for 45 minutes before the training course started; the second
group entered directly to the training lessons in smartphone use without contact
with the gaming tablet.

4. Data collection and analysis

4.1 First part of the experiment

Video recording was made of each session for each group in the four European
countries. The videos were analyzed with an aim to examine the problems encoun-
tered by older adults in maneuvering on the touchscreen and the cases of required
help and support from the facilitators. After each session, the participants in each of
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not much explanation would be needed for playing a simple puzzle game. However,
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from the list of games with in-situ judgment, such as the very popular heavy-traffic
road crossing game known as Crossy Road. Another game selected was the Candy
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while trying to prevent the object from being crushed under fast-moving vehicles. If
the crash happens before the object can reach the other side of the last road, the
game closes and starts again. This game focuses on coordination of the vision/
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involves very short distance drag actions similar to the Crossy Road game. The
actions often cause rapid system responses that are out of proportion with the input
actions. This rapidity undermines the second participant’s ability to observe and
take in the active user’s behavior. The pace of action is similar to the Crossy Road
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their pros and cons of learning how to act on a tablet’s touchscreen. The second
phase of the experiment focused on the two groups of older adults who have
enrolled in a training course for learning how to use a smartphone. The experiment
was carried out in cooperation with Simbioza Genesis institution which maintains
an inter-generation center in Ljubljana. Over the course of 5 years, they have
connected more than 15,000 older adults and 9000 young people from all over
Slovenia in a pan-Slovenian campaign of computer and Internet literacy [14]. In the
last 2 years, Simbioza has developed a model for teaching older adults how to use a
smartphone. Other countries participating in the experiment have set up similar
cooperation with institution working with elderly e.g. in UK that was the Good
Things Foundation which is responsible for managing the UK Online Centers Net-
work for older adults with over 5000 community centers and a learning platform
known under the name My Way, which supports over 2 million people. In Austria
that was the Association for Older Adults in Upper Austria, in Slovenia and Mace-
donia cooperation was set up retirement homes. One half of the smartphone course
participants were offered to play the same games as in the first experiment for
45 minutes on the Lenovo big tablet each day before they started the lessons that
were spread over 1 month twice a week. At the end of the course each attendee was
asked to answer the questionnaire which included the same questions as for groups
of older adults in the first phase of the experiment; then they were asked to perform
five different tasks specified by the mentors on the smartphone. The tasks are
presented below. The same tasks were given to both participating groups - the
group that had no experience in playing games on tablets and the second group that
played games before the lessons in smartphone use.

The tasks were as follows

1.Wewould like you to apply for financial social assistance to the on-line Social
Service. You do not knowhow to do it, so you need first to contact the SocialWork
Center. Find the appropriate public service to find a contact through theweb.

2. The course mentor sent you as enroller a reminder about the terms of the
course. You have found out that you will not be able to come at some of the
course specified terms. Write an SMS as an apology to the mentor.

3.You have many interesting pictures in your phone’s gallery. We would like you
to send some of them as Multimedia Messages e.g. videos or photos of your
close relatives. Open the gallery or photo/video application and select file you
prefer to be sent and send it to the specified telephone number.
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4.You would like to borrow a book from a nearby library. You need to know the
address of the library so that you know how to go and reach the library. Find
the address of the library closest unit in your area of living.

5. Today is Wednesday, and on Friday you would like to go on a trip to the
neighboring hills or touristic spot. It worries you that the weather will be bad.
Find a forecast for Friday by using the application on your smartphone.

3.2 The demography

The age of the participants ranged from 57 to 87. Most of them had no previous
experiences with digital technology, as for the experiment novices were requested
to form the groups. The level of participant’s education ranged from high school up
to the master’s degree. Some of the participants had weaknesses in some of their
motor abilities, and this governed the way data were collected after each of the
completed sessions. The learners played the game in pairs. They were expected to
collaborate in helping each other – a socializing effect enriched by the other mem-
bers of the particular group present during the experiment. The presence of wit-
nesses, i.e. friends interested in the gaming, is usually considered a key dynamic of
co-learning. Participants take clues from watching the partner interact with the
system and the consequent system response. One of the study tasks was to observe
how people interacted with each other as well as with the technology, and how the
choice of game or activity influenced the changes in these interactions.

In the UK, the participants were selected with assistance with Good Things
Foundation. The emphasis for the UK team was to involve in the experiment older
people close to retirement, or post-retirement, from socially deprived areas. Most of
the UK participants (40 persons) were from the west of England, Stockport, while
the other selected group came from the London area with the help from a local
group supporting isolated women (20 persons). The participants in the Slovenian
part of the study were recruited from three retirement homes in Ljubljana, Slovenia
(Bokalce, DEOS Črnuče and Kolezija (30 persons)) and from two other retirement
homes in the Velenje region in the north-eastern part of Slovenia, also retired people
(30 persons). The Austrian participants were selected with assistance from the
Association for Older Adults in Upper Austria (26 persons). The Macedonian and
Slovenian team approached retirement homes that involved group of 60 persons in
each of the countries that took part in the experiments. The groups of older adults
who attended the smartphone training course consisted of 30 people aged from 55
to 75 years. Both genders were present, 18 men and 12 women; both groups had
little or no prior experience with touchscreens. The first group was asked to play
games on the giant touchscreen tablets with the same selection of games as in the
first experiment, for 45 minutes before the training course started; the second
group entered directly to the training lessons in smartphone use without contact
with the gaming tablet.

4. Data collection and analysis

4.1 First part of the experiment

Video recording was made of each session for each group in the four European
countries. The videos were analyzed with an aim to examine the problems encoun-
tered by older adults in maneuvering on the touchscreen and the cases of required
help and support from the facilitators. After each session, the participants in each of
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the groups that took part in the experiment were asked one by one to take part in
an interview with the facilitators and the members of the study group. They were
also asked to complete the questionnaire with the same number of questions.
The questions were developed according to guidelines for qualitative research in
psychology.

The analysis that followed was based on the coding generated from the videos
focused on finding answers and information about potential obstacles for building
digital skills. Identification of the specific needs of older adults in learning and
adopting digital technology was one of the objectives of the carried analysis. In
addition, an input in developing mentor guidelines to support the learning of older
adults was sought. Examples that illustrate this approach can be summarized as: do
the participants experienced any difficulties in applying the motoric skills necessary
to act on the touch screen, how strong was the players’ immersion in the games
(obtained from the facilitator’s observation), was collaboration among the pairs pre-
sent and was it seen as a support in solving the game. The analysis of the video data
presented in Appendix A with one coding example from the experiment carried out
in Slovenia showed that the learning hindrances experienced by the participants
could be summarized as three types of actions required by the participants:

• Request for support from the mentor in cases when the game appeared to be
locked,

• Support/help provided by the mentor in cases the touch screen did not reacted
to the participant move, and

• A request for help from the gaming partner.

These actions usually followed a failure of motor control over the tablet and in
cases of errors, such as the change of color, fixing the tablet in the expected position
or re-activating the game in case of failure. In the case of Candy Crush and Crossy
Road errors, the request for support most frequently happened when the partici-
pant misunderstood the rules of the game. However, in playing the whole set of
games, supportive activities among the pairs and the witnessing members of the
group were noticed as well as several examples of progress acknowledged by the
accompanying persons. Both independent and cooperative activities were noticed as
well as enjoyment and engagement in the game playing. The qualitative uses of the
post-test interviews were meant to provide information about the emotions the
participants felt [15]. The data collected from the conversation with each partici-
pant indicate that most of them (82%) described the action as pleasant and full of
fun. However 18% found the gaming somehow tiresome. The most enjoyed game
was the puzzle, followed by the drawing game. Crossy Road was somehow tiresome
for some of them and maybe demanding due to the required speed of action and
coordination of vision, cognition of the scene and the motor skills required for
successful playing. Most of them (75%) said that they do not find the use of the
touchscreen difficult; the other part (25%) declared that they had encountered
some difficulties especially in the Crossy Road and Candy Crush games due to the
speed required in moving the object. An important finding was that most of them
(95%) did not experience any physical discomfort in using their fingers to play the
games. The same results were obtained from the assessment of the feelings experi-
enced and developed toward the novelty of the technology used and the attraction
of playing games on a touchscreen table. Most of the participants did not find that
playing games was difficult (80%) and the attractiveness of the approach was also
assessed as high (90% of the participants agreed that the gaming was attractive).

50

Interactive Multimedia - Multimedia Production and Digital Storytelling

The participants declared that they would describe this experience to others as fun
and good entertainment. The collaboration – playing as a pair and with group
support was also accepted positively by most of the participants.

The collected data from the post-test questionnaire was analyzed further with the
similar aim as with the interviews: to reveal how older adults react and accept the new
digital touchscreen technology, do they accept gaming as a way for learning and if is a
fear from technology still present when they are faced with the use of digital devices
after the experiment with the touchscreen gaming. Selections of processed data from
all involved countries are presented in Appendix B and the sample of the coding of
videos on Appendix A. The answers to the fifth question that asked if the participants
had any fear in facing the touchscreen are not presented as the participants reported
that no fear was felt at all. In general, the entire experiment was assessed by the
participants as a very positive experience. Some participants asked will there be a
second session with the same technology and the same facilitators. One of the main
finding from the study was that the older adults from different countries regarding
the level of digital technology use by elderly expressed very common attitudes e.g. No
fear and readiness to learn through gaming and having fun was declared by the
participants. The answers about the enjoyment they experienced when playing games
were distributed between „strongly agree “and „agree “with the fun provided with
the gaming. The Macedonian group responded with only „strongly agree “answer to
this question. The same observation was found for the second answer from the
questionnaire „ I have learned something about using a touch screen” which con-
firmed by majority of the participants. The statement “I would be interested in
playing more games” got the highest positive answers in the UK andMacedonia (only
“strongly agree” and “agree”). The answers from participants in Austria and Slovenia
were more dispersed, however highest number of positive answers were still given to
“strongly agree” and “agree.” The statement „I now feel more positive about using
digital systems after this “was approved in all four countries with the answers
“strongly agree” and “agree.” The chart from these data is presented in Appendix B.
As a summary of the collected and analyzed data, it can be stated that older adults
have developed positive emotions toward playing computer games on a large touch
screen tablet.

4.2 The second part of the experiment

The data collected by measuring the timing and the success in performing each
of the five tasks (specified in Section 3.1.) The members of the two groups of older
adults who attended the one-month training course showed remarkable differences
in the performance of the specified tasks. Both groups were smaller as there were
16 learners; each group consisted of 8 learners. The members of the first group
played the same games on the same tablets as the learners in the first part of the
experiment. The playing was arranged before the lessons for use of smartphone.
This group displayed much more performance and skill in completing the complex
tasks specified in Section 3.1 after the course was finished. The tasks were
completed correctly by the group one learners, the required results/information
specified in the tasks were obtained, and the timing for completing the task was
much shorter compared to the timing required for tasks competition in the other
group that did not played games. The first and the fifth tasks were simple and the
differences in the efficiency of performing the tasks by the particular learner from
both groups did not differ very much. The average timing for the members of both
groups was close to 1 minute (0.58) for the first task and 0.3 minutes (0.23) for the
fifth one. However, the differences among the timings of the more complex tasks,
e.g. the task no. 2, 3 and 4 were remarkable. The average timing for task 2 was
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the groups that took part in the experiment were asked one by one to take part in
an interview with the facilitators and the members of the study group. They were
also asked to complete the questionnaire with the same number of questions.
The questions were developed according to guidelines for qualitative research in
psychology.

The analysis that followed was based on the coding generated from the videos
focused on finding answers and information about potential obstacles for building
digital skills. Identification of the specific needs of older adults in learning and
adopting digital technology was one of the objectives of the carried analysis. In
addition, an input in developing mentor guidelines to support the learning of older
adults was sought. Examples that illustrate this approach can be summarized as: do
the participants experienced any difficulties in applying the motoric skills necessary
to act on the touch screen, how strong was the players’ immersion in the games
(obtained from the facilitator’s observation), was collaboration among the pairs pre-
sent and was it seen as a support in solving the game. The analysis of the video data
presented in Appendix A with one coding example from the experiment carried out
in Slovenia showed that the learning hindrances experienced by the participants
could be summarized as three types of actions required by the participants:

• Request for support from the mentor in cases when the game appeared to be
locked,

• Support/help provided by the mentor in cases the touch screen did not reacted
to the participant move, and

• A request for help from the gaming partner.
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pant misunderstood the rules of the game. However, in playing the whole set of
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group were noticed as well as several examples of progress acknowledged by the
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well as enjoyment and engagement in the game playing. The qualitative uses of the
post-test interviews were meant to provide information about the emotions the
participants felt [15]. The data collected from the conversation with each partici-
pant indicate that most of them (82%) described the action as pleasant and full of
fun. However 18% found the gaming somehow tiresome. The most enjoyed game
was the puzzle, followed by the drawing game. Crossy Road was somehow tiresome
for some of them and maybe demanding due to the required speed of action and
coordination of vision, cognition of the scene and the motor skills required for
successful playing. Most of them (75%) said that they do not find the use of the
touchscreen difficult; the other part (25%) declared that they had encountered
some difficulties especially in the Crossy Road and Candy Crush games due to the
speed required in moving the object. An important finding was that most of them
(95%) did not experience any physical discomfort in using their fingers to play the
games. The same results were obtained from the assessment of the feelings experi-
enced and developed toward the novelty of the technology used and the attraction
of playing games on a touchscreen table. Most of the participants did not find that
playing games was difficult (80%) and the attractiveness of the approach was also
assessed as high (90% of the participants agreed that the gaming was attractive).
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The participants declared that they would describe this experience to others as fun
and good entertainment. The collaboration – playing as a pair and with group
support was also accepted positively by most of the participants.

The collected data from the post-test questionnaire was analyzed further with the
similar aim as with the interviews: to reveal how older adults react and accept the new
digital touchscreen technology, do they accept gaming as a way for learning and if is a
fear from technology still present when they are faced with the use of digital devices
after the experiment with the touchscreen gaming. Selections of processed data from
all involved countries are presented in Appendix B and the sample of the coding of
videos on Appendix A. The answers to the fifth question that asked if the participants
had any fear in facing the touchscreen are not presented as the participants reported
that no fear was felt at all. In general, the entire experiment was assessed by the
participants as a very positive experience. Some participants asked will there be a
second session with the same technology and the same facilitators. One of the main
finding from the study was that the older adults from different countries regarding
the level of digital technology use by elderly expressed very common attitudes e.g. No
fear and readiness to learn through gaming and having fun was declared by the
participants. The answers about the enjoyment they experienced when playing games
were distributed between „strongly agree “and „agree “with the fun provided with
the gaming. The Macedonian group responded with only „strongly agree “answer to
this question. The same observation was found for the second answer from the
questionnaire „ I have learned something about using a touch screen” which con-
firmed by majority of the participants. The statement “I would be interested in
playing more games” got the highest positive answers in the UK andMacedonia (only
“strongly agree” and “agree”). The answers from participants in Austria and Slovenia
were more dispersed, however highest number of positive answers were still given to
“strongly agree” and “agree.” The statement „I now feel more positive about using
digital systems after this “was approved in all four countries with the answers
“strongly agree” and “agree.” The chart from these data is presented in Appendix B.
As a summary of the collected and analyzed data, it can be stated that older adults
have developed positive emotions toward playing computer games on a large touch
screen tablet.

4.2 The second part of the experiment

The data collected by measuring the timing and the success in performing each
of the five tasks (specified in Section 3.1.) The members of the two groups of older
adults who attended the one-month training course showed remarkable differences
in the performance of the specified tasks. Both groups were smaller as there were
16 learners; each group consisted of 8 learners. The members of the first group
played the same games on the same tablets as the learners in the first part of the
experiment. The playing was arranged before the lessons for use of smartphone.
This group displayed much more performance and skill in completing the complex
tasks specified in Section 3.1 after the course was finished. The tasks were
completed correctly by the group one learners, the required results/information
specified in the tasks were obtained, and the timing for completing the task was
much shorter compared to the timing required for tasks competition in the other
group that did not played games. The first and the fifth tasks were simple and the
differences in the efficiency of performing the tasks by the particular learner from
both groups did not differ very much. The average timing for the members of both
groups was close to 1 minute (0.58) for the first task and 0.3 minutes (0.23) for the
fifth one. However, the differences among the timings of the more complex tasks,
e.g. the task no. 2, 3 and 4 were remarkable. The average timing for task 2 was
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1.196 minutes for the group that practiced gaming and 3.471 for the other group that
did not payed games, task 3 required for successful task completion by the gaming
group 1.178 minutes and in 2.272 minutes by the group without gaming experience,
and task 4 required 0.492 minute for the gaming group and 1.16 minute for the
control group. This gaming group performed the task no. 2 three times faster, the
task no. 3 twice faster, and the task no. 4 1.4-times faster. This gaming group was
interviewed as well and asked to answer the same questions in the questionnaire as
the older adults participating in the first experiment. The collected data give addi-
tional positive insights about the role of game playing on touchscreen tablets for the
adoption of digital skills by older adults.

5. Discussion

In most cases, the foundations of being a good user, meaning to develop trust,
self-efficacy and perceived value, is growing slowly and steadily without anyone
giving the matter much thought, often well before someone, for example a child,
starts learning in a particular case. By the time the person is 17, s/he can easily
understand the benefit of learning to drive as this helps the mobility. The person is
also well aware of the risks of driving but also knows how they can be mitigated.

However, these learning foundations are often absent when it comes to non-
users of digital technology, as several studies [3] proved that is very hard to teach
them using the general ‘show and tell’ system. The first step – going from being a
complete non-user to an engaged newbie – is the steepest process in the new digital
area according to Häikiö [15], The challenge for digital inclusion practitioners is to
ensure that the training for new users is fun, social and risk-free, while still building
vital interface skills and encouraging experimentation and self-guided learning by
the learner. Research shows that these factors are especially important for older
learners, for whom the opportunity to play with digital technology helps to capture
interest and build confidence [16]. These findings were confirmed in the presented
study as well. However, some specific issues were noticed too.

In the studied sessions and the observation found in the described experiments
show that almost all participants adopted the touch interaction method easily
regardless of their motor skills. Evidence from the experiments presented above
suggests also that the ‘right’ game depends on a number of factors, and that perhaps
in this type of learning the mentors or facilitators would benefit from a diagnostic
tool that will provide guidance in selecting games based on players’ attitudes, skill
levels and relationships with their partners. Most of the participants in the above
studies understood the games easily, and some outperformed the others especially
in playing the second game – the Koala puzzle. All of them were capable of drawing
a figure on the tablet and changing colors; however, several trials were necessary to
touch the right place on the screen and perform the right move. The differences in
the flow observed among the participants might be attributed to the fact that the
players with some motor weaknesses seemed to encounter more problems when
interacting with the Crossy Road game (see Figure 2), as the game requires fast
reactions with the finger. Immersion in the game was present as well. Collaboration
among the players, coming both from the partner in the pair or from the group that
gave loud advice how to act on the tablet, was very noticeable and in general it was
supportive. Some of the participants were first watching before they actively
entered the game. Observations during the sessions suggested that the cognitive
load of managing the session sometimes required more than one facilitator.
Altogether these findings came from the participants’ observations, but also from
the data collected from the interviews and the closed questionnaire. Despite the
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age-related cognitive and physical changes, all participants were able to play and to
understand the questions in the questionnaire. More research regarding the test
criteria, such as the reliability and internal consistency of the study, seems to be
necessary especially when further learning is in place, like for example in the second
part of the experiment with smartphone use courses.

The coding of the video clips from the playing sessions revealed the problems
older adults face when they try to use the digital touchscreen technology for the
first time. The facilitator and partners usually provided support after a learner
sought help. Depending on the problem, they usually decided to use explanation,
demonstration or instruction as support methods. Questioning as a method for
helping people to continue the task was used also several times by the facilitator.
The analysis of the video tapes has shown that the given support was not always
correct, and this points to the need for experienced facilitators and good guidelines
or a specially developed manual. However, overall supportive activities in most
cases were appropriate, and the participants were usually able to continue the task
successfully. The same problem re-occurred quite often after the facilitator’s sup-
port and help was sought again, but the majority of the participants did not give up
the gaming and they continued to play.

The analysis of these situations identified the following issues that need
consideration:

• Failure in motor control

• Expected encouragement from the facilitator – the need for support

• Co-learning by the playing partners was expected but not always requested

These issues point out clearly that for older adults to adopt digital technology,
but it is obvious that more attention should be provided by the facilitators who are
supporting the learning or training of older adults. These people also need more
information about the needs of older adults and instructions about how to solve
problems that appear from the low motor skills and sometimes with the lower
cognition capability or vision capacity of the learners. Their support should be given
in the form of explaining, demonstrating, and instructing. Cooperation and social
interaction by friends or family were found to be equally important [17]. These
findings provide answers to the first research question. Yes, older adults need
additional attention in preparing the environment and in terms of support during
educational sessions dedicated to the adoption of digital skills.

Figure 2.
The Crossy Road game.

53

Interactive Multimedia Touch Screen Tablets and Gaming as a Vehicle That Fosters Learning…
DOI: http://dx.doi.org/10.5772/intechopen.82724



1.196 minutes for the group that practiced gaming and 3.471 for the other group that
did not payed games, task 3 required for successful task completion by the gaming
group 1.178 minutes and in 2.272 minutes by the group without gaming experience,
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study as well. However, some specific issues were noticed too.

In the studied sessions and the observation found in the described experiments
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suggests also that the ‘right’ game depends on a number of factors, and that perhaps
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players with some motor weaknesses seemed to encounter more problems when
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among the players, coming both from the partner in the pair or from the group that
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load of managing the session sometimes required more than one facilitator.
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necessary especially when further learning is in place, like for example in the second
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older adults face when they try to use the digital touchscreen technology for the
first time. The facilitator and partners usually provided support after a learner
sought help. Depending on the problem, they usually decided to use explanation,
demonstration or instruction as support methods. Questioning as a method for
helping people to continue the task was used also several times by the facilitator.
The analysis of the video tapes has shown that the given support was not always
correct, and this points to the need for experienced facilitators and good guidelines
or a specially developed manual. However, overall supportive activities in most
cases were appropriate, and the participants were usually able to continue the task
successfully. The same problem re-occurred quite often after the facilitator’s sup-
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The analysis of these situations identified the following issues that need
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These issues point out clearly that for older adults to adopt digital technology,
but it is obvious that more attention should be provided by the facilitators who are
supporting the learning or training of older adults. These people also need more
information about the needs of older adults and instructions about how to solve
problems that appear from the low motor skills and sometimes with the lower
cognition capability or vision capacity of the learners. Their support should be given
in the form of explaining, demonstrating, and instructing. Cooperation and social
interaction by friends or family were found to be equally important [17]. These
findings provide answers to the first research question. Yes, older adults need
additional attention in preparing the environment and in terms of support during
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The interviews with the participants in both parts of the experiment have shown
that acceptance of new digital systems is not a problematic issue for older adults.
However, there were obstacles when an explanation how to handle some game hint
was not immediately provided to the players by the support team. The coding of
video tapes has revealed the problem. Some participants were afraid to make mis-
takes or to fail when using the devices and hesitated to act when the other person in
the plying pair faced a problem. Social influence was welcomed, but it expected to be
positive and helpful in the training. The accomplishment of the game also appeared to
be more important for older people than a low effort as was found also by AlMahmud
et al. [18] . These findings give a positive answer to the second research question: In
our experiments, older adults have shown positive emotions toward gaming.

The answers to the questions in the questionnaire further confirmed the findings
from the video tape analysis. Selections of the processed data from all countries
involved in the experiment are presented in Appendix B. In general, the entire
experiment was assessed by the participants as a very positive experience. Some
participants asked will there be a second session with the same technology and the
same facilitators. The charts in Appendix B show that the older adults from the
countries studied have very common and similar attitudes toward new challenges
and the possibility to learn through gaming and having fun as no big differences
were found. The results from the second experiment served to find the answers to
the research questions (d) and (e). The more efficient performance of the tasks
displayed by the members of the gaming group clearly has shown that playing
games could be a very useful tool in facilitating the training of digital skills for older
adults for using of smartphones. Fun experiences during game-playing clearly help
in faster and more successful learning to use a digital device which leads to faster
adoption as well. The reported fun older adults had when playing games contributes
to the development of positive emotions toward digital technology as this approach
helps in removing fear from not being able to participate in modern society.

6. Concluding remarks

It is well known that to become a proficient user of anything, some absolute
essentials are needed. Each person needs easy and regular access to the thing/device
to be used, as s/he needs to develop the skills required for the effective use of it. But
having that access and learning those skills are not of much use if there is no trust in
the items that are used, and if the user does not have faith in his/her abilities to use
them, or simply does not see the point. Just like any other skill, these internal
conditions are not innate, and there are many factors that influence the degree to
which someone possesses them and likes them, as they can be nurtured and grown
with the right kind of support. The big difference from the classical teaching of
digital inclusion is that games on touchscreen tablets can be very appealing, enter-
taining and incredibly easy to learn. In the case of the training of older adults, they
need to be accommodated in order to for answer to the elderly specific needs. In
fact, the easier and more familiar they are, the better for the elderly learner, at least
to begin with. The rules for learning this type of games are not the rules of the game
itself or for winning the game, but the rules of how to interact with a digital device.
However, we can state here that the value of the approach in learning digital skills
for older adults was confirmed by the presented experiment where gaming was
used as a pre-learning activity in the smartphone use course for older adults. The
group that played games before the course has shown a remarkably better efficiency
in performing the more complex tasks required for interacting with digital services
with use of a smartphone. This additionally implies that the gaming approach for

54

Interactive Multimedia - Multimedia Production and Digital Storytelling

older adults by means of touchscreen tablets needs to be further developed with
approaches that accommodate the learning to the elderly specific needs. This
applies especially for the process when mentors, facilitators or other persons
involved select the most appropriate game that enables to equally practice both
motor and cognitive skills. Playing and learning as a social activity is another
dimension that should be further supported in learning digital skills by elderly, as
the presented experiments have shown. A clear notice about the progress in learn-
ing digital skills by applying playing games as entertaining activity appeared to be
an important property of the strategy applied in enhancing the learning of digital
skills for older adults.

The study presented has some limitations and the source of this is the selection
and the number of participants. It was envisaged that the number of participants
from each country should be 60, which would make a total sum of 240 people.
However, the final number was lower due to the difficulties in attracting relevant
participants by the focus group that carried the experiments. So the total number
was lower. Another limitation was the social status of the participant and the level
of education that was not questioned. The only request followed was the lack of any
experience in work with computers or similar technology. Further studies similar to
the one presented in this paper are needed for more evidence to be collected for
provision of e more complete answers to the research questions addressing the
inclusion of elderly in the digital society and the erasing the digital divide between
the young and the old.

It can be claimed that the study carried out in the context of the Gameplay for
Inspiring Digital Adoption (GIRDA) project has considered most of the aspects of
modern learning of digital technology by elderly. Older adults need to know how to
use modern devices such as smartphones, to stay socialized and to enjoy the advan-
tages of modern technology specially designed to help them when aging or to enable
stay and live at home as long as possible. Many e-health applications nowadays are
developed for older adults but their use and the benefits they bring depend on the
users’ digital skills and the understanding of the service offered. Playing games on a
touchscreen table is obviously one of the methods to help them to acquire these
skills more easily and in a friendly manner. Learning without knowing that the
person learns is simply more acceptable as it is an easy way to adopt what is needed
in the present and future digital world. However, further studies can contribute
more the digital divide to become more noticeable. The future rounds of data
collection by additional experiments and analysis should be aimed on the under-
standing of the optimum setup for this kind of r learning, and to the selection of
games that will yield the best results. We hope that in future there will be opportu-
nities to use this evidence to create tailor-made games that can develop the touch
screen interface skills and help older learners to overcome the lack of confidence
and a feeling that using touchscreen computers is risky and complicated.

However, the presented study provided some implication for the practice that
can be summarized in the following recommendations:

• Teaching practices examples from the study about how to respond
appropriately to older adult computer issues.

• Putting time and effort into selecting the best facilitators is vital to building
good working relationships between older adults, facilitators, and staff.

• Reassuring older adults that they are progressing with often complex computer
software applications is a vital strategy in encouraging them to persist with
learning and training the digital skills.
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them, or simply does not see the point. Just like any other skill, these internal
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older adults by means of touchscreen tablets needs to be further developed with
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applies especially for the process when mentors, facilitators or other persons
involved select the most appropriate game that enables to equally practice both
motor and cognitive skills. Playing and learning as a social activity is another
dimension that should be further supported in learning digital skills by elderly, as
the presented experiments have shown. A clear notice about the progress in learn-
ing digital skills by applying playing games as entertaining activity appeared to be
an important property of the strategy applied in enhancing the learning of digital
skills for older adults.

The study presented has some limitations and the source of this is the selection
and the number of participants. It was envisaged that the number of participants
from each country should be 60, which would make a total sum of 240 people.
However, the final number was lower due to the difficulties in attracting relevant
participants by the focus group that carried the experiments. So the total number
was lower. Another limitation was the social status of the participant and the level
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stay and live at home as long as possible. Many e-health applications nowadays are
developed for older adults but their use and the benefits they bring depend on the
users’ digital skills and the understanding of the service offered. Playing games on a
touchscreen table is obviously one of the methods to help them to acquire these
skills more easily and in a friendly manner. Learning without knowing that the
person learns is simply more acceptable as it is an easy way to adopt what is needed
in the present and future digital world. However, further studies can contribute
more the digital divide to become more noticeable. The future rounds of data
collection by additional experiments and analysis should be aimed on the under-
standing of the optimum setup for this kind of r learning, and to the selection of
games that will yield the best results. We hope that in future there will be opportu-
nities to use this evidence to create tailor-made games that can develop the touch
screen interface skills and help older learners to overcome the lack of confidence
and a feeling that using touchscreen computers is risky and complicated.

However, the presented study provided some implication for the practice that
can be summarized in the following recommendations:

• Teaching practices examples from the study about how to respond
appropriately to older adult computer issues.

• Putting time and effort into selecting the best facilitators is vital to building
good working relationships between older adults, facilitators, and staff.

• Reassuring older adults that they are progressing with often complex computer
software applications is a vital strategy in encouraging them to persist with
learning and training the digital skills.
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A. Coding sample from the drawing game video tape

Issue/problems Frequency Description

Methods of
motor control

2 Most of the learners used the index finger of the right hand for drawing
and tapping.

Learner switches between the index finger of the right hand and the thumb
of the left hand (06_720,00:06:48)

Failure of motor
control

3 Problems appeared in color changes as the learners did not use the
exact button on the Lenovo tablet. Swiping the toolbar not possible.

Learner tries to swipe but cannot activate the button (12_710, 00:03:02)
(10_720, 00:05:01),

• Tapping not exact enough.

Learner wants to choose a color but does not tap exactly enough so it does not
work (10_700, 00:05:11)

Learner uses the fingernail for drawing; no results were produced
(10_710, 00:03:16)

Errors 2 This issue is triggered by different reasons which are all related to the
usage of the tablet:

B. Data from the post-experiment questionnaire

B.1 Austria data
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B.2 United Kingdom data

B.3 FYR Macedonia data
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and tapping.

Learner switches between the index finger of the right hand and the thumb
of the left hand (06_720,00:06:48)

Failure of motor
control

3 Problems appeared in color changes as the learners did not use the
exact button on the Lenovo tablet. Swiping the toolbar not possible.

Learner tries to swipe but cannot activate the button (12_710, 00:03:02)
(10_720, 00:05:01),

• Tapping not exact enough.

Learner wants to choose a color but does not tap exactly enough so it does not
work (10_700, 00:05:11)

Learner uses the fingernail for drawing; no results were produced
(10_710, 00:03:16)

Errors 2 This issue is triggered by different reasons which are all related to the
usage of the tablet:

B. Data from the post-experiment questionnaire
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Chapter 5

Transactional Distance Theory: A 
Critical View of the Theoretical 
and Pedagogical Underpinnings of 
E-Learning
Laura Delgaty

Abstract

This chapter provides a critical look at the literature surrounding Distance 
Education and targets Transactional Distance Theory. It will examine in detail the 
three components: structure, interaction (or dialogue) and autonomy. The structure 
necessary for successful distance learning starts the chapter. Next, interaction (or 
dialogue) is introduced and the complexity of this in relation to the student experi-
ence is discussed. Finally, autonomy is explored in detail. This overview will relate 
specifically to the student perspective. Alternative approaches, links to seminal 
authors and a critical viewpoint is taken throughout.

Keywords: transactional distance theory, autonomy, structure, interaction

‘Theories Such as Transactional Distance Theory Are Invaluable in Guiding 
the Complex Practice of a Rational Process Such as Teaching and Learning at a 
Distance’ ([1], p. 3).

1. Introduction

Within this chapter, the objective is:
To review literature on the theoretical and pedagogical underpinnings of 

distance education, specifically transactional distance theory and the concepts of 
structure, interaction and autonomy.

1.1 Search strategies

Data bases were searched including: Scopus, Psychinfo, Web of Knowledge, 
Medline ERIC and CINAHL to identify potentially relevant material using the 
following terms:

(Effective or successful or valuable or useful) and (DL or distance learning or 
computer assisted learning or e-learning or elearning or online learning or online 
education or distance education or technology enhanced learning or computer 
mediated learning or computer based learning or ICT).

In Scopus alone, this wielded over 9000 results consisting of:
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• work on effective DL investigating specific media or resources;

• undergraduate education;

• editorial and opinion papers;

• comparative studies (i.e. to traditional face to face teaching);

• systematic reviews (few);

• K-12 education;

• an abundance of ‘how-to’ books;

• reams of advocacy papers and success stories; and

• anecdotal and promotional articles.

The choice of databases reflected the heterogeneous nature of the research in 
the area of technology, education, and social sciences. Unless reviewing theoretical 
literature (learning or organisational theories), only technological literature pub-
lished in the last 10 years was reviewed. Striving to strike a balance between com-
prehensiveness (or sensitivity) and precision this date restriction was chosen which 
is common practice in literature reviews. This time frame appears to be congruent 
with other literature reviews in this area including: 9 years [2] and 8 years [3]. 
The focus was specifically on higher education and online courses if possible (for 
example, excluded blended learning). Both synchronous and asynchronous deliv-
ery, were included. Abstracts of all identified papers were read and full copies of 
articles that appeared relevant were saved as electronic files in endnote. Duplicates 
were deleted. E-books, books and photocopied chapters of traditional books were 
used and organised manually by topics. Citation searches were done on all articles 
that related directly to transactional distance theory or reviews of DL. Searches 
were limited to English language books and journals.

1.2 Overview

Distance education was first introduced into mainstream lexicon in the 1970s 
[4]. There were early attempts to define it, and controversies around what it actu-
ally was. One of the barriers (and 40 years on, the most revolutionary argument 
for me) was basically this: Is distance education a geographic separation of learners 
and teachers, or a pedagogical concept? Moore suggested the latter. He developed 
Transactional Distance Theory (TDT) in an attempt to demonstrate and explain 
that distance education was more concerned with pedagogy than geography [4, 5].

1.3 Results

In 1973, Moore initially defined TDT as a psychological and communications gap 
that was a function of the interplay of structure, and dialogue. It was the cognitive 
space between teachers and students that must be crossed yet was a place of potential 
misunderstanding between the teacher and the learner. This space was continuous, 
relative and never exactly the same. Ideally, this distance or space needed to be mini-
mised or shortened. Even in traditional education there was transactional distance 
and therefore the actual theory was a subset, albeit specialised, of conventional 
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teaching and learning, [6]. However, in DL, due to the unique environment teachers 
and learners experienced more of a distance due to the physical distance (and if asyn-
chronous, time) that separated these two groups. Therefore, transactional distance 
theory, more specifically, the transactional distance between teacher and learner was 
potentially more problematic at a distance and may have contributed to students’ 
feelings of isolation, reduced motivation and engagement and eventually attrition 
in early DL [5]. Moore originally suggested that developers of DL must consider two 
variables that affect transactional distance: structure and dialogue [4]. Structure was 
the rigidity or flexibility of the instructional methods and strategies whilst dialogue 
referred to the interaction between the instructor and learner during a DL experi-
ence. Transactional distance was a function of dialogue and structure. With less 
dialogue and more structure, the transactional distance was higher (Figure 1).

In a course with little transactional distance, learners have guidance through 
ongoing dialogue [7]. This would be more appropriate, or attractive to learners 
who were less secure in managing their own learning. Moore later recognised with 
minimal dialogue, students were forced to make their own decisions for themselves 
and generally exercise autonomy [5]. Working with Kearsley, he later identified 
three interactive components or constructs [8] that needed to be considered to 
shorten the transactional distance and provide a meaningful learning experience 
for students. These included the original two:

• structure of the instructional programs;

• dialogue or interaction between learners and teachers and the new addition; and

• autonomy or the nature and degree of self-directedness of the learner.

This third hypothesised factor, autonomy, interacted with both structure and 
dialogue and the three together formed a model or theory [9] for understanding 
online learning [8] (Figure 2).

Structure was determined by the actual design of the activity, how the instruc-
tion was organised and the use of different media communications [8]. Dialogue 
could be synchronous, asynchronous and dialogue that was internalised within the 
student. Learner autonomy related to the individual learner’s self-directedness or 
sense of personal responsibility. There appeared to be a relationship between struc-
ture, dialogue and autonomy. The greater the autonomy, the less teacher control 

Figure 1. 
Relationship of structure and dialogue to transactional distance [4].
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there needed to be to decrease the transactional distance and have a successful 
distance module. Conversely, with less dialogue and more structure, the likelihood 
of an increased transactional distance, which in turn led to less successful online 
programmes, was greater [10]. Successful distance environments depended on the 
teacher providing opportunities for dialogue and ‘appropriately’ [10] structured 
learning materials. This became extremely complex. Identifying the level of struc-
ture required, facilitating dialogue and encouraging individual learner autonomy 
was demanding and multifaceted as the greater the structure and the lower the 
dialogue, the more autonomy the student must demonstrate.

1.3.1 Deweyian link

These three complex factors relate to Dewey’s seminal work. He suggested the 
educational process is a collaborative reconstruction of experience and has two 
sides: one psychological (cognitive) and one sociological. He warned that neither 
could be subordinated to the other or neglected without consequence.

Dialogue or interaction between learners and teachers: Dialogue, and engag-
ing in interaction forces individuals to construct ideas in a deep learning sense [7]. 
Dewey [11] supported this constructivist approach to learning. He discussed the need 
to support learners’ in their construction of meaning and argued only through social 
interaction and interaction with the environment could the learner construct concep-
tualisations and find solutions. He reasoned that through interpersonal, instructional 
dialogue the learner gains advantages in the pursuit of knowledge and understanding.

Structure of the instructional programs: Dewey described the function of 
education as improving the reasoning process [12]. Based on active experience, 
the role of the educator was to shape experience and structure the environment to 
promote experiences leading to growth. This role was one of a guide, or facilitator 
encouraging creative interaction and emphasising the development of solving prob-
lems and discovering knowledge. These higher order activities are encompassed 
in Dewey’s practical inquiry model which includes four phases: triggering event, 
exploration, integration and resolution.

Autonomy or the nature and degree of self-directedness of the learner: 
Autonomy, the third factor in TDT is reflected in constructivist views encouraging 
active, collaborative and responsible learners [13]. The genesis of self-directed learn-
ing can be attributed to Dewey [7] who suggested that autonomy helped create the 
conditions that encourage individuals to exercise initiative, reflection and choice [11].

Figure 2. 
Overview of transactional distance theory (3D model).
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1.4 A critical view of transactional distance theory

Many researchers [1, 14–16] identified transactional distance as important and 
viewed TDT and as a basic analytical framework for understanding distance educa-
tion systems.

‘Transactional distance theory provides a useful conceptual framework for 
defining and understanding distance education in general and as a source of 
research hypotheses more specifically’ ([14], p. 527).

Despite considerable time span over which this theory has evolved, there are 
critics and little empirical research has been carried out to test the validity and 
relationships of the constructs [16, 17].

TDT has been investigated from different perspectives. Two studies were found 
using questionnaires as data collection tools [18, 19]. Bischoff et al. were interested 
in student perceptions of transactional distance, structure and dialogue [18]. 
Transactional distance, dialogue and structure were all related to certain ‘items’ (in 
reality questions). Each variable was then measured using data generated from fixed 
questionnaire. Transactional distance was measured by two items, dialogue by one 
item and structure by three. The results supported Moore’s theory showing dialogue 
and transactional distances were inversely proportional. However, dialogue (a com-
plex variable) was measured by only one item, there was no discussion of quality of 
dialogue (only quantity) and the actual items being measured were not clearly defined.

In an attempt to investigate TDT further and create a clear connection between 
dialogue, structure and autonomy as they related to learning outcomes, 121 learners 
were part of a study in a DL environment [19]. Operational definitions were given 
and they looked at dialogue in terms of frequency and occurrence, structure in 
terms of delivery and implementation and autonomy in terms of personal ratings 
of independence. These variables were compared to student’s self-assessment. 
The results found only two variables had significant effects on perceived learning 
outcomes: the greater the perceived transactional distance, the lower the perceived 
outcomes and the greater the frequency of discussion, the higher the perceived 
achievement of learning outcomes. The results support Moore’s theory, although as 
in [18] a simple questionnaire was used, data was collected only once and dialogue 
was measured only by frequency.

Two articles were found addressing TDT that measured observable behaviour 
as opposed to student perceptions [20, 21]. Data was collected on 30 interactions 
between instructors and learners and measured behaviours using the ‘systems 
dynamic model’ [21]. Verbal behaviour was measured using a discourse analysis 
and, combined this with a measure of ‘structure’ of the programme then identi-
fied the variance. By measuring the rate of instructor and learner control, this 
variance (the ratio between amount of dialogue and extent of structure) was the 
transactional distance. The results demonstrated that transactional distance varied 
with dialogue and structure. As dialogue increased, distance decreased; as struc-
ture increased, transactional distance increased. This model produced values for 
transactional distance consistent with Moore’s theory and suggested that transac-
tional distance was directly proportional to dialogue and inversely proportional 
to structure. Although this supported Moore, the quantification of dialogue and 
structure of a programme was problematic to me. They looked only at one-to-one 
synchronous communications between learner and teacher. Therefore, the gen-
erality of the study is limited and it is hardly representative of the majority of DL 
trends. The effects of change in structure on dialogue was investigated during an 
audio-conferenced course [20]. Only structure and dialogue were compared. Over 
100 students participated and dialogue was measured in frequency and duration 
whilst structure was defined by one aspect of instructional design (question asking 
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there needed to be to decrease the transactional distance and have a successful 
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Figure 2. 
Overview of transactional distance theory (3D model).
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dynamic model’ [21]. Verbal behaviour was measured using a discourse analysis 
and, combined this with a measure of ‘structure’ of the programme then identi-
fied the variance. By measuring the rate of instructor and learner control, this 
variance (the ratio between amount of dialogue and extent of structure) was the 
transactional distance. The results demonstrated that transactional distance varied 
with dialogue and structure. As dialogue increased, distance decreased; as struc-
ture increased, transactional distance increased. This model produced values for 
transactional distance consistent with Moore’s theory and suggested that transac-
tional distance was directly proportional to dialogue and inversely proportional 
to structure. Although this supported Moore, the quantification of dialogue and 
structure of a programme was problematic to me. They looked only at one-to-one 
synchronous communications between learner and teacher. Therefore, the gen-
erality of the study is limited and it is hardly representative of the majority of DL 
trends. The effects of change in structure on dialogue was investigated during an 
audio-conferenced course [20]. Only structure and dialogue were compared. Over 
100 students participated and dialogue was measured in frequency and duration 
whilst structure was defined by one aspect of instructional design (question asking 
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behaviour of instructor). In support of TDT, different types of interactions and 
questions appeared to determine learner participation. According to the authors, 
of the four experimental procedures one was cancelled and one was biased. The 
instrument for measuring interaction was not shown to be reliable, the samples 
were not clearly described and the grouping unclear. Again, dialogue was measured 
in terms of frequency and duration. However, the results suggested that certain 
types of question-asking behaviour by the instructor could predict dialogue in the 
student [20]. The authors claimed that both structure and dialogue were important 
to success and by increasing dialogue and structure, one could increase student 
participation and decrease transactional distance.

Two articles were found [22, 23], from very different perspectives, using 
questionnaires to explore influences of variables in DL and presenting conflict-
ing results. The effects of course format, satisfaction and perceived knowledge 
gained were examined during an online programme. Satisfaction was broken 
down into different aspects to relate to the constructs set out by Moore in TDT. A 
questionnaire was used and the instrument was described. A very low response 
rate (17%) was not explained, however, there did appear to be a relationship 
between course design and satisfaction. The more satisfied the learners were with 
the structure and with interaction, the more satisfied they were with their per-
ceived knowledge gained. This supported Moore’s assertion that structure needed 
to be appropriate for the learner and that low structure and high dialogue could 
lessen transactional distance. An interesting article, publishing negative find-
ings investigated the impact of individual and instructional variables on 71 (87% 
return rate) learner’s perceived transactional distance [22]. Once again, question-
naires were used to measure student perceptions (on a 23 item sliding scale) and 
results analysed against four variables. The results did show a high ratio of certain 
variables to perceived transactional distance. Although peripheral, their find-
ings also included that neither face to face interaction during an online course or 
previous experience changed transactional distance. Interestingly, some of the 
results suggested a negative effect between transactional distance and ‘online 
tutoring’ or interaction although ‘online tutoring’ was not clearly described. 
Content validity of the survey was addressed in that ‘experts’ and ‘educational-
ists’ reviewed the tool and there was a high response rate. The conclusions were 
that alternative measures of transactional distance (qualitative, observation, 
interviews) would help understand these phenomena. Predominantly published 
literature was biased towards positive results [24], so this article was a valuable 
alternative perspective.

In 2009, a review classifying 695 articles on DL was carried out. The focus 
was to identify gaps and priority areas in DL research. A consensus of 25 experts 
reviewed research published between 2000 and 2008 [3]. The method and results 
were clearly described and this was one of the only DL reviews found that included 
non-English journals. (One of the criticisms of distance education reviews is the 
focus on ‘peer reviewed’ English language journals [2]). Fifteen main research areas 
and strong imbalances were described. They found research ‘dreadfully neglected’ 
on organisational change and development, costs and faculty support. These are 
all addressed in this submission and in my own review. However, closely related to 
TDT, they identified an imbalance with over 50% of all articles focusing on:

• instructional design;

• interaction and communication in learner communities; and

• learner characteristics (including motivation and autonomy).
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Although not highlighted by the authors of this review, these corresponded 
directly with Moore’s three components of TDT. Admittedly, TDT appears to be a 
descriptive, rather that predictive theory, but there is a clear collaboration with out-
come variables [9]. Furthermore, Moore’s concept of transactional distance was a 
significant paradigm shift for educationalists as it grounded the concept of distance 
in distance education in a social science framework and not in its usual physical 
science interpretations [7]. Whether there are strong empirical studies supporting 
Moore’s theory or not, it is evident his three components continue to be a priority in 
research [2, 3, 16].

1.5 Summary of research on TDT

• TDT had roots in humanistic and behavioural ideologies.

• Structure and dialogue were the initial factors in Moore’s [4] TDT theory and a 
third factor, autonomy was later added [8].

• Structure, dialogue and autonomy were related, dynamic and necessary, in 
successful distance education [8].

• Moore did not define any of the constructs operationally [17], which has led to 
lack of clarity in follow up research.

• Studies investigating the complex constructs of autonomy and self-directed-
ness using closed questionnaires and scales were common.

• The majority of published work investigating TDT has been approached from a 
positivist paradigm looking for correlation and statistically significant rela-
tionships between complex concepts (for example, autonomy and perceived 
learning outcomes).

• None of the studies found supported or totally negated the proposition of 
transactional distance.

• All of the studies reviewed suggested that future research into this area should 
include interview or observational data [18–22, 25].

2. Student experience: structure or design

‘Educators must recognise that poorly designed educational programs…are not 
improved by being presented on a Web page’ ([26], p. s87).

2.1 Introduction

This section of the literature review addresses the three component parts of TDT 
separately.

2.2 Results

Formal ‘instructional design’ (ID) models, a systematic approach for develop-
ing educational products, used liberally when designing web-based courses at the 
University level [16, 27] all contained a number of key elements or components and 
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behaviour of instructor). In support of TDT, different types of interactions and 
questions appeared to determine learner participation. According to the authors, 
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Although not highlighted by the authors of this review, these corresponded 
directly with Moore’s three components of TDT. Admittedly, TDT appears to be a 
descriptive, rather that predictive theory, but there is a clear collaboration with out-
come variables [9]. Furthermore, Moore’s concept of transactional distance was a 
significant paradigm shift for educationalists as it grounded the concept of distance 
in distance education in a social science framework and not in its usual physical 
science interpretations [7]. Whether there are strong empirical studies supporting 
Moore’s theory or not, it is evident his three components continue to be a priority in 
research [2, 3, 16].

1.5 Summary of research on TDT

• TDT had roots in humanistic and behavioural ideologies.

• Structure and dialogue were the initial factors in Moore’s [4] TDT theory and a 
third factor, autonomy was later added [8].

• Structure, dialogue and autonomy were related, dynamic and necessary, in 
successful distance education [8].

• Moore did not define any of the constructs operationally [17], which has led to 
lack of clarity in follow up research.

• Studies investigating the complex constructs of autonomy and self-directed-
ness using closed questionnaires and scales were common.

• The majority of published work investigating TDT has been approached from a 
positivist paradigm looking for correlation and statistically significant rela-
tionships between complex concepts (for example, autonomy and perceived 
learning outcomes).

• None of the studies found supported or totally negated the proposition of 
transactional distance.

• All of the studies reviewed suggested that future research into this area should 
include interview or observational data [18–22, 25].

2. Student experience: structure or design

‘Educators must recognise that poorly designed educational programs…are not 
improved by being presented on a Web page’ ([26], p. s87).

2.1 Introduction

This section of the literature review addresses the three component parts of TDT 
separately.

2.2 Results

Formal ‘instructional design’ (ID) models, a systematic approach for develop-
ing educational products, used liberally when designing web-based courses at the 
University level [16, 27] all contained a number of key elements or components and 
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have been widely adapted in e-learning [28]. The four core components of ID as 
they related to educational programmes are found in Table 1 [29]:

Various models have adapted ID, but they are based on the desire to provide 
guidance to designers as they aim to develop effective and consistent educational 
solutions on a reliable basis [27, 28]. One of the most popular [30] and best docu-
mented models [31] was ADDIE, comprised of five stages of instructional design: 
analysis, design, development, implementation and evaluation. The ADDIE model 
specifically [31–33] and ID in general [27, 29, 30, 34, 35] have been researched 
intensely relating education to technology. This systematic approach to ID provides 
an empirical and replicable process when developing learning materials [31, 33].

2.2.1 A critical view of instructional design

Although there was a plethora of research suggesting these models were the clear 
way to structure DL, there were critics as well. Much of what is termed ‘e-learning’ 
was still based on the recursive decomposition of knowledge and skill principles 
of ID [28]. The supporters of rigid ID tended to be training organisations with a 
training philosophy whose intellectual base consisted of principles derived from 
behaviourism and associationism [28]. A well-known and published author in the 
field of ID in America, looked critically at four different ‘tools’ based on ID, includ-
ing the ADDIE model. He critiqued all four for their expertise required, lack of 
collaborative learning, lack of authenticity and linear nature [32].

2.2.2 Structure or instructional design and transactional distance theory

Instructional design seemed uniquely poised to bridge the knowledge gap in the 
provision of DL by identifying what historically had been done in education and 
describing new directions in course design and structure [7]. This gap in knowledge 
relative to course design was especially applicable in the area of medical and allied 
health education [27]. Forty years ago, Moore prophetically discussed design or 
structure as being imperative in successful DL environments [4]. In 2010, design 
was addressed again and it was suggested it was an ideal term to use as it bridged 
both theory and practice [36]. Using surveys only, the structural factors affecting 
DL were investigated focusing on satisfaction, assessment of learning outcomes and 
perceived achievement of learning outcomes [37, 38]. 38,000 students taking 264 
online courses in New York, were studied, analysing course documents and student 
questionnaires (38% return rate) [37]. In another study, 21 online courses were 
investigated using expert reviews of learning designs and student perception surveys 
[38] . Both studies demonstrated a correlation between greater structural consis-
tency within the course, student satisfaction and perceived learning, used at least 
two methods of data collection and multiple raters for analysis of the data. However, 
the persistent attempt to quantify and measure people’s perceptions of satisfaction 
and perceived learning is questionable given the complex nature of these constructs. 

Components of instructional design

• Analysing the problem

• Designing a solution

• Implementing the solution

• Evaluating the degree of success of the solution

Table 1. 
Core components of instructional design relating to educational programmes.
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Regardless, students were more satisfied with courses that had defined structure and 
they felt they had learned more than totally open and flexible courses.

In a study using closed question surveys followed by interviews, data was col-
lected data from 76 students who were asked to identify either challenges or useful 
components to their online experience [39]. The students were all undertaking 
a full degree using different technologies and structures, yet all from a distance. 
The closed response questions were followed by nine semi-structured interviews. 
Two researchers conducted the interviews and data was thematically analysed 
and used to substantiate and extend earlier results from the questionnaire. The 
results suggested (89%) that the design of the course was the most important 
component of a successful e-learning experience [39] which supported the neces-
sity and importance of instructional design, regardless of the mode of delivery. 
The sample size was small; the response rate of the survey was not given, nor was 
the relationship of the interviewees to the students. However, this is one of the 
few studies using mixed methods that have approached instructional design and 
student learning or satisfaction from a less positivist approach. Multiple sources 
of data collection were used which may have allowed researchers to validate and 
crosscheck findings [40].

Two studies both investigated structure in relationship to student satisfac-
tion and perceived learning [23, 41]. One surveyed 6088 (31% return rate) DL 
students in New York and compared levels of structure and instructional design to 
student satisfaction [41]. The other surveyed 201 (17% response rate) learners in 
a Midwestern American University comparing levels of satisfaction with structure 
and design, satisfaction and perceived knowledge gained [23]. Both of these studies 
used closed questions and rating scales, the questions were not clear to the reader 
and the response rates were low. However, in both studies, the central role of struc-
ture and student satisfaction or perceived knowledge gained was supported.

In one of the few studies specifically addressing context, Benson and 
Samarawickrema [42] compared six case studies of ‘successful’ DL initiatives in 
Australia. Definitions and programmes were clarified and their focus was to illus-
trate how e-learning designs (specifically those using Web 2.0 technologies) were 
instrumental in increasing success and decreasing transactional distance. With a 
practical focus and rich contextual description, these cases suggested that by care-
fully structuring and designing a course, transactional distance can be decreased. 
They also highlighted that design must be variable and provide a clear strategy for 
an analytic approach that is responsive to both the learners and the context of their 
learning.

2.3 Summary of research on instructional design or structure

Formal instructional design, in its prescriptive and inflexible sense was the 
basis for most early DL initiatives. Although when subscribing to a learner centred 
perspective this seems problematic, more progressive models have been developed 
incorporating constructivist and interactive approaches to planning DL. The 
amount and type of structure necessary appears to be inconsistent. However, there 
does appear to be a relationship between the level of structure and student satisfac-
tion and an increase in perceived learning.

Originally, ID was developed to emphasise ‘learning by doing’ with immediate 
feedback on success, careful analysis and atomisation of learning outcomes and 
above all aligning these learning outcomes with instructional strategies and meth-
ods to assess the learning outcomes.

The ID approach to e-learning has become widely, yet perhaps unfairly discred-
ited [28]. This may be due to the fact that a number of terms and expressions are 



Interactive Multimedia - Multimedia Production and Digital Storytelling

68

have been widely adapted in e-learning [28]. The four core components of ID as 
they related to educational programmes are found in Table 1 [29]:

Various models have adapted ID, but they are based on the desire to provide 
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specifically [31–33] and ID in general [27, 29, 30, 34, 35] have been researched 
intensely relating education to technology. This systematic approach to ID provides 
an empirical and replicable process when developing learning materials [31, 33].

2.2.1 A critical view of instructional design

Although there was a plethora of research suggesting these models were the clear 
way to structure DL, there were critics as well. Much of what is termed ‘e-learning’ 
was still based on the recursive decomposition of knowledge and skill principles 
of ID [28]. The supporters of rigid ID tended to be training organisations with a 
training philosophy whose intellectual base consisted of principles derived from 
behaviourism and associationism [28]. A well-known and published author in the 
field of ID in America, looked critically at four different ‘tools’ based on ID, includ-
ing the ADDIE model. He critiqued all four for their expertise required, lack of 
collaborative learning, lack of authenticity and linear nature [32].

2.2.2 Structure or instructional design and transactional distance theory

Instructional design seemed uniquely poised to bridge the knowledge gap in the 
provision of DL by identifying what historically had been done in education and 
describing new directions in course design and structure [7]. This gap in knowledge 
relative to course design was especially applicable in the area of medical and allied 
health education [27]. Forty years ago, Moore prophetically discussed design or 
structure as being imperative in successful DL environments [4]. In 2010, design 
was addressed again and it was suggested it was an ideal term to use as it bridged 
both theory and practice [36]. Using surveys only, the structural factors affecting 
DL were investigated focusing on satisfaction, assessment of learning outcomes and 
perceived achievement of learning outcomes [37, 38]. 38,000 students taking 264 
online courses in New York, were studied, analysing course documents and student 
questionnaires (38% return rate) [37]. In another study, 21 online courses were 
investigated using expert reviews of learning designs and student perception surveys 
[38] . Both studies demonstrated a correlation between greater structural consis-
tency within the course, student satisfaction and perceived learning, used at least 
two methods of data collection and multiple raters for analysis of the data. However, 
the persistent attempt to quantify and measure people’s perceptions of satisfaction 
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Regardless, students were more satisfied with courses that had defined structure and 
they felt they had learned more than totally open and flexible courses.

In a study using closed question surveys followed by interviews, data was col-
lected data from 76 students who were asked to identify either challenges or useful 
components to their online experience [39]. The students were all undertaking 
a full degree using different technologies and structures, yet all from a distance. 
The closed response questions were followed by nine semi-structured interviews. 
Two researchers conducted the interviews and data was thematically analysed 
and used to substantiate and extend earlier results from the questionnaire. The 
results suggested (89%) that the design of the course was the most important 
component of a successful e-learning experience [39] which supported the neces-
sity and importance of instructional design, regardless of the mode of delivery. 
The sample size was small; the response rate of the survey was not given, nor was 
the relationship of the interviewees to the students. However, this is one of the 
few studies using mixed methods that have approached instructional design and 
student learning or satisfaction from a less positivist approach. Multiple sources 
of data collection were used which may have allowed researchers to validate and 
crosscheck findings [40].

Two studies both investigated structure in relationship to student satisfac-
tion and perceived learning [23, 41]. One surveyed 6088 (31% return rate) DL 
students in New York and compared levels of structure and instructional design to 
student satisfaction [41]. The other surveyed 201 (17% response rate) learners in 
a Midwestern American University comparing levels of satisfaction with structure 
and design, satisfaction and perceived knowledge gained [23]. Both of these studies 
used closed questions and rating scales, the questions were not clear to the reader 
and the response rates were low. However, in both studies, the central role of struc-
ture and student satisfaction or perceived knowledge gained was supported.

In one of the few studies specifically addressing context, Benson and 
Samarawickrema [42] compared six case studies of ‘successful’ DL initiatives in 
Australia. Definitions and programmes were clarified and their focus was to illus-
trate how e-learning designs (specifically those using Web 2.0 technologies) were 
instrumental in increasing success and decreasing transactional distance. With a 
practical focus and rich contextual description, these cases suggested that by care-
fully structuring and designing a course, transactional distance can be decreased. 
They also highlighted that design must be variable and provide a clear strategy for 
an analytic approach that is responsive to both the learners and the context of their 
learning.

2.3 Summary of research on instructional design or structure

Formal instructional design, in its prescriptive and inflexible sense was the 
basis for most early DL initiatives. Although when subscribing to a learner centred 
perspective this seems problematic, more progressive models have been developed 
incorporating constructivist and interactive approaches to planning DL. The 
amount and type of structure necessary appears to be inconsistent. However, there 
does appear to be a relationship between the level of structure and student satisfac-
tion and an increase in perceived learning.

Originally, ID was developed to emphasise ‘learning by doing’ with immediate 
feedback on success, careful analysis and atomisation of learning outcomes and 
above all aligning these learning outcomes with instructional strategies and meth-
ods to assess the learning outcomes.

The ID approach to e-learning has become widely, yet perhaps unfairly discred-
ited [28]. This may be due to the fact that a number of terms and expressions are 
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used synonymously with ID and although the basis is behaviourism, or a teacher 
centred model, this is often an unfair association [43].

Many models that are labelled as ‘constructivist’ are indistinguishable from those 
derived from the associationist perspective [28].

Recently ID and general DL structure has moved towards creativity and interac-
tion and away from low-level immediate responses [34].

Empirical and case study literature has repeatedly explored the relationship 
between (a) structure or design and (b) student satisfaction, transactional distance 
and learning.

There appears to be a close relationship between (a) structure and (b) transac-
tional distance, student satisfaction and increase in perceived learning.

3. Student experience: interaction and communication

Learners interact with their environment ([7], p. 15).

3.1 Introduction

The published research on DL is abundant, however, the actual student experi-
ences have gone relatively undocumented [44, 45] and are not fully understood 
[46]. The challenge was to understand, students’ use of technology to support 
higher-order learning, interaction and dialogue [7]. The second factor contributing 
to an understanding of TDT was interaction, communication or dialogue and is the 
focus of this section.

3.2 Results

Communication, interaction and support from faculty and peers is consistently 
rated as having a major influence on DL [16, 39, 47–53]. However, our understand-
ing of its use is seriously limited [7] by empirical research which has used rating 
scales and closed questionnaires to explore perceived support and perceived 
learning. With the exception of two papers, the papers above investigated student 
satisfaction and barriers or facilitators to DL [51, 52]. They were not directly 
focused on interaction or dialogue; they were exploring experiences generically. 
One paper specifically nurses’ experiences. The findings supported the other stud-
ies; the interaction between the instructor and student, or student to student, was 
highlighted as integral to a positive learning experience or improved outcome [53].

A highly respected and well published five stage model illustrating online 
interaction or engagement (Figure 3) is found below [54].

This model is used as the basis for analysing and describing how the teacher or 
‘e-moderator’ could support student learning. Other models and conversational 
frameworks of analysing online discourse [55–57] followed a relatively similar pat-
tern of generating ideas, increasing interaction and information exchange followed 
by divergent thinking and development. These models have been criticised as being 
artificial, prescriptive and based on personal experience, not empirical research [9]. 
Salmon’s work specifically has been criticised for its focus on the advancement of 
individual practitioners and the lack of attention paid to leadership and the institu-
tion as a whole. Successful initiatives must be scaffolded by dialogue and promote 
interaction and participation [54].

As discussed, the majority of the literature included interaction as one of the 
several factors affecting success in DL. A small amount of literature was found that 
addressed interaction, dialogue or engagement specifically.

71

Transactional Distance Theory: A Critical View of the Theoretical and Pedagogical…
DOI: http://dx.doi.org/10.5772/intechopen.81357

3.2.1 Learner-learner and instructor-learner dialogue

Learner-learner and instructor-learner dialogue was the focus in a study of 
38,000 students taking 264 online courses in New York [37]. Course documents 
and student questionnaires (38% return rate) were analysed. Student perceptions 
were explored based on learning, interaction with instructor and classmates, and 
personal level of activity. She found significant correlations with student satisfac-
tion and interaction with the instructor (r = 0.761, p = 0.01) and perceived learning 
(r = 0.707, p = 0.01). There were also significant correlations between interactions 
with other students and course satisfaction (r = 0.440, p = 0.01) and perceived 
learning learned (r = 0.437, p = 0.01). Her findings appeared consistent with the 
literature in that interaction with instructor and amongst peers was consistently 
associated with the success of online courses [37]. Although this study was sup-
ported by research in a similar vein [7], there were some fundamental issues that 
were problematic. The survey consisted of multiple-choice and forced-answer ques-
tions investigating the ‘dimensions’ of satisfaction and perceived learning with no 
explanation as to how these questions were developed. There was no explanation for 
this quantitative attempt to measure the complex nature of satisfaction and learning.

3.2.2 Instructor-learner dialogue

Instructor-learner dialogue, specifically, examining the relationships between 
verbal immediacy and affective and cognitive learning in DL was explored. 145 
post-graduate students involved in an asynchronous online course were surveyed 
using a questionnaire based on several verbal immediacy scales (described in detail) 
and both cognitive and affective learning scales [58]. The verbal immediacy scale 
consisted of 20 statements concerning instructor behaviour, the affective learn-
ing scale six dimensions and the cognitive learning scale was designed to produce 
a measure of learning loss. The hypothesis of correlation between instructor 

Figure 3. 
Salmon’s [54] five stage model of online learning and teaching (p. 29).
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immediacy and affective learning was supported (r = 0.73, p < 0.01). The hypoth-
esis of positive correlation between instructor immediacy and cognitive learning 
was supported (r = .054, p < 0.01). The verbal immediacy scale was based on other 
scales developed in a traditional face to face environment, yet the use of them in 
a non –traditional asynchronous environment was not justified. These students 
were all studying humanities and may not represent other post graduates as their 
requirement for instructor interaction may be unique. Regardless, the conclusion 
included a positive relationship between instructor immediacy and affective learn-
ing. Students who rated their instructors as more verbally immediate expressed 
improved affective and cognitive learning. Although immediacy of feedback was 
part of the original aim, it was not the focus for review. The majority of the litera-
ture found investigated the value and necessity of speed in asynchronous interac-
tions. Learner-learner and instructor-learner interaction has been shown to be 
effective in creating successful DL environments, but what has become key is timely 
interactions [7]. Timely interaction related to Moore’s [4] concept of TDT. This 
psychological separation was an interaction between levels of dialogue and levels 
of structure or autonomy. Therefore, the greater, and faster, and more involved the 
level of interaction or dialogue was, the lower the level of psychological feeling of 
separation there would be [7]. Timeliness of interactions, frequency, occurrence, 
type of interaction and immediacy are all areas that need to be examined more in 
distance education research [7].

3.2.3 Learner-learner dialogue

Learner-learner interaction is essential [10]. Two recent studies were found spe-
cifically addressing collaboration and peer interaction on performance in DL. One 
investigated social performance in computer supported collaborative learning 
[51], while another [52] analysed participants’ experiences thematically in web 
conferences. In the first study, 39 undergraduate students were assigned to groups 
with either specialised collaborative activities and structure or none [51]. Data was 
collected on group performance using self and peer assessments and a rating scale 
for both behaviour and performance. These terms were all defined, although the 
rating scales were not validated or transparent. The group exposed to the specialised 
collaborative activities demonstrated a perceived increase in team development, 
ability to deal with team conflict and a more positive attitude towards collaborative 
problem solving [51]. The second study explored dialogue relating to learning in 
participants undertaking web conferences on leadership. Using data from two series 
of online seminars lasting over a year, the authors analysed all recorded ‘text chat’ 
data using thematic analysis. Validity was addressed by making the analysis process 
transparent, the analysis itself was done by three researchers and the final data 
was compared to the literature. Themes identified relating to learning were: social 
interaction, information giving, internalisation, co-construction of knowledge 
and multi-process learning. The results of both of these studies suggest that online 
activities that promote learner-learner interaction are important for effective team 
performance and collaborative learning [51, 52].

3.3 Alternative approaches

Adults, as learners, need to see relevance or usefulness in their learning activi-
ties [59]. Therefore, these learners needed to see how interacting with their peers 
would benefit them and have relevance to their learning. Two slightly eclectic 
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studies were found that addressed this from alternative viewpoints. One of the few 
longitudinal studies within this entire review followed groups of adult learners over 
15 years [60]. This three-stage ethnographic-action research study tracked learners 
and their learning community at a virtual university in Australia as they undertook 
a Masters of Arts degree. The cycles, agents of change and staged findings were 
well explained. Conclusions suggested peer dialogue provided the mechanism for 
deep learning experiences and a sense of community. They related their findings to 
Bandura [61] suggesting that a community of learning requires:

• relevance-social and situational;

• involvement-reflective action and interpretive practice;

• technology-enabling and self-efficacy with ICT; and

• acceptance-recognition by peers.

The aim of this interpretive study was to explore how post-graduates could be 
guided to create conditions for effective peer discourse. In order to understand 
this, a study using traditional scientific methods would be inappropriate. Of the 
four concepts listed as necessary, the social relevance or usefulness appeared to 
play the biggest role to students. This study was not addressing whether group 
interaction was valuable but what conditions were necessary for it to occur and 
be valuable for students. Supporting these findings, but from an alternative 
angle, a case study was presented in which the interaction between learners 
was a failure [62]. This empirical positivist study used a questionnaire survey 
and statistical analysis addressing several hypotheses of why students did 
not participate in an online discussion forum at a University in West London. 
Hypotheses included low level of usage was due to either: attitudes of the stu-
dent, low perceived usefulness of discussion board or technological complexity. 
The results from the 24 questions showed statistically significant results in that 
low perceived usefulness of the discussion board was the primary cause for its 
failure. The questionnaire consisted of scaled questions only and the develop-
ment of the tool itself was not discussed. Although not made explicit, it appears 
that only 10% of the potential students completed the questionnaire. However, 
the conclusions support another study [60] that usefulness or relevance is 
necessary for successful learner-learner interactions. The approach to present 
findings of an unsuccessful initiative was unique. One of the general biases with 
published materials is the possibility of publication bias where negative studies 
are unpublished [24].

3.4 Summary of research on dialogue and interaction

• Interaction or dialogue was clearly related to student satisfaction and perceived 
learning whilst relevance, usefulness and immediacy of interactions appeared 
to be the most integral issues in decreasing TD and contributing to successful 
DL environments.

• Interaction/dialogue/engagement were terms used simultaneously in the 
literature and there were three different divisions: instructor-learner, learner-
learner and learner-content.
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to be the most integral issues in decreasing TD and contributing to successful 
DL environments.

• Interaction/dialogue/engagement were terms used simultaneously in the 
literature and there were three different divisions: instructor-learner, learner-
learner and learner-content.



Interactive Multimedia - Multimedia Production and Digital Storytelling

74

• Literature overwhelmingly suggested that learner-instructor and learner-
learner interaction was important to student satisfaction and the facilitation of 
learning [16, 39, 47–53].

• Online ‘community’ or collaboration was an important variable in online 
classes. Without this online discourse online courses became a mere transmis-
sion of information.

• Several frameworks for designing and analysing interaction in DL were found 
all aimed at student’s progression into higher levels of thinking [54–57].

• E-moderators took on multiple roles: they moderated or facilitated discussion, 
answered emails and managed the flow of content or responses. Their presence 
and immediacy impacted on student satisfaction.

• Students required usefulness, value or relevance in online interaction or 
discussion for it to be adopted successfully.

• The roles that interaction and dialogue play in DL is not well understood  
Moore (1973) warned this area should not be underestimated and argued 
no other area of study will have a greater impact on the future of distance 
education.

4. Student experience: autonomy

4.1 Introduction

A hallmark of DL has been its reliance on learner autonomy [63] which was the 
third hypothesised element of TDT [8] and the focus of this section.

4.2 Results

Literature addressing autonomy in DL, unlike structure or dialogue which was 
relatively straightforward, was complex and multi-faceted [1]. Major reviews were 
found discussing autonomy in learning [64] and specifically autonomy in DL [4, 
10]. In a review of autonomy and learning, literature was investigated over the 
last two decades, describing various definitions, and highlighting inconsistencies 
in the literature [64]. The review was divided into topics; however, there was no 
explanation as to search criteria or strategies. Autonomy was defined in terms of a 
redistribution of power concerning the construction of knowledge and the roles of 
participants. Although, DL was not addressed explicitly, the paper claimed auton-
omy was ‘…a departure from education as a social process’ (p. 116). Over 2000 pieces 
of literature concerning autonomy were reviewed [4]. This visionary work (pre-
internet!) explained ‘The autonomous learner is not to be thought of as an intellectual 
Robinson Crusoe, castaway and shut-off in self sufficiency’ ([4], p. 669).

In a later review, research on autonomous learning was reviewed [7] and 
further, explained that there were two dimensions of autonomy in DL: self-
management of pedagogy and self-monitoring of cognition, or metacognition. 
Both cognitive autonomy and taking responsibility for one’s learning were 
essential. Focusing on the meta-cognitive aspects of learner autonomy, strategies 
were compared in classroom vs. DL [65]. Using questionnaires followed by verbal 
reports, the relationship was explored between autonomy and the instructional 
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context of distance learners (n = 274) or classroom learners (n = 143) in a language 
programme. Variant analysis was applied to the questionnaire data to determine 
the relationship between learning strategies and context. The results showed 
that mode of study (distance vs. traditional) was the principal influence of the 
relationship between students and autonomy (more so than age, level etc.). 
Distance learners made greater use of metacognitive strategies than classroom 
learners, especially relating to self-management. A further analysis was done using 
verbal reports (n = 37) and the data was classified from the transcripts by the 
researcher and an independent rater. A total of 836 instances of strategies relating 
to autonomous work were identified. The average instance of strategy use from 
distance learners was 26.6 whilst a traditional student was 10.2. Instances of using 
metacognitive strategies in classroom learners was on average four, whilst distance 
learners reported an average of 15. The results suggested distance learners used 
more metacognitive strategies than classroom learners [65]. Critically, the numbers 
in the two groups were uneven and the development of the questions was not well 
described. However, the dual nature of the study, independent raters, transparency 
of inter-rater reliability and clear analysis suggested rigour. This study suggested 
that learners either approach DL with, or develop very quickly, metacognitive and 
self-management skills.

In a later study, metacognitive knowledge was investigated and experiences in 
distance education [66]. Thirty one students were interviewed focusing on a model 
of metacognitive knowledge comprising self, task, strategy and goals. Content 
analysis was used to identify categories of metacognitive experiences. There 
was an average of 19.7 instances of metacognitive knowledge per student and in 
descending order, the four dimensions of metacognition were: self-knowledge, 
strategy knowledge, task knowledge and knowledge of goals. Each student was 
able to recount at least one instance of a metacognitive experience. Conclusions 
included: students appeared to have experienced some, often extremely memora-
ble, metacognitive experiences and metacognitive knowledge of distance students 
appeared to be primarily about self and strategy and less about tasks and goals. 
However, these dimensions were highly interactive and not distinct. The quan-
tification of a complex concept such as metacognition, and the suggestion that 
students can identify a ‘metacognitive experience’ suggested a positivist approach 
to a subject containing multiple realties. However, the author attempted rigour 
in that the methods were clearly explained, two raters were used, and transcripts 
were revisited for further analysis with discussion to resolve differences. Overall, 
the metacognitive aspect of autonomy seemed to be occurring and seemed to be 
important in these student’s DL experiences [66]. Knowledge about oneself and 
strategies were more important for successful learning than knowledge about 
tasks and goals. This perhaps, suggested that self-monitoring is one of the keys to 
autonomy in DL.

Another study investigated how DL students conceptualised the three ele-
ments in TDT: structure, dialogue and autonomy [67]. Using a pre-tested and 
piloted questionnaire, 169 distance education students (72% response rate) were 
surveyed. Learner autonomy was measured by students indicating which of 11 
statements described themselves (i.e. able to learn without lots of guidance, able 
to develop a personal plan, able to find resources, self-directed, prefer learning 
in a group, need collaborative learning). The results were analysed using factor 
analysis and suggested a two-factor solution: independence and interdependence. 
Independence accounted for 29% of the total variance with a Cronbach’s alpha of 
0.82. Interdependence (interpersonal, interactive aspects) accounted for 26% of 
total variance with a Cronbach’s alpha of 0.77. The results suggested that the concepts 
of dialogue, structure and autonomy were complex and that students tended to 
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to develop a personal plan, able to find resources, self-directed, prefer learning 
in a group, need collaborative learning). The results were analysed using factor 
analysis and suggested a two-factor solution: independence and interdependence. 
Independence accounted for 29% of the total variance with a Cronbach’s alpha of 
0.82. Interdependence (interpersonal, interactive aspects) accounted for 26% of 
total variance with a Cronbach’s alpha of 0.77. The results suggested that the concepts 
of dialogue, structure and autonomy were complex and that students tended to 
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describe themselves as both independent and interdependent. The lack of correlation 
also suggested these features of autonomy were essential, but separate and distinct 
attributes. Although the attempt to quantify with statistical analysis something as 
complex as autonomy was fundamentally flawed, this study provided a particularly 
interesting idea: an individual’s autonomy as a distance learner should be understood 
as including their abilities to work with others, or be interdependent. Autonomy is 
multi-faceted and interdependence appeared to be essential. These results suggested 
that there may be an attempt to move beyond the focus of independence in this 
environment and move towards ‘interdependence’. Other) earlier findings support 
this ‘personal control’ [68]. It is suggested successful adult learners demonstrated 
appropriate dependency needs when participating in DL including: help, approval 
and support, leadership of others and sharing efforts and responsibility.

4.3 Summary of research on autonomy

• Autonomy or self-directedness has been a core feature of adult learning for 
years and closely relates to TDT. DL, when considered as a social process relates 
to this complex construct. Autonomy has been described as both self-manage-
ment of pedagogy and metacognition. Furthermore, to ‘traditional’ autonomy, 
has been added ‘interdependence’ in group activities in DL.

• Moore and Kearsley (1997) suggested autonomy, a third factor in TDT, influ-
enced and interacted with dialogue and structure in transactional distance.

• Self-directed learning/autonomy/independent learning were all used with a 
considerable degree of equivalence in the literature and became popularised in 
the 1970s.

• Literature appeared to focus on measuring autonomy and relationships of fac-
tors within TDT, attempting to quantify and compare a complex subject using 
statistical analysis and were often lacking a theoretical framework.

• There appeared to be varying perspectives concerning autonomy and indepen-
dence vs. interdependence. I disagreed with Thanasoulas [64] that autonomy was 
a departure from education as a social process. I supported Moore [4], Garland 
[68] and Chen and Willits [67]. An individual’s ability to work online in groups 
was essential.

• Individual autonomy has been classified as self-management of pedagogy and  
metacognition. Both of these appeared to be important and occurring in DL.  
Studies exploring these involved constructs have attempted to quantify these 
complex subjects.

• Studies that have compared the different dimensions of autonomy suggested 
knowledge about oneself and self-strategies were more important than knowl-
edge about tasks and goals, yet students must manage both ‘academic’ learning 
and the process of learning.
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Chapter 6

Designing a Participatory and 
Interactive Opera
Geoffrey Edwards, Jocelyne Kiss, Ernesto Morales, 
Coralee McLaren, Serge Lacasse, Marie Louise Bourbeau,  
Juan Nino Falcon and Jonathan Proulx Guimond

Abstract

Opera as an art form should lend itself to participatory design, given its wide 
variety of theatrical and musical components. Opera, however, imposes its own 
constraints and challenges. The problem as laid out in the early stages of the project 
was to design a short one-act interactive opera that could be managed within a 
modest budget. The source material was a science fiction manuscript currently 
undergoing publication by a small independent publishing house. Our research 
and production team included a composer, several singers/musicians, an engineer, 
a designer, and a choreographer/dancer as well as the writer. Furthermore, several 
of these had done extensive work with interactive and immersive environments. In 
addition to the opera itself, which incorporated both live and virtual elements, we 
recycled the 3d virtual designs as the substratum for an online co-creation environ-
ment that could be used to elicit public participation in the future development of 
our operas. We discuss both the diverse challenges involved in creating the opera 
and the co-creation environment, and highlight projected future work.

Keywords: opera, virtual staging, augmented virtuality, augmented reality, 
participatory design, choreography, libretto, scenario, 3d design,  
musical composition, animation, interaction, interactivity, avatars

1. Introduction

At its beginnings, dramatic art as practiced, for example, by the ancient Greeks 
[1], was understood to be a participatory activity. Audiences were coached and 
guided to participate in the chorus [2], audience members were often invited to act 
out a part, and the cathartic effects of drama were designed to be used as a form 
of social engagement [3]. Over the centuries, especially in the period leading into 
the Enlightenment, audiences became more passive and a separate class of profes-
sional performers emerged who were tasked with ensuring that formal performance 
esthetics were achieved [4], especially in music [5], although there were also 
contrary tendencies [6]. Today, although this remains the de facto modus operandi 
of most public performances, there is a growing demand on the part of a broader 
public to be re-integrated into the dramatic production process. The lines between 
professional and audience productions are blurring again. Hence video and audio 
recordings are “remixed” by adventurous user communities, and “mashups” that 
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combine elements from several sources are also created and disseminated [7]. Fan 
fiction has become a huge industry, with countless individuals writing their own 
versions of popular stories, whether these remain purely literature or have been 
transposed from film or television series, or even stories confined to the gaming 
universes [8]. Ways are being found to integrate audience productions within live 
drama presentations, for example by integrating live camera footage of audiences 
into stage productions [9].

It has been noted that opera as an art form should lend itself to participatory 
design [10] given its wide variety of theatrical and musical components, but efforts 
to do so are still relatively limited. Furthermore, if one were to succeed in making 
opera more participatory, then this success should spill over into other perfor-
mance arts where the modes of representation are more constrained. Participatory 
design in a broader sense has been, of course, an established practice now in 
research circles for several decades, addressing problem-solving in relation to a 
wide variety of application domains [11, 12]. Furthermore, participatory design 
is increasingly being used within art production practices [13–15], including the 
design of television episodes. Opera, however, imposes its own constraints and 
challenges. In our context, we had neither the budget of a television studio nor 
that of a major production house—instead, we had a small seed budget from the 
Canadian Social Science and Humanities Research Council (SSHRC) for develop-
ing the opera (the Insight Development program). How, then, to not only design 
a participatory opera, but also to develop a collaboration protocol that would 
support the design process?

As a team, we had not all worked together before, which posed its own chal-
lenges. However, some of us (particularly Edwards and Bourbeau [16]) had exten-
sive experience working with multidisciplinary teams. Several members of our team 
were also highly polyvalent, that is, masters of more than one discipline (see Table 1  
which shows the different forms of expertise).

The opera project formed a natural and organic extension to the creative work of 
the original author and librettist for the project, Edwards [17]. His writing activ-
ity sprang out of a lifelong interest towards improving the lives of other humans 
that has also underlain his career as a research scientist. The themes his writing 
addresses bear witness to this interest—his work raises issues of tolerance and its 
relationship to conformity and peer pressure, gender fluidity issues, bullying and 
violence, disability and mental health among other thematic areas. The engagement 
of a broader public within his creative work is one manifestation of this abiding 
interest, and one that he finds particularly compelling, in that it opens the possibil-
ity to carry the writing out “into the world” in ways that are not usually accessible to 
writers.

2. The challenge

The problem as laid out in the early stages of the project was to design a short 
(20–30 min) one-act interactive opera that could be managed within our modest 
budget. The source material was a science fiction manuscript that Edwards wrote 
in 2012, which was itself the first volume of a fifteen volume opus which is now 
undergoing publication [17]. We had on board for the project (see Table 1), a 
composer (Lacasse), several singers/musicians (Kiss, Stévance, Bourbeau, Falcon), 
an engineer (Falcon), a designer (Morales), and a choreographer and dancer 
(McLaren) as well as the writer (Edwards). Furthermore, we had several people 
who had done extensive work with interactive and immersive environments (Kiss, 
Edwards, Bourbeau and Falcon primarily).
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Hence, there were several tasks to be addressed:

• Find an appropriate scenario.

• Determine how the story should be interactive (e.g., what mix of augmented 
and virtual reality should be incorporated? How should individual interactions 
be engendered, and how should group interactions be facilitated? etc.).

• Embellish the scenario with the other components (stage design, music, 
choreography, and lyrics).

• Bring the elements together into a performance for presentation to diverse 
publics.

Figure 1 shows an example of how we viewed this taking place. Some of the 
details of the flow are subject to discussion, but, overall, this was our planned 
process.

What is important about this conception of the process, is that although there 
were areas where understanding was lacking, the plan followed a kind of general 
procedure for developing performance-based productions. The diagram also 
incorporates a number of assumptions: that a scenario needed to come first, and 
that following the scenario, the libretto and the music had to come next. In our 
case, the libretto was viewed as preceding the music because the two steps had to 
be carried out by different individuals (when carried out by the same individual, 
historical evidence suggests the process is much more iterative, with a constant 
back and forward shift of attention between music and libretto [18]). Furthermore, 

Team member Basic expertise Complementary expertise

Geoffrey Edwards Senior researcher Writer (librettist, virtual reality, augmented reality, smart 
garments, geomatics, motion capture, fashion/costume 
design)

Jocelyne Kiss Researcher in music Virtual reality, singer (soprano), non-verbal 
communications

Ernesto Morales Architect, designer Rehabilitation, co-design

Cora McLaren Choreographer, 
dancer

Rehabilitation, nursing

Serge Lacass Composer, singer Network communications applications

Sophie Stévance Singer, theorist Critical theory

Juan Nino Falcon Student, 
mechatronics

Virtual and augmented reality, animation, voice

Marie Louise 
Bourbeau

Singer, coach Immersive installations

Jonathan Proulx 
Guimond

Student, visual 
design

Avatar design, 3D design

Antoine Guérette Student, architecture 3D design

Alicia Lamontagne Student, architecture 3D design

André Dorval Sound engineer Experience with film, stage and TV production, concerts 
and studio recordings

Table 1. 
The production team.
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within our original discussions about interactivity, the presence of augmented or 
virtual reality avatars was implicitly assumed, although exactly how these would be 
integrated was unclear. The diagram incorporates these assumptions.

We also viewed the process as having an addendum—in parallel to, or following, the 
development of the opera, we would develop an online environment for co-creation, but 
in our original conception, these tasks were viewed as separate. In the next section, we 
shall see how the design and production process actually occurred and what the differ-
ences between plan and realization taught us about these processes.

3. The production process

3.1 The libretto

Anyone who has worked on a screenplay for a film or a TV episode will attest to 
this fact—there is nothing “linear” about the process of developing a viable scenario 
in a group production enterprise. The process took about eight major iterations to 
arrive at something workable [19], several of these after we had made substantial 
progress in other areas of the production. Indeed, the scenario and its attendant 
libretto were still being modified during the final stages of the production, although 
the changes at that point were limited. The initial problem was to take a 150 page 
novel and extract from it a scenario that could be presented in a dramatic way 
within a 20 min span of time. Also, there is very little documentation that exists to 
guide anyone attempting to develop an opera or write a libretto. The only scholarly 
text we could find was a small memoire written in 1914 [18] that drew on analysis 
of existing, mostly nineteenth century operas to make a few suggestions, although 
there is also information to be gleaned from discussions concerning whether 
the text or the music should have primacy [20] as well as the process of bringing 
meraviglia into opera [15].

The original story was focused around the character of Oreph Sodenheim, a 
young teenager who is the main protagonist of the novel Pinnacle: The First Book 
of Eng. Oreph is a central figure for the larger cycle of 15 novels that collectively 
forms The Ido Chronicles [17]. However, in Pinnacle, he passes through a series 
of events that lead to the destruction of his family. The subject matter, overall, is 

Figure 1. 
Original concept of the design process.
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therefore depressing. In addition, the main theme of the story is concerned with 
being bullied, both by conservative factions within the society of the planet called 
Pinnacle, and also by mysterious groups that belong to the larger civilization called 
the Humanitat.

As Edwards was working on the compression of the original story to its essential 
elements—about eight scenes were identified as key, but this remained too long 
for the planned production—an opportunity came up to develop a short story 
based on what was originally a secondary character in Pinnacle, that of Oreph’s 
girlfriend, Relliana Sapuro. The short story that resulted from this effort provided a 
much better framing for the opera, and iterations #2 and #3 involved recasting the 
original story to include Relliana (iteration #2), and eventually to focus exclusively 
on Relliana’s story (iteration #3). This led to a much more compact scenario, now 
limited to four scenes, and a story which was overall much more uplifting (although 
also involving conflict) and which better reflected the title Pinnacle.

In the revised version, Relliana when first encountered is complaining about a 
set of unusual aches and pains she is experiencing in her body, while also engag-
ing with a friend, Aki Oneya, who is a “gender morph,” that is, a person who is 
bi-gendered. Aki is being bullied by a group of young conformists. Later, Relliana 
encounters one of the bullies, Mandra Lakso, as it is revealed that her body is 
undergoing some sort of profound transformation, although we still do not know 
what this is leading to. During a performance event at the end of the story, Relliana’s 
transformation completes itself and a dragonfly-like winged creature emerges in 
Relliana’s place—the first stage of a new “splinter species” of the human race.

By this time, a stage design had been completed (see Section 2.2 below), and the 
next iteration led to a reorganization of the scenes so that all the different exchanges 
could take place within the same physical setting (iteration #4). In addition, the discus-
sions concerning interactions (see Section 2.3 below) had singled out the idea of a finale 
that would be affected by audience participation, and so the climax of the scenario/
libretto was re-written to accommodate a multiplicity of endings (iteration #5).

It should be noted that although in principle the scenario and the libretto are dis-
tinct, in practice, given the time constraints of the production schedule, a draft version 
of the libretto was created as early as iteration #2 of the scenario. The scenario may be 
viewed as the general description of unfolding events and interactions, whereas the 
libretto meant the full verse realization of the text to be sung or declaimed.

Interaction elements were also introduced earlier in the scenario, and it was 
realized that an introductory segment would be useful. As a result, an introduction 
was written and incorporated into the libretto (iteration #6). During the work on the 
music, it was realized that the libretto lacked an intimate contact with Relliana and 
her difficulties—as a result, a new aria was introduced into the libretto (iteration #7).  
The lead-up to the interactive component in the final scene also needed some 
adjustments (iteration #8).

The libretto itself was written in metered verse, but drawing on principles such 
as harnessing the natural rhythms of the English language rather than slaving the 
verses to its metric structure. In addition, although rhyming structures were used, 
they were not consistently maintained at all times, again, to break up the regularity 
of the resulting text. Because the scenario was science fiction, a certain amount of 
exposition was required—this made for relatively dense lyrical structures, that is, 
arias that contained significant amounts of information.

The meter and the length of lines were, however, varied across different arias 
and recitatives as a reflection of the emotional intensities and information being 
conveyed. Voice range was determined by the available singers—that is, each aria 
was developed as a function of the vocal range of the singers. This probably follows 
traditional practice in operatic production—historically, many arias were designed 
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with particular singers in mind, although well-established composers could also 
pick and choose at will, permitting greater flexibility. Additional small changes were 
made to the lyrics during the musical composition stage (see Section 3.4 below).

Figures 2–4 show some examples of the libretto lyrics that highlight these 
considerations.

3.2 Stage and 3D design

As outlined earlier, the original concept was to develop a physical staging of 
the opera that would incorporate virtual reality or augmented reality elements in 
support of interactions with users. The design was developed and organized by 
Morales and his students based on a series of initial discussions about the scenario/
libretto as well as the larger opus that framed the opera. Indeed, Morales and 
Edwards led several co-design sessions held at the CIRRIS1. The design was initially 
organized around the opening scene of the opera, which consisted of a ledge on 
the side of the airborne city called the Orr Enclave. The Orr Enclave was conceived 
as being roughly cubical in shape (Figure 5), but with numerous extensions and 
indentations down its sides, one of which formed the stage for the opening scene 
of the scenario. It became evident that the cost constraints of the production meant 
that we needed the one stage to support all scenes. For this to work, in addition 
to the ledge, we needed the main area to have sufficient depth to accommodate 
bully dancers, we needed a kind of gate-like area that might represent a school 
playground or patio, and we needed a round “portal” that would provide access to 
images of diverse types. One of the most important challenges was to decide which 
parts of the staging should be real and which virtual. We initially assumed that the 
production would involve both elements within an augmented reality type staging. 
To do this, the virtual elements needed to be fit perfectly and seamlessly with the 
real stage objects. We developed and tested virtual components that would operate 
in this way. In addition, we conceived of the use of VR goggles that could be pro-
vided to the public, and which would allow users to select among a range of display 
options. During the co-design sessions, Morales and Edwards generated many 

1 Centre interdisciplinaire de recherche en réadaptation et integration sociale.

Figure 2. 
Lyrics sung by Aki, the “gender morph” (bi-gendered person). “Moelen” is the term given to the fold of skin that 
can curl to form either a pseudo-penis or pseudo-vagina as the situation calls for. The text highlights the use of 
metric verse and near but not perfect rhymes to break up the regularity of the poetry (e.g., “frayed” is a near 
rhyme to “sage”).
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drawings to ensure staging ideas were clear for everyone involved. In addition, we 
were conscious that a complex stage would be costly to build, so we were looking for 
something simple.

Figure 3. 
Example of the lyrics sung by the conformist bullies—the first two verses of the song. Here the meter changes 
between the snappy chorus and the more substantive main verse. The rhyme scheme for the main verse is 
abcadeddd, so, again, some regularity and some variation, whereas the chorus is much more structured.

Figure 4. 
These lyrics are part of the additional aria added for Relliana to sing, to explain her own feelings about the 
transformation she was going through.
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The early designs therefore incorporated these different factors (see Figure 6).
Since it is supposed that the city itself was composed largely of fabric materials 

along with some structural, weight bearing elements (that is, because the city floats 
in the atmosphere, it must be made out of light materials), the final stage design 

Figure 5. 
The Orr Enclave, the floating city that serves as the main setting for the events that take place in both Pinnacle: 
The First Book of Eng (the original novel) and Pinnacle: A One Act Participatory Opera (the opera).

Figure 6. 
The basic stage design. The set consisted of a ledge on the side of the city, an oval area onto which images could 
be projected, a fabric structure (the curved form), and steps from the main stage to the protrubing lower ledge 
where the nemo plants were to be situated.
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incorporated fabric, cord and aluminum struts into an elegant design that could be 
relatively inexpensive to construct. Different variants of the ledge structure and 
upper area were proposed—only one of these is shown in Figure 6. Further along 
we shall show the staging area used in the final production.

The production almost stalled when it was realized that our budget was probably not 
adequate to cover the stage construction costs. It was at this point in the development that 
the team decided to go with a virtual staging which was much easier to manage within 
the context of the grant monies, even though the final costs may have been roughly 
commensurate to those involved in a physical staging. The difference was that the costs 
of the virtual production went primarily towards paying students rather than into the 
construction materials themselves, which would have required storage, which needed to 
be dismantled and then rebuilt and so robust against such manipulations, and so forth. 
No doubt a more experienced production team would have known how to circumvent 
these issues more effectively, although the budget was fixed and rather modest.

The advantage of shifting the production towards a virtual staging meant 
that the two initiatives, which were initially viewed as separate, could be merged 
together into common development protocols—that is, the construction of the 
opera and the construction of an online co-creation environment. The latter effort 
had been focused towards the creation of a 3D version of the “cube city.” Edwards 
had initially developed some rudimentary 3D models of the city (see Figure 7) that 
showed both its internal structure and the locations of key scenes. Drawing on the 
architectural expertise of students such as Alicia Lamontage, under guidance from 
Edwards, a rough design for the top of the “cube city” was developed. Within this 
structure, several key features that were present in the original novel (Pinnacle: The 
First Book of Eng) were given a detailed structure—the Agora space in which major 
events took place, the sunken Concourse area where the final performance was 
originally planned, the Portal building, where information about other planets and 
habits could be accessed, and the threader stations where the spindle-like transport 
vehicles, which moved within dedicated tubes, could be boarded. In addition, for 
the online co-creation environment, an additional location was eventually intro-
duced, a monument space along the front edge of the city top (Figure 8).

The disadvantage with the shift from a physical to a virtual production was that 
we needed to work harder to find ways to bring “embodiment issues” back into the 
production of what would be essentially a virtual opera (see next section). We felt 

Figure 7. 
Early design for the top surface of the cube-shaped city of Orr Enclave; the cleft is the location of the concourse, 
the blue dome at the right is the Agora and the arched shape at the left is the monument.
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from the beginning that the opera needed to be “embodied”—part of both Edwards’ 
and Kiss’ larger research programs concern how to enhance embodiment effects 
within environments that may be partially or wholly virtual. Indeed, our use of live 
singing/declaiming was also an attempt to enhance the feelings of presence and 
embodiment ([21], see also Section 2.4 below).

Furthermore, to return to the opera staging, the 3D city design allowed us 
to stage the opera on the ledge on the side of the city. Rather than redesign 
this area, the design of the physical stage was simply incorporated into the 
3D city design, resulting in the final “stage” for the virtual opera (Figure 9). 
This elegant solution meant that if, at some future occasion, we should want to 
physically stage the opera, we could do so with no substantive changes to the 
overall set design. Furthermore, the approach used aligns with cognitive design 
principles [22, 23].

Figure 8. 
(Above) The monument site and the threader transport system (tubes), in the early design, and (below) as 
later implemented within Unity in the co-creation environment, along with the user avatar (labeled) and the 
dancing avatars.
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The final virtual rendition of the stage was carried out by a visual arts student, 
Jonathan Proulx Guimond. As we shall discuss further on, Jonathan also did exten-
sive development, in tandem with our engineering student, Juan Nino Falcon, of the 
more extensive virtual environment used for the co-creation endeavor (see Section 
2.10 below).

3.3 Interactive components

As might be expected, designing and incorporating interactive elements into 
the opera posed enormous challenges to the production team. The problem was to 
allow the audience to influence the unfolding story in manageable ways that were 
thematically compelling in the frame of the story itself. Hence, for example, many 
potential interactions discussed were discarded either because they would have 
been too costly to do effectively or alternatively, because they allowed game-like 
interactions that were, however, poorly integrated with the story line.

Any attempt to use the audience’s interactions to modify the story potentially 
runs into the problem of combinatorics. If a choice of two outcomes is introduced, 
then two stories need to be constructed. If a second choice of two outcomes is 
introduced, at another point of the story, then four versions of the story need to be 
determined. For a third decision point, we are now at eight versions of the story, 
and so on. This quickly becomes unmanageable. Therefore a “management strategy”  
needs to be developed to allow variation without leading to such combinatory 
effects. For example, audiences could be given the ability to modify aspects of the 
staging that concern appearance (i.e., esthetics) but which do not substantially 
influence the plot itself.

Early on in the design process, even during the stage when we were considering a 
physical staging with additional virtual elements via augmented reality techniques, 
we developed an approach where each audience member could have their own 
“access device” within which they could be given more flexibility for customization 
than in the common staging, whether the latter be physical or virtual. Possibilities 
discussed for these devices included introducing virtual flora and fauna that could 
be influenced by the audience member (Figure 10), superimposing a photograph 
of the audience member’s face on one of the actor’s (or avatar’s) faces so that the 

Figure 9. 
Virtual stage for the opera, incorporated into the 3D city design. Shown is the scene with the bully dancers, with 
Aki (in blue) and Relliana in gray and brown next to hir.
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audience member could experience an enhanced identification with a character of 
their choice (early experimentation showed this to be possible—see Figure 11), and 
introducing new (virtual) avatars that moved between the actors and which could 
be influenced by audience members. Furthermore, Kiss believed the possibility 
existed to incorporate voices from the audience members as well, although this pos-
sibility was never fully fleshed out. … In addition, even for a physical staging of the 
opera, we realized that it would be possible to “add in” the side of the city around 
the physical stage using augmented reality techniques—again, early experimenta-
tion showed this could be achieved sufficiently well to create the impression that the 
action was taking place on the side of the floating city.

Of course, once we abandoned the idea of doing a physical staging, the integra-
tion of virtual elements into the staging was greatly facilitated—we no longer had to 
worry about anchoring virtual elements into the physical stage (even though we had 
demonstrated to our own satisfaction that this was feasible).

There were concerns even from the early discussions about the intrusive nature 
of “viewing technologies,” whether these be expensive devices like VR or AR 
glasses, or cheaper devices such as tablets or smartphones. Among alternatives we 
discussed (and tested) were the use of simple smart garments—and in the end we 
did develop and test an interactive belt device.

Another interest was to generate interactive possibilities that allowed audience 
members to work together to affect the opera, and not merely opportunities for 
individual customization. Finding an interactive modality that would not corrupt 
the opera’s story line remained a challenge throughout these discussions. Any 
attempt to provide users with some form of access to or control over avatars on the 
stage seemed to mean disrupting the way the story evolved. Of course, one option 
could have been to abandon any effort to control the storyline, and this might have 
been an interesting endeavor, but having taken the time to select a scenario and 
construct a libretto, this seemed self-defeating. We therefore sought mechanisms 
for interaction that preserved the story-line or allowed only for limited variations.

Figure 10. 
The nemo plants (blue) emit particles that enhance airborne buoyancy and in addition that respond to 
audience input (via either voice or breath).
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Our solution to the problem of allowing audience members to introduce ele-
ments that could affect the story in limited ways that nonetheless felt “organic” was 
to focus on the flora and fauna that form an essential background to the stage set-
ting (in fact, to the world being presented via the staging), and could be allowed to 
influence the unfolding of the story even if such influences had not been present in 
the original version (the source novel). The world portrayed in the larger opus (The 
Ido Chronicles) is situated in the far future, at a time when ecosystems are essentially 
constructed by humans. These constructed ecosystems are designed to provide 
utilitarian functionality to support a range of human activities as well as to function 
with each other in ecological ensembles. Among the plants and animals described 
in the Chronicles are plants called “nemos” and animal hybrids such as “doskies” 
(combining features of flying squirrels and dogs) or adapted animal species such as 
“jonahs” (modified sperm whales). Nemos are plants derived from sea anemones 
that bush outwards via tendril-like leaves that collect water droplets from the air, 
while “spiners” are adapted from spiders to spin structural elements for buildings. 
Doskies are a kind of flying or gliding domestic pet. Jonahs have been modified to 

Figure 11. 
Superimposing a photographed face onto an avatar; above—the software used to capture the image of the face; 
below—the rendered virtual face using the soda can as the directional reference object (normally, the reference 
object would be invisible or more discrete!).
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function in interstellar vacuum and can transport people or freight between planets 
or habitats inside a solar system.

For the purposes of the opera, we decided that nemos could emit some kind of 
particle that would provide buoyancy to someone attempting to float or glide in the 
air. In addition, we assumed they could sense and mimic vocal tones, and that they 
would emit their buoyant particles following vocal stimulation. By populating the 
ledge on which the stage is set with nemos, we could introduce virtual elements that 
could be controlled by humans. We explored several interaction modalities—as 
suggested in the previous sentences, vocal activation was one of these, and the 
one we eventually retained. But in an earlier effort, we also developed a belt that 
activated the nemos via a person’s breathing. Both of these interaction modalities 
were attempts to re-introduce embodied interactions into the opera.

We modified the scenario to accommodate these interactions. In the original 
scenario, a group of bullies were intimidating the two principal characters, Oreph 
and Relliana, in the opening scene, and these would eventually be pushed off the 
city. However, they both wore “windplanes,” a kind of glider that allowed them to 
escape falling to the distant ground. In the early scenario modifications, we deter-
mined that if the nemos were activated enough, then the two characters would not 
fall at all, they would fly up. Later, however, as we simplified the story line to fit it 
into a sufficiently short time from (less than 30 min), we used the same idea in the 
final scene of the opera. Now, however, it was the transformed Relliana, with her 
nascent wings, that was to be supported by the audience interaction. If they suc-
cessfully supported her, she flew away upwards. If they failed, she eventually fell 
downwards.

In addition, we posited the existence of a plant species we called “phramae,” 
which could organize into physical forms that mimic, in a ghost-like manner, the 
movement of real creatures, human or otherwise. These phramae were used in the 
bully sequence to make a number of additional dancers than the small number of 
actual bullies, and they were also used in the on-line co-creation environment to 
provide added control to users to “create” their own dancing avatars (see Section 
2.10 below).

3.4 Music

Developing the music for this opera posed several challenges. For reasons that 
are too complex to go into here, Lacasse was not as available to do as much compos-
ing as had been originally planned. The libretto, which as outlined earlier went 
through many different versions, incorporated relatively early on a “bully song,” 
to be sung by a main “bully” and his/her troops as they underwent a “bully dance.” 
Lacasse developed quickly a successful musical rendition of the bully song, drawing 
on both pop culture musical ideas as well as more traditional opera constructions. 
The result was compelling in interesting ways. The bullies in the scenario are 
complex individuals in the sense that they are not simply “bad guys.” They promote 
a kind of conformism, but they are in some sense supported by the ambient culture, 
and their ideas are not unsympathetic. Lacasse captured these ambiguities in his 
musical rendition, giving them a positive energy offset by the negative sentiments 
to some extent expressed in the lyrics.

Following this initial effort, however, Lacasse was no longer available to develop 
the remainder of the songs or the musical introduction. Kiss, who has no claims 
to be a composer, drew on a process of combining public domain royalty-free 
samplings, some recordings she had from an earlier collaboration with violincel-
list Haruko Kido, and a knack for bringing disparate elements from the creative 
commons together into a musical rendition which while not as “characteristically 
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individualistic” as Lacasse’s work had been, resulted in a musical soundtrack that 
supported the opera in appropriate and interesting ways. She and Edwards worked 
in tandem on this, Edwards for overall direction and Kiss for the creative musicality 
of the ensemble. In addition, we consulted with Marie Louise Bourbeau, another 
collaborator with extensive experience in lyric singing and musical production, who 
helped guide us through some of the difficult choices we had to make at that point 
in the production.

3.5 Choreography

Once Serge Lacasse had produced the music for the bully song, we solicited our 
choreographic collaborator, Coralee McLaren, to develop a musically-responsive 
dance work. At that time, we were still orienting towards a physical staging, so we 
were looking for movement that could be performed by a small group of dancers on 
stage. However, we also imagined using virtual avatars in addition to actual dancers. 
As such, we organized a movement session with Motion Capture equipment available 
to us through Edwards’ engagement with the Centre interdisciplinaire de recherche en 
réadapation et intégration sociale (CIRRIS), a research center in rehabilitation.  
Dr. McLaren flew from Toronto to Quebec City to carry out this work. In preparation, 
she created a number of movement phrases that complimented Lacasse’s rhythms and 
melodies. Drawing on these phrases, McLaren responded physically to spontaneous 
feedback called out from the team, and modified/refined her movement in response 
to fast changing, verbal cues. This resulted in an unparalleled collaborative movement 
experience and invaluable methodological insight, with each “audience” member 
providing input that reflected his or her own sensorial expertise or movement prefer-
ences (e.g., as singer, stage designer, writer, composer, etc.). The final outcome was 
a dance that enhanced Lacasse’s dynamically rich score, and a subsequent Motion 
Capture sequence of movement was digitally applied to the avatars during the virtual 
staging (Figure 12). Furthermore, as we shall discuss below, the dance sequences 
were included within the co-creation environment in interesting ways.

3.6 Animation

Once we had opted for a purely virtual staging, the major issues became the 
process of developing and animating the avatars that would represent the characters 
in the story. There were a number of issues that affected this process. As mentioned 
earlier we were experimenting with the idea of applying a user’s face to the avatars, 

Figure 12. 
Matching the motion capture recorded movements to the avatar movements.
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staging (Figure 12). Furthermore, as we shall discuss below, the dance sequences 
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Once we had opted for a purely virtual staging, the major issues became the 
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and so, at least in the preliminary version of the opera, we used our own faces. 
There are three main characters in the opera, and we applied an image of our faces 
to each of these characters—Kiss’s face was applied to Relliana, Falcon’s face to 
Mandra, the leader of the bullies, and Edwards’ face to Aki, Relliana’s friend. Aki 
is a bi-gendered character—neither female nor male. Therefore, we chose a neutral 
morphology for the avatar, used Edwards’ masculine face, and chose dress-like 
clothing which resulted in an avatar which is successfully ambiguous in terms of 
gender. In follow-up work on the opera we propose to modify the user interface so 
that the process of assigning the face to the avatar could be carried out by any mem-
ber of the audience for their private interface. The calibration process that allows 
this to occur has already been developed, tested and programmed (see Figure 11).

The Unity game engine underwent several improvements over the course of the 
project which allowed us to improve the animations. Initially, the work was quite 
onerous. In general, gestures, postures and movements were chosen from banks 
of animation data in appropriate formats that were publically available and these 
were looped or integrated with other animations to generate movements that would 
appear (we hoped) as natural as possible. Originally, all the timing of the anima-
tions had to be implemented manually. However, after our first public performance, 
Unity installed a new module called Timeline that enabled a more organic and 
systemic control of the timing between different events, greatly facilitating the 
subsequent animation efforts. A second major challenge was the development of 
appropriate lip-synching. Finding a reliable and robust method to develop lip-
synching of the avatars with the singing proved to be a substantial challenge, and 
was never solved to our complete satisfaction.

Another problem with the use of avatars and a virtual reality environment, of 
course, is that the sense of embodiment, of embodied actors is largely lost. Since 
the themes incorporated into the opera were at least partially resonant with issues 
of embodiment, this was a significant deception for the production team, and we 
worked hard to re-introduce elements of embodiment to compensate for this loss.

The fourth element that needed to be mastered to create a compelling operatic 
experience, beyond the appearance of the avatars, their programmed movements, 
and the lip-synching, was the development of camera zooming and panning 
sequences that could also be used to enhance the drama. Because the opera was 
presented in a “streaming” Unity environment, in principle the means to control 
the camera could have been left in the hands of the user/observer. However, since 
camera movements can significantly enhance or detract from dramatic tension, we 
retained control of these elements in our first version of the opera.

3.7 Bringing the components together

Additional elements that needed to be managed included the opening sequence, 
the closing sequence, and the introductory remarks and organization. Indeed, 
because the opera presented the audience with a number of new elements, explana-
tions needed to be provided along with some basic “training.” We organized the 
material into several formats for different presentation protocols. In most of our 
presentations, we performed the singing live in addition to the prerecorded music.

Hence, during our first presentation, we used belts that tracked the singer’s 
breathing and used the breath as a way to “operate” the interactive plants so that 
they opened wide under deeper and more expansive breathing and spread more 
of the buoyant particles into the air. The belts were designed using “flex bands,” 
that is, sensors that convert elastic stretch into a capacitance measurement that 
can be read off by a computer chip. However, although we achieved one working 
prototype, the second failed to operate correctly. Given the difficulties ensuring 
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robust measurements from the belts, we developed a second interaction method 
which used a centrally placed microphone to capture the audience singing and used 
the intensity of the voice to open the nemos and create more buoyant particles. This 
solution was much more robust and repeatable, and so we eventually adopted this 
solution within our final production.

3.8 Public performances

The initial staging was done using the Unity Game Engine in interactive mode 
projected onto a shared screen, following a predetermined script that determined 
avatar movements, virtual camera movements, music soundtracks, and that 
tracked voice production on the part of the audience. In addition, the two main live 
performers, Kiss and Edwards, sang (in Edwards’ case, declaimed) the lyrics along 
with the pre-recorded lyrical tracks. The second and third times we presented the 
opera, we used a video recording of the scripted Unity staging along with the live 
performers and the voice-interaction module. This allowed us to incorporate sub-
titles in either English or French translation to assist audiences in understanding the 
sung or spoken text, as well as facilitating the complexity of the staging. In the final 
public presentation, we used a different real-time streaming version designed using 
the 360 view capabilities made available in the more recent version of Unity, with 
a view to giving the user greater flexibility using VR glasses to change view direc-
tions. For this fourth presentation, we had refined the avatar and camera move-
ments, and had done more work on the lip-synching. This fourth staging could, in 
principal, accommodate changes to scripting possibilities and potentially allows for 
multiple endings. In the second, third and fourth stagings, we trained the audience 
to sing a small melodic line that could be used to guide the protagonist towards her 
more hopeful outcome.

3.9 Post-performance discussions

Each time we presented the opera to a public, we engaged in a post-performance 
discussion to both assess reactions on the part of audience members concerning 
content and staging, but also to discuss technical aspects of the production that 
might interest audience members. One of the goals of the development of this opera 
was to engage audiences around content issues, that is, the need to be more tolerant 
towards others who are different from ourselves, especially in the light of peer pres-
sures towards greater conformity, but also to recognize that even tolerant communi-
ties may include individuals or groups who are less tolerant, and that communities 
that may at first appear to be intolerant may include elements who are more tolerant 
if one only paid more attention.

Overall, audiences reacted favorably to the opera as staged, and during the 
discussion it became clear that the conformity-tolerance issues were accepted and 
interesting discussions ensued. These were mostly scientific audiences, although 
they included practitioners from a broad variety of public health contexts, includ-
ing disability studies, mental health, social justice, and so on.

3.10 The co-creation environment

Originally conceived to be a tool to enable public engagement in the process 
of producing the opera (and this is still our long term goal), it was necessary to 
simplify to some extent the design of the environment to fit for the budget and time 
constraints of the project. Essentially, we had funding for 3 years and the process of 
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developing the opera itself took most of the first 2 years, leaving a little over a year 
to develop the co-creation environment (talesfromthehumanitat.com) with, by that 
point, greatly reduced funding.

We used the 3d design developed for the opera as the substratum for the 
co-creation environment—although we also substantially embellished the 
environment to provide more virtual experiences in much greater detail, drawing 
on both information provided by the original novel and extended notes by the 
author (Edwards). While the setting for the opera itself was a platform on the 
side of the floating city, we used the top surface of the city to define four areas 
for the co-creation environment. Each of these areas showcases a different set of 
co-creation tools. Table 2 presents the main features of these four sites.

In addition to the sites themselves, we implemented a transport system. This 
was part of the fictional world on which the opera was based. Transport vehicles are 
called “threaders”—they are elongated spindle-like structures that move in closed 
tubes. The user of the co-creation environment may move by foot between the four 
sites, or may use a transport.

Furthermore, we framed the experience for the online co-creation environment 
within a game. Hence the user, upon entry, is presented with the task of collecting 
five medallions, representing the five different factions (EngFax, DeoFax, UmaFax, 
EcoFax and IdoFax), each of which is located at one of the co-creation stations. 
Note that the images used for the five medallions were designs developed by 
Morales at the request of Edwards in support of the novel cycle. The first medallion 
is provided to begin with, and the user must visit each of the co-creation stations to 
find the other medallions. Furthermore, they must activate the co-creation mecha-
nisms to gain access to the medallion. The location of the medallion is indicated 
once the station’s particular co-creation modality is engaged by a rising stream of 
red particles. Once all five medallions are collected, the user must find the final 
stream of particles to bring the five medallions together, and this liberates a final 
surprise interaction, which consists of access to an oracular service.

Hence, in a typical gaming encounter, a user would visit the dance zone and cre-
ate a choreography with as many dancers as they chose (Figure 13a), would visit the 
Concourse and capture sung or whistled melodies that would be reproduced by the 
nemos when avatars passed nearby (Figure 13b), would visit the Agora and interact 
with the jonahs through their breathing, (Figure 13c) and would visit the Portals and 
either view/read or post a document of their choosing (Figure 13d), and would do 
these activities in any order. Moving between the sites could be done either on foot or 
via the transport system. Having visited and activated each of the four sites, the user 
could then access the oracular system, which is based on another of the 15 volumes that 
make up the Ido Chronicles (Figure 14). The interactive music components incorporated 
design principles developed by Kiss and her students [24] for the VR staging of music.

In addition to ensuring the esthetics of the 3d design of the co-creation envi-
ronment, our visual designer, Jonathan Proulx Guimond worked on optimizing 
the rendition to make the complex 3d structure digitally more compact so as to 

Site name Plant/animal Site building Co-creation skills

Dance zone Phramae Monument Dance

Concourse Nemos Concourse Singing

Agora Jonahs Agora Video

Portals Spiners Portal Text

Table 2. 
Co-creation stations.
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ensure faster loading times and better dynamics. For example, objects were sorted 
in terms of visibility for each scene, and objects not visible in any of the principal 
scenes were suppressed. Furthermore, details for objects that were far from camera 
positions were also suppressed. Objects were also grouped together where possible 
to diminish rendering times for complex structures. The colors were processed to 
incorporate atmospheric absorption and the effects of distance were also included 
in the quality of the rendering.

Figure 13. 
The four stations of the online co-creation environment. (a) The dance zone; (b) the concourse; (c) the Agora; 
and (d) the portals.

Figure 14. 
Accessing the oracular function of the online co-creation environment.
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Site name Plant/animal Site building Co-creation skills

Dance zone Phramae Monument Dance
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Portals Spiners Portal Text

Table 2. 
Co-creation stations.
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ensure faster loading times and better dynamics. For example, objects were sorted 
in terms of visibility for each scene, and objects not visible in any of the principal 
scenes were suppressed. Furthermore, details for objects that were far from camera 
positions were also suppressed. Objects were also grouped together where possible 
to diminish rendering times for complex structures. The colors were processed to 
incorporate atmospheric absorption and the effects of distance were also included 
in the quality of the rendering.

Figure 13. 
The four stations of the online co-creation environment. (a) The dance zone; (b) the concourse; (c) the Agora; 
and (d) the portals.

Figure 14. 
Accessing the oracular function of the online co-creation environment.
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4. Discussion

The participatory opera we designed and implemented has both strengths and 
weaknesses. On the positive side of the ledger, we developed a viable staging from 
a complex story and setting that is understood and appreciated by audiences (given 
the far future setting and the science fiction components, this is itself a net achieve-
ment). The story is perceived as being engaging and intense, as well as having 
undeniable poetic and esthetic qualities. Furthermore, as we desired, the opera 
raises interesting and nuanced questions and elicits discussion about tolerance and 
conformity.

On the other hand, none of the current (virtual) staging efforts was fully  
successful. Indeed, despite several attempts to re-introduce embodied elements into 
the opera via interactive components, for example, audience identification with 
the avatars remains weaker than we would have preferred. For example, the bully 
dance, which was brilliantly choreographed, remains of muted impact because 
the dance movements are applied to the small figures of the animated dancers. To 
have more impact, the animations of individual dancers should vary slightly from 
one dancer to the next, and means should be provided to view “up close” the dance 
sequences. The integration of live lyrics with the pre-recorded or scripted scenarios 
helped give the opera a more effective impact [23], but the integration of the live, 
virtual and pre-recorded components remains a challenge.

The incorporation of subtitles into the staging was easier to do using the pre-
recorded scenarios than in the scripted scenarios. Although the scripted staging 
offers in principle greater flexibility, in practice most members of the audience were 
not even aware of the difference between the two options, and the pre-recorded 
option is much easier to manage since it consists only of running video footage 
(rather than triggering Unity scripts that have to work together).

The interaction via the plant ecosystem appears to be a successful strategy for 
engaging audiences within the unfolding action. It allows the story to be influ-
enced in “organic” ways without these being overly intrusive. However, the actual 
interaction as carried out remains of limited scope (affecting the final success of 
the protagonist’s flight). We would like to provide more varied opportunities for 
interaction—again, this was part of our original concept but our resource limita-
tions made full implementation of more complex interactions difficult to achieve, 
even within the virtual staging.

We also successfully implemented a multiplayer online co-creation environ-
ment, although we have as yet not fully harnessed the environment to support the 
ongoing work on the opera and its potential sequels. The online environment allows 
users to input and play with melodies, movement and text scenarios with a view to 
influencing future development of related operas, as well as providing the means to 
explore other aspects of the “world building” that contribute to the success of the 
Ido Chronicles universe.

Validation remains an issue that has not been adequately addressed. The effort 
to develop the opera was itself so demanding that we had little time or resources left 
over to work out a viable evaluation protocol. Coming up with assessment modali-
ties is part of the ongoing work we are looking into. Indeed, assessment needs to 
address several contexts: the success of the opera as an artistic achievement, its suc-
cess in raising pertinent issues for discussion, and the success of particular technical 
features of the opera design.

In the introduction, the value of the opera project to the writer (Edwards) was 
described. Although the project is by no means finished, and the full engagement 
with the public has yet to be achieved, the work to date has led to the opening of 
significant areas for further development. In particular, Edwards has begun work 
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on a second context, that of the passage of trauma across generations, within the 
context of the impacts of the Second World War. Drawing on the existing work 
within the opera project and its online co-creation environment, we are now 
beginning the development of an additional co-creation environment dealing with 
this other context, hence creating extended value for engendering transformation 
within broader publics.

Furthermore, the story of Pinnacle: The First Book of Eng was substantially modi-
fied to support the development of the opera script and its corresponding libretto. 
Given that the Ido Chronicles itself is still undergoing publication [17], this presents an 
opportunity to “update” the story of Pinnacle to bring it into alignment with the opera. 
Note that one of Edwards’ goals in writing the Ido Chronicles was to allow for a certain 
level of inconsistency to exist between the different versions of the same story, that is, 
emphasizing that multiple truths are needed to describe human experiences, not all of 
them consistent with each other. Nonetheless, the opera represents a dramatic change 
and hence some effort to reduce the level of inconsistency is being attempted. Pinnacle: 
The First Book of Eng required revision in any case, for other reasons, but the rewriting 
will include paying attention to the need to bring the text within the broad framework 
provided by the operatic version of the text. Hence the work on the opera has enriched 
the writing of the source story in substantive and interesting ways.

5. Conclusion

Our team remains convinced that participatory opera is viable despite skepti-
cism on the part of some practitioners [25]. Our project, in many ways, only 
scratched the surface of what could be achieved. Participation could potentially 
involve many different modalities, up to and including direct insertion of audience 
members, e.g., as avatars, into the unfolding scenario of the opera. However, such 
direct insertion poses challenges for managing the story line that results. We found 
a more organic means of having audiences influence the unfolding action by allow-
ing them to control flora and fauna, that is, peripheral elements within the current 
set design that nonetheless may affect the story line.

We also noted that it is possible to provide a kind of “local” interaction that 
individual observers may see—through, for example, a virtual or augmented reality 
device without affecting the shared perspective—that is, they may control the 
virtual appearance (e.g., esthetics) of many of the scene elements without neces-
sarily affecting the story line itself. These esthetic considerations/interactions will 
also affect the final perception by the participant of the opera. Indeed our work 
highlights these two distinct modalities for participation, one involving the private 
customization of the esthetics of the presentation via personal devices, and the 
other collecting reactions (i.e., gestures, voice) so as to ensure their cumulative 
effect on the shared action as it unfolds.

Although we remain convinced that augmented reality productions are a viable 
performance modality, our experience of augmented virtuality constitutes a useful 
and significantly less costly performance alternative. We use the term “augmented 
virtuality” to highlight the fact that although our opera was virtual, it included live 
performance elements that enhanced what would otherwise be a pure VR experi-
ence [26]. For opera designed to be presented to small audiences in, for example, 
educational settings, virtual opera is a feasible product, where a fully developed 
stage production or even a reduced augmented reality staging would be prohibi-
tively expensive.

Now that the opera and the online co-creation environment are both complete, 
we will be using these to reach out to a range of audiences in order to address issues 
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of tolerance, change, conformity, disability and other relevant issues raised by 
these productions. We are also planning to extend the capabilities of the online 
co-creation environment and to encourage its use as a means to engage audiences 
in the production process, that is, the development of new operas, or in support 
of other collective ventures. Finally, it is worth noting that as a collaborative effort 
this was an extraordinary adventure at the intersection between artistic creation, 
technological innovation and the science of audience engagement.
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The Graphical Access Challenge 
for People with Visual 
Impairments: Positions and 
Pathways Forward
Jenna L. Gorlewicz, Jennifer L. Tennison, Hari P. Palani and 
Nicholas A. Giudice

Abstract

Graphical access is one of the most pressing challenges for individuals who are 
blind or visually impaired. This chapter discusses some of the factors underlying 
the graphics access challenge, reviews prior approaches to addressing this long-
standing information access barrier, and describes some promising new solutions. 
We specifically focus on touchscreen-based smart devices, a relatively new class of 
information access technologies, which our group believes represent an exemplary 
model of user-centered, needs-based design. We highlight both the challenges and 
the vast potential of these technologies for alleviating the graphics accessibility gap 
and share the latest results in this line of research. We close with recommendations 
on ideological shifts in mindset about how we approach solving this vexing access 
problem, which will complement both technological and perceptual advancements 
that are rapidly being uncovered through a growing research community in this 
domain.

Keywords: haptics, touchscreen-based accessibility, vibrotactile displays,  
multimodal interfaces, information-access technologies

1. Introduction

Lack of access to graphical information represents one of the most pervasive 
information access challenges faced by people who are blind and visually impaired 
(BVI). Although graphical information is ubiquitous in today’s digital world, the 
vast majority of this content is highly visual, regardless of setting. For instance, 
consider looking at graphs in a work report, diagrams in a classroom, figures in a 
magazine article, images on the internet, photographs of friends on social network-
ing sites, or maps for determining your location and finding routes through an 
unfamiliar building or city. All of these scenarios consist of highly visual, digital 
information that is often only conveyed via graphical formats, often excluding 
low- and no-vision individuals from the content. While many of these visual 
products can be accessed through alternative means—figures have captions, 
web-based images have labels, social media photos are tagged, and so on—these 
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text-based descriptions are only sometimes present, and often do not tell the whole 
story as they are not designed to do so. Unfortunately, their inclusion is more 
often the exception than the rule and when available, the description is generally 
short and imprecise, failing to capture much of the information conveyed by the 
graphical rendering. One need only to read a few alt tags of graphics on the web to 
demonstrate how poorly these text descriptions convey what is represented in the 
graphical depiction. Diversification of design to meet a range of accessibility needs 
in the digital space can make the information given more valuable to users who 
must access information in a different way [1]. With more content moving to the 
electronic space, it is paramount that new solutions for graphical information access 
are explored in the digital domain.

The aim of this chapter is to discuss some of the factors underlying the graph-
ics access problem faced by people who are BVI and to describe the latest class of 
technologies and techniques that we believe have the most potential to mitigate the 
problem. We first characterize the persistent challenges that have perpetuated this 
long-standing information access issue. We then describe some general approaches 
developed throughout the years to address this challenge. We specifically focus on 
the role of touchscreen-based smart devices (e.g., phones and tablets), which our 
group believes is a promising solution moving forward. We then discuss some of the 
advantages and disadvantages of these devices and share a few ideological positions 
that we believe must be advanced if we are to truly address the graphical access 
challenge in the context of new technology development. This chapter sets forth a 
clear position on the efficacy of this class of information access technology (IAT) 
and advocates some paradigm shifts in the way that we think about addressing this 
vexing access problem. It is also meant to serve as a reference for researchers and 
developers interested in promoting graphical accessibility via new technologies such 
as touchscreens.

2. Graphical access for people with visual impairments

2.1 The persistent challenge of graphical access

We start by highlighting an important distinction of nonvisual information 
access between textual and nontextual information sources. Access to printed, 
text-based material has largely been solved for BVI individuals owing to significant 
advances over the past 30 plus years in the development of screen-reading software 
using text-to-speech engines (e.g., JAWS for Windows [2] or VoiceOver for the 
Mac and iOS-based devices [3]). Indeed, long before these digital speech-based 
solutions, the Braille code provided a robust system for conveying alpha-numeric 
information, as well as other literary, mathematical, and musical symbols that 
are embossed on hardcopy paper (for a review of the history of Braille, see [4]). 
The development of dynamic, refreshable Braille-display technologies since the 
1970s has provided access to the braille code for real-time access to text, often in 
conjunction with synthetic speech via the aforementioned screen reader software 
packages. These hardware and software solutions differ widely in their form factor, 
connectivity, available features, and languages supported but they share a common 
shortcoming--they are limited to only providing access to textual information. The 
crux of the problem is that graphical information is almost exclusively rendered 
visually. In contrast to accessing text-based material, there is no analogous low-cost, 
intuitive, and commercially available solution for providing individuals who are 
BVI with dynamic access to visually rendered graphical content. Compounding 
the problem, compared to the wealth of knowledge that exists about human visual 
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information processing, there is far less basic research addressing the sensory, per-
ceptual, and cognitive factors that are critical for accurate encoding, interpretation, 
and representation of graphical information rendered using nonvisual channels 
such as audition or touch. While earlier studies have evaluated many human infor-
mation processing characteristics for tangible graphics (i.e., pressure based physical 
stimuli) [5–9], these results cannot ensure saliency when adopted for rendering 
digital graphical elements on touchscreen interfaces (see [10, 11] for discussion). 
The reason stems from the nature of the stimuli and its mechanism of delivery. 
Vibrations from flat touchscreens provide no direct cutaneous cues as are afforded 
with traditional raised tangible graphics, and they trigger different sensory recep-
tors compared to what is used when encoding traditional “raised” tactile graphics or 
models.

Lack of access to graphical material is more than a mere frustration or hin-
drance. Indeed, we argue that it represents one of the biggest challenges to the 
independence and productivity of individuals who are BVI and has had significant 
detrimental effects on the educational, vocational, and social prospects for this 
demographic. In support, consider troubling statistics that have estimated that 
up to 30% of blind people do not travel independently outside of their home [12], 
that only ~11% of persons who are BVI have a bachelor’s degree [13], and that 
over 70% of this demographic is unemployed or under-employed [14, 15]. This is 
not an isolated problem: over 12 million people in the U.S. and 285 million people 
worldwide are estimated as having some form of significant and uncorrected visual 
impairment [16]. Unfortunately, this problem is rapidly growing, and the current 
information gap will likely widen without a tractable solution as: (1) the incidence 
of people experiencing visual impairment is projected to double by 2030 owing to 
the aging of our population [17], (2) graphics are increasingly being used as the 
preferred medium of information exchange, and (3) print-based content is rapidly 
moving to the digital space. The growing reliance on graphical content is especially 
evident in educational contexts, where it has been estimated that scientific text-
books and journals contain 1.3 graphical representations per page [18]. The inability 
for students who are BVI to access this rich graphical content certainly helps explain 
the particularly low inclusion and success of this demographic in STEM disciplines 
[19, 20]. Outside of information access in education, the lack of accessibility of 
many sources of information used in daily life also inevitably contributes to the 
greater social isolation and depression experienced by individuals who are BVI [21]. 
Without question, a significant component of improving these statistics (and more 
importantly, benefitting the lives of BVI individuals at large) involves solving the 
long-standing information gap caused by lack of access to graphical materials in 
these domains.

2.2 Current solutions for graphical access

Traditional approaches to creating accessible, tangible graphics, include the 
use of: (1) a tactile embosser to produce hardcopy raised graphics (e.g., the Tiger 
embosser [22]); (2) renderings made on heat-sensitive swell paper (e.g., [23]); 
(3) physical manipulatives that are pinned or velcroed to a board [24]; or more 
recently, (4) 3D-printed models or manipulatives [25]. Figure 1 provides examples 
of these materials.

While these techniques certainly work, they also have several significant short-
comings that limit their efficacy as a robust and broadly applicable solution. The 
principle drawbacks of these solutions include: (1) the authoring process is often 
slow and cumbersome and typically requires an individual skilled in creating tactile 
graphics, (2) the equipment can be prohibitively expensive (e.g., a Tiger embosser 
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can cost between $5,000 and $15,000, see [22]), (3) the technology is based on 
single-purpose hardware often requiring individuals to use an “army of devices” 
in their daily life, (4) the output is a static representation that can quickly become 
obsolete and is neither easy nor quick to update, and (5) the output is largely 
restricted to a single modality (i.e., touch). A lengthier discussion of these limita-
tions and the challenges they pose can be found in Ducasse, Brock, and Jouffrais’ 
review of maps for individuals with BVI [26].

Some of these barriers have been addressed through technology development, 
with the biggest benefit coming from the use of dynamic touch-based interfaces. 
For instance, a host of refreshable tactual technologies have been developed based 
on force feedback, refreshable pin arrays, micro fluidics, and moldable alloys. The 
thorough review by O’Modhrain and colleagues details the pros and cons of each 
of these approaches [27]. While such technology developments are pushing the 
boundaries of new haptic technologies as a means for access, these solutions are not 
widely available nor broadly adopted. This is likely due to several factors including 
the high cost and lack of commercial availability associated with most of the haptic 
systems, the in-depth manufacturing and fabrication process required for some of 
the technologies, and the need for additional hardware that only adds to the host of 
access devices and technologies already used by BVI persons.

The promise of low-cost, large-format, dot-based graphic displays has been 
made for decades and some examples are or were commercially available, such as the 
DotView from KGS Corporation [28] or the Graphic Window by Handytech [29, 30]. 
Other approaches have exploited auditory solutions, converting the visually-based 
information into an acoustic format that employs different sonification techniques 
and auditory parameters (e.g., pitch, loudness, timbre, or tempo) to convey the 
graphical content [31–33]. Additional efforts have explored utilizing language-
based descriptions to convey graphical information [34, 35]. Auditory and verbal 
approaches, however, are not optimal as they are based on an interpretive medium 
that requires cognitive mediation and greater maintenance in attention [36]. Such 
feedback can also be distracting when accessing information in quiet environments 
such as classrooms or in a meeting while simultaneously trying to listen to present-
ers. In addition, we argue that these auditory/linguistic approaches are not as suited 
to conveying spatial graphics as are touch-based solutions because they do not 
directly specify spatial relations or provide the necessary kinesthetic feedback that 
enables spatial organization of information.

The above notable approaches have certainly pushed the possibilities of graphi-
cal access, yet it is important to note that simply providing dynamic nonvisual 
information is not sufficient for conveying and learning graphical materials. In 
order to effectively meet the larger purpose of what is needed to truly solve the 
information gap, it is necessary to consider design characteristics that will lead to 
user acceptance and adoption by the BVI community. These factors include being 
inexpensive, multi-purpose, multimodal, and readily available. Indeed, many of the 
solutions discussed above are generally relegated to highly specialized applications 
and require purpose-built equipment that is designed for specific users, to support 

Figure 1. 
Examples of traditional methods used to convey graphics (e.g., swell paper, embosser, Wikki Stix).
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specific tasks or needs, in a specific situation or environment. This specificity 
means that most haptic IATs, even if effective, are too expensive, too limited in 
their usage applications, too cumbersome, and unduly subject to obsolescence to be 
viable, long-term information-access solutions for BVI users. There are a growing 
number of new technologies coming to market that build upon previous work, such 
as the Graphiti, American Printing House (APH)’s dynamic touch-sensitive pin 
array [37]; the BLITAB tablet, which is capable of a full page of braille [38];  
shapeShift, a refreshable multi-height pin display that can render 3D objects and 
dynamic movement [39]; and microfluidic-based tablets that are capable of refresh-
able, raised dots on tablets (e.g., [40, 27]) (see Figure 2). Most of these devices, 
however, are still in the research phase, and many still suffer from high component 
costs or reliance on hardware-specific platforms, thereby reducing the likelihood of 
such devices becoming a mainstream solution.

While the above innovative approaches have various benefits, we posit that 
a more broadly adoptable solution is to use technology that: (1) provides direct 
perceptual access to the graphical content, as is the case via visual access, (2) is (or 
could be) mass marketed and readily available among end users, and (3) is based on 
a computational platform that can be leveraged for other functions/activities. We 
argue that this is best accomplished using dynamic touch-based (or multimodal) 
displays implemented on smart devices (phones/tablets). We believe that interfaces 
leveraging direct touch access are critical in solving the graphical access problem as 
touch has much in common with visual spatial perception, sharing many parallels 
with the visual pathways in the brain (e.g., [41, 42]). For example, both modali-
ties extract the basic features and spatiality of an object in the environment and 
integrate this information to form a complete, coherent representation of the object 

Figure 2. 
New innovative solutions being developed for individuals with BVI: upper left—demonstration of shapeShift 
(multi-height pin array) [39]; upper right—Graphiti (refreshable pin array) [37]; lower left—BLITAB 
(refreshable pin tablet) [38]; and lower right—Holy Braille (microfluidic tablet) [40].
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formed in memory. This lends credence to parallel or shared channels in perception 
[43, 44]. Further, auditory and verbal approaches often involve more cognitive 
effort and are thus less “perceptual” than touch-based or visually-based informa-
tion displays [45]. This is not to say that auditory and verbal approaches should 
be ignored. To the contrary, we believe in synergizing all available modalities, as 
is done in some capacity on current vibrotactile touchscreen platforms today, and 
leveraging the appropriate constituent inputs for best supporting the information 
to be rendered and the task to be performed. While there are various types of haptic 
displays, each with their own strengths and weaknesses, the position advanced in 
this paper is that vibrotactile stimulation, when paired with a touchscreen equipped 
smart device (e.g., phone or tablet) and other output channels, is a highly promis-
ing approach for solving the nonvisual graphics access problem. We believe this 
platform is quickly becoming the de facto gold standard for IAT and offers a solu-
tion that has a high likelihood of being accepted and adopted among its end users, 
which should be the goal of any IAT design.

2.3 Why vibrotactile, touchscreen-based smart solutions?

We have all experienced our phone vibrating in our pocket to indicate an incom-
ing call or to alert us of an upcoming meeting. However, beyond soliciting our 
attention, providing simple alerts, signaling a confirmation or error, or any number 
of other instances of secondary or tertiary cuing, people rarely consider the role of 
vibrotactile feedback as a primary interaction style. On the one hand, this is surpris-
ing given the multitude of common interactions we experience that involve vibra-
tion in one capacity or another. Consider the slight detents you feel when spinning 
the scroll wheel on your computer mouse or the volume dial on your car radio, the 
signal from your electric toothbrush indicating to brush in another location, the 
rumble from your game controller indicating an undesired behavior, the alert from 
the buzzer indicating that your party is being summoned at a restaurant, the vibrat-
ing seat in your car indicating that you are backing up near an obstruction, and a 
myriad of other haptic implementations in current technologies that employ vibro-
tactile cues for nonvisually conveying relevant information. On the other hand, 
even if informative, this information is usually either an unintended byproduct of 
an action, (e.g., vibration from approaching an obstacle), or a secondary cue that 
is part of a primary interface, (e.g., detents that simply provide frictional control 
over a spinning wheel/dial). They are often not necessary for its function or primary 
operation. Indeed, rarely is vibrotactile cuing considered as a primary interaction 
style. In this chapter, we argue that this need not be the case and that vibrotactile 
feedback is not only vastly underutilized in current interface design but that vibra-
tion can serve as a primary mode of user interaction, especially in conditions where 
visual access is not possible, such as for use by individuals who are BVI or in eyes-
free applications (e.g., driving). We now summarize the current state of research on 
vibrotactile touchscreen displays before sharing four positions our group believes 
are needed toward addressing the graphical access challenge moving forward.

2.4 Research brief on vibrotactile touchscreen displays

A growing body of research has demonstrated the efficacy of using touch-
screen-based devices and vibrotactile or vibrotactile plus auditory information 
as a primary interaction style for conveying graphical information. Choi and 
Kuchenbecker provide an excellent review of vibrotactile displays from both a 
perceptual and technological perspective, summarizing foundational knowledge 
in this area and providing implementation guidelines for exemplary applications 
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[46]. Brewster and colleagues have also done extensive work exploring tactile 
feedback, particularly from mobile platforms, and have demonstrated important 
findings illustrating how structured tactile messages (Tactons) can be used to com-
municate information using different vibration features [47–49]. Other research 
has demonstrated that vibrotactile feedback enables users to complete scrolling 
and inputting tasks faster on a mobile device compared to interfaces that lack such 
feedback [50, 51], and can improve textual reading in braille (e.g., [52–55]). More 
recent examples have focused on using vibrotactile touchscreen platforms for 
conveying graphics. A recent project has shown that lines (linear and non-linear) 
and basic shapes (e.g., circles, triangles, squares) can be successfully interpreted 
and followed nonvisually through haptic, audio, and haptic-audio access on the 
touchscreen [5]. Further examples demonstrating the efficacy of this approach 
were shown when exploring grids [56], graphs [57], maps [58], and nonvisual 
panning and zooming of large format vibrotactile maps that extended beyond the 
device’s display [11, 59]. In aggregate, this research clearly illustrates the broad 
potential of this multimodal approach. Work with a prototype system, called a 
vibro-audio interface (VAI), based on a commercial tablet, has shown near identi-
cal accuracy between use of the VAI and hardcopy tactile stimuli for graph inter-
pretation, pattern detection, and shape recognition [60]. In corroboration, studies 
by Gorlewicz and colleagues have demonstrated no significant differences in the 
interpretation of a variety of graphics including bar graphs, pie charts, tables, 
number lines, line graphs, and simple maps that were presented in embossed form 
and displayed multimodally on a touchscreen created by Vital [61, 62]. Not only do 
these studies show the efficacy of this interface, but also that this multimodal plat-
form can achieve similar performance to the gold standard of hardcopy graphics. 
More recent work by our group has also explored the effect of screen size on the 

Figure 3. 
Touchscreens can leverage both auditory and vibrotactile feedback to convey rich information without the need 
to look at the screen.
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Figure 3. 
Touchscreens can leverage both auditory and vibrotactile feedback to convey rich information without the need 
to look at the screen.
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success of these tasks (e.g., tablets versus smaller mobile platforms), and we have 
shown that performance on a pattern matching task is equivalent across small and 
large screen sizes [63]. Even though this is a low resolution output mode, these data 
show that vibrotactile graphics can still be used effectively and accurately when 
rendered on the smaller form factor of phone-sized smart devices. This is a positive 
finding, as the majority of BVI users of smart devices are using mobile phones. A 
recent review by Grussenmeyer and colleagues provides a thorough survey of how 
touchscreen-based technologies have been used to support information access by 
people who are BVI and reiterates the prevalent challenges that exist to bring full 
inclusion to this population [64]. In short, many of these projects suggest promis-
ing pathways forward for vibrotactile touchscreens, supported with empirical 
evidence and positive qualitative feedback of their capacity to convey multimodal 
information for the interpretation of visual graphics. Moreover, these platforms 
offer several significant advantages to one-off information access hardware, with 
the primary benefits being portability, multi-functional use, relative affordability, 
and widespread adoption and support by the BVI demographic. Indeed, vibrotac-
tile touchscreens provide a robust multimodal framework, which if continually 
developed in conjunction with advances in touchscreen-based smart devices, has 
the potential to become the de-facto, universal means for accessing graphics in a 
multimodal, digital form (for example, see Figure 3). A universal, multimodal 
platform that is widely available is not only beneficial for the BVI population but 
extends to many others who benefit from multimodal learning platforms and the 
brain’s capacity to process both redundant and complementary information from 
different senses.

2.5 Positions and pathways forward

While there are promising pathways forward, the graphical access challenge 
for BVI individuals remains a vexing and largely unsolved problem. We argue 
that the solution requires advancements on several fronts, including ideological, 
technological, and perceptual. While there has been significant research advancing 
our understanding of the technological and perceptual pieces (as illustrated in the 
vibrotactile touchscreen use case presented here), we also want to call the commu-
nity to consider new ideological perspectives that will advance the field as a whole. 
Specifically, we present four positions that our group views as necessary for moving 
closer to addressing the graphical access challenge and that we see as being best 
addressed by vibrotactile touchscreen technology:

1. A shift in thinking of assistive technologies as single-purpose, specialized 
hardware solutions to considering mainstream technologies (and simple 
adaptations to them) as a first choice for a development platform.

2. A shift in the traditional approach of retrofitting existing technologies for 
accessibility to embedding universal design in technologies from the onset.

3. A shift in using unimodal feedback as a primary mode of interaction to lever-
aging all modalities available for primary interactions.

4. A shift in designing based on features and capabilities to a principled design 
approach driven by end user needs that is scoped by practical guidelines sup-
porting efficient and effective usage/implementation.

We briefly elaborate on these positions below.
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2.6 Ideological requirements

2.6.1 A shift from using single-purpose, specialized hardware solutions to 
considering mainstream, multi-use technologies

To truly advance this class of technology, we need a shift from thinking of 
assistive technologies as being specialized, single-purpose hardware/software 
supporting a single (niche) user group to being incorporated in a commercial 
platform supporting multiple functions that can be used by a broad range of people. 
Of course, specialized equipment is necessary in certain instances—if you want a 
hardcopy page of braille or to emboss a physical tactile map, you will need a special-
ized Braille/graphics embosser. However, in many instances, nonvisual access to 
information can be delivered using standard commercial devices, which has the 
advantage of vastly decreasing the development costs and purchase price, thereby 
increasing actual adoption by BVI users. One example of this is text-to-speech 
engines, which provide access to visually-based textual information on the screen 
via speech output. While an intervening software layer is needed to efficiently 
analyze the video model and represent this information in an intuitive manner for 
auditory output, the requisite hardware involving a sound card and speaker output 
is already available on almost all commercial devices. Adding speech input requires 
a mic, which is also on all smart devices, as is embedded speech-to-text software. 
In the spirit of this chapter, this idea can be extended to include tactile feedback. 
Many current touchscreen displays have vibration capabilities in some form. Using 
the standard vibration motor can open pathways to a whole new universe of haptic 
information that can augment, complement, or completely replace other modes of 
feedback.

As such, the traditional notion of developing highly specialized assistive tech-
nology for specific groups of users (e.g., BVI users) as a completely separate process 
from mainstream technology needs to be reconsidered. This shift is more about a 
mindset than the technology itself. That is, designers of assistive technology should 
start with the goal of using commercial hardware and existing software platforms 
when possible. They should first consider how to creatively use the built-in compo-
nents of the system and the existing feature set of the interface to solve the problem 
before resorting to the use of specialized one-off hardware or software develop-
ment. Using existing hardware, computational platforms, sensors, and other 
components when possible and making the access layer as implemented in software 
as possible betters the overall commercial product while also reducing the price of 
developing accessible technologies at large.

2.6.2 A shift from retrofitting existing technologies to embedding universal design 
from the onset

We posit that mass market companies (and researchers) developing mainstream 
products should embrace the notion of universal and inclusive design in their R&D 
process, as this not only results in products that will benefit the greatest number 
of users (thereby increasing their pool of potential customers) but will also have 
many unintended positive results that will better support core users. Consider 
Apple, who developed a completely inaccessible product (the iPhone) in 2007. 
Although touchscreen technology has been around for a long time, Apple’s 2007 
introduction of the iPhone brought them to the mass market. Initially, this was con-
sidered a huge set back to accessibility for blind consumers, as this new disruptive 
technology was based around a flat, featureless glass surface with no screen reader 
to provide text-to-speech. As such, blind users were completely unable to access 
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the native input or output functions with these devices. However, in 2009, Apple 
released the iPhone 3GS, which included the VoiceOver screen reader and a host 
of associated interactive gestures as part of the native operating system (iOS 3.0). 
Overnight, this release propelled Apple from a company who had ostensibly aban-
doned their long history supporting BVI users to the leader of mobile accessibility. 
TalkBack, the Android analog to VoiceOver, was also released in 2009, though it has 
been slower to gain momentum among the BVI community compared with iOS-
based devices. Almost immediately, the iPhone became one of the most accessible 
pieces of assistive technology even though it was not designed to be an assistive 
technology in and of itself. For example, VoiceOver was designed to assist BVI users 
on the iPhone, but it was built-in to the native OS, rather than requiring an expen-
sive, separate, stand-alone software package, as is the traditional model of selling 
screen-reader software. In addition to this universal design aspect, VoiceOver’s 
inclusion had many unintended benefits to other markets that would have not been 
realized if it had not been included. For instance, self-voicing benefits people using 
English as a second language, it helps those with learning disabilities, and it is used 
regularly by individuals for proof reading. This revealed further pathways, where 
app developers leveraged features like the Siri personal assistant and other built-in 
sensors to develop apps that support accessibility in a wide variety of applications. 
Examples of these include apps that can read barcodes, can tell you about your 
surroundings, can describe a picture to you, can read money to you, and so on 
[65]. The exponential growth and broad-based proliferation of touchscreen-based 
devices has been an amazing boon for access technology. For the first time, it is 
now possible to incorporate most of the expensive, stand-alone devices that were 
previously required for information access, as fully accessible apps on the phone. 
The rapid development of apps harnessing this power, mobile flexibility, diversity 
of usage scenarios, and user groups means that all roads (at least from a computing 
standpoint) lead to incorporating some aspect of these technologies, and this has 
broad-based benefits that extend across demographics. Further, the incorporation 
of multimodal feedback—visual, aural, and touch—expands the possibilities and 
capabilities that can be achieved through these new developments. To maximize 
the broader impacts possible when incorporating inclusive/universal design, we 
strongly encourage developers to leverage all communication channels available 
from the onset of the design and implementation process.

2.6.3 A shift from relying on unimodal feedback to leveraging all modalities 
available for primary interactions

Many hardware platforms today rely heavily on unimodal feedback. Even if 
they have multimodal capabilities, many of these multimodal interactions are 
significantly underutilized and sparsely implemented. Additionally, many of them 
are only implemented as a means for input or output, but not both, with additional 
modalities being used only for secondary or tertiary cueing. For example, touch-
screens currently can provide visual, auditory, and vibrotactile information, yet 
they are generally only thought of as visual input/output interfaces. Despite having 
built-in vibration capabilities, vibrotactile cues are usually only used for conveying 
information about alerts or confirmation of an operation, not as a primary mode 
of extracting key information during user interactions or as input to the system. 
Acknowledging and enabling multimodal information as a primary means of input 
and output interaction is an important design consideration moving forward. This 
chapter provides several examples of research illustrating the benefits of leverag-
ing all modalities available on touchscreens, with a specific focus on its potential 
to address the graphical access problem for BVI individuals. We note that there are 

119

The Graphical Access Challenge for People with Visual Impairments: Positions and Pathways…
DOI: http://dx.doi.org/10.5772/intechopen.82289

likely several other unintended positive outcomes that would result should such 
an approach be adopted with touchscreens and other technologies if multimodal 
capabilities were leveraged equally in the user experience.

2.6.4 A shift from designing based on interface features to designing based on end-
user needs

A critical first step here is overcoming the engineering trap, i.e., designing based 
on maximizing features and developer interests. The better approach is adopting 
a principled user-based design philosophy from the onset that considers the most 
relevant features ensuring the greatest functional utility for the end-user. The 
context of the technology implementation, how it will be deployed and used, how 
it compares to current tools, and where it falls short or excels are all worthy inves-
tigations that need to be explored. Most importantly, adhering to standards and 
guidelines to scope when and where a given technology is (or is not) appropriate 
are necessary. Success here often requires interdisciplinary research that cuts across 
several domains, involves multiple stakeholders in the process, and incorporates 
iterative end user assessment and participation. While advancements in technology 
will certainly open up new pathways, we, as designers, must also be open and cogni-
zant to the reality that more advanced technology does not necessarily mean an 
immediately better solution. New technologies and advancements should be probed 
from multiple perspectives and should be situated and contextualized in practical 
use case scenarios that consider known perceptual and cognitive capabilities. While 
this approach may not be the fastest or the easiest path, it is certainly the one that 
will best inform when and how a new product will be most successful and when 
and where it will not work. Our group has come together to do this for vibrotactile 
touchscreens, and we are encouraged by the growing number of teams who are also 
adopting this design approach. We acknowledge that this user-centered, needs-
based, principled design model takes a great deal of time and resources, and that all 
technology developments begin with feasibility studies. We are hoping to encourage 
communities of researchers and technology developers to come together to extend 
these inquiries and tackle this challenge from multiple perspectives, with the shared 
goal of driving it to its full potential. We further encourage researchers to dissemi-
nate and share their work, and when possible, to open SDK’s, API’s, and hardware 
platforms for community access, contribution, and growth.

3. Conclusions and future research

We believe that a principled solution to graphical access, designed from the 
onset to maximize the perceptual and cognitive characteristics of nonvisual and 
multimodal information processing, while also meeting the most pressing infor-
mation access needs of the target demographic, could have broad and immediate 
societal impact. In this chapter, we highlight both the challenges and the vast poten-
tial of touchscreen-based smart devices as a platform for alleviating the graphics 
accessibility gap. We review the state of the art in this line of research and present 
positions and pathways forward for addressing the graphical access challenge from 
multiple perspectives. We do this specifically from an ideological standpoint, which 
will complement both technological and perceptual advancements that are rapidly 
being uncovered through a growing research community in this domain. Despite 
the need for more research, we see vibrotactile touchscreen platforms as a promis-
ing springboard for bringing multimodal, nonvisual graphical access into the hands 
of individuals everywhere. Because of their portability, availability, capabilities, 
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the native input or output functions with these devices. However, in 2009, Apple 
released the iPhone 3GS, which included the VoiceOver screen reader and a host 
of associated interactive gestures as part of the native operating system (iOS 3.0). 
Overnight, this release propelled Apple from a company who had ostensibly aban-
doned their long history supporting BVI users to the leader of mobile accessibility. 
TalkBack, the Android analog to VoiceOver, was also released in 2009, though it has 
been slower to gain momentum among the BVI community compared with iOS-
based devices. Almost immediately, the iPhone became one of the most accessible 
pieces of assistive technology even though it was not designed to be an assistive 
technology in and of itself. For example, VoiceOver was designed to assist BVI users 
on the iPhone, but it was built-in to the native OS, rather than requiring an expen-
sive, separate, stand-alone software package, as is the traditional model of selling 
screen-reader software. In addition to this universal design aspect, VoiceOver’s 
inclusion had many unintended benefits to other markets that would have not been 
realized if it had not been included. For instance, self-voicing benefits people using 
English as a second language, it helps those with learning disabilities, and it is used 
regularly by individuals for proof reading. This revealed further pathways, where 
app developers leveraged features like the Siri personal assistant and other built-in 
sensors to develop apps that support accessibility in a wide variety of applications. 
Examples of these include apps that can read barcodes, can tell you about your 
surroundings, can describe a picture to you, can read money to you, and so on 
[65]. The exponential growth and broad-based proliferation of touchscreen-based 
devices has been an amazing boon for access technology. For the first time, it is 
now possible to incorporate most of the expensive, stand-alone devices that were 
previously required for information access, as fully accessible apps on the phone. 
The rapid development of apps harnessing this power, mobile flexibility, diversity 
of usage scenarios, and user groups means that all roads (at least from a computing 
standpoint) lead to incorporating some aspect of these technologies, and this has 
broad-based benefits that extend across demographics. Further, the incorporation 
of multimodal feedback—visual, aural, and touch—expands the possibilities and 
capabilities that can be achieved through these new developments. To maximize 
the broader impacts possible when incorporating inclusive/universal design, we 
strongly encourage developers to leverage all communication channels available 
from the onset of the design and implementation process.

2.6.3 A shift from relying on unimodal feedback to leveraging all modalities 
available for primary interactions

Many hardware platforms today rely heavily on unimodal feedback. Even if 
they have multimodal capabilities, many of these multimodal interactions are 
significantly underutilized and sparsely implemented. Additionally, many of them 
are only implemented as a means for input or output, but not both, with additional 
modalities being used only for secondary or tertiary cueing. For example, touch-
screens currently can provide visual, auditory, and vibrotactile information, yet 
they are generally only thought of as visual input/output interfaces. Despite having 
built-in vibration capabilities, vibrotactile cues are usually only used for conveying 
information about alerts or confirmation of an operation, not as a primary mode 
of extracting key information during user interactions or as input to the system. 
Acknowledging and enabling multimodal information as a primary means of input 
and output interaction is an important design consideration moving forward. This 
chapter provides several examples of research illustrating the benefits of leverag-
ing all modalities available on touchscreens, with a specific focus on its potential 
to address the graphical access problem for BVI individuals. We note that there are 
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likely several other unintended positive outcomes that would result should such 
an approach be adopted with touchscreens and other technologies if multimodal 
capabilities were leveraged equally in the user experience.

2.6.4 A shift from designing based on interface features to designing based on end-
user needs

A critical first step here is overcoming the engineering trap, i.e., designing based 
on maximizing features and developer interests. The better approach is adopting 
a principled user-based design philosophy from the onset that considers the most 
relevant features ensuring the greatest functional utility for the end-user. The 
context of the technology implementation, how it will be deployed and used, how 
it compares to current tools, and where it falls short or excels are all worthy inves-
tigations that need to be explored. Most importantly, adhering to standards and 
guidelines to scope when and where a given technology is (or is not) appropriate 
are necessary. Success here often requires interdisciplinary research that cuts across 
several domains, involves multiple stakeholders in the process, and incorporates 
iterative end user assessment and participation. While advancements in technology 
will certainly open up new pathways, we, as designers, must also be open and cogni-
zant to the reality that more advanced technology does not necessarily mean an 
immediately better solution. New technologies and advancements should be probed 
from multiple perspectives and should be situated and contextualized in practical 
use case scenarios that consider known perceptual and cognitive capabilities. While 
this approach may not be the fastest or the easiest path, it is certainly the one that 
will best inform when and how a new product will be most successful and when 
and where it will not work. Our group has come together to do this for vibrotactile 
touchscreens, and we are encouraged by the growing number of teams who are also 
adopting this design approach. We acknowledge that this user-centered, needs-
based, principled design model takes a great deal of time and resources, and that all 
technology developments begin with feasibility studies. We are hoping to encourage 
communities of researchers and technology developers to come together to extend 
these inquiries and tackle this challenge from multiple perspectives, with the shared 
goal of driving it to its full potential. We further encourage researchers to dissemi-
nate and share their work, and when possible, to open SDK’s, API’s, and hardware 
platforms for community access, contribution, and growth.

3. Conclusions and future research

We believe that a principled solution to graphical access, designed from the 
onset to maximize the perceptual and cognitive characteristics of nonvisual and 
multimodal information processing, while also meeting the most pressing infor-
mation access needs of the target demographic, could have broad and immediate 
societal impact. In this chapter, we highlight both the challenges and the vast poten-
tial of touchscreen-based smart devices as a platform for alleviating the graphics 
accessibility gap. We review the state of the art in this line of research and present 
positions and pathways forward for addressing the graphical access challenge from 
multiple perspectives. We do this specifically from an ideological standpoint, which 
will complement both technological and perceptual advancements that are rapidly 
being uncovered through a growing research community in this domain. Despite 
the need for more research, we see vibrotactile touchscreen platforms as a promis-
ing springboard for bringing multimodal, nonvisual graphical access into the hands 
of individuals everywhere. Because of their portability, availability, capabilities, 
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sibility in the context of a new technological era.
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Chapter 8

Training Reading, Writing 
and Spelling Fluency: Centre-
Periphery Dissemination through 
Interactive Multimedia
Charles Potter

Abstract

This chapter focuses on a reading, writing and spelling programme based on 
Luria’s theories of automaticity, which uses repetitive paired reading and phono-
logical referencing to develop fluency in reading, writing and spelling. All materials 
used in programme implementation are electronic and are currently delivered 
using email and cellphone technologies. The results have been promising, and the 
programme has a number of therapists, teachers, tutors parents and institutional 
users, both in South Africa and its neighbouring territories, as well as in the United 
Kingdom. Programme usage is supported via electronic manuals as well as an eight-
module training course based on use of multimedia including email, cellphone and 
use of computer-based electronic material. The first half of the chapter describes 
the theoretical basis of the programme, and the methods used in its implementa-
tion. The second half focuses on the modular training course and its aims, and the 
centre-periphery model of development and evaluation used in disseminating the 
programme. The dissemination model is both evidence-based and interactive in 
its emphasis on assessment and evaluation and will increasingly involve the use of 
interactive website-based technologies as the programme grows in scale.

Keywords: reading fluency, writing and spelling fluency, phonological referencing, 
phonological recoding, automaticity, learning disabilities, centre-periphery 
dissemination, multimedia

1. Introduction

An estimated 20% of children have reading difficulties or have not learned to 
read fluently. This chapter describes a reading, writing and spelling programme 
based on a series of ebooks, which form part of a fluency-based intervention which 
is being used in work with children with reading difficulties by therapists, teachers 
and parents. The ebooks are based on the theories of the Russian neuropsychologist 
Luria [1–3], who proposed that automaticity is necessary for any acts (including 
reading, writing and spelling) to become fluent. Fluent acts then form the basis for 
higher level processing.

Following Luria, the ebooks are designed to be used with a form of oral impress 
procedure based on paired reading. This is simple to implement and differs from 
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the type of paired reading procedures documented in the literature, as the method 
involves additional repetition to develop phonic associations, rapid naming abil-
ity and automaticity in reading. The ebooks are set in large print with wide spaces 
between words to circumvent and provide maximal visual cues and also to prevent 
crowding, which has emerged in recent literature as a factor affecting reading 
in dyslexic children. The oral impress procedure also builds in visual tracking to 
maintain visual attention.

Once observable differences in reading fluency are noted, methods involving use 
of these materials for repetitive paired reading are combined with phonological ref-
erencing methods based on print-to-sound recoding, as the basis for developing flu-
ency in writing and spelling. The results have been promising and indicate that the 
combined use of methods is effective in developing automaticity in reading, while 
at the same time building skills in print-to-sound translation, which can then be 
used both for improving word attack and for developing the working memory skills 
involved in writing and spelling both individual words, and words in sequence.

Gains in reading, spelling and sequential spelling scores indicate that combining 
paired reading with the teaching of phonics and with the teaching of phonological 
referencing leads to optimal results. Repetition is also necessary in implementation 
to enable the learner to acquire the phonic skills necessary for accurate visual word 
recognition, as well as the detailed orthographic representations necessary to write 
and spell individual words, and words in sequence. As these skills develop, this has 
effects on reading accuracy and rate of reading, as well as accuracy in writing and 
spelling. Reading comprehension also improves as the child’s reading, writing and 
spelling become more fluent.

2. Developing automaticity in reading, writing and spelling

Luria [1–3] conceptualised higher mental processes as complex reflex activities, 
responsible for reflecting and working with the outside world. Following Vygotsky 
[4, 5, 67], Luria suggested that these reflex processes were social in origin, mediate 
in structure, and volunteer in mode of function ([1], p. 32).

In terms of Luria’s conceptualisation of the development of higher mental 
processes, the development of automaticity in reading would be essential for its 
use in the hierarchical processing of information by the working brain. Following 
Luria [1], automaticity would be developed in reading, writing and spelling when 
there has been sufficient practice to enable these complex functional acts to become 
fluent enough to form the basis for higher mental processing.

Our fluency-based programme has been developed based on these principles. The 
processes of reading, writing, spelling and comprehension are conceptualised as linked 
on a functional level, with basic phonological and phonic skills initially being taught as 
a foundation for use in the processes of reading, writing, spelling and comprehension 
[61–63]. The use of repetitive paired reading is then combined with the teaching of 
phonics to provide the basis for developing reading fluency. Once observable differ-
ence in reading fluency is noted, the child is taught how to phonologically reference 
from print to sound to provide a metacognitive basis for developing fluency in writing 
and spelling.

In each case where this type of linked intervention across different areas and 
components has taken place, there has been steady and even progress. There has 
also been evidence of a backwash effect from application of the methods used in 
teaching phonological referencing skills into proficiency in one word reading ability 
as well as fluency in reading sequentially, as well as reciprocal effects from use of 
reading fluency methods into competencies in writing and spelling. The indications 
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would thus be that there is commonality of influence across the different areas of 
the fluency-based intervention programme described in this chapter.

3. Paired reading

One of the most successful methods for developing automaticity in reading has 
been what is called ‘paired reading’, which is based on the methods pioneered by 
Heckelman [6, 7] in the 1960s and the information processing model proposed by 
Laberge and Samuels [8, 9] in the 1970s. Based on positive results, paired reading 
has been widely used for developing reading ability (e.g. [10–17]) and forms the 
basis for developing reading fluency in our own programme.

The literature on paired reading reflects some differences in preferred meth-
odology [18], as well as some differences between recommendations concerning 
the type of materials felt to be most appropriate for use in the process. Overall, 
however, there is consensus concerning the value of paired reading, with all of the 
studies indicating the potential of including parents as well as peer tutors as part-
ners in the process of teaching children to read fluently.

Difficulty level of materials is an important variable to consider in developing 
paired reading programmes, but here there is a lack of consensus. Certain authori-
ties suggest the value of fun reading materials, others the value of instructional level 
reading materials and others the value of reading material chosen to be at or near 
frustration level [18].

What is clear from the literature, however, is that the quality of scaffolding and 
support in paired reading is important, especially where difficult materials are 
chosen for use in paired reading programmes. How reading errors are corrected 
would appear to be less important, as the literature suggests that a wide variety of 
strategies have been used for doing so, particularly by teachers. It would, however, 
be important that the procedures used in paired reading are clear enough to be con-
sistently used by parents, tutors and teachers, and that recommended procedures 
for correcting the errors made by children are also defined.

These principles have informed the development of our materials and methods 
for developing reading fluency, which are described in the section following.

4. Our reading fluency programme

Our programme for developing reading fluency involves use of a paired reading 
method called the 3 × 3 oral impress method, which involves the reading of para-
graphs repetitively. The method is designed to be used with a series of phonically 
based, large-print books. The books are graded and are written in a way that builds 
repetition into the words used, as well as phrases used in sentences. They are also 
printed in a way that aims to avoid clutter [19–21].

Our materials thus aim to present the letters and letter strings associated with 
particular sounds and to present these visually in an uncluttered format. The 3 × 3 oral 
impress method is used to ensure that large-print phonically based material is pre-
sented to the child repeatedly. Repetitive oral reading is used to develop the associa-
tion between the visual configuration of the letters within phonically regular words 
and their sounds as used in the written language the child sees, the spoken language 
the child hears and the words read by both adult and child.

Luria [1–3] suggests that cerebral organisation would be enhanced by this type 
of repetitive process, and this was also Heckelman’s view when he pioneered the 
use of paired reading as a procedure. Heckelman [6, 7] reported that 24 students 
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involved in using what he called ‘the neurological impress method’ made excep-
tional gains in reading ability. The mean gain in reading comprehension was 1.9 
grade levels after using the method daily for 15 minutes (a total of seven and a quar-
ter hours) over a 6-week period. On the basis of these results, Heckelman suggested 
that paired reading is ‘one of the most direct and fundamental systems of reading’ 
involving a ‘combination of reflexive neurological systems’.

Other subsequent researchers (e.g. [8–17, 22–25]) have reported positive effects 
of use of paired reading methods on reading ability. We have reported similar posi-
tive results [18, 26, 27] based on use of repetitive paired reading.

The results to date indicate gains in word reading, sentence reading, as well as 
gains in spelling and sequential spelling test scores when our 3 × 3 oral impress 
method has been used with large-print phonically based material and combined 
with the teaching of phonics as well as with the methods of phonological referenc-
ing described later in this chapter. Our work with children with reading, writing 
and spelling difficulties would support Heckelman’s view that gains made are based 
on increasing neurological integrity [64].

Following Dehaene [28], what the 3 × 3 oral impress method does when used 
with our phonically based large-print reading fluency books is to present the visual 
word form area in the brain with strings of letters representing sounds repeatedly. 
This would have the effect of strengthening the connections between the visual 
areas in the brain and the areas of the brain involved in processing sounds and oral 
language, thus enabling the child first to read and then to read fluently.

The model for developing using the phonically based, large-print reading mate-
rials to develop reading fluency would be conceptualised as based on the coding and 
recoding of phonic associations and can be represented as in Table 1:

Table 1. 
Model for reading fluency development.
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From the model presented in Table 1, it can be seen that use of our phonically 
based large-print materials for the development of reading fluency is based on 
repetitive paired reading with the aim of developing rapid and accurate naming 
of words, and words in sequence. On a central level, the repetitive paired reading 
methods would involve both forward and reverse processing from the visual and 
occipital areas of the cortex through the visual word form area to the areas of the 
cortex involved in phonological and language processing.

The procedures used in our programme are documented in a user’s manual, 
which includes both theory and the methods used in programme implementation 
[29], as well as in a parent implementer’s manual, which presents a step-by-step 
approach to implementation [30]. The theory is based on Luria [1–3] who concep-
tualised reading as a linguistic process in which repetition would be intrinsic to the 
development of automaticity in the recognition and naming of phonic associations. 
Following Luria, reading fluency would be developed through repeated stimulation 
of the areas of the cortex involved in phonological and language processing as well 
as the areas of the cortex involved in the phonological, morphological and semantic 
working memory used for reading individual words, and words in sequence.

The methods followed in our programme focus on developing accurate and 
rapid naming ability for individual words and words in sequence as an intrinsic part 
of the repetitive methods used to develop automaticity in reading. The procedures 
used involve initial work with phonically regular words and sentences and then on 
the rapid reading of a wider range of reading material.

Based on Luria’s theories of automaticity [31], repetition would thus be intrinsic 
to the development of fluency in reading. The aim of our programme would to use 
repetitive paired reading to develop the coding, recoding and working memory 
abilities necessary for fluent and accurate reading and for self-teaching. Once 
observable differences in reading fluency have been noted and a child has attained 
a reading and spelling age at around the 8-year level (Note 1), work on developing 
writing and spelling fluency would be commenced using the phonological referenc-
ing and recoding procedures described in the next section.

5. Developing automaticity in writing and spelling

Fluency in writing and spelling is addressed in our programme through a variety 
of methods involving not only training in phonics and basic skills in writing and 
copying, but also by teaching the child phonological referencing skills. This involves 
teaching the child how to work from print to sound, how to analyse words based on 
phonic analysis of how words work and how to use the letters and letter combina-
tions used to represent the vowels in words as the basis for remembering how words 
are spelled both individually and in sequence.

The aim is to build phonological, orthographic and morphological awareness 
through this process, which we call ‘phonological referencing’. This is introduced 
through the Seven Vowel Phonic Analysis System, which is a procedure for teaching 
children through activities involving mapping the combinations of letters used in 
writing words to the sounds made when those words are spoken orally. It focuses in 
particular on developing skills in word attack as well as in spelling, through focusing 
on the letters and letter combinations used to represent the vowel sounds in words.

Following Luria [1–3], the Seven Vowel Phonic Analysis System is applied repeti-
tively. This has effects in improving word attack in reading, as well as providing the 
phonic analysis skills and phonic associations on which spelling accuracy can be built. 
This is done by working from printed word to sound and from sound back to print. 
These phonological recoding skills provide the building blocks on which writing and 
spelling fluency can be developed.
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The methods followed in our programme focus on developing accurate and 
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abilities necessary for fluent and accurate reading and for self-teaching. Once 
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copying, but also by teaching the child phonological referencing skills. This involves 
teaching the child how to work from print to sound, how to analyse words based on 
phonic analysis of how words work and how to use the letters and letter combina-
tions used to represent the vowels in words as the basis for remembering how words 
are spelled both individually and in sequence.

The aim is to build phonological, orthographic and morphological awareness 
through this process, which we call ‘phonological referencing’. This is introduced 
through the Seven Vowel Phonic Analysis System, which is a procedure for teaching 
children through activities involving mapping the combinations of letters used in 
writing words to the sounds made when those words are spoken orally. It focuses in 
particular on developing skills in word attack as well as in spelling, through focusing 
on the letters and letter combinations used to represent the vowel sounds in words.

Following Luria [1–3], the Seven Vowel Phonic Analysis System is applied repeti-
tively. This has effects in improving word attack in reading, as well as providing the 
phonic analysis skills and phonic associations on which spelling accuracy can be built. 
This is done by working from printed word to sound and from sound back to print. 
These phonological recoding skills provide the building blocks on which writing and 
spelling fluency can be developed.
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The model for using our phonically based, large-print materials for developing 
writing and spelling fluency would also be conceptualised as based on the coding 
and recoding of phonic associations and can be represented as in Table 2.

From the model presented in Table 2, it can be seen that use of our phonically 
based, large-print materials for the development of writing and spelling fluency is 
based on repetitive coding and recoding of phonic associations. As the recoding process 
involves both working from printed word to sound and from sound back to print, the 
use of our methods of phonological referencing would be based on widely distributed 
central processing. This would involve the visual and occipital areas of the cortex, the 
areas of the cortex involved in phonological and language processing and the areas of 
the cortex involved in phonological, morphological and orthographic working memory 
for words when written individually and for words when written in sequence.

Following Luria, repetition would be intrinsic to the development of auto-
maticity in writing and spelling fluency. As with reading fluency, the aim would 
be to develop the coding, recoding and working memory abilities necessary for 
fluent and accurate writing and spelling and for self-teaching. This would be done 
through phonological referencing, using our Seven Vowel Phonic Analysis System.

6. What is phonological referencing?

The notion of phonological referencing has its basis in the ‘self-teaching’ model 
proposed by Jorm and Share [32–35]. According to this model, phonological 
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recoding (print-to-sound translation) performs a self-teaching function enabling 
the learner to acquire the detailed orthographic representations necessary for fast, 
efficient visual word recognition.

As Share [36] suggests, at p. 96:

‘Although direct whole-word instruction and contextual guessing have also been pro-
posed as options for developing orthographic knowledge, both theoretical and practical 
considerations suggest that only phonological recoding offers a viable route to printed 
word learning (see [34]). According to the self-teaching hypothesis, each successful 
identification decoding) of a new word in the course of a child’s independent reading 
of text is assumed to provide an opportunity to acquire the word-specific orthographic 
information on which skilled visual word recognition is founded. Relatively few expo-
sures appear to be sufficient for acquiring orthographic representations, both for skilled 
readers [37] and for young children [38–41]. In this way, phonological recoding acts as 
a self-teaching device or built-in teacher enabling a child to independently develop the 
word-specific orthographic representations essential to skilled reading and spelling’.

Shahar-Yames and Share [42] suggest that spelling fulfils a self-teaching function in 
the acquisition of orthographic knowledge because, like decoding in reading, accurate 
spelling requires close attention to letter order and identity as well as to word-specific 
spelling-sound mapping. This highlights an additional dimension of reading-writing 
reciprocity in the compilation of word-specific orthographic representations.

Following the theories proposed by Share and his colleagues, our methods focus on 
teaching the child to map the associations between the letters and letter strings used in 
the printed word, and the sounds used in speaking the word orally. Our methods then 
focus on teaching the child to recode these phonic associations back into the writing 
and typing of both individual words and words in sequence. Working memory is then 
invoked in teaching and testing spelling, using revisualisation techniques.

The Seven Vowel Phonic Analysis System is used for this purpose, and the proce-
dures used are documented in a user’s manual, which includes both theory and the 
methods used in programme implementation [43], as well as in a parent implementer’s 
manual, which presents a step-by-step approach to implementation [44]. The theory is 
based on the evidence of a common linguistic awareness manifesting in phonological, 
orthographic and morphological awareness as suggested by Berninger et al. (2010), and 
of a universal phonic principle manifesting across different orthographies as suggested 
by Perfetti et al. (1992). Following McCutchen (1988), it aims to develop linguistic 
awareness through the metacognitive strategies involved in phonological referencing.

The methods used are based on the research of Share and his colleagues [32, 34, 
35] and Perfetti and his colleagues [45], which indicates that the coding and recoding 
of phonic associations is involved in both reading and spelling. They are also based 
on the insights of Sister Mary Caroline [46] concerning the value of including the /y/ 
and /w/ as vowels in phonic analysis, as well as the research of Ellis and Hooper [47] 
and Spencer and Hanley [48] on the comparative ease of decoding Welsh orthog-
raphy using systems of phonic analysis and association based on seven vowels, as 
opposed to systems of phonic association based on five vowels.

In summary, the Seven Vowel Phonic Analysis System focuses on teaching 
the child to phonologically reference the letters and letter combinations used to 
represent the vowel sounds from print to sound and from sound back to print. 
This is done initially by referencing the letters used to represent the vowel sounds 
in written words back to the sounds made when the words are spoken orally. The 
letters used to represent the vowel sounds are then analysed and colour-coded, as a 
basis for improving both word attack ability and for developing and memorising the 
phonic associations on which writing and spelling fluency can be built.
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recoding (print-to-sound translation) performs a self-teaching function enabling 
the learner to acquire the detailed orthographic representations necessary for fast, 
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the acquisition of orthographic knowledge because, like decoding in reading, accurate 
spelling requires close attention to letter order and identity as well as to word-specific 
spelling-sound mapping. This highlights an additional dimension of reading-writing 
reciprocity in the compilation of word-specific orthographic representations.

Following the theories proposed by Share and his colleagues, our methods focus on 
teaching the child to map the associations between the letters and letter strings used in 
the printed word, and the sounds used in speaking the word orally. Our methods then 
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and typing of both individual words and words in sequence. Working memory is then 
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basis for improving both word attack ability and for developing and memorising the 
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The logic of mapping phonological associations is outlined in the following 
sections, while the use of seven vowels as opposed to five vowels is linked to the 
research on which it is based.

7. Teaching the child to map phonological associations

As certain children battle to establish the relationships between sounds and 
letters, what we call ‘phonological referencing’ is designed to teach the child how 
to map the associations between the letters used in written words, and the sounds 
made when the words are spoken orally. The process is designed to work on a 
metacognitive level (McCutchen, 1988).

Like many other programmes based on current research in the field, the meth-
ods used in the Seven Vowel Phonic Analysis System are based on the evidence 
from the work of the National Reading Panel in the United States that English 
should be phonically taught (Ehri, 2004), and that the teaching of phonics should 
be systematic (i.e. planned and taught in a particular order). The Seven Vowel 
Phonic Analysis System is thus introduced at a particular stage in the child’s learn-
ing of phonic associations and rules. It is then accompanied by ongoing systematic 
phonics instruction, based on the errors made in the child’s writing and spelling.

The Seven Vowel Phonic Analysis System teaches the child to map the corre-
spondence between the letters and letter combinations used to represent the vowel 
sounds in written words and the sounds made when the words are spoken orally. 
The reason for focusing on this is that there is convergent evidence indicating that 
children, no matter what language they speak or how it is written, go through a 
process where they attempt to match the sounds they hear in the spoken word to the 
letters or symbols they see when the language is written.

The research of Perfetti and his colleagues (Perfetti et al., 2003; [45]), for 
example, indicates that Chinese children will attempt at the earliest stage possible 
to relate the pictographs in their written language to the language they speak, and 
the sounds on which their spoken language is based. Similar results are found in 
children learning those languages in which letters (as opposed to pictures) are used 
to map the sounds in spoken language into writing.

8. Transparent versus opaque written languages

A number of studies have indicated that children find it easiest to learn to read 
and spell when the system of mapping the sounds they hear in the spoken word to the 
letters or symbols they see in written language is transparent and easy to understand 
and use, as opposed to opaque and more difficult to understand and use [49–52].

In Wales in the United Kingdom, there are schools in which reading is taught in 
Welsh (an orthographically transparent language), as well as schools in which reading 
is taught in English (an orthographically opaque language). A study conducted by Ellis 
and Hooper [47] in Northern Wales, for example, demonstrated that the consistency 
of spelling-to-sound patterns in Welsh allowed children to rapidly learn the Welsh 
alphabetic code, leading to rapid reading acquisition based on a strategy of letter-
sound decoding. Conversely, children learned the more ambiguous English ortho-
graphic code more slowly, and it failed to generalise well to other words. Similar results 
were reported by Spencer and Hanley [48], working with Northern Welsh children.

South Africa is also a country in which both transparent and opaque orthogra-
phies are taught in schools. There are schools in which children are taught to read in 
Afrikaans (an orthographically transparent language) and schools in which reading 
is taught in English (an orthographically opaque language). De Sousa et al. [53] 
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reported that bilingual English- and Afrikaans-speaking children showed greater 
spelling accuracy in the spelling of Afrikaans words and non-words compared to 
their spelling of English words and non-words. The bilingual children’s ability to 
spell in Afrikaans and English was correlated, signifying a cross-language relation-
ship for spelling both languages, but with language background and orthographic 
depth exerting an influence on the nature and development of spelling strategies 
used to spell in an orthographically different first language and second language.

These results would support Perfetti and Zhang’s claim [54] that learning to read is 
learning how one’s writing system encodes one’s language. As Perfetti and Dunlap [45] 
suggest, children need to work out how the graphic forms work and how these map on to 
spoken language. This is the departure point of the Seven Vowel Phonic Analysis System.

The Seven Vowel Phonic Analysis System focuses on the mapping of phonic 
associations and on the particular letters and combinations used to represent the vowel 
sounds in English. It attempts to make the task of mapping the sounds children hear in 
words on to the letters used when the words are written clear, logical, consistent and 
easy. This is done by teaching the child how to phonologically reference the letters and 
letter combinations used in written words back to the sounds made when the words are 
spoken orally.

Use of the Seven Vowel Phonic Analysis System does not need changes in the way 
words are spelled. It is a system for enabling the way in which words are written and 
spelled in English to become more transparent, easier to map, and easier to learn 
and remember. Following Luria [1–3], the system is applied repetitively, working 
from print to sound, and from sound back to print, as the basis for developing  
fluency in writing and spelling.

9. The logic of the Seven Vowel Phonic Analysis System

The logic of the Seven Vowel Phonic Analysis System is based on research, which 
indicates that ease in learning to write and spell is associated with the phonic com-
plexity of words in English [55–57]. In terms of this evidence, a system of phonic 
analysis that makes written English more transparent for children, and therefore 
easier to understand and use, makes sense logically.

It has also made sense empirically with the children and parents with whom I 
have worked, who have found the Seven Vowel Phonic Analysis System logical, easy 
to understand, and easy to apply and use. Used repetitively, it has effects on word 
attack, thus increasing fluency in reading. It can also form the basis for developing 
fluent writing and spelling.

These conclusions are based on clinical evidence, both from initial case studies 
and from subsequent implementation of the Seven Vowel Phonic Analysis System 
with a number of children with reading, writing and spelling difficulties. These 
results are outlined in the previous publications in the programme [58–60], as well 
as in the section following.

In summary, the Seven Vowel Phonic Analysis System works on the assumption 
that understanding of phonic associations can be enhanced by working back from 
the printed word to the sounds made when the word is spoken orally. This is done 
through a process of phonological referencing, in which the child is taught how to 
map these associations.

Once these associations have been mapped from print to sound, they can then be 
used as the basis for recoding from sound back to print. As the child becomes more 
rapid and accurate in the phonological referencing and recoding processes involved, 
the process of usage can become automatic. And once usage has become automatic, 
it can then be used as the basis for self-teaching involving the process of phonologi-
cal recoding referred to by Share and his colleagues [32, 34, 35, 42].
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10. Results

Phonological referencing in our programme is a taught process, which is not 
implemented at the outset, but is introduced after the child has established pho-
nological and phonemic awareness, and has also been involved in foundation level 
programmes in which the child has been introduced to reading, writing and spelling 
through systematic phonics teaching. Once a basic level of competence has been 
established in reading and spelling phonically based material, the child is then 
taught how to map the associations between the letters and letter combinations 
used in printed words and the sounds in spoken language.

Following Jorm and Share (1985), not all children would need to be taught 
phonological referencing, as certain children would develop phonological recoding 
as well as the working memory associations for letters and strings of letters without 
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being specifically taught these basic skills. However, the evidence from using the 
Seven Vowel Phonic Analysis System would suggest that a number of children have 
benefitted from being taught how to reference the letters and letter combinations 
involved in print-to-sound translation and then how to use working memory to 
recode these associations from sound back to print.

The results presented in Table 3 have been drawn on a case-by-case basis from 
the files of children in my practice. All of the 20 children have had reading, writing 
and spelling difficulties, and in each of the 20 cases, reading fluency work has been 

Table 3. 
Results of children who have worked on phonological and phonic skills, reading fluency, as well as writing and 
spelling fluency materials and methods.
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undertaken in conjunction with phonic instruction and also in conjunction with 
phonological referencing focused on developing fluency in writing and spelling.

The results presented in Table 3 indicate that there has been a backwash 
effect from application of the methods used in teaching phonic analysis into both 
proficiency in one word reading ability and fluency in reading sequentially, as well 
as reciprocal effects from use of reading fluency methods into competencies in 
writing and spelling (and vice versa). The indications would thus be that there is 
commonality of influence across the different areas of the fluency-based interven-
tion programme described in this chapter. These underpin the results presented 
in this chapter, as well as the individual case studies, aggregated case study results 
and case contrasts presented in previous chapters on the programme [18, 26, 27].

11. Discussion of results

Following Luria [1–3], the reason for commonality of influence across the  
different areas and components in our programme would be that the various lan-
guage, reading, writing and spelling interventions are dependent on the mediation 
of speech processes. They would thus be dependent on the development of both 
phonological and phonic abilities, which would need to be the core skills taught in 
the language and reading comprehension, the reading fluency, as well as the writing 
and spelling fluency areas of intervention in the programme, as well as across dif-
ferent components within each of these areas, on a functional level.

In terms of more recent literature, commonality of influence could also be cited 
as evidence of a common linguistic awareness manifesting in phonological, ortho-
graphic and morphological awareness as suggested by Berninger et al. (2010), and of a 
universal phonic principle manifesting across different orthographies as suggested by 
Perfetti et al. (1992). Difficulties in developing linguistic awareness and the universal 
phonic principle would have been assisted, as suggested by McCutchen (1988), by 
introducing metacognitive strategies such as the Seven Vowel Phonic Analysis System.

The results to date indicate positive effects in children with whom both reading 
fluency and writing and spelling fluency methods have been implemented [18, 26, 27].  
Following Berninger and McCutcheon’s theories, greater metacognitive control as 
opposed to simply increasing encapsulated automaticity would account for the back-
wash effects from writing and spelling into reading, as well as the steady progress across 
different areas of the fluency-based programme observed by users of our programme.

12. Effectiveness of the programme

From first interventions using large-print phonically based materials in the 
1990s to the present, positive results have been obtained using the programme 
described in this chapter [18, 26, 27]. Evidence has been drawn from the files of 
children in my practice with whom reading fluency work as well as writing and 
spelling fluency work has been conducted, and also from the files of children in the 
practice for whom there has been one or other systematic variation in the way in 
which the programme has been implemented.

Based on this evidence, three implementation variables are likely to affect the 
successful implementation of the programme. These variables are as follows:

• consistent and regular exposure to phonological and phonic instruction to 
provide a foundation of basic skills on which the fluency interventions in the 
programme can be built;
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• consistent implementation of methods designed to improve both reading 
fluency and writing and spelling fluency to produce the greatest likelihood of 
positive effects; and

• consistent support from parents in programme implementation to produce the 
greatest likelihood of positive effects.

These conclusions are based on the aggregation of case studies conducted by 
the author over a number of years and are also supported by case contrast analysis 
[26, 27]. They are also supported by the experience and evaluations of an increasing 
number of users of the programme’s methods and materials.

The development of the first series of books occurred over a 5-year period in the 
1990s [66], while over the last 6 years since 2012, a large number of additional graded 
reading books have been written. These are about a set of animal characters with 
stories set in a variety of settings and have been workshopped and used with South 
African children of different ages, and from different cultural backgrounds, whose 
parents report that they find them enjoyable. They are also being used by children 
in England, as well as in other countries adjacent to South Africa, whose parents are 
reporting that their children are learning to read more fluently and at the same time 
enjoying the stories.

Similarly, the writing and spelling methods used in the programme have been 
developed and modified over time, have been implemented clinically for a num-
ber of years and have over the past 6 years been implemented with an increasing 
number of children of different ages and cultural backgrounds. There is evidence 
indicating that other therapists working with children diagnosed as having learning 
disabilities have used these methods successfully. There is also evidence from the 
network of parents, teachers, therapists, and schools currently using the materials 
that others are able to use these methods successfully at home, in their practices, in 
reading centres, as well as in the classroom.

The evidence on the programme to date is thus based on the work of an expand-
ing network of users and would support Luria’s view that, like any other skill, 
reading, writing and spelling need to become fluent to be of maximal use and 
that automaticity in reading, writing and spelling is a function of repetitive use. 
Following Dehaene [28], the use of the 3 × 3 oral impress method together with the 
large-print, phonically based materials in our reading fluency programme would be 
effective in stimulating the visual word form area in the left temporal cortex repeat-
edly and repetitively, thus developing the connections necessary to read fluently.

Once observable differences in reading fluency are noted, phonological referenc-
ing methods are introduced. Following Jorm and Share [32, 34, 35], the repetitive 
phonological referencing methods used in the Seven Vowel Phonic Analysis System 
would be based on the teaching of skills for phonological recoding (print-to-sound 
translation, as well as translation of sound back to print). Working memory for the 
phonic associations developed through phonological referencing would then enable 
the learner to acquire the detailed orthographic representations necessary for fast, 
efficient visual word recognition, as well as the detailed orthographic representa-
tions necessary to spell both individual words and words in sequence.

In essence, the methods used in our fluency-based programme are based on use 
of a combination of repetitive paired reading and repetitive phonological referenc-
ing. The evidence from aggregated case studies of children who have worked with 
a combination of these methods indicates that there are benefits in improvement in 
reading, spelling individual words and spelling words in sequence, with backwash 
effects occurring across these areas. Case contrasts indicate lessened effects from 
programme implementation where there has been systematic variation in either the 
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implementation of repetitive paired reading or repetitive phonological referenc-
ing using the methods described in this chapter and in previous chapters on the 
programme [18, 26, 27].

13. Linked delivery of materials and methods

At this stage in the development of the programme, there is a database of 
materials, a set of tried and tested methods that are theoretically based, experi-
ence in usage of both the reading fluency and the writing and spelling areas of the 
programme and promising results. Our phonically based, large-print materials are 
also being increasingly used by other therapists and teachers, who are reporting 
positive evaluations from parents as well as improved reading, writing and spelling 
results in children.

There is thus potential for wider usage of the programme and for implemen-
tation at greater scale than at present. The materials are in electronic form and 
provide a form of elearning, which can be used in contact, as well as at distance. 
The ebooks are designed to be used by parents and can also be used by therapists, 
teachers and schools to develop fluent reading. As the books are large-print and 
phonically based, they can also be used for developing writing and spelling fluency.

The programme can thus be described as a fluency-based intervention, which 
can be used to introduce children to reading as well as develop the reading, writing 
and spelling skills necessary to reading fluently, and writing and spelling fluently. 
As all materials in the database are electronic, the programme can be implemented 
through use of multimedia, including email, cellphone as well as computer-based 
access and delivery.

Assessment and evaluation are built into the programme’s structure, linked to an 
awards system for children using the materials. The model is both evidence-based 
and interactive in its emphasis on assessment and evaluation.

14. Availability of materials in our database

Both the repetitive paired reading methods used for developing reading fluency 
and the methods of repetitive phonological referencing used for developing writing 
and spelling fluency are based on use of the resource of phonically regular, large-print 
materials in our database. These materials are used for the development of fluency, 
which is conceptualised as based on the coding and recoding of phonic associations.

There are over 80 phonically based large-print ebooks in our database. These are 
graded according to reading level and divided into different libraries of materials. 
The individual books as well as the libraries of materials are presented in a format in 
which they can be made available electronically at low cost to others.

There are also particular methods we have developed to implement both the 
reading fluency and the writing and spelling fluency areas of our fluency-based 
programme. These are presented in a number of manuals, which are also made 
available at low cost to those working with our materials.

15. Training of therapists, teacher and parents, and outreach to schools

The books in the ‘The Tales of Jud the Rat’ reading fluency programme were origi-
nally developed in a form in which they could be delivered by email and then down-
loaded and used by parents at home. As the reading fluency materials were designed to 
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complement the sessional work done in contact sessions in my practice, parents were 
provided with tutorial support by email, as well as questions and answers by cellphone.

The aim was to provide a large body reading fluency materials, which were 
appropriately graded, which were readily available and inexpensive and which 
could be used daily at home. As the materials were written to meet the needs of 
parents of children in my practice who had rate of work problems linked to reading 
fluency difficulties, parents became partners in the learning process through use of 
the materials in the practice’s database.

As the programme evolved and other therapists, teachers and tutors who were 
working with the children also saw promising results [65], there were requests from 
outside my practice to use the materials and methods. This led to the development of 
a set of manuals to be used with the materials, to be used by those working with the 
materials either at home, or in reading centres, or in tutoring centres, or in schools.

This led to demand for more formal training to complement the informal sup-
port provided to users of the programme’s materials and methods, and an imple-
menter training course for therapists, teachers and parents.

16. The implementer training course

The implementer training course has eight modules, as follows:

a. Module 1: Introductory module. This focuses on course orientation and on the 
theory underpinning the programme.

b. Module 2: Assessment. This module focuses on work with the four core tests used 
in the programme to establish needs for fluency-based work, as well as assess-
ment of pre-reading skills at the foundational level.

c. Module 3: Reading fluency. This module focuses on use of our 3 × 3 oral impress 
method to address reading fluency needs at basic and intermediate levels in the 
programme. A pdf library is also provided with the module, consisting of 12 
reading fluency books (6 at basic and 6 at intermediate levels in the programme).

d. Module 4: Foundational skills for reading, writing and spelling. This focuses on 
work with children having difficulties establishing the basics of reading, as a 
basis for intervention using our foundational level materials. A pdf library is 
also provided with this module, consisting of 15 foundational level reading 
books and 6 activity books.

Participants who have completed Module 4 are awarded a certificate for successful 
completion of the reading fluency side of the implementer training course. At this 
point, participants are competent in working with the reading fluency area of our pro-
gramme and also have a library of 27 reading books and 6 activity books with which to 
work at foundation, basic and intermediate reading levels. The methods and materials 
can then be used for learning support with individual children and groups of children, 
as well as for the development of classroom-based reading fluency programmes and 
reading clubs.

a. Module 5: Assessment of phonic skills. This focuses on assessment of phonic skills 
and phonic difficulties. The module focuses in particular on use of phonic 
inventories to establish needs for phonic instruction, as well as needs for work 
in the writing and spelling fluency area of the programme.
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programme. A pdf library is also provided with the module, consisting of 12 
reading fluency books (6 at basic and 6 at intermediate levels in the programme).

d. Module 4: Foundational skills for reading, writing and spelling. This focuses on 
work with children having difficulties establishing the basics of reading, as a 
basis for intervention using our foundational level materials. A pdf library is 
also provided with this module, consisting of 15 foundational level reading 
books and 6 activity books.

Participants who have completed Module 4 are awarded a certificate for successful 
completion of the reading fluency side of the implementer training course. At this 
point, participants are competent in working with the reading fluency area of our pro-
gramme and also have a library of 27 reading books and 6 activity books with which to 
work at foundation, basic and intermediate reading levels. The methods and materials 
can then be used for learning support with individual children and groups of children, 
as well as for the development of classroom-based reading fluency programmes and 
reading clubs.

a. Module 5: Assessment of phonic skills. This focuses on assessment of phonic skills 
and phonic difficulties. The module focuses in particular on use of phonic 
inventories to establish needs for phonic instruction, as well as needs for work 
in the writing and spelling fluency area of the programme.
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b. Module 6: Writing and spelling fluency. This focuses on work with writing and 
spelling fluency. The module focuses in particular on use of the Seven Vowel 
Phonic Analysis System, based on results that indicate that optimum results 
are achieved where work in reading fluency is accompanied by work using this 
method.

c. Module 7: Sequentialisation and working memory for words in sequence. This 
focuses on work with sequential spelling difficulties. The module focuses in 
particular on use of the Targeted Analysis, Revisualisation and Sequential 
Spelling Programme, which integrates the training of sequential memory skills 
into writing and spelling fluency work.

d. Module 8: Language and reading comprehension: This is the final course mod-
ule. It focuses on ways in which fluency-based work can be contextualised in 
language and reading comprehension activities, as well as the types of language 
and reading comprehension work being done in the classroom at school.

After completing Module 8, participants are awarded a certificate for suc-
cessful completion of the writing and spelling fluency side of the course. This is 
accompanied by a letter that states that at this point, participants have success-
fully completed all eight course assignments and are competent in working with 

Table 4. 
Operational model of Dr. Charles Potter’s Reading Fluency Programme.
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both the reading fluency area and the writing and spelling fluency area of our 
programme.

Assignments are completed with each of the eight modules, and these are 
designed so that after completing all eight modules, participants are competent 
to work with our materials in learning support work and in the integration of our 
methods and materials into the classroom. The methods and materials can then be 
used to support fluency-based work with individual children and groups of chil-
dren, as well as to support classroom-based spelling, sequential spelling, language 
and reading comprehension programmes.

The course as a whole is implemented flexibly and is designed to fit in with the 
programme user’s other commitments. This is done by negotiation of deadlines for 
each module, which are doable, within an agreed time framework.

17. Outreach to schools, reading centres and tutoring schemes

Outreach to schools, reading centres and tutoring schemes involves provision 
of a library of 27 reading fluency books and 6 activity books, which are leased from 
the programme. Training is then provided on how to use the materials and methods 
to optimal effect. This focuses on providing information about the potential uses of 
our materials and methods, as well as training key members of staff in use of our 
materials and methods.

Table 5. 
Centre-periphery model of Dr. Charles Potter’s Reading Fluency Programme.
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This is based on the following operational model involving provision of training 
courses for staff of schools, reading centres and tutoring schemes, combined with 
involvement of those members of staff with a learning support function in our 
eight-module implementer training course.

To date, the model in Table 4 has been based on a centre-periphery approach 
to materials development and dissemination. In the operation of the programme, 
external demand for materials and methods developed centrally and implemented 
as part of my practice as an educational psychologist has been met through training. 
The training involves use of electronic materials supported by email and cellphone 
contact. This is supported by open-source publication of the theory behind the 
programme, the initial case studies on which the methods and materials were based, 
as well as its subsequent results in wider application.

This currently involves use of multiple forms of electronic media suited to work-
ing with users at distance. However, as demand grows, use of multimedia will become 
increasingly necessary as expansion of the programme takes place. In the process, the 
model will need to change. Delivery of the programme’s materials and methods will 
need to become increasingly website-based, while at the same time involving use of 
interactive multimedia for evaluative purposes, as the programme grows in scale.

18. Use of multimedia in programme development and implementation

A feature of the programme’s development to date has been the use of distance 
educational methods involving computer-based writing and delivery of materials, 
combined with email and cellphone interaction with programme users. This has 
enabled centre-periphery dissemination of materials and methods at small scale, and 
regular centre-periphery and periphery-centre contact as well as evaluative feedback.

This model has enabled publication of evidence in the form of case studies, as 
well as aggregated case studies [18, 26, 27]. It has also enabled usage of the pro-
gramme’s methods and materials by an increasing number of both individual users 
and institutional users.

The programme has reached a scale where the next stage in the programme’s devel-
opment will need to involve work with training partners. This will attempt to expand 
what is already taking place to larger scale, based on use of the programme’s materials 
and methods in training both individual and institutional users. In the next stage, this 
will also need to be expanded to the training of trainers, based on the use of multimedia 
to carry the programme’s central message outwards concerning its methods and elec-
tronic materials, and use of multimedia to carry evaluative evidence concerning usage.

19. Training in use of materials and methods

The programme is both research- and evidence-based. The central message from 
centre to periphery focuses on optimal use of methods and materials, based on theory 
drawn from the literature, as well as evidence concerning effective implementation.

This centre-periphery approach to carrying the message can be modelled as in 
Table 5.

It will be evident from the above that the model is evidence-based, in which the out-
put of the media is developed on the basis of evidence drawn from published research, 
as well as evidence based on implementation. Both delivery and evaluative feedback 
are currently dependent on email and cellphone-based technologies. The challenges for 
work at greater scale will involve keeping channels of two-way evidence-based com-
munication open, while at the same time increasing use of website-based delivery.
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20. Summary

This chapter has focused on a reading, writing and spelling programme, which 
has been developed for working with children with reading, writing and spelling 
difficulties. As all materials are electronic, the programme has been implemented 
via email and cellphone technologies. Based on promising results, a number of 
therapists, teachers, tutors and parents as well as institutions are currently using 
the methods and materials, both in South Africa and its neighbouring territories, 
as well as in the United Kingdom. There are also a number of therapists, teachers, 
tutors and parents involved in an eight-module training programme based on use of 
multimedia.

The first half of the chapter has described the theoretical basis of the pro-
gramme, as well as the methods used in its implementation. The second half of 
this chapter has focused on the modular training course and its aims, as well as 
the centre-periphery model of development and evaluation used in disseminating 
the programme through use of multimedia, including email, cellphone and use 
of computer-based electronic material. The model is both evidence-based and 
interactive in its emphasis on assessment and evaluation. It is currently delivered by 
email supported by email and cellphone contact and will increasingly involve use of 
interactive website-based technologies as the programme grows in scale.
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Chapter 9

Digital Pathology: The Time Is 
Now to Bridge the Gap between 
Medicine and Technological 
Singularity
Consolato M. Sergi

Abstract

Digitalization of the imaging in radiology is a reality in several healthcare institu-
tions worldwide. The challenges of filing, confidentiality, and manipulation have been 
brilliantly solved in radiology. However, digitalization of hematoxylin- and eosin-
stained routine histological slides has shown slow movement. Although the application 
for external quality assurance is a reality for a pathologist with most of the continuing 
medical education programs utilizing virtual microscopy, the abandonment of tradi-
tional glass slides for routine diagnostics is far from the perspectives of many depart-
ments of laboratory medicine and pathology. Digital pathology images are captured 
as images by scanning and whole slide imaging/virtual microscopy can be obtained 
by microscopy (robotic) on an entire histological (microscopic) glass slide. Since 
1986, services using telepathology for the transfer of images of anatomic pathology 
between detached locations have benefited countless patients globally, including the 
University of Alberta. The purpose of specialist recertification or re-validation for the 
Royal College of Pathologists of Canada belonging to the Royal College of Physicians 
and Surgeons of Canada and College of American Pathologists is a milestone in virtual 
reality. Challenges, such as high bandwidth requirement, electronic platforms, the 
stability of the operating systems, have been targeted and are improving enormously. 
The encryption of digital images may be a requirement for the accreditation of labora-
tory services—quantum computing results in quantum-mechanical phenomena, such 
as superposition and entanglement. Different from binary digital electronic computers 
based on transistors where data are encoded into binary digits (bits) with two differ-
ent states (0 and 1), quantum computing uses quantum bits (qubits), which can be 
in superpositions of states. The use of quantum computing protocols on encrypted 
data is crucial for the permanent implementation of virtual pathology in hospitals and 
universities. Quantum computing may well represent the technological singularity to 
create new classifications and taxonomic rules in medicine.

Keywords: Digital pathology, Medicine, Singularity, Quantum, 
Artificial Intelligence, Bioinformatics

1. Introduction

In the past two decades, we experienced some new inventions in technology with 
the development of quad-core processors (four independent units called cores able 
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to read and execute central processing unit instructions) and 5G networks. This 
environment in information technology (IT) allows us a more efficient, stable, and 
faster communication than ever. Currently, the 5G network is considered the mile-
stone that will open the conversation to the next level. There is crescent popularity, 
widespread use and increasing dependency on wireless technologies in our societies, 
both Western and Eastern civilizations. This demand has produced an unimaginable 
industrial revolution that may show some spectra of Orwellian nature [1]. There is 
increasing public exposure to broader and higher frequencies of the electromag-
netic spectrum and data are transmitted as fast as never before [2]. The evolution 
from current 2G, 3G, and 4G to 5G wireless technologies is increasing worldwide. 
However, the promise of a convenient and comfortable lifestyle with a massive 5G 
interconnected telecommunications network has raised not only the expansion of 
broadband with shorter wavelength radiofrequency radiation but also highlighted 
the concern that health and safety issues may remain unknown [2]. Currently and 
in the future, the effects of radiofrequency electromagnetic radiation are and will be 
challenging if not impossible to identify epidemiologically. This challenge relies on 
the lack of an unexposed control group. Nevertheless, it is inconceivable to carry out 
some steps in our daily life without using the telecommunication network. In this 
chapter, some of the new exciting aspects of the evolution of digital pathology in 
diagnostics and teaching are discussed.

2. Digital pathology

Digital pathology (DP) can be shortly demarcated and, probably, clearly defined 
as the digitalization of gross and microscopic tissue specimens subject to electronic 
capture of the photons as well as the management, analysis, and distribution of 
images. DP has been considered a terrific technology that is transforming the bench-
mark and protocols of work of pathologists after the impressive revolution operated 
in imaging radiology a decade earlier. Telemetric measurement of body temperatures 
in experimental animals implanted with commercially available transmitters has 
been automated using the Commodore C-64 microcomputer since the 1980s [3]. 
Also, in the 1980s, digitalization of 2D gels started, and high-performance liquid 
chromatographic system based on the Commodore 64 personal computer were 
common [4, 5]. The routine work of pathologists involves the identification of data 
and patterns in gross and microscopic tissue sections to deliver a diagnosis that can be 
rendered to the clinician and to the patient for further investigation or for starting 
therapy. The work of the pathologist is not quite different from the radiologist’s job 
focusing on images, although most of the radiologic images are on black and white, 
while the pathologists use some dyes to facilitate the discrimination of morphologic 
structures on the tissue. The work of the pathologist is crucial in closing the loop, and 
reaching the diagnosis. The pathologist is also focusing on teaching. In the past, cases 
valuable for teaching were cut and mounted on glass slides that have been used to be 
projected using a film-based camera mounted on light microscopes and archival 
slides used for clinical rounds or multidisciplinary clinical team meetings as well as 
educational seminar presentations. This analog presentation was also used for 
forensic (medico-legal) purposes being broadly accepted in court proceedings for 
both civil and criminal law systems. Currently, archival tissue collections and new 
teaching cases are scanned and converted to static digital images. The images of gross 
and microscopic pathology specimens are continuously captured by digital cameras, 
tablets, iPads, phablets, and smartphones and the images downloaded via media 
card, universal serial bus (USB) interphase or wireless connections into personal 
computers or university servers for storage ready for teaching or discussion in the 
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setting of multidisciplinary team clinical meetings. The digitized images may have 
different extensions such as tiff, jpg, and gif and the quality of the image increases 
proportionally with the number of pixels of the image or a digitized static image. The 
term “virtual microscopy” has been used to describe the acquisition, management, 
and storage of digitalized microscopic images [6]. Virtual microscopy systems are 
capable of complete digitization of the histology and cytology slides. This process is 
also known as whole-slide digitation or whole-slide imaging (WSI). In 1997, the first 
virtual microscopy system was described by the Computer Science Department at 
the University of Maryland and the Pathology Department at Johns Hopkins 
Hospital, Baltimore, Maryland [7, 8]. Fifteen years ago, in 2003, the European 
Organization for Research and Treatment of Cancer (EORTC) printed the results of a 
poll on virtual microscopy systems to that date [9]. Rojo et al. [10] provided a 
comparative description of 31 potential solutions available on the market as early as 
2006 that can perform a whole slide imaging (WSI) or assistance in complete slide 
review for anatomic pathology applications. Digital imaging can be subdivided into 
two classes according to the aim, including the digital microscope and virtual 
microscopy-aided systems. The digital microscopes aim to create a digital image from 
an analogic image detected with a light microscope. Conversely, diagnosis-aided 
systems can detect the region of interest (ROI) and give data arising from the analysis 
of biomedical signals. There are two different devices including the motorized 
microscopes and scanners. In the motorized microscopes, there are two classes of 
components. The first class includes pieces of proper light microscopy (e.g., eye-
pieces, multiple lenses, motorized revolver, position control, and spotlight control), 
while the second component deals with the capture of the images using a camera 
joined up to the microscope. The virtual microscopy devices include an optical 
microscope system, an acquisition system (photography/camera), a software pro-
gram that controls the scan process, and a digital slide viewer. Optional components 
of the virtual microscopy include the slide feeder or image-processing programs. The 
most critical components are the light microscope and the acquisition camera. Good 
microscopy needs to have an optical quality of high level. The optical quality is largely 
determined by the quality of the lenses (objective) and by the class of the eyepieces. 
Good, quality objective lenses have a standard, which are achromatic lenses. Since 
diverse colors refract through a curved lens at different angles, an achromatic lens 
produces an enhanced, ”flatter“ specimen image of the specimen than it would 
otherwise be obtained. However, achromatic lenses are of less quality than semi-plan 
or plan objectives, which are “perfect lenses“ and are typically required for sophisti-
cated biological research with double the price of achromatic objectives. Also, it is 
useful to confirm that the objectives are DIN (Deutsch Industry Norm) compatible. 
DIN objectives are convenient since they are interchangeable. They are transposable 
from one DIN compatible microscope to another. The wider the eyepieces are, the 
easier the viewing. Thus, “widefield” (WF) or “super wide field” (SWF) eyepieces 
are crucial, although the wider the lens, the smaller eye ports, which means there is a 
decrease of the size of the magnification power. There are four primary categories of 
illumination: tungsten, fluorescent, halogen, and light-emitting diode (LED). 
Tungsten is the basic illumination for entry-level microscopes, but halogen and LED 
microscopes are of higher quality. Halogen produces strong, white light and usually, 
includes a variable rheostat with adjustable light intensity, while LED, especially if 
used with rechargeable batteries, makes the microscope fully portable with the 
opportunity to use it in environments with limited electrical outlets. Fluorescent 
lighting or epi-fluorescent microscopes are for biological research and similar 
applications. Moreover, the microscope should have an iris diaphragm and good 
quality condenser—preferably, an Abbe condenser which allows for greater adjust-
ments and most good quality microscopes include iris diaphragms and Abbe 
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teaching cases are scanned and converted to static digital images. The images of gross 
and microscopic pathology specimens are continuously captured by digital cameras, 
tablets, iPads, phablets, and smartphones and the images downloaded via media 
card, universal serial bus (USB) interphase or wireless connections into personal 
computers or university servers for storage ready for teaching or discussion in the 
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setting of multidisciplinary team clinical meetings. The digitized images may have 
different extensions such as tiff, jpg, and gif and the quality of the image increases 
proportionally with the number of pixels of the image or a digitized static image. The 
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the University of Maryland and the Pathology Department at Johns Hopkins 
Hospital, Baltimore, Maryland [7, 8]. Fifteen years ago, in 2003, the European 
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systems can detect the region of interest (ROI) and give data arising from the analysis 
of biomedical signals. There are two different devices including the motorized 
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components. The first class includes pieces of proper light microscopy (e.g., eye-
pieces, multiple lenses, motorized revolver, position control, and spotlight control), 
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joined up to the microscope. The virtual microscopy devices include an optical 
microscope system, an acquisition system (photography/camera), a software pro-
gram that controls the scan process, and a digital slide viewer. Optional components 
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microscopy needs to have an optical quality of high level. The optical quality is largely 
determined by the quality of the lenses (objective) and by the class of the eyepieces. 
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otherwise be obtained. However, achromatic lenses are of less quality than semi-plan 
or plan objectives, which are “perfect lenses“ and are typically required for sophisti-
cated biological research with double the price of achromatic objectives. Also, it is 
useful to confirm that the objectives are DIN (Deutsch Industry Norm) compatible. 
DIN objectives are convenient since they are interchangeable. They are transposable 
from one DIN compatible microscope to another. The wider the eyepieces are, the 
easier the viewing. Thus, “widefield” (WF) or “super wide field” (SWF) eyepieces 
are crucial, although the wider the lens, the smaller eye ports, which means there is a 
decrease of the size of the magnification power. There are four primary categories of 
illumination: tungsten, fluorescent, halogen, and light-emitting diode (LED). 
Tungsten is the basic illumination for entry-level microscopes, but halogen and LED 
microscopes are of higher quality. Halogen produces strong, white light and usually, 
includes a variable rheostat with adjustable light intensity, while LED, especially if 
used with rechargeable batteries, makes the microscope fully portable with the 
opportunity to use it in environments with limited electrical outlets. Fluorescent 
lighting or epi-fluorescent microscopes are for biological research and similar 
applications. Moreover, the microscope should have an iris diaphragm and good 
quality condenser—preferably, an Abbe condenser which allows for greater adjust-
ments and most good quality microscopes include iris diaphragms and Abbe 
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condensers as standard. Finally, a mechanical stage is also valuable for compound 
microscopes. This situation is critical particularly when viewing specimens at high 
magnifications. A good camera is also a crucial component and a charged coupled 
device (CCD) sensor in the camera provides an analog signal. Digital cameras 
convert the analog signal into digital. It is important to choose the right image 
resolution or CCD size, i.e., the number of pixels the sensor can detect. The connec-
tion of the camera with the personal computer is through a FireWire port, and card 
adapters may be needed. In virtual microscopy, the high resolution can move at 
different speeds. There is about 32 mm/s (Zeiss Mirax Scan), or more at 38 mm/s 
(Aperio ScanScope T2), 41.22 mm/s (LifeSpan Alias), or even 180 mm/s (Olympus 
SIS.slide). The stage accuracy is about 1–3 μm, although some types can get accuracy 
or minimum distance of 2 nm (0.002 μm) to 15 nm (0.015 μm) for the z-axis and 
250 nm (0.25 μm) for the x-axis and y-axis. About the computer hardware, most DP 
solutions should be based on workstations with at least two microprocessors, 2.8–
3.6 GHz or higher, and at least 4 GB of random-access memory (RAM). The operat-
ing system used by the control devices and the workstations is usually Windows XP 
Professional, Vista, 7, 8 or 10 (Microsoft Redmond, Wash.). The endorsed way for 
handling the storage is using centralized (enterprise) storage servers of the hospital 
or healthcare institution. This solution may not be an option if IT personnel or 
healthcare administrators raise security issues. Thus, alternatives would use intranet 
servers or with storage up to 100 terabytes (TB). Recently, the Nimbus Data company 
unveiled a new 100 TB solid-state drive (SSD) making it the world’s largest SSD 
currently available. Different from the hard-disk drive (HDD), an SSD is like a 
memory stick. There are no moving parts and information is stored in microchips. 
Nimbus Data developed advanced flash memory solutions that power data-driven 
innovation and one of these solutions include ExaFlash® All-Flash Arrays and 
ExaDrive® Solid State Drives. This solution is accelerating data storage, simplifying 
data management, and improving data protection for cloud infrastructure, data 
analytics, AI-rich content, high scientific computing, and numerous other applica-
tions that may be considered unconceivable currently. However, the minimum 
recommended configuration should include six disks, each of 300 GB (0.3 TB); 
10 k rpm hot swap for a total of 3.8 TB. All virtual microscopy solutions comprise a 
flat thin film transistor (TFT) monitor (20–23 inches). These screens must be high 
resolution with a TFT screen of 2560 × 1600 pixels, with 200-ppm resolution. This 
screen size allows a visual field four times larger than the standard microscope field 
of view. Different aspects should be considered during the digitalization process, 
such as the digitization speed, the maximum size of the sample, the focus quality, the 
digitization at diverse planes, the procedures for slide scanning and image assembling 
(with or without correction), and the formats used to store the scanned samples. The 
digitization speed, also known as total scanning time, is probably one of the most 
important aspects to consider before choosing among these systems. The evaluation 
should be based on specific factors. It is wise to list the area size to be scanned and the 
objective lens used (e.g., ×20 or ×40 as objective). Further, we list the charge-coupled 
device (CCD) camera size, the model of motorized stage, the required time on the 
previsualization stage, the time for a panoramic view, the selection of the area of 
interest, the choice of focusing method, as well as the number of points (focusing) 
needed. It is crucial to remember that slides with irregular surface require a higher 
number of points, which reduces the scanning speed. Moreover, it is important to 
consider the number of planes at the z-axis to be digitized, the speediness to obtain 
data from the CCD camera to the personal computer (PC), and the transfer from the 
PC to the storage device. Devices with a slide feeder have time to upload and down-
load a slide in about 6–8 seconds, which is a good time for many laboratories. The 
total time, including the code bar reading, maybe around 15 seconds. The total 
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scanning surface is forced to the motorized stage used and to the histologic slide type. 
The number of focusing points, also known as “focusing map” may be manual or 
automatically set. Multiple planes digitization through the z-axis may be a require-
ment for visualizing thick tissue slides or cytology slides with 3D clusters. Thus, the 
scanning system should work similar to the microscope fine focus control of the light 
microscopy on conventional histologic slides. Different systems can provide the 
digitization through the z-axis, at least in one area of the slide. For diagnostic 
purposes, scanning only a region of interest is not an option, because the pathologist 
may need to scan on the whole slide. Thus, WS Scanning method and stitching may 
be an option in some cases. Typically, the acquisition of microscopic fields is square-
by-square, from the slide’s upper left corner to the lower right one and the final image 
is a mosaic composed of multiple files. The assembling procedure of the slide squares 
may be performed in two different ways. We can use a mechanical adjustment tiling 
the borders of each fragment. Alternatively, we can use some software adjustment, 
which stitches the images. The final result may be considered as multiple files 
(typically thousands of Joint Photographic Experts Group or JPEG files)—in one or 
several folders, several files with one or multiple resolutions with the method used by 
Zeiss Mirax Scan and Zoomify viewer, and/or a single compressed file (JPEG2000, 
JPEG, TIFF). Flashpix (MicroBrightField Virtual Slide), or other formats (VSI 
extension in Olympus SIS.slide, .svs) may be encountered. SVS files are used by some 
medical/microscope scanners such as Aperio, scan scope (AxioVision), and others. 
They are essentially based upon the TIFF format and utilize the tiled image capabili-
ties. Digital Slide Visualization and processing include x-axis and y-axis movements 
(lateral and vertical) displacement through the screen, objective shifting or zooming, 
displacement of the z-axis, and the x-axis and y-axis movements. One of the original 
problems was the low screen refreshment during the horizontal and vertical displace-
ments. This disadvantage was due to the large amount of data that needed to be 
transferred between the different parts of the computer (central processing unit, 
hard disk, graphic card, and memory) or through the communication network. The 
fragmentation of the images may be quite disturbing for the pathologist who needs to 
review several files for diagnostic purposes. A solution is partitioning large images 
into small pieces according to the required magnification and buffering adjacent 
pieces (prefetching) in the viewer. However, quad-core processor based computer 
and 5G networks may be part of the solution as well. Histological slides, and espe-
cially cytopathology slides, may require the capture of multiple z-planes to get a 
perfectly focused image. Simultaneous and synchronized displacement on multiple 
windows is also useful options. Moreover, it is possible to include bookmarks on 
digital slides, facilitating the retrieval of interesting positions in subsequent case 
reviews. Virtual slides can be visualized and interpreted simultaneously by several 
consultants in pathology creating the virtual “multi-headed microscope” allowing 
innumerable users to review the same areas considering that not only one takes 
control of the session. Thus, different pathologists can review different parts of the 
same slide at the same time. Most of the systems can scan a digital slide using the 
highest image quality available (objective ×40) in about 1 hour. This time may be a 
limiting factor and shortening to 10–15 minutes should be a choice in the future. 
Future systems should improve the technical aspects, such as the scanning speed, the 
necessary bandwidth on networks, requirements for storage, user interfaces, 
improvement of focusing, and detection of tissue or cytology areas. The intellectual 
process of analyzing and interpreting pathology images to provide a final diagnostic 
is one of the central aspects of the pathologist’s work. Therefore, both image and 
report must always include the name of the consultant pathologist and department 
where that intellectual work has been performed. The enterprise-centralized and 
electronic storage is the best option and should be based on what is labeled the 
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condensers as standard. Finally, a mechanical stage is also valuable for compound 
microscopes. This situation is critical particularly when viewing specimens at high 
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convert the analog signal into digital. It is important to choose the right image 
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SIS.slide). The stage accuracy is about 1–3 μm, although some types can get accuracy 
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250 nm (0.25 μm) for the x-axis and y-axis. About the computer hardware, most DP 
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3.6 GHz or higher, and at least 4 GB of random-access memory (RAM). The operat-
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unveiled a new 100 TB solid-state drive (SSD) making it the world’s largest SSD 
currently available. Different from the hard-disk drive (HDD), an SSD is like a 
memory stick. There are no moving parts and information is stored in microchips. 
Nimbus Data developed advanced flash memory solutions that power data-driven 
innovation and one of these solutions include ExaFlash® All-Flash Arrays and 
ExaDrive® Solid State Drives. This solution is accelerating data storage, simplifying 
data management, and improving data protection for cloud infrastructure, data 
analytics, AI-rich content, high scientific computing, and numerous other applica-
tions that may be considered unconceivable currently. However, the minimum 
recommended configuration should include six disks, each of 300 GB (0.3 TB); 
10 k rpm hot swap for a total of 3.8 TB. All virtual microscopy solutions comprise a 
flat thin film transistor (TFT) monitor (20–23 inches). These screens must be high 
resolution with a TFT screen of 2560 × 1600 pixels, with 200-ppm resolution. This 
screen size allows a visual field four times larger than the standard microscope field 
of view. Different aspects should be considered during the digitalization process, 
such as the digitization speed, the maximum size of the sample, the focus quality, the 
digitization at diverse planes, the procedures for slide scanning and image assembling 
(with or without correction), and the formats used to store the scanned samples. The 
digitization speed, also known as total scanning time, is probably one of the most 
important aspects to consider before choosing among these systems. The evaluation 
should be based on specific factors. It is wise to list the area size to be scanned and the 
objective lens used (e.g., ×20 or ×40 as objective). Further, we list the charge-coupled 
device (CCD) camera size, the model of motorized stage, the required time on the 
previsualization stage, the time for a panoramic view, the selection of the area of 
interest, the choice of focusing method, as well as the number of points (focusing) 
needed. It is crucial to remember that slides with irregular surface require a higher 
number of points, which reduces the scanning speed. Moreover, it is important to 
consider the number of planes at the z-axis to be digitized, the speediness to obtain 
data from the CCD camera to the personal computer (PC), and the transfer from the 
PC to the storage device. Devices with a slide feeder have time to upload and down-
load a slide in about 6–8 seconds, which is a good time for many laboratories. The 
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scanning surface is forced to the motorized stage used and to the histologic slide type. 
The number of focusing points, also known as “focusing map” may be manual or 
automatically set. Multiple planes digitization through the z-axis may be a require-
ment for visualizing thick tissue slides or cytology slides with 3D clusters. Thus, the 
scanning system should work similar to the microscope fine focus control of the light 
microscopy on conventional histologic slides. Different systems can provide the 
digitization through the z-axis, at least in one area of the slide. For diagnostic 
purposes, scanning only a region of interest is not an option, because the pathologist 
may need to scan on the whole slide. Thus, WS Scanning method and stitching may 
be an option in some cases. Typically, the acquisition of microscopic fields is square-
by-square, from the slide’s upper left corner to the lower right one and the final image 
is a mosaic composed of multiple files. The assembling procedure of the slide squares 
may be performed in two different ways. We can use a mechanical adjustment tiling 
the borders of each fragment. Alternatively, we can use some software adjustment, 
which stitches the images. The final result may be considered as multiple files 
(typically thousands of Joint Photographic Experts Group or JPEG files)—in one or 
several folders, several files with one or multiple resolutions with the method used by 
Zeiss Mirax Scan and Zoomify viewer, and/or a single compressed file (JPEG2000, 
JPEG, TIFF). Flashpix (MicroBrightField Virtual Slide), or other formats (VSI 
extension in Olympus SIS.slide, .svs) may be encountered. SVS files are used by some 
medical/microscope scanners such as Aperio, scan scope (AxioVision), and others. 
They are essentially based upon the TIFF format and utilize the tiled image capabili-
ties. Digital Slide Visualization and processing include x-axis and y-axis movements 
(lateral and vertical) displacement through the screen, objective shifting or zooming, 
displacement of the z-axis, and the x-axis and y-axis movements. One of the original 
problems was the low screen refreshment during the horizontal and vertical displace-
ments. This disadvantage was due to the large amount of data that needed to be 
transferred between the different parts of the computer (central processing unit, 
hard disk, graphic card, and memory) or through the communication network. The 
fragmentation of the images may be quite disturbing for the pathologist who needs to 
review several files for diagnostic purposes. A solution is partitioning large images 
into small pieces according to the required magnification and buffering adjacent 
pieces (prefetching) in the viewer. However, quad-core processor based computer 
and 5G networks may be part of the solution as well. Histological slides, and espe-
cially cytopathology slides, may require the capture of multiple z-planes to get a 
perfectly focused image. Simultaneous and synchronized displacement on multiple 
windows is also useful options. Moreover, it is possible to include bookmarks on 
digital slides, facilitating the retrieval of interesting positions in subsequent case 
reviews. Virtual slides can be visualized and interpreted simultaneously by several 
consultants in pathology creating the virtual “multi-headed microscope” allowing 
innumerable users to review the same areas considering that not only one takes 
control of the session. Thus, different pathologists can review different parts of the 
same slide at the same time. Most of the systems can scan a digital slide using the 
highest image quality available (objective ×40) in about 1 hour. This time may be a 
limiting factor and shortening to 10–15 minutes should be a choice in the future. 
Future systems should improve the technical aspects, such as the scanning speed, the 
necessary bandwidth on networks, requirements for storage, user interfaces, 
improvement of focusing, and detection of tissue or cytology areas. The intellectual 
process of analyzing and interpreting pathology images to provide a final diagnostic 
is one of the central aspects of the pathologist’s work. Therefore, both image and 
report must always include the name of the consultant pathologist and department 
where that intellectual work has been performed. The enterprise-centralized and 
electronic storage is the best option and should be based on what is labeled the 
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Picture Archiving and Communication System (PACS), which will permit an 
efficient way of seeking pathology images. This aspect will be possible, thanks to the 
Digital Imaging and Communications in Medicine (DICOM) image format, which is 
being used for radiology images and adapted to be also used for pathology images.

3. Whole slide imaging/virtual microscopy

The introduction of whole slide imaging (WSI) has created some wonderful 
opportunities for the pathologist or generally speaking for the morphologist or 
biologist. It allowed capturing images of the entire pathology slide without the need 
to select only a few regions of interest. The new platforms with 64 bit and quad-core 
processors and the development of high-resolution cameras allowed the manufactur-
ing of digital slides at high resolution harboring uniquely multiple magnifications and 
focal planes. This set of data processed in a computer allows a full simulation of light 
microscopy. The operator (e.g., pathologist or technologist) can scan the slides rapidly 
and focus zooming in and out in the monitor using the keyboard, mouse, or his/her 
finger determining the quality of the image and gathering information to make the 
diagnosis. The robotic microscopic scanner mechanically scans histologic glass slides 
containing the tissue already processed and stained. A software combines individual 
scanned fields into a composite digital image [11–14]. The acquisition time has been 
reduced since a scanner was commercialized and time, which has been a limiting 
factor, will shorten even further in the future. The operator may be able to open the 
final file using several viewing software with optional user-friendly interfaces. This 
procedure makes it possible for the operator to navigate to various areas of the virtual 
slide or zoom in/out changing the magnifications without operating a revolver. The 
new technology applied with the WSI can be used for primary diagnosis by the 
pathologist, for publication of scientific data in peer-reviewed biomedical journals, to 
capture static images for reporting, archiving or computer-aided analysis, and 
educational activities in the setting of new concepts for universities and hospitals. A 
few decades ago the introduction of multi-headed microscopy allowed multiple 
viewers to follow the operator navigating a light microscope connected with few guest 
binoculars. This simple step was multiplied using a camera connecting the micro-
scope with a big screen able to open the participation of guests from dozens to 
hundreds. However, the virtual microscopy has opened the scenario to unrestricted 
access to viewing, no need to recut slides for teaching and overcome the quality 
deterioration of staining. The WSI slides are obviously more interactive than static 
images. They are easier to share with multiple users on several platforms, they can 
work on diverse operating systems, anywhere and at any time. Training materials can 
be standardized. Moreover, files can be made available by hyperlinks using restricted 
codes to access specific file servers [11–14]. Since the introduction of virtual micros-
copy, we have faced numerous and virtually unlimited educational activities, includ-
ing graduate schools, training in different medical specialties, E-learning, and 
tele-education for remote communities that are not easily accessible. Education has 
not been limited to medical only but involved dental, biological, and veterinary 
schools worldwide [15]. There are e-learning and virtual workshops with virtual 
atlases on the web that have been able to be a primary source for hundreds or thou-
sands of new doctors. The virtual microscopy has started a revolution promoting 
knowledge, which is web-based learning and made available by several societies 
including the United States and Canadian Academy of Pathology (USCAP), the 
International Academy of Pathology, and the International Academy of 
Cytopathology (IAC) [16]. In the United Kingdom (UK), the National Health Service 
(NHS) promotes Clinical Governance and clinical excellence with a specific institute 
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nationwide labeled National Institute for Health and Care Excellence (NICE) [17]. 
Clinical governance describes a systematic approach to maintain and improve the 
quality of patient care. In similarity to the plan-do-check-act cycle, which is also 
known as Deming or Shewhart cycle, the clinical governance constitutes an official 
and unique framework through which the NHS is accountable for the ongoing 
improvement of quality of the clinical service with the aim safeguarding high stan-
dards of clinical care and creating a crucial environment focused on clinical excel-
lence. Although communication failure is the most likely cause for medical errors, a 
substantial number of errors may be linked to a decrease of professional skills con-
tributing to fatalities in healthcare. In 1999, Quality System Essentials were promoted 
to laboratory practices by the National Committee specifically for Clinical Laboratory 
Standards (now Clinical Laboratory Standards Institute [CLSI]). The essentials 
identify 10 or more major laboratory activities that are important components of a 
laboratory quality program [2, 3]. The updated and modernized quality system 
essentials that should be provided to each operator (e.g., pathologist) include updated 
equipment, smooth improvement of the diagnostic process, regular assessment and 
measurement of safety, and professional and personal development among others. All 
of these essentials were established to guarantee that data reported from the diagnos-
tic laboratory unit are as accurate as possible. They should serve the requirements of 
both patients and clinicians. An imperative component in the control of any labora-
tory procedure is the constant and diligent participation of the operator in an external 
quality assurance (EQA) or proficiency testing program to validate that the operator 
is updated with the diagnostic criteria and skills are maintained. An EQA plan in place 
allows the healthcare to provide (University or hospital) to be certain that quality 
indicators are in place. There are numerous EQA programs worldwide, and they 
constitute a fundamental part of continuing professional development (CPD) of 
health care professionals [4]. The purpose of EQA in pathology is both to maintain 
good running standard operating procedures and to improve the performance of all 
sub-specialties. It will ensure that patients have access to a high-quality service 
wherever they live without constraints of physical barriers. Previously, we compared 
four slide survey programs from four geographical regions (United Kingdom, 
Germany, USA-Canada, and Australasia) concerning the EQA in pathology for 
pediatric pathologists in the setting of continuing professional development [17]. We 
found that the United Kingdom scheme, which has specific time frames (2 circula-
tions/year, 30 slides), partial confidentiality, and numerous sources of data and 
assessors, can be used as an archetypal for revalidation. The US-Canadian and 
Australasian schemes only partially seem to fulfill the revalidation requirements. The 
German IAP scheme appears to be essentially an educational program and may be 
unsuitable for revalidation. WSI is widely implemented in the Australasian QA 
programs of the Royal College of Australia. The diagnostic scores of the pathologists 
undergoing the College promoted Performance Improvement Program (PIP) in 
Surgical Pathology online only without using histological glass slides do not appear 
compromised by the converting to WSI [18]. Pathology is in the center of a radical 
transformation in medicine, which is driven by many factors. Foremost, there is the 
advancement of precision medicine, an imbalance of pathology jobs across regions, 
and a need for more efficiency and effectiveness in the diagnostic workflow. In 
healthcare, technological innovation and its implementation at several sites are 
growing at an increasingly fast pace across specialties. Pathologists spend 30–40% of 
their work with administrative duties, and the frustration may exasperate with an 
increasing rate of burnout colleagues in several countries. The number of duties may 
be simplified, and technological innovation may help the pathologist to decrease the 
burden of the diagnostic procedures, but also install a system to red flags situations 
that may be borderlines. The introduction of AI in WSI will be the next step and will 
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efficient way of seeking pathology images. This aspect will be possible, thanks to the 
Digital Imaging and Communications in Medicine (DICOM) image format, which is 
being used for radiology images and adapted to be also used for pathology images.

3. Whole slide imaging/virtual microscopy

The introduction of whole slide imaging (WSI) has created some wonderful 
opportunities for the pathologist or generally speaking for the morphologist or 
biologist. It allowed capturing images of the entire pathology slide without the need 
to select only a few regions of interest. The new platforms with 64 bit and quad-core 
processors and the development of high-resolution cameras allowed the manufactur-
ing of digital slides at high resolution harboring uniquely multiple magnifications and 
focal planes. This set of data processed in a computer allows a full simulation of light 
microscopy. The operator (e.g., pathologist or technologist) can scan the slides rapidly 
and focus zooming in and out in the monitor using the keyboard, mouse, or his/her 
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final file using several viewing software with optional user-friendly interfaces. This 
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nationwide labeled National Institute for Health and Care Excellence (NICE) [17]. 
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help to increase the accuracy of pathology diagnosis and reporting. The introduction 
of algorithms that allow the machine to follow the diagnostic procedure operated by 
the pathologist using an eye tracking system and algorithms able to identify the 
discrepancies of pathology reports before signing out will help in the aim to reach 
extreme accuracy in medicine. The breakdown of geographical barriers operated by 
WSI will be implemented by the next step of a new healthcare system where AI will 
support the diagnostic procedure. There will be an enhanced collaboration allowing 
pathologists to seek second opinions more quickly, collaborating with multidisci-
plinary care teams more effectively, and distribute workloads across sites more evenly. 
Data from patient’s history and unique risk factors will be studied by a background 
algorithm allowing the pathologist to have a companion for suggested differential 
diagnoses. The integration of data across clinical systems, lab examinations, and 
radiology with pathology images applying artificial intelligence to derive understand-
ings is called computational pathology, which is far more convoluted than a file with 
stacked images of a glass slide. This revolution will implement the highest levels of 
accuracy and can be implemented to any specialty. This scenario is happening now as 
evidenced by the most recent congress of European urologists. Prof. Guo from 
Nanjing, China, claimed that smart software could diagnose prostate cancer as well as 
a pathologist (https://eau18.uroweb.org/smart-software-can-diagnose-prostate-
cancer-as-well-as-a-pathologist/). All these algorithms seem to reconnect to the 
Bayes’ theorem, which benefits us finding the probability of an event A given event B, 
written P(A|B), in terms of the probability of B given A, written P(B|A), and the 
single probabilities of A and B. Consequently, P(A|B) = P(A) * P(B|A)/P(B). Thus, in 
this scenario, event A is the event the patient has a specific disease, and event B is the 
event that the patient’s test is positive. Thus, P(B|notA) represents the probability of a 
“false positive” rate, i.e., the patient’s test is positive even though the patient does not 
have the disease. If the specific disease has an incidence of one in 10,000 people and a 
specific test has an accuracy of 99%, P(B|A) = 0.99, P(A) = 0.0001, and P(B) may be 
consequent by conditioning on whether event A does or does not occur, i.e., 
P(B) = P(B|A) * P(A) + P(B|notA) * P(notA) or 0.99 * 0.0001 + 0.01 * 0.9999. Thus, 
the ratio the pathologist gets from Bayes’ theorem is less than 1%. This result relies  
on the disease, which is very rare. The number of false positives significantly sur-
passes the people who truly have the disease.

4. Gross pathology imaging and 3D printing

Three-dimensional (3D) printing uses 3D data to produce 3D physical models has 
been a powerful discovery and engine in science and medicine. Starting with com-
puter-aided design (CAD) models for industry, 3D manufacturing is entering at the 
full title in medicine for undergraduate and postgraduate education [19]. Computer 
software can build up the model from a series of photographs on cross-sections that 
resemble to realistic sections from the original model. 3D printing is attained by 
placing down consecutive layers of powdered material or liquid plastic resins which 
are used to build 3D models at high temperature and sliced with laser technology. In 
the setting of 3D printing, the most critical techniques include ink-jetting, deposition 
modeling, laminated object manufacturing (LOM), and laser sintering. The ink-jet 
technique uses a method similar to two-dimensional (2D) inkjet printers whereby it 
deposits liquid plastic resins in striated lines. Infused deposition modeling a technique 
is applied to extruding and layering filaments of thermoplastic materials, which are 
melted. LOM uses a laser cutter technique of shaping and sticking (gluing) layers of 
plastic films or paper. Finally, laser sintering includes stereolithography and selective 
laser sintering with curing photopolymers by a UV laser (stereolithography) and 
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fusing small particles such as thermoplastic metal, ceramic, or glass by high-power 
laser (selective laser sintering) [20]. 2D digital photographs, sequential X-rays, and 
images of computed tomography (CT)/magnetic resonance imaging (MRI) are 
useful to create 3D CAD models by software reconstruction and laser scanning of 
objects. MRI was used in the past in guiding dissection of specimens for teaching 
purposes [21]. 3D printing has been used in orthopedic surgery and vascular surgery 
to guide surgeons during procedures [22–24]. The 3D reconstruction may revive 
anatomic pathology museums with the possibility to create several 3D models for 
undergraduate and postgraduate teaching. These specimens can be scanned by CT or 
MRI and the information provided be used to develop singular 3D models that may be 
produced for hundreds of learners. The advantages are that the learners do not need 
to be exposed to toxic solutions, such as formaldehyde, that students do not need to 
overcrowd a classroom or a museum hall, but they have no hassle in examining each 
specimen with time and investigate details. It may be very encouraging and reassuring 
when learners discover and participate in the inspection of the sample at the same 
time. There is the advantage to go back to the sample at any time. These specimens are 
durable, not infectious, and not fragile like the original ones. The robustness of these 
specimens will also allow the reproducibility of teaching in classes of the future. There 
is also the opportunity to utilize precious digital photographic collections in building 
3D models of specimens that are not available anymore. 3D printing can create realis-
tic models of almost any complex profile or geometric feature with extreme accuracy 
and opportunities are invaluable at this time. Some 3D printers with price ranging 
from hundreds of dollars to several thousands of dollars are commercially available. 
3D printed models can then be used to demonstrate very complex lesions such as con-
genital heart defects of different age, including the transposition of the great arteries 
and hypoplastic ventricles. There will be enormous resources for learning using 3D 
printed models for undergraduate and postgraduate students, anatomic pathology 
residents, radiology residents, and other medical practitioners such as surgeons for 
educational and training purposes. Teaching curricula can be implemented with 3D 
models. While we expect the cost of living increases over time, in the next couple of 
decades the rate at which the price of a college education has gone up is utterly alarm-
ing. A 3D model may cost approximately $ 500, but the price may increase to several 
thousand in case of extreme accuracy. Production costs of 3D models do not need to 
spike up the admission fees to college and universities enormously. With increased 
demand, 3D computing and modeling will potentially become more affordable on 
mass production. At rounds or multidisciplinary clinical team meetings, 3D models 
can be used to teach topography of pathological lesions and adopt the best therapy 
possible. Current 3D printing of human anatomic pathology specimens is a reality 
but merits further investigations for application in teaching college and university 
students. The increase in complexity of CAD software will allow reaching that level of 
accuracy for the complete satisfaction of the learning process.

5. Telepathology

The introduction of microscope-integrated telepathology systems enables 
geographically remote stakeholders to view the live tissue histology slide as seen 
by the study pathologist within the local microscope. Telepathology is the practice 
of pathology at a distance using technologies. Although the concept and first 
telepathology devices are now more than 20 years old [25–27], the introduction of 
quad-core processors and 5G technologies is renovating this nearby field of virtual 
microscopy. Simultaneous online viewing and dialog between study pathologist 
and remote operators in high-speed intranet or internet platform is becoming a 
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time. There is the advantage to go back to the sample at any time. These specimens are 
durable, not infectious, and not fragile like the original ones. The robustness of these 
specimens will also allow the reproducibility of teaching in classes of the future. There 
is also the opportunity to utilize precious digital photographic collections in building 
3D models of specimens that are not available anymore. 3D printing can create realis-
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and opportunities are invaluable at this time. Some 3D printers with price ranging 
from hundreds of dollars to several thousands of dollars are commercially available. 
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reality in many countries. Telepathology is an efficient and cost-effective means 
for inter-professional histopathology consultation, pathology working groups, 
and peer review, facilitating collaboration and sound science and economic ben-
efits by enabling more timely and informed clinical decisions. In 1986, the mane 
of telepathology was coined by Dr. Ron Weinstein. Differently, from the meta- or 
diachronous virtual microscopy, telepathology is a singular specifically synchro-
nous two-way communication between the host and recipient. Telepathology 
has also been variously named: teleconsultation, telemicroscopy, teleconferenc-
ing, remote robotic microscopy, and web conferencing. In 1987, Weinstein first 
reported telepathology and the network of pathology diagnostic services on breast 
tissues by remote workstation-controlled light microscope attached to a high-
resolution video camera and a telecommunication linkage [28]. Since the 1990s, 
similar analog technologies have been used for remote intraoperative frozen 
section services in northern Norway of Scandinavia [29, 30]. Telepathology is 
currently used for several fields of pathology, including cytopathology and ultra-
structural pathology [31–36]. The approval of the Food and Drug Administration 
of the United States (US FDA) of these different methodologies has broadened a 
field in laboratory services, which was not known before [37, 38]. The three major 
telepathology supported systems currently used are static, real-time, and, of 
course, virtual microscopy. In the static system, pre-captured still digital images 
are deposited on a secure server with encryption. The disadvantages of static 
telepathology are that the operator controls everything including acquiring the 
images, while the audience is passive participants. In teleconsultation, the consul-
tant histopathologist has no remote control of the physical microscopic glass slide 
and has limited fields of view to examine. Static TP systems are, nevertheless, 
welcome in some parts of the world with limited resources, shortages of particu-
larly trained personnel, and lack of continuing professional education programs 
[39]. Tele-oncology has been proved to facilitate access to care and decrease 
health care costs with teleconsultations may take place in a syn-, asynchronous, or 
blended format. There are a few examples of successful applications that include 
cancer telegenetics, bundling of cancer-related telepathology-supported applica-
tions, remote chemotherapy supervision, symptom management, survivorship 
care, palliative care, and multidisciplinary approaches to increase access to cancer 
clinical trials [40]. It is careful to be a simple, cost-effective, reliable and effi-
cient means to provide diagnostic and educational support to pathologists in the 
developing world improving pathology and laboratory medicine in low-income 
and middle-income countries. New technologies, including point-of-care testing 
and telepathology, can partake a substantial role in service delivery of labora-
tory medicine and pathology if used appropriately [41]. The physical geography 
of Canada is extensively varied with boreal forests prevailing throughout the 
country and ice areas prominently in northern Arctic regions and through the 
Rocky Mountains, and the flat Canadian Prairies in the southwest of the country. 
There is the vast distance between some parts of the country and telepathology is 
playing a significant role in some areas [42–44]. In the University Health Network 
(UHN), is a multi-site academic institution in Toronto. The UHN comprises 
several downtown hospitals and remote hospitals in Northern Ontario, WSI 
has been effectively utilized for telepathology in primary intraoperative frozen 
section diagnosis and secondary/tertiary teleconsultation [43, 45]. Likewise, in 
the Province of Quebec, the implementation of the telepathology project (Eastern 
Quebec) provides uniform frozen section diagnosis and teleconsultation services 
across a vast geographic region comprising up to 21 sites [44]. Real-time and WSI/
virtual microscopy in telepathology systems may be implemented in the Prairies 
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as well as in Northern Western territories. The future may be brighter because of 
faster networks and fast digitalization.

6. Social media and mobile device use

There is a terrific increase of time pathologists spend on the internet to search 
for pathologies, criteria or images that may help them in narrowing the differential 
diagnosis of challenging cases. The advances in computing power, cheaper prices 
for single device, and the exponential growth of web search for online learning 
resources have permitted the launch of platforms that are internet-based that are 
helping for publication and digital education. There are numerous digital atlases 
online, and there is a proliferation of multiple web-based technologies for continu-
ing professional development of human and veterinary pathologist at a pace that 
we were not thinking before [46–57]. Telepathology using smartphones and tablets 
with Skype and its alternatives, including FaceTime, Viber, Talky, WeChat, and 
WhatsApp, among others, for live, synchronous online communication are feasible 
for clinical and educational uses [58]. The purpose of an iPad tablet or similar 
android device to download digitalized images of gross and microscopic pathology 
from a Web server for E-learning has been found to provide a satisfactory solution 
in low-resource countries as well as in the middle- and high-resource countries, 
because the pathologist can directly access the information at fingertip [59]. In a 
review of social media use in medical education, the incorporation of social media 
tools boosted the engagement of the learners, feedback from the audience and 
tighter collaboration and professional development [60–64]. Although probably up 
to a few years ago, the most commonly cited challenges were technical issues, vari-
able learner motivation, and privacy/security concerns, currently, the high-speed 
internet, the increased competition among learners in a highly competitive world, 
and the use of https protocols with 2-key authentication seem to have demolished 
the above-raised challenges.

7. Artificial intelligence as the “third revolution in pathology”

In the 1980s the introduction of immunohistochemistry or the application of 
immunologic methods using antibodies against specific epitopes in situ directly on 
the tissue allowed a complete change of various diagnoses based exclusively on mor-
phologic criteria. The identification of cell of origin and differentiation pathways 
allowed the re-classification of numerous pathologies, e.g., malignant Non-Hodgkin’s 
lymphomas with the acquisition of knowledge that will shape the advancements in 
hematology and hematopathology for decades [65, 66]. The introduction of genomic 
and proteomic platforms may also represent an important revolution, probably, the 
second one after the immunohistochemistry. The genomic and proteomic medicine 
identified a new niche in medicine that has been focused for years from investiga-
tors of public health issues, i.e., precision medicine [67–71]. The “Third Revolution” 
in pathology is probably represented by the artificial intelligence (AI) [72]. AI is 
defined as intelligence demonstrated by machines, differently from the natural intel-
ligence displayed by humans and specific animals. Thus, any device that perceives its 
surroundings and takes actions that maximize its chance of successfully achieving 
its goals may be considered showing an AI behavior. The correct acquisition and 
interpretation of external data and the integration of such data and results with the 
surrounding is the principle of the adoption by the machine of flexible adaptation.
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as well as in Northern Western territories. The future may be brighter because of 
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8. Artificial intelligence and classroom

AI may be able teachers to identify students that may need some additional 
help or individuals with special needs that may struggle in a typical classroom. AI 
algorithms have been designated to increase the production of learning and the 
efficiency and effectiveness in learning. There are some paramount roles of AI in 
education. They include automation of grading with an approach tailored explicitly 
to short answered question other than multiple choice questions, teacher’s support 
using chatbot able to communicate directly with students, student’s aid with future 
students having an AI lifelong learning companion starting from high-school to 
university and postgraduate education adopting a new model of AI-controlled 
continuing professional development. Moreover, AI may be able to identify each 
student’s strengths and weaknesses in a way that may be more standard than con-
ventional teaching, which may be linked to the current motivation of the teacher. 
There is a personalized learning curriculum with an AI machine able to help 
students with special needs by adapting teaching material to lead them to success 
without being downscaled for mental r physical barriers. AI will allow teachers to 
Act as learning motivators and help to mentor undergraduate and postgraduate 
students to the best suitable path for them. As AI takes on more of an education 
role by providing students with the necessary information, this procedure will 
change the position of teachers in the classroom. Educators will move into the role 
of classroom supervisor, facilitator or learning motivator and adopt a previously 
unimaginable relationship with the students. Some examples of classroom-based 
AI include Thinkster Math, brain, and Content Technologies Inc. Thinkster Math 
(http://get.hellothinkster.com/why-tabtor-is-now-thinkster/), which is a math 
tutor able to identify the level of each student allowing each student to improve 
the logic process by providing video assistance for stuck students and immediate, 
personalized feedback. Brainly (https://brainly.com/) is the social media site for 
classroom questions allowing users to ask questions and receive verified answers 
from fellow students. Content Technologies, Inc. (http://contenttechnologiesinc.
com/) is an AI company using Deep Learning to create customized textbooks. 
Teachers carefully import curricula (syllabi) into a CTI engine. The CTI equipment 
then masters the content and uses specific algorithms to create tailored books and 
coursework based on core concepts. Mika (https://www.carnegielearning.com/
products/software-platform/mika-learning-software/) is another AI based on 
math, and like Thinkster Math, Carnegie Learning’s Mika harbors AI-based tutor-
ing tools for learners, who may be too busy for after-school tutors. This solution 
has also been promoted for students who require personalized attention. Finally, 
Netex Learning (http://www.netexlearning.com/en/) teachers design curriculum 
across a variety of digital platforms and devices (iPad, android or surface devices). 
The use of Netex allows teachers to create customized materials to be published on 
any digital platform while providing tools for video sessions, adapted assignments, 
and learning analytics (https://www.thetechedvocate.org/5-examples-artificial-
intelligence-classroom/). There will be plenty of apps in the future able to target 
pathology residents in their curriculum preparation and the proposed limitation 
of the pathology education to core-competencies only is a tragic evolution. The 
identification and implementation of these technologies should form the basis for 
venture companies able to shape the transforming platform of work of patholo-
gists. An application to improve pathology teaching is the use of eye-tracking 
technology [73, 74]. During the teaching of histopathology skills to medical 
students and postgraduates, the use of eye tracking allowed a better performance 
at the final score in learners that took advantage of this technique compared to 
learners that did not utilize it.
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9. Challenges of digital pathology education

DP is far from the niche described a few years ago. DP is a stable platform in 
many universities and colleges. Radiology images are chiefly acquired as digital data 
and saved in robust picture archiving systems [75]. Hartman et al. [75] describe the 
challenges using digital pathology for second opinion intraoperative consultations 
for over 10 years implementing an incremental rollout for digitalization in pathol-
ogy on subspecialty benches. They began with cases that contained small amounts 
of tissue (biopsy specimens). The authors successfully scanned over 40,000 slides 
through their digital pathology system and emphasized that a successful conversion 
to digitalization in pathology requires pre-imaging adjustments, integrated soft-
ware, and post-imaging evaluations. The limitations in the implementation of digital 
pathology include: (1) Infrastructure and resources support, although the cost of 
acquisition and maintenance of DP equipment, networking equipment, and staffs 
expenses are cheaper than a few years ago. (2) Integration into an existing laboratory 
information system (LIS) or Provincial Health Network (PHN) portals such as the 
upcoming Epic software implementation in several regions (e.g., Alberta, Canada) 
[76–79] rather than a stand-alone DP education system may attract investments 
from the government or the private sector or creating public-private partnerships. 
(3) Acceptance of digital pathology images in the diagnosis (4) Engagement of all 
pathologists in practice or training.

10. Artificial neural networks in medicine

Artificial neural networks (ANN) are increasingly a desirable technique for solv-
ing machine learning and AI issues. The variety of neural network type and their use 
of diagnosis and therapy in medicine requires skilled knowledge to choose the most 
appropriate approach. ANN may be considered as simplified models of the human 
brain neuronal networks. In both natural and artificial, the essential requirement for 
a system is that it should attempt to capture the necessary information for further 
processing. The simplest ANN that may be listed here is the threshold logic unit or 
TLU. A processing unit for numbers with n inputs x1, x2,…, xn and one output y con-
stitute the TLU. In the TLU, there is a threshold θ, and each input xi is associated with 
a weight wi. A TLU computes the function and then output a “1” if this sum exceeds 
a threshold, and a “0” otherwise. TLUs mimic the thresholding comportment of bio-
logical neurons in vivo. This simple logical unit may become more complicated and 
apply to various areas of medicine, such as diagnostic systems, biochemical analysis, 
image analysis, and drug development. ANNs are very useful in medicine and appli-
cations to have been described in the literature dealing with problems in cardiology 
and oncology. ANNs are an AI technique that uses a set of nonlinear equations to 
mimic the neuronal connections of biological systems. ANNs are useful for pattern 
recognition and outcome prediction applications and have the potential to bring AI 
techniques to the personal computers of practicing pathologist, assisting them with a 
variety of diagnostic procedure, such as hepatocellular carcinoma [80–83]. The ben-
efits to utilize ANNs is that they are not affected by external factors such as fatigue, 
working conditions and emotional or mood state. ANNs may represent a useful AI 
companion in the routine diagnostic pathology as it has been used in several other 
fields in medicine, such as to analyze blood and urine samples, track glucose levels 
in diabetics, and determine ion levels in body fluids. There are numerous applica-
tions including tumor detection in ultra-sonograms, classification of chest X-rays, 
blood vessel classification in MRI, determination of skeletal age from X-ray images, 
and determination of brain maturation, among others. ANNs are also useful in the 
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Artificial intelligence (AI) A context where a machine executes the execution of 
cognitive tasks

Artificial neural networks (ANNs) Computing structure with several stacked layers that 
analyze information from the input to the desired output, 
with mathematical optimization that is at the basis for a 
process driving knowledge extraction and learning from the 
data (input) concerning the production (output).

Convolutional neural networks (CNNs) An ANN-like architecture, but devoid of the constraint of 
every stacked layer and applicable for image recognition 
tasks.

Machine learning (ML) An AI field, which stresses the use of algorithmic 
approaches to train machines in performing tasks such as 
classification, prediction, and pattern recognition.

Deep learning (DL) An AI and ML subfield that controls large-scale datasets and 
consecutively complex mathematical architecture to fulfill a 
machine learning task.

ImageNet A dataset of large-scale (10 million) images annotated by 
nouns in the photos with several degrees of granularity.

Technological singularity An event showing a singular technological advance or sum 
of innumerable technological advances that in aggregate 
could lead to a break in the psychologic and somatic 
evolution of humans with entirely unpredictable results.

Table 1. 
The most useful definitions of frameworks of machine learning and beyond.

development of drugs for treating cancer and AIDS and in the process of modeling 
biomolecules. There is also the ability of ANNs to provide sensor fusion which is 
the combining of values from several different sensors. Sensor fusion empowers the 
ANNs to acquire complex relationships among the individual sensor values, which 
would otherwise be lost if the values were independently analyzed. Pathology is an 
imaging-based discipline in medicine which deals with the nature of disease like 
radiology. Pattern recognition starts with the idea of classifying input data into 
identifiable classes by use of significant feature attributes of the data, where the 
feature attributes are extracted from a background of irrelevant detail. This pattern 
recognition has been used primarily in radiology [84–92]. ANNs are used in pattern 
recognition because of their ability to learn and to store knowledge, and they can 
achieve very high computation rates which are vital in an application like telemedi-
cine. Another approach for applications of image-driven machine learning is a “deep 
learning” architecture labeled as convolutional neural networks (CNNs). CNNs are 
a deep learning architecture procedure constituted by a set of layers of individual 
modules able to extract progressively and sequentially higher levels of abstraction 
from input images. This procedure is far more sophisticated than the human eye 
and can discern immediately features that are important for a classification task. 
AlexNet [93–98] and GoogLeNet [95, 97–107] became quite popular most recently. 
Their uptake has been speeding up by the availability of open source software such 
as Caffe, Theano, and Tensorflow. These frameworks of deep learning interface effi-
ciently with Graphical Processing Units (GPUs) to provide speed improvements at 
which models can be developed and tested. Neural networks together with random 
forests (RF), and support vector machines (SVMs) are machine learning algorithms. 
Esteva et al. were able to create and train a CNN to differentiate between benign and 
malignant skin lesions obtaining an accuracy pretty similar as dermatologists on a 
test set of cases verified by follow-up biopsies [108]. In Table 1, some relevant terms 
of machine learning in pathology are grouped.
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Image recognition in pathology has used a discrete number of hand-crafted 
features, which are time-consuming and are limited in scope, while deep learning 
identifies its elements from a large number of training examples able to identify 
patterns that may be unrecognized by humans. There are three tasks in “deep 
learning” that need to be differentiated, including detection, segmentation, and 
classification. Litjens et al. trained a CNN for prostate and breast biopsies to 
improve the objectivity and efficiency of histologic (microscopic) slide analy-
sis. All slides containing prostate cancer and micro- and macro-metastases of 
breast cancer could be recognized automatically. Moreover, 30–40% of the slides 
containing benign and normal tissue could be excepted without the use of any 
additional immunohistochemical marker or human intervention [109]. Murthy 
et al. investigated the automated classification of the nuclear shapes and visual 
attributes of cells of glioma, a tumor of the central nervous system, using CNNs 
on pathology images of automatically segmented nuclei, proposing three meth-
ods that improve the performance of a previously-developed semi-supervised 
CNN. On a dataset of 2078 models, the combination of the proposed approaches 
was able to cut the error rate and shape classification by 21.54% and 15.07%, 
respectively [110]. It is not inconceivable that computers in the future will exceed 
human decision making demonstrating their superiority over humans in identify-
ing new categories [60, 111].

11. Artificial intelligence and basic research

Image-based recognition of developmental pathways has been a pillar 
in identifying several milestones in developmental biology [112–119]. In systems 
biology, networks and network-based methods are starting a new analysis of the 
functional organization of gene networks [120]. In translational bioinformatics, 
there is the union of translational medicine and bioinformatics. In this setting, 
translational medicine moves fundamental discoveries of biology from the 
research bench into the patient-care setting and iteratively uses clinical observa-
tions to inform basic biologists. Translational medicine is focusing on patient 
care, including the creation of new diagnostic procedures, prognostic markers, 
prevention strategies, and therapeutic protocols based on biological discoveries 
with an explicit goal of affecting profoundly clinical care [121]. AI is helping to 
decipher non-coding genes after that 17 years ago the sequencing of the human 
genome was reached. Currently, one in eight of the 22,210 coding genes listed 
by the Ensembl/GENCODE, RefSeq and UniProtKB reference databases are 
differently marked across the three sets [122]. Mappings of tumor-infiltrating 
lymphocytes (TILs) based on histological images through computational stain-
ing using a convolutional neural network trained to classify patches of images 
will be important in identifying the interaction of cancer with the surrounding 
environment [123]. The fabrication of functional DNA nanostructures operat-
ing at a cellular level could be crucial in determining the pathways to check how 
more natural-like orchestration is present at cellular level comparing to the rigid 
and restrictive conventional approaches adopted so far [124]. Currently, we are 
witnessing a renewed interest in adapting ANN for pharmaceutical research and 
computer-assisted drug discovery, and design will be a daily task in the future 
[125]. We specially emphasize deep neural networks, restricted Boltzmann 
machine networks, and convolutional networks. The Virtual Physiological 
Human and research studies into nanotechnology will confidently produce yet 
more unpredictable opportunities, leading to substantial changes in biomedical 
research and practice [126].
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Image recognition in pathology has used a discrete number of hand-crafted 
features, which are time-consuming and are limited in scope, while deep learning 
identifies its elements from a large number of training examples able to identify 
patterns that may be unrecognized by humans. There are three tasks in “deep 
learning” that need to be differentiated, including detection, segmentation, and 
classification. Litjens et al. trained a CNN for prostate and breast biopsies to 
improve the objectivity and efficiency of histologic (microscopic) slide analy-
sis. All slides containing prostate cancer and micro- and macro-metastases of 
breast cancer could be recognized automatically. Moreover, 30–40% of the slides 
containing benign and normal tissue could be excepted without the use of any 
additional immunohistochemical marker or human intervention [109]. Murthy 
et al. investigated the automated classification of the nuclear shapes and visual 
attributes of cells of glioma, a tumor of the central nervous system, using CNNs 
on pathology images of automatically segmented nuclei, proposing three meth-
ods that improve the performance of a previously-developed semi-supervised 
CNN. On a dataset of 2078 models, the combination of the proposed approaches 
was able to cut the error rate and shape classification by 21.54% and 15.07%, 
respectively [110]. It is not inconceivable that computers in the future will exceed 
human decision making demonstrating their superiority over humans in identify-
ing new categories [60, 111].

11. Artificial intelligence and basic research

Image-based recognition of developmental pathways has been a pillar 
in identifying several milestones in developmental biology [112–119]. In systems 
biology, networks and network-based methods are starting a new analysis of the 
functional organization of gene networks [120]. In translational bioinformatics, 
there is the union of translational medicine and bioinformatics. In this setting, 
translational medicine moves fundamental discoveries of biology from the 
research bench into the patient-care setting and iteratively uses clinical observa-
tions to inform basic biologists. Translational medicine is focusing on patient 
care, including the creation of new diagnostic procedures, prognostic markers, 
prevention strategies, and therapeutic protocols based on biological discoveries 
with an explicit goal of affecting profoundly clinical care [121]. AI is helping to 
decipher non-coding genes after that 17 years ago the sequencing of the human 
genome was reached. Currently, one in eight of the 22,210 coding genes listed 
by the Ensembl/GENCODE, RefSeq and UniProtKB reference databases are 
differently marked across the three sets [122]. Mappings of tumor-infiltrating 
lymphocytes (TILs) based on histological images through computational stain-
ing using a convolutional neural network trained to classify patches of images 
will be important in identifying the interaction of cancer with the surrounding 
environment [123]. The fabrication of functional DNA nanostructures operat-
ing at a cellular level could be crucial in determining the pathways to check how 
more natural-like orchestration is present at cellular level comparing to the rigid 
and restrictive conventional approaches adopted so far [124]. Currently, we are 
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12. Quantum computing and pathology imaging

The language called “R” is a free open source programming language, which is 
mainly used for data analytics and statistical analysis. Compared with commercial 
software, open source software allows the operator to become a programmer 
and change the code. R is enabling users to develop custom AI apps to arrange 
within their organization with applications for predictive modeling, deep learn-
ing, extracting mission-critical information from reams of text, and several 
other applications. A revolutionary concept in digital data processing is quantum 
computing, which is based on the fundamental principles by which nature oper-
ates, i.e., quantum mechanics [127]. In a classic computer, the process works with 
bits, which at any given time can be in one of two states, i.e., 0 or 1. Conversely, 
quantum computers use qubits. These units can exist in any superposition of states 
0 and 1 and are represented by a complex number, which is a number that can be 
expressed in the form a + bi, where a and b are real numbers, while i is a solution 
of the equation x2 = −1, and it is called imaginary number, because no real number 
satisfies this equation. When N qubits are in superposition, a combination of 2^N 
states are created. While a traditional computer can only hold one of these states at 
a time, quantum computers can perform significant operations on superpositions 
of states. The most basic operations performed on qubits are defined by quantum 
gates, which are pretty similar to logical gates used in standard computers using 
bits. The state of a quantum computer, a set of qubits called quantum register, can 
be visualized in some ways, typically as a 2D or 3D graph, on which points or bars 
represent superpositions of qubits, while their color or bar height represent ampli-
tude and phase of a given superposition. Instituted in 1999, D-Wave Systems is 
considered as the world’s first quantum computing company. D-Wave is the leader 
in the progress and distribution of quantum computing systems and software, and 
a few applications have been recently reported [128–131]. Quantum computing 
users have already developed over 100 early applications in areas including image 
analysis, optimization, machine learning, pattern recognition, anomaly detection, 
cybersecurity, financial analysis, software/hardware verification, and validation, 
bioinformatics/cancer research, traffic flow, manufacturing processes, and internet 
advertising. However, quantum computing is a work in progress, because D-Wave 
quantum computers do not currently perform arbitrary quantum gate operations 
on sequences of qubits. Quantum Computing Playground (http://www.quantum-
playground.net/#/home) is a browser-based WebGL Chrome platform. It features 
a graphics processing unit (GPU)-accelerated quantum computer with a simple 
integrated development environment (IDE) interface and its scripting language 
with debugging and 3D quantum state visualization features. Quantum Computing 
Playground can resourcefully simulate quantum registers up to 22 qubits, run 
some algorithms (e.g., Grover’s and Shor’s algorithms), and has a variety of 
quantum gates built into the scripting language itself. All currently known and 
useful quantum algorithms that can run on quantum computers are based on the 
ability of the quantum system, upon specific rearrangement, to behave in unison. 
Large chunks of data can be processed at once, operating primarily on only a few 
particles, that is, in a massively parallel manner. This aspect will allow tasks that 
would require centuries of computing on a standard computer to require only a 
few minutes on a quantum computer. A key challenge for quantum computers is to 
provide and maintain isolation of individual qubits involved in the computation. 
Extreme and stable cooling is required to make wire circuits behave in a quantum 
fashion. Operated by an electrical signal from a classical computer, these systems 
must be maintained at these extremely low temperatures by a vast refrigeration 
apparatus involving a rare helium-3 isotope. Standard encryption methods rely on 
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a code for the operator to access encrypted data. However, the key must be shared 
and can be decoded by unauthorized persons seeking to ‘hack’ a system using 
several software programs (most of them open-source) available in internet. With 
quantum computing, the core and the data can be secured indefinitely with guar-
anteed unbreakable encryption. Such strong security is possible because quantum 
encryption relies on the laws of nature (quantum mechanics) to furnish it. Thus, 
cryptography is expected to be the first application of quantum computing to 
enter medical practice to secure medical records and communication. “Big data” 
research and machine learning are likely to be one of the fields to advance quickly 
with the advent of real-world functional quantum computers. A statistical model 
requires rational decisions about variable definitions and their inter-relationships. 
In machine learning, there are few assumptions and algorithms are derived from 
computer programs that evaluate millions of data elements and all their potential 
directions of effect and interactions. The more an algorithm is derived from raw 
data and with less human input, the more it fits into machine learning. Machine 
learning that informs clinical practice in real time depends on growing databases 
containing regularly updating medical record information and linked to other 
sources of data (e.g., wearable technology). To deal with this complexity future 
machine learning programs will require computational power of quantum com-
puting to deliver results in real time. It is expected that a quantum MRI machine 
will generate extremely precise imaging allowing even the visualization of single 
molecules. Using artificial intelligence, quantum computing can be applied to 
interpreting diagnostic images, histology images other than radiology images. Not 
only will image detail be exponentially improved but the physician can be aided 
in understanding results because active machine learning can train a quantum 
computer to identify abnormal findings with a precision better than the human 
eye. Combining “big data” (i.e., data that are too complicated to work on using 
traditional data processing application software) with quantum computing will 
provide access to the current evidence and enable meaningful use of the electronic 
data continuously generated in the delivery of care. Realization of personalized 
medicine will need to draw on analysis of mega-data and bring together measures 
of physiology, imaging, genomics, wearable technology, screening measures, 
patient records, environmental measures and more. Currently, we realize that we 
may be at the dawn of a revolution in computing. We have numerous examples of 
machine learning algorithms and artificial intelligence that may leverage the power 
of quantum computing to deliver real time results.

13. Technological singularity

The technological singularity may be considered an event that shows a single 
technological advance or may represent a sum of many technological advances 
that in aggregate could lead to a break in the psychologic and physical evolution of 
humans with entirely unpredictable and unfathomable results [60]. In this hypoth-
esis, there is the concept that artificial superintelligence will abruptly prompt 
blockbusting technological growth, resulting in impenetrable changes to human 
civilization. Currently, it is not inconceivable that AI may generate software-based 
AI learning with “deep learning” on “big data” to enter a phase of self-improvement 
cycles, with each new and more intelligent generation appearing algorithms will be 
installed becoming operative. It may swiftly create an intelligence burst resulting in 
a powerful superintelligence that would, qualitatively, far surpass the human intel-
ligence. Such time is already started and may coincide with the progress of quantum 
computing (Figure 1).
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In the last few decades, there has been accelerating progress of technology 
and changes in the mode of human life. These states may give the appearance of 
approaching some essential singularity in the human history signalizing fears 
and concerns that the new superintelligence would continue to upgrade itself 
and annihilate humans considered ineffective and inefficient. Apart of science 
fiction, there is substantial ground that technological singularity started already 
with some applications of D-wave and processes of hidden Markov model (HMM) 
that run most of our daily and professional life [132]. HMM are useful in everyday 
life in many activities, such as speech recognition (e.g., Siri or Cortana), speech 
synthesis, speech tagging, machine translation, partial discharge, handwriting 
recognition, activity recognition, transportation forecasting. HMM is also useful 
in our professional life in activities, including single-molecule kinetic analysis, 
gene prediction, alignment of bio-sequences, deoxyribonucleic acid (DNA) motif 
discovery, time-series analysis, protein folding, chromatin state discovery, docu-
ment separation in scanning solutions, sequence classification, metamorphic virus 
detection, solar irradiance variability, and computational finance. Although most 
individuals may suggest that the artificial superintelligence may be fully functional 
around 2050, there is no certainty that this may really happen. Multifractality and 
HMM-based integrated framework may represent two of the pathways to discover 
it in the nearest future.

14. Conclusions

In conclusion, the rapid advancement of information technology has allowed 
the gradual acceptance of DP in diagnostic routine and education. The use of digital 
pathology in clinical services may go back to the early steps using personal com-
puters, such as Commodore 64, but is now well recognized in multi-site medical 
centers with more than one location as well as in geographically very diverse health 
sites. The use of quad-core processing, 5G technologies, and quantum biocomput-
ing will change the image of colleges and universities in the 3rd decade of this 

Figure 1. 
Evolutionary framework.
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century. It is up to us to use these new technologies to build students at the highest 
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Chapter 10

Calmness in Virtual Environments 
Enhance User’s Spatial Presence 
Experience
Nadia Diyana Mohd Muhaiyuddin  
and Dayang Rohaya Awang Rambli

Abstract

Presence has been described to be crucial in several virtual reality (VR) applica-
tions. Among the factors influencing presence, realistic virtual environment has 
been examined extensively from the angle of geometry-based virtual reality (GBVR) 
application. The visual of the applications has been manipulated by altering numer-
ous technological characteristics or by adding more sensory information (such as 
touch and smell). However, realistic virtual environment in GBVR application often 
required complex programming and takes longer time to develop. As such GBVR 
application is not acceptable for the application that needs to have a collection of 
realistic panoramic virtual environments. An alternative solution for above state-
ment is image-based virtual reality (IBVR) application. IBVR refers to photo-based 
images, stitched together to develop a realistic panoramic virtual environment. 
Based on this method, many realistic virtual environments can be created in much 
less time but with limited interaction function. Despite this limitation, realistic 
virtual environment in image-based virtual reality is expected to enhance user’s spa-
tial presence experience, which is supported by spatial presence theoretical model. 
There a few levels in this theoretical model before the formation of spatial presence, 
and the most important part in this theoretical model is primary egocentric refer-
ence frames (PERF), adapting calmness to produce spatial presence experience. 
Thus, this chapter describes the summary on adapting calmness as PERF.

Keywords: presence, spatial presence, virtual reality, image-based virtual reality, 
interactivity

1. Introduction

Virtual reality (VR) is one of the technologies that can produce artificial virtual 
environment or medium which user can attach and communicate whether in low 
or high interactivity [1, 2]. VR is grouped with image-based virtual reality (IBVR) 
and geometry-based virtual reality (GBVR). The most popular is GBVR that has 
fascinated the most presence researcher because GBVR application can deliver high 
interactivity and high immersion toward user’s presence experience [3, 4]. However, 
developing high realistic artificial environment in GBVR is time-consuming [4]. 
As an alternative, a promising type of VR that can produce high realistic artificial 
environment in much less time is IBVR.
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IBVR is defined as simulated artificial environments from a collection of stitch 
photographs which users can interact and navigate in a 3D realistic artificial envi-
ronment despite the absence of geometric programming. IBVR can produce more 
than one realistic virtual environment with a low performance processor. The main 
navigation functions of IBVR are zooming in/out the margin in artificial environ-
ment, hotspot hopping from between a few artificial environments and pan the 
artificial environment in 360 degrees.

Interactivity in IBVR is limited for navigation compared to GBVR which pro-
vides high interactivity to navigate and manipulate. Despite the limited navigation 
function in IBVR, users can experience presence. The formation is that, however, 
according to [5–7], despite high interactivity, the degree of user’s mind of accep-
tance of artificial environment more than the real surrounding is essential to 
experience user’s presence. Thus, in [6], a spatial presence theory is proposed which 
does not focus on interactivity; however, the most important aspect to produce 
user’s spatial presence experience is because of the user acceptance on the visual or 
the spatial of the artificial environment. This theory convinces that IBVR with high 
realistic artificial environment and limited functions is still capable of producing 
and enhancing user’s spatial presence experience.

2. Problem statement

Realistic panoramic artificial environment provided by IBVR application, to date, 
lack of research has been found investigating spatial presence in it due to its low and 
limited navigation capability that primes researchers and anecdotes believe that 
it offers low sense of presence [2]. Most important is users can relax when watch-
ing the virtual environment or mediated environment to enhance spatial presence 
experience. Examples of mediated environment are videos, movies, documentaries, 
pictures, and books. A few researches specify that the collection of realistic plot in 
mediated environments could elicit and enhance user’s spatial presence experience 
[6]. Thus, it is expected that IBVR which compresses stitched images to produce 
artificial environments could induce spatial presence experience among users.

There is a researcher who conducts a study of the model parts, namely compo-
nents and user actions [16]. Based on previous researches, none of them discusses 
the media characteristics that are involved in order to reach the PERF hypothesis 
first before a user starts experiencing spatial presence experience. Even though in 
spatial presence theory by [11], the researches concentrates on the fact that media 
characteristics can increase user’s spatial presence experience via the PERF hypothe-
sis. In addition, no research is conducted on the specific criteria of PERF hypothesis.

3. Literature review

Wirth [11] defined spatial presence as “a feeling of being bodily present in a 
mediated environment (self-location) and a feeling of being able to act in synthetic 
environment (possible action).” A spatial presence theoretical model that integrates 
media factors and human factors are presented in [11], and the formation of a user’s 
spatial presence experience is shown in Figure 1.

The formation of spatial presence theoretical model as shown in Figure 1 is from 
components in the bottom to produce first level and components to produce second 
level. Components consist of four parts which are media factors, process compo-
nents, user actions, and user factors. The formation started from the “empty slot” 
to adapt mind to the visual in the media. Empty slot is user’s mind giving attention 
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to the media. Then, the user’s mind will keep receiving input from the media until 
the percent of adapting media is higher than real surrounding. From this theory, 
the primary egocentric reference frame is important in bridging the user’s mind to 
spatial presence.

In the second step, a user’s spatial situational model allows the user to accept the 
primary egocentric reference frame (PERF). PERF can be defined as the process 
where a user’s mental model accepts the existence of the mediated environment and 
unconsciously leaves behind the user’s mental model of the real environment.

Based on the diagram of the spatial presence theory in Figure 1, primary egocentric 
reference frame (PERF) is intermediate between three important relationships. The 
first correlation is between spatial situational feeling and spatial presence experience. 
The second correlation is between media factors and spatial presence experience. The 
third correlation is between the user’s action and spatial presence experience. These 
correlations conclude that PERF is an important role in creating a user’s spatial pres-
ence experience.

The existence of PERF is due to the hypothesis which is constructed by an indi-
vidual. This hypothesis is developed based on the first individual’s perception about 
what he/she watches. For example, when an individual sees pictures of food, he/
she assumes that the food in the picture is delicious. So, PERF hypothesis is that the 
food is delicious. Once this hypothesis is received by an individual, then the spatial 
presence experience exists.

Basically from the literature review, a persuasive media factor is agreed by 
the researchers to produce a user’s spatial presence experience. However, lacks of 
specific characteristics are produced by the researchers about the media factors that 
can produce a user’s spatial presence experience. In fact, this theory informs the 
reader that spatial presence experience exists if a user feels it as situational. Based 
on the explanation of the previous subsections, it has been noted that there are a 
few steps that the user’s mind have to experience before experiencing a user’s spatial 
presence experience. Spatial presence theory mentions that if the user is consciously 

Figure 1. 
Spatial presence theoretical model from [11].
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where a user’s mental model accepts the existence of the mediated environment and 
unconsciously leaves behind the user’s mental model of the real environment.

Based on the diagram of the spatial presence theory in Figure 1, primary egocentric 
reference frame (PERF) is intermediate between three important relationships. The 
first correlation is between spatial situational feeling and spatial presence experience. 
The second correlation is between media factors and spatial presence experience. The 
third correlation is between the user’s action and spatial presence experience. These 
correlations conclude that PERF is an important role in creating a user’s spatial pres-
ence experience.

The existence of PERF is due to the hypothesis which is constructed by an indi-
vidual. This hypothesis is developed based on the first individual’s perception about 
what he/she watches. For example, when an individual sees pictures of food, he/
she assumes that the food in the picture is delicious. So, PERF hypothesis is that the 
food is delicious. Once this hypothesis is received by an individual, then the spatial 
presence experience exists.

Basically from the literature review, a persuasive media factor is agreed by 
the researchers to produce a user’s spatial presence experience. However, lacks of 
specific characteristics are produced by the researchers about the media factors that 
can produce a user’s spatial presence experience. In fact, this theory informs the 
reader that spatial presence experience exists if a user feels it as situational. Based 
on the explanation of the previous subsections, it has been noted that there are a 
few steps that the user’s mind have to experience before experiencing a user’s spatial 
presence experience. Spatial presence theory mentions that if the user is consciously 

Figure 1. 
Spatial presence theoretical model from [11].
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watching the virtual environment, he will unconsciously forget about what is hap-
pening around him/her which means that the user is experiencing spatial presence 
experience.

As mentioned in the previous section, the spatial presence theoretical model 
from [6] is suitable for the development of the spatial presence model for 
IBVR. This section reviews the related work that applies spatial presence theory 
from [6]. Even though the selected theory is introduced in 2003, the enhancement 
and validation of the theory is continuously interested by the researcher until 2015. 
The related works on the selected spatial presence theory are presented in Table 1 
and the descriptions are the following paragraphs.

Wirth [6] presented a spatial presence theory. Again, the author highlights that 
spatial presence is about the feeling of the synthetic environment that the user 
has after the PERF stage [6]. Spatial presence is caused by an unconscious spatial 
cognition. The author indicates that the user responds to the possible actions in the 
synthetic environment [14]. In the author’s words, “the experience of this feeling 
in virtual environments, mediated real (remote) environments, or real environ-
ments is referred to as spatial presence” [14, p. 163]. What is more from author, “a 
perceptual emotion consciously experienced as the feeling of being there in virtual 
environments, mediated real (remote) environments, or real environments is 
referred to as spatial presence” [15, p. 899].

Sacau et al. [9] also proposed a few individual factors that measured user’s 
spatial presence experience. The authors start with proposing two individual factors 
that can provoke user’s spatial situational model; domain specific interest and 
spatial visual imagery; while absorption is proposed as the individual factor that 
can provoke user’s spatial presence experience. Moreover, the authors also highlight 
that PERF is about a condition that can construct spatial presence experience.

Lukowska [10] describes that a research is also needed to give attention for pres-
ence experience. The author’s research is about the formation of spatial presence 
from physical environment to virtual environment. Attention to the VR application 
makes him/her feel presence. If there is an auditory signal in the physical environ-
ment, the user feels distracted. The attention shifts from the virtual environment 
to physical environment. However, when the user neglects the auditory signal, 
then the user can shift the attention back to virtual environment. There are two 
important descriptions related to this model: efficacy of shifting and absorption 
level. Efficacy of shifting is about the influence of the process in the mediated 
environment such as VR application in feeling presence. Absorption level is about 
the impact on a detection process by affecting the perception threshold level.

Enhancement on the model follows with [8]; the role of emotional involvement 
and trait absorption are proposed to enhance spatial presence theoretical model. 
Their research indicates that these factors provide a formation process in developing 

Author Timeline Theory

[6] Theoretical model Illustrated diagram

[9] Theory enhancement Propose individual factors

[10] Theory confirmation Formation on spatial presence

[12] Theory confirmation Validating users factors

[8] Theory enhancement Proposed emotion

[13] Theory confirmation 2 factor in spatial presence

Table 1. 
Related work on selected spatial presence theory.
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user’s presence experience. However, a further investigation has to be considered 
before these factors are applied in spatial presence theoretical model.

Besides enhancing the spatial presence model, Hofer et al. [12] validated the 
model by using structural equation modeling. There are some items for a variable 
that is received and discarded. Once again the addition is carried out on part of the 
user experience factor of spatial presence. These factors are the emotional involve-
ment and absorption trait can make the user experience spatial presence. These 
additions were validated and show that emotional involvement plays an important 
role in creating spatial presence but through this validation, it is evident that there 
also exist two parts, spatial situational model and spatial presence.

4. Research methodology

After the three locations in IBVR applications are developed, testing is con-
ducted. Three steps are involved in this study: familiarization session, constructing 
elicitation, and understanding the personal construct of the respondents.

4.1 Familiarization session

During this phase, the objective of the study was explained to the users to enable 
them to list the features in IBVR application that can create a spatial presence. Users 
were also allowed to explore the virtual environment and this environment is not 
be used in the following experiment. Before the study starts, respondent is shown 
with location of flower farm but this location will not be shown in the study. The 
purpose to show the flower farm is to teach the respondents on a few functions in 
this application such as hotspot and panning.

Users are allowed to try the IBVR application because of the mental model 
theory. Mental model for familiar and unfamiliar users with the IBVR application 
is different [11]. If users are not accustomed to using the application, they may 
feel bad or lose their willingness to use the application. In contrast, users who are 
familiar with computer applications already know how to use the IBVR applica-
tion even though they are unfamiliar with the system. These users should not 
have a problem exploring the system during an experiment when they are alone 
in the room.

4.2 Construct elicitation/grid completion

A description of how to develop the personal construct in the repertory grid 
form is provided below.

• First, a respondent writes the IBVR characteristics that they believe can enhance 
their spatial presence experience in the “positive” column of the form.

• Second, in the “negative” column, a respondent writes the opposite feature of 
the IBVR characteristics that they wrote in the “positive” column.

• Third, a respondent rates the three locations in the “rate the type of locations” 
column. All users are asked to rate each construct in a scale of 1 to 10 (1 = least 
desired to feel presence and 10 = most desired to feel presence). As a reminder, 
the respondents are not given examples of IBVR characteristics so that their 
mental models are not disturbed. The characteristic of such personal constructs 
is that they are based on individual mental models.
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user’s presence experience. However, a further investigation has to be considered 
before these factors are applied in spatial presence theoretical model.

Besides enhancing the spatial presence model, Hofer et al. [12] validated the 
model by using structural equation modeling. There are some items for a variable 
that is received and discarded. Once again the addition is carried out on part of the 
user experience factor of spatial presence. These factors are the emotional involve-
ment and absorption trait can make the user experience spatial presence. These 
additions were validated and show that emotional involvement plays an important 
role in creating spatial presence but through this validation, it is evident that there 
also exist two parts, spatial situational model and spatial presence.

4. Research methodology

After the three locations in IBVR applications are developed, testing is con-
ducted. Three steps are involved in this study: familiarization session, constructing 
elicitation, and understanding the personal construct of the respondents.

4.1 Familiarization session

During this phase, the objective of the study was explained to the users to enable 
them to list the features in IBVR application that can create a spatial presence. Users 
were also allowed to explore the virtual environment and this environment is not 
be used in the following experiment. Before the study starts, respondent is shown 
with location of flower farm but this location will not be shown in the study. The 
purpose to show the flower farm is to teach the respondents on a few functions in 
this application such as hotspot and panning.

Users are allowed to try the IBVR application because of the mental model 
theory. Mental model for familiar and unfamiliar users with the IBVR application 
is different [11]. If users are not accustomed to using the application, they may 
feel bad or lose their willingness to use the application. In contrast, users who are 
familiar with computer applications already know how to use the IBVR applica-
tion even though they are unfamiliar with the system. These users should not 
have a problem exploring the system during an experiment when they are alone 
in the room.

4.2 Construct elicitation/grid completion

A description of how to develop the personal construct in the repertory grid 
form is provided below.

• First, a respondent writes the IBVR characteristics that they believe can enhance 
their spatial presence experience in the “positive” column of the form.

• Second, in the “negative” column, a respondent writes the opposite feature of 
the IBVR characteristics that they wrote in the “positive” column.

• Third, a respondent rates the three locations in the “rate the type of locations” 
column. All users are asked to rate each construct in a scale of 1 to 10 (1 = least 
desired to feel presence and 10 = most desired to feel presence). As a reminder, 
the respondents are not given examples of IBVR characteristics so that their 
mental models are not disturbed. The characteristic of such personal constructs 
is that they are based on individual mental models.
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Finally, after respondents were satisfied with their answer, they rated the loca-
tions in the repertory grid form. The respondents rated each construct in a scale of 1 
to 10 (1 = least desired to feel presence and 10 = most desired to feel presence).

Upon completion of the listing, a short unstructured interview was conducted to 
understand the meaning of each feature listed by the users. During this session, the 
user was able to provide additional ideas regarding the IBVR application that they 
viewed during the construct elicitation session.

4.3 Understanding personal construct from respondents

The repertory grid approach lists IBVR characteristics in the form of quantita-
tive and qualitative data so as to gain a deeper understanding of the IBVR character-
istics listed by the respondents. Gathering information from respondents using the 
unstructured interview technique is important to gain consistent results from them. 
The interview began by asking participants which IBVR characteristics can provide 
high impact for their spatial presence. Users then have to justify their answers.

Even though the respondent listed four or six IBVR characteristics, not all IBVR 
characteristics were considered acceptable. This is because during the interview 
it became clear that some IBVR characteristics noted down actually refer to the 
similar IBVR characteristics. As such, instead of four items, only three items were 
used for analysis. Furthermore, there was a respondent that was not confident with 
the IBVR characteristic that s/he wrote on the repertory grid form. In that case, the 
IBVR characteristic was rejected or deleted.

Besides removing any irrelevant IBVR characteristics, grouping is also important 
before analyzing the data. Every time, after the data from the repertory grid is col-
lected, the data were grouped based on the results of the interviews since there are 
100 respondents to avoid confusion.

Furthermore, based on this categorization, it is much easier to group the IBVR 
characteristics manually. Even though researchers suggested inserting all the data to 
NVivo, which will give us the result of grouping by using the Word Cloud technique 
[16], for this study, the data is grouped manually. This is because a different respon-
dent may have given the same IBVR characteristic but the description of that IBVR 
characteristic is different from the one given by another respondent. In such cases, 
this IBVR characteristic is not suitable to be part of the same group.

5. Result and analysis

In this study, three locations were used in IBVR application. Five basic features 
were developed in all locations in IBVR application. These are hotspot, panning, 
storyline, recorded natural sound, and animation. These features were listed by the 
respondents in the repertory grid form. These features were also further discussed 
by the users in the repertory grid form.

Some respondents indicated that the calmness features in the IBVR application 
helped them feel presence. There are three features of calmness: calm panoramic view, 
calm color, and calm sound. These features are described in the following subsections. 
The calmness group in cluster grid for calm panoramic view (a), calm panoramic 
view (b), calm color (a), calm color (b), calm sound (a), and calm sound (b) is 81.5%, 
88.5%, 85.2%, 81.5%, 81.5%, and 81.5%, respectively.

5.1 Calm panoramic view

Respondents argue that a calm panoramic view is one factor that could enhance 
spatial presence experience. An example of negative and positive statement is 
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“Scenery uncomfortable/unpleasant/visual displays a collection of scenery - 
Scenery comfort/pleasant/visual displays a collection of calm scenery.” The respon-
dents liked the panorama virtual environment if they had a preference for that 
location in the real environment. Therefore, the virtual environment in the IBVR 
application must have more than one location so that the respondents could choose 
their favorite place.

Calm panoramic view is realistic panoramic virtual environments that make 
user feel calm. Based on the interviews, putting additional distracting object should 
be avoided in a panoramic virtual environment. User will only appreciate the beauty 
of the environment if there is no [17] distracting object in the virtual environment.

5.2 Calm color

The respondents also described calm colors in a panoramic view as one factor 
that could enhance their spatial presence experience. An example of negative and 
positive statement is “Bright color/hot weather/low temperature - Soothing/cool 
color/comfortable weather/high temperature/refreshment colour.” The reason they 
chose this location was because they liked the panoramic view. The calm colors 
that were indicated by the respondents were defined as the light parameters of the 
panoramic view.

Calm color is about the level of light for panoramic virtual environment which 
is shown as scenery in a sunny day when the weather is nice and warm. The color of 
the visual is not too bright to make the user feel calm [17].

5.3 Calm sound

The respondents noted that natural sounds in the field made them feel calm. 
Hence, they felt as being located within the virtual environment. Examples of 
negative and positive statement is “Natural sound that distracts my feeling, non-
calm sound, I heard the natural sound and I feel distracted, natural sound, the 
sound make me not calm - Natural sound makes me calm, calming sound, I heard 
the natural sound and felt calm, meditation natural sound, the sound makes me 
calm.” In further examination of the interview output, it was concluded that the 
respondents preferred a natural sound if they liked the virtual environment. Thus 
a respondent’s belief of a sound being calm is subjective. Nevertheless, the most 
important aspect about sounds is that the sound makes them calm.

Calm sound is defined as meditation sound that is usually used by therapists to 
make a patient feel calm. The recorded natural sounds make the user feel calm [18].

Respondents also indicate that calmness in the IBVR application have helped 
them feel spatial presence. When the respondents feel calm when exploring the 
panoramic virtual environments in IBVR application, they eventually feel spatial 
presence experience. There are three features of calmness: calm panoramic view, 
calm color, and calm sound.

6. Discussion

Soothing music can make the user feel calm [28]. As expected, the results of this 
study are similar to the finding of the aforementioned. A recorded natural sound is 
required to make users feel calm. Calmness is created if the user prefers the location 
which is accompanied by the recorded natural sound. As mentioned in [22], users 
do not feel distracted in a noisy environment if they hear their favorite music. The 
findings of this research are similar with [23]. The natural sound in a user’s favorite 
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virtual environment can make the user feel calm. If they do not like the natural 
sound, then they will feel distracted. Consequently, they will lose their attention to 
the virtual environment and spatial presence experience will not be achieved.

The finding also indicates that the existence of objects in a virtual environment 
is important in creating calmness. What is more, objects that do not infuriate the 
respondent are necessary to make him/her feel comfortable and calm. These find-
ings support that a beautiful and clean environment which is in line with the user’s 
favorite places can produce calmness for the user.

Besides a calm environment, this research also identified that the color of the 
virtual environment is not accepted as the factor in user’s calmness. This finding 
does not support the report of [19–21] which mention the user’s emotion when the 
user watches a dull, gloomy, and attractive virtual environment with the different 
color of the bench. In Baños et al.’s [19] research, there are colors for each virtual 
environment. But for this research, there are no specific colors in the virtual 
environment. Besides that, when the IBVR application is developed, the level of the 
brightness is same. The user might overlook that the color of visual is an element 
that produces perceptual realism.

7. Conclusions

This research identified that calmness can produce user’s presence experience. 
Furthermore, the psychology researchers also stated that realistic panoramic virtual 
environments can produce spatial presence. Furthermore, factors in IBVR such as 
calm sound and calm scenery make users experience spatial presence when they 
interact with IBVR application. From calmness, users can experience spatial presence.
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virtual environment can make the user feel calm. If they do not like the natural 
sound, then they will feel distracted. Consequently, they will lose their attention to 
the virtual environment and spatial presence experience will not be achieved.

The finding also indicates that the existence of objects in a virtual environment 
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respondent are necessary to make him/her feel comfortable and calm. These find-
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does not support the report of [19–21] which mention the user’s emotion when the 
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environment. But for this research, there are no specific colors in the virtual 
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brightness is same. The user might overlook that the color of visual is an element 
that produces perceptual realism.

7. Conclusions

This research identified that calmness can produce user’s presence experience. 
Furthermore, the psychology researchers also stated that realistic panoramic virtual 
environments can produce spatial presence. Furthermore, factors in IBVR such as 
calm sound and calm scenery make users experience spatial presence when they 
interact with IBVR application. From calmness, users can experience spatial presence.

Author Notes

This article is adapted from PhD thesis entitled Spatial Presence Model for 
Image-based Virtual Reality (SPM4IBVR).

Author details

Nadia Diyana Mohd Muhaiyuddin1* and Dayang Rohaya Awang Rambli2

1 School of Multimedia Technology and Communication (SMMTC), Universiti 
Utara Malaysia (UUM), Kedah, Malaysia

2 Department of Computer, Information, and System (CIS), Universiti Teknologi 
PETRONAS (UTP), Perak, Malaysia

*Address all correspondence to: nadia.diyana@uum.edu.my

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

191

Calmness in Virtual Environments Enhance User’s Spatial Presence Experience
DOI: http://dx.doi.org/10.5772/intechopen.82862

References

[1] Williams P. Virtual reality and 
tourism: Fact or fantasy? Tourism 
Management. 1995;16(6):423-427

[2] Guttentag DA. Virtual reality: 
Applications and implications for 
tourism. Tourism Management. 
2010;31(5):637-651

[3] Luciani A, Urma D, Marlière S, 
Chevrier J. PRESENCE: The sense 
of believability of inaccessible 
worlds. Computers and Graphics. 
2004;28(4):509-517

[4] Casati R, Pasquinelli E. Is the 
subjective feel of ‘presence’ an 
uninteresting goal? Journal of 
Visual Languages and Computing. 
2005;16(5):428-441

[5] Jeong EJ, Biocca FA, Bohil CJ.  
Sensory realism and mediated 
aggression in video games. Computers in 
Human Behavior. 2012;28(5):1840-1848

[6] Wirth W et al. A process model 
of the formation of spatial presence 
experiences. Media Psychology. 
2007;9(3):493-525

[7] Vorderer P et al. MEC Spatial 
Presence Questionnaire. 2004

[8] Wirth W, Hofer M, Schramm H. The 
role of emotional involvement and 
trait absorption in the formation of 
spatial presence. Media Psychology. 
2012;15(1):19-43

[9] Sacau A, Laarni J, Hartmann T.  
Influence of individual factors on 
presence. Computers in Human 
Behavior. 2008;24(5):2255-2273

[10] Lukowska M. “Influence of 
shifting attention and absorption on 
spatial presence formation.” In: The 
International Society for Presence 
Research Annual Conference (ISPR); 
2011. pp. 26-28

[11] Wirth W et al. A Process Model 
of the Formation of Spatial Presence 
Experiences. 2003

[12] Hofer M, Wirth W, Kuehne R, 
Schramm H, Sacau A. Structural 
equation modeling of spatial presence: 
The influence of cognitive processes 
and traits. Media Psychology. 
2012;15(4):373-395

[13] Hartmann T et al. The spatial 
presence experience scale (SPES): A 
short self-report measure for diverse 
media settings. Journal of Media 
Psychology. 2015

[14] Schubert TW. A new conception 
of spatial presence: Once again, with 
feeling. Communication Theory. 
2009;19:161-187. ISSN: 1050-3293

[15] Willans T. Spatial presence in 
virtual worlds as a perceptual emotion: 
An expansion on cognitive feeling? In: 
2012 Sixth International Conference 
on Complex, Intelligent, and Software 
Intensive Systems; 2012. pp. 899-904

[16] Tomico O, Karapanos E, Lévy P,  
Mizutani N. The repertory grid 
technique as a method for the study 
of cultural differences. International 
Journal of Design. 2009;3(3)

[17] de Kort YAW, Meijnders AL, 
Sponselee AAG, IJsselsteijn WA. What’s 
wrong with virtual trees? Restoring 
from stress in a mediated environment. 
Journal of Environmental Psychology. 
2006;26(4):309-320

[18] Serafin S. Sound design to enhance 
presence in photorealistic virtual 
reality. In: Proceedings of the 2004 
International Conference on Auditory 
Display; 2004. pp. 4-7

[19] Baños R, Botella C, Liaño V, 
Guerrero B, Rey B, Alcañiz M. “Sense 
of Presence in Emotional Virtual 
Environments,” No. 12004. pp. 156-159



Interactive Multimedia - Multimedia Production and Digital Storytelling

192

[20] Freeman J, Lessiter J, Keogh E, Bond 
FW, Chapman K. Relaxation Island: 
Virtual, and Really Relaxing. 2004. 
pp. 67-72

[21] Nordahl R, Serafin S, Nilsson NC,  
Turchet L. Enhancing realism in 
virtual environments by simulating the 
audio-haptic sensation of walking on 
ground surfaces. IEEE Virtual Reality. 
2012;2012:73-74

[22] Kallinen K. The Effects of 
Background Music on Using a 
Pocket Computer in a Cafeteria: 
Immersion, Emotional Responses, 
and Social Richness of Medium. 2004. 
pp. 1227-1230

[23] Kallinen K, Kallenbach J, Ravaja 
N. The effects of content type and 
presentation style on user experiences 
of multimedia content on a tablet 
PC. Lecture Notes in Computer Science 
(Including Subseries Lecture Notes 
in Artificial Intelligence Lecture 
Notes in Bioinformatics). 2011;6764 
LNCS(PART 4):466-475

Chapter 11

BloodHero: The Power of
Gamification in Social Habit
Daniela Domingos, Luis Felipe Lima,Thiago Messias,
José Feijó, Anthony Diniz and Heliana Soares

Abstract

The lack of blood in hemocenters is an intermittent problem in the Brazilian
health system; due to the difficulty of attracting blood donors, according to the
World Health Organization (WHO), each country must maintain 3–5% of its pop-
ulation as regular blood donors. However, the number of regular donors in Brazil, in
recent years, has not reached 3% of the population. In order to attract periodic
volunteer blood donors, the objective of this study was to develop a mobile appli-
cation, called BloodHero, to work as a social network, with a game methodology,
known as gamification, to encourage blood donation. Initiatives and interactions
favorable to blood donation, within the application, will generate points that will be
used for in-game competitiveness. Another contribution given to those that use this
software is the interaction between users who can donate blood and patient users,
where these second ones can share their stories or use this software as a tool to find
someone compatible with their blood type for donation.

Keywords: social habits, blood donation, app, social network, gamification

1. Introduction

Blood transfusion is one of the fundamental pillars for large elective surgeries,
for urgent care, and for the treatment of oncological or chronic diseases. In Brazil,
in 2014, according to the Health Portal of the Unified Health System, only a number
of elective surgeries increased by 11.7%, in relation to the previous 2 years,
representing about 2.4 million procedures performed with the need for blood
transfusion [1].

Blood is an important tissue for the survival of other tissues and, so far, cannot
be replaced by any other liquid or be artificially produced [2], what makes blood
donation a fundamental practice for the performance of transfusions.

However, the collection of blood bags in Brazil is insufficient, caused by the lack
of voluntary donors. According to the World Health Organization (WHO), for a
population to maintain stocks of blood bags, at a satisfactory level, 3–5% of the
population has to donor, at least once a year, but Brazil’s annual average is 1.8% [3].
Translating in numbers, Brazil, with its population of about 210 million people,
would need 6.3 million people to donate blood, at least once a year, but the average
donation recorded, in previous years, was about 3.7 million.

The difficulties in attracting new blood donors are evidenced mainly by five
reasons that repel the individual from the cause [4]:
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in 2014, according to the Health Portal of the Unified Health System, only a number
of elective surgeries increased by 11.7%, in relation to the previous 2 years,
representing about 2.4 million procedures performed with the need for blood
transfusion [1].

Blood is an important tissue for the survival of other tissues and, so far, cannot
be replaced by any other liquid or be artificially produced [2], what makes blood
donation a fundamental practice for the performance of transfusions.

However, the collection of blood bags in Brazil is insufficient, caused by the lack
of voluntary donors. According to the World Health Organization (WHO), for a
population to maintain stocks of blood bags, at a satisfactory level, 3–5% of the
population has to donor, at least once a year, but Brazil’s annual average is 1.8% [3].
Translating in numbers, Brazil, with its population of about 210 million people,
would need 6.3 million people to donate blood, at least once a year, but the average
donation recorded, in previous years, was about 3.7 million.

The difficulties in attracting new blood donors are evidenced mainly by five
reasons that repel the individual from the cause [4]:
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• Misinformation—People do not understand the process, what is its purpose,
and its importance.

• The fear of donating blood—Some myths created about the donation process
and reactions prevent the attraction of new donors.

• Medical disqualification—Here there are two points: The first one is related to
hematopoietic diseases, sexually transmitted diseases, and other diseases,
which can be transmitted through donation, and the second, people who are
momentarily unable to donate blood, often do not donate anymore.

• Apathy—People who do not care about the cause.

• Convenience—People who understand the need for donation, support the
cause, but are not drawn to moving to practice.

On the other hand, when analyzing the reasons that lead to the practice of blood
donation, we find [4]:

• Altruism—Donors who understand the need for donation and propose to help
the cause.

• The replacement—When, for a surgical procedure of a close person, requires
the donation.

• Social pressure—When an entire community engages in a cause, the individual
feels motivated to participate as well.

• Advertising—The individual is pushed by the advertising appeal.

• Reward—When the donor materially and/or spiritually benefits from the
process.

Some different strategies, such as demythologization and clarification and
awareness about the process [5, 6], tax incentives, benefits, transport to donation
site, and campaigns [7, 8], are used in several countries for attracting new donors,
but it is still necessary to mobilize large capital and personal investments.

With this problem of the lack of blood donations, we developed some strategies
to try to engage more people with the cause. The first step was to identify the best
channel for propagation of the tool to be developed. From this need, the creation of
an app was chosen, added to the social network, aimed at encouraging blood
donation. Social networks reach about 1.5 billion people. In Brazil, social networks
reach about 80% of the population [9].

However, the elaboration of this work, by this way, would be just another social
network application focused on blood donation. In order to contribute positively to
this development, the concept of gamification, for project implementation, was
applied. Therefore, the objective of this work was to develop a mobile application,
called BloodHero, whose main purpose is to attract and retain new blood donors,
arousing empathy through virtual social networks, encouraging, and educating
through gamification methodology. This application will promote interaction
between users (donors, people able to donor, and patients who need donors) in
publications and chats through bonus points, achievements—rewards—and levels
of experience.
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2. Theoretical aspects

2.1 Blood donation

Blood is responsible for the entire distribution of molecules to tissues. Its func-
tions include gas exchange through the red blood cells, defense against foreign
bodies by leukocytes, transport of nutrients and hormones by plasma, and coagula-
tion through platelets. It is produced by the red bone marrow or hemocytopoietic
tissue, found in long bones [10].

The blood type is conditioned by multiple alleles, the main ones being the ABO
system and the Rh factor (+ and �). It causes the possibility of existing eight main
possibilities: A+, A�, B+, B�, O+, O�, AB+, and AB�. Each one of these types is
characterized by the presence of agglutinogens (A, B, and Rh) and agglutinins
(anti-A, anti-B, and anti-Rh). They are directly linked to the compatibility used
when blood transfusion is required, observed in Table 1 [11].

Blood donation is the process of collecting blood from a volunteer to, after a
series of treatments and examinations, be stored in a blood bank and, when needed,
used in a transfusion [12–15].

According to the WHO, blood donation should be voluntary and unpaid, to
avoid risk [3]. Before the donation, the candidate undergoes two previous stages,
called screening: an interview/questionnaire, where questions are asked to check
blood-related diseases, in order to improve the safety of the donor and patient, and
a clinical examination, aiming at ascertaining the health conditions of the donor and
if there is something that will harm him at the time of donation [2]. Any identified
risks will lead to the donor’s temporary or final rejection.

Being fit, the donor passes to the collection stage, where 400–450 ml of the
blood tissue is withdrawn. The average collection time is 10 minutes, and reactions
rarely occur. The blood volume of an adult is 62.4 ml per kg, that is, a normal adult
male, weighing 75 kg, has the total volume of 4680 ml of blood.

Replacement of the blood volume by the organism occurs within 24 hours, for
the blood plasma, and 4 weeks, for the red blood cells; however, the recovery of
iron can take 8 weeks for the man and 12 weeks for the woman. Because of this, the
maximum frequency of donation of blood for men is four times a year, with a
minimum interval of 2 months between donations. For women, the maximum
frequency is three times a year, with a 3-month interval between donations. Donors
must be between 16 and 69 years old and weigh, at least, 50 kg [1].

In Brazil, Ministerial Order No. 158, of February 4, 2016, regulates the entire
chemotherapy process, emphasizing that blood donation should be voluntary,

Blood type Agglutinogene Agglutinins Receives from Donates for

A+ A Anti-B O�, O+, A� e A+ A+, AB+

A� A Anti-B e anti-Rh A�, AB� A�, A+, AB� e AB+

B+ B Anti-A O�, O+, B� e B+ B+, AB+

B� B Anti-A e anti-Rh O� e B- B�, B+, AB� e AB+

AB+ A e B None All AB+

AB� A e B None All the � AB+ e AB�
O+ None Anti-A e anti-B O+ e O� All the +

O� None Anti-A, anti-B e, anti-RH O� All

Table 1.
Blood characteristics and compatibility.
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anonymous, and altruistic and the donor should not, directly or indirectly, receive
any remuneration or benefit by his donation.

2.2 Blood donation incentive methods

Several strategies are used to attract and retain new blood donors; [7] divide
these strategies into three categories: host, campaigns, and educational strategies.

“Reception” refers to the donors’ care, removal of barriers that hampers dona-
tion, to the easy access to donation, training of vein puncture technicians, to mini-
mize needle fear, and donor awareness to encourage family and friends, which have
brought great results [7].

Campaigns are contingent strategies that occur for a particular purpose. Results
are very expressive, as the campaign of the soccer clubs of the Minas Gerais, a
Brazilian State, which disputed a championship of blood donation. Their campaign
attracted 22 thousand donors in the first quarter of 2014. Solidary hazing, promoted
by several universities, has also brought positive results. Some strategies seek to
raise awareness among companies and institutions to promote campaigns and
improve the donor recruitment system [7].

Educational strategies seek to raise awareness in new donors, based on informa-
tion about the need for donation. As in South Africa, the creation of Club 25 seeks
the motivation of young donors with education about donation [3]. According to
[7], educational strategies are more effective, based on the encouragement of future
donors and should participate in the youth’s habit as a social responsibility.

Other strategies are based on psychology, sociology, and anthropology, in order
to understand the values, beliefs, and attitudes of the donor, in the formation of
awareness about the donation, since child. There are incentive strategies with health
workers, with partnerships in various sectors to favor the cause [7].

In Europe, the population is well aware of blood donation. Therefore, many
countries include benefits to donors, such as tax incentives, donation days, trans-
port to donation centers, and meals, what is reflected in numbers: 37% of Europeans
are blood donors [8].

A study by Johns Hopkins University, in the United States, suggests that reward
strategies such as gift cards and gifts can contribute to the growth of donation
numbers, without compromising the quality of the collected blood.

2.3 Mobile devices

Mobile devices, more precisely the smartphones, according to [16] are defined as
a “mobile phone that offers advanced features similar to those of a notebook.” In
2007, its arrival, along with the onset of Internet accessibility, was the beginning of
a new era, driven by significant changes in interpersonal relationships, market, and
in the use of services. Brazil has a continuous growth in the number of active
smartphones, what made it the fourth country, in the world, in number of
smartphones, with around 198 million handsets [17], and according to data from the
National Telecommunications Agency, it accounts with almost 300 million active
lines, about 1.4 lines per inhabitant.

The technological evolution has made smartphones become real portable com-
puters and already occupies the first position as a personal tool. Smartphones are
used in several areas, such as communication, entertainment, information, medi-
cine, education, security, transportation, commerce, and services [18].

Data from Nielsen [19] show that smartphones are well distributed across clas-
ses, with 35% of users in class C, 50% in class B, and 12% in class A. Its main uses are
for news applications, music, videos, social networks, communicators, and e-mail.
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2.3.1 Native development

According to Silva [20], applications with native development are those that are
intended for a specific platform. Platforms differ in the following aspects: operating
system (OS), programming languages, and integrated development environment
(IDE). Although native implementation takes longer, native applications are
recommended for more demanding audiences, who are looking for agility and
reliability.

2.3.2 Operating system mobile: Android

According to Sobell [21], the operating system (OS) is defined as a program that
manages the capabilities of the computer. The OS manages the hardware resources
and schedules tasks, as well as provides the user with a pleasant interface.

In Brazil, the mobile operating systems that have a considerable part of the
market are Android (developed by Google), iOS (Apple), and Windows Phone
(Microsoft). According to Conceição [22], by the abundance of devices with its OS,
Android leads sales with 93.5% of the slice, followed by iOS, with 4.8%, and
Windows Phone, with 1.6%.

Android is a Linux-based OS, with a direct-manipulation interface, designed
primarily for devices with touch screens, but it also has interfaces for television, car,
and watches. Google makes the Android OS code available under the open-source
license [23], what reflects worldwide usage, and makes it a sales leader since 2013,
and, according to Google, it has more than 2 billion active users, which consume
more than 1.4 million applications.

Android has a wide guide for the development of the virtual environment of the
application, the Material Design. According to Google, the guide is beyond a visual
standardization of applications in Android, because it is also a varied library of
common objects, tested to promote a better user experience [24]. The Material
Design provides the guide to color palette, flow of screens, themes, fonts, object
style, scaling, animations, and any other features related to the application design.

Google offers the free IDE for Android application development, Android Stu-
dio, the environment, as well as a code editor, which offers features to optimize the
developer’s implementation for Android applications such as Gradle—the compila-
tion system flexible; emulator; unified environment for all versions; Instant Run
monitoring; integration with GitHub, test tools, and frameworks; code verification
tools; and compatibility with other programming languages and with Google devel-
opment services [25].

2.4 Social networks

One of the main exponents for the use of smartphones is social networks. They
are defined as the environment where personal relationships are developed and
maintained by individuals with the same interests, which exchange experiences
[26]. These environments are not necessarily virtual, i.e., most of them are still face-
to-face. Therefore, what we call social networks are actually virtual social networks
(VSN).

According to Marteleto [27], social networks are spaces that represent “[…] a set
of autonomous participants, uniting ideas and resources around shared values and
interests.” The author complements that over the years, networks are taking a role
as organizational tools. According to Tomaél [26], social network is a place where
each individual has its function and its cultural identity, which encourages coexis-
tence with other individuals and promotes a coherence of the network
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environment. It is a dynamic, nonlinear, flexible, self-organized, and decentralized
environment, established by egalitarian cooperative relationships.

Given their characteristics, social networks are environments where the sharing
of information and knowledge works consistently.

2.4.1 Elements of a VSN platform

The survey of the most popular VSNs, such as Facebook, Instagram, LinkedIn,
YouTube, and Pinterest, intuitively shows several common elements that are
related both to social dynamics and to the theme proposed for each VSN. Among
these elements, it stands out:

• The profile—It is the space destined to identify a user for the virtual
community, usually contains the relevant information of the user to the
interested public, where the most common are name, photograph, date of
birth, e-mail, and city, but also, according to the topic covered and the consent
by the user, there may be more personal, professional, and educational
information.

• Publication—This is the element where some subject will be presented on the
subject of VSN. It is one of the main activities for user interaction. They can use
various media or even the set of them in their display. Generally, they are
produced by VSN users and have common characteristics, such as subject text,
date and time of publication, media (image or video), and interaction buttons.

• Tags—They are keywords that produce a common connection between
publications or a reference to the user. Typically, publications are included to
identify a relevant subject or a notable person on the subject.

• Interaction buttons—These are the key points for dissemination and
thermometer of relevance of the subject of the publication. The buttons are
used mainly for evaluation, discursion, and propagation of publications in the
VSN or in other virtual environments.

• Chat—It is the place where two or more users can exchange instant messages,
simultaneously, which can be public or private to the participants.

• Groups—They are user group formations that have a common interest, even
this one disagreeing with the main theme of a VSN.

• Notifications—It is the registration system about activities involving the user.
They are usually invitations for new friends/followers, interaction with user
publications, invitation to any event, direct messages, and updates in the chat,
being usually informed to the user by the user application.

2.4.2 VSN in support to social causes

It is noteworthy requests to support social causes, campaigns (September yel-
low, October pink, November blue, vaccination), blood donation [37], financial
support to charities, animal adoption campaign, and others, in VSN publications
[38]. Publications have a remarkable power to raise awareness, as they are a
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platform for the use of appealing strategies, and awaken the emotional side of many
users, especially cause activists.

According to Navarro [39], the use of VSN for the support of entities on com-
munity issues is growing, because the young public is largely connected to VSN and
a significant proportion, 54% according to Lynx [40], believe that the responsibility
to solve social problems belongs to everyone who owns the networks. Linked to
this, some companies take advantage from the VSN, according to [38], founder of
Curtida. Social—start-up that unites companies to community issues in RSV, enti-
ties that support social campaigns obtain immediate results, besides having the
brand linked for a long time to the supported actions.

2.4.3 VSN in support to blood donation

Empathy on the subject makes many individuals, who are part of VSN, espe-
cially those with a broader subject and usually with a large user base, such as
Facebook, Instagram, and WhatsApp, use their resources to promote the cause. It is
common to see, in these networks, shared messages requesting donation,
supporting publicity pages, and profiles for blood donation.

Not very evidenced, there are VSNs, or services for VSNs, which explore more
directly this issue. Among them, “Salve Mais Um” [41] is a VSN that was born from
the observation of a patient’s difficulty in finding blood donors and the reach of
VSNs in social issues. “Salve Mais Um” interfaces people who are in need of
donation and social networks, so donors are encouraged to donate by getting to
know the patients.

2.5 Gamification

One of the methodologies that has been gaining notoriety is gamification. It is
defined as the use of game dynamics to motivate actions that are often difficult
to achieve, such as learning, engaging people, and problem solving [42]. As the
basic principle of gamification is having fun, the method allows a remarkable
experience, and its playful form turns, what was not attractive to the most, in
a single moment. All this implies a greater participation of users and
collaborators [43].

Gambling can be implemented in a variety of ways; according to Webster and
Watson [44], games can be based on points, classifications, achievements/icons,
levels, history, goals, feedback, rewards, progress, and/or challenges. These rewards
make users of the platform, to which gamification has been implemented, re-
interact again. Hamari et al.’s review [42], about the efficiency of gamification,
shows that this methodology yields positive results both in behavior and in the
psychology of individuals.

According to Almeida [43], the success of gamification is due to the experience
that the user has beyond the acquisition of the product. Strategy turns gaming into a
strong brand-customer relationship strong enough to keep them loyal.

2.5.1 Types of players

According to Zichermann [45], the more you get to know your players, the
easier is to model an experience that will guide their behaviors along the path you
want. Bartle [46] classifies players into four main types, such as socializers,
explorers, achievers, and killers:
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• Socializers are players interested in relating to others, characterized by having
the goals of prestige only by interaction between players.

• Explorers are interested in unraveling the game environment, and they are
characterized by the knowledge of the mechanics of the game, even if they
distance themselves from interacting with other players or have not completed
the game’s challenges.

• Achievers are motivated by the challenges of the game, and they aim to
complete all the activities of the game, especially those of greater difficulty
and those of greater rewards.

• Killers are the most overrated players in games, as their goals are focused on
being more skilled than other players, focused on winning the best scorecards
and/or powers disputes. The killer tends to publicly display his glories, not
momentarily satisfied.

2.5.2 Elements of gamification

Games, despite their distinctions in relation to the gaming experience, have in
common the very remarkable characteristics. Among these elements, it
stands outs [45]:

• Points: These are the main rewards for the player’s performance, as it is a
numerical reward multiplied by their difficulty in relation to other tasks. They
are widely used in sports games but also in point-of-use mechanics and
role-playing experiences (RPGs).

• Feedback: It is the statistical and quantitative disposition of the performance of
the player; the efficiency in the goal achieved is passed on to the player for his
incentive and consequently is converted into engagement.

• Levels: They show experience, indicate progress, effort, engagement, and
wisdom of the player with the game. Levels give status to the player, referring
to his disposition to the proposal of the game; in this way, many platforms
prioritize the players of higher levels, making this become the main objective
of the beginners.

• Achievements: They are the collectable rewards of the game, usually with
some visual characteristic identity and achieved when certain specific activities
are performed in the game. According to Zichermann [45], this type of
reward is one of the best options for social incentive, because it is done as the
goal of players who do not crave competition and cherish the social appeal of
strategy.

• Rankings: The forms of competition where the points or other quantifiable
element of the game are classified in an order that indicates success.

• Quiz: The question-and-answer game, as they are known, is used with an
interesting method to support education. The technique of learning from
error is widely used in this type of game. In addition, the quiz has the
ability to incorporate other elements of play and become a memorable
experience.
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The gamification, in the context of health, has been beneficial in several areas,
being one of them its use in the development of new treatment tools for both
children and adults [47].

The gamification, in the BloodHero, is the core of the differential that it pre-
sents. Every action taken on the application results in points to the user, that is,
from each donation of blood, each acquired point becomes the currency of
exchange for benefits and products presented within the application.

3. The BloodHero application

At BloodHero, the concept of social networking and gamification comes together
to produce a new tool linked to blood donation. The social network applied to
BloodHero serves as a channel for publicizing the project, the history of patients
who need donors, brands that link themselves to social causes, such as blood dona-
tion, and various other pieces of information related to this topic.

Gambling brings a new range of benefits to the user, among them the exchange
of points for products. The adoption of rewarding the user with points for the
actions taken throughout the application brings engagement and fidelity to the use
of the app.

The application was proposed in order to guarantee a great commitment of the
users. The bibliographic research, data observed in visits to blood centers, statistical
analyzes of sites of some institutions, and mobile applications that use gamification,
were the pieces of information taken into account for the production of the
proposed app.

3.1 Data acquisition

The visits to blood centers aimed at understanding the profile of new and
veteran donors and strategies for donor acquisition. Psychologists responsible for
the donor acquisition sectors in “Hemominas,” the public blood center of Minas
Gerais, Ana Carolina Ferreira, and the “Hemoservice,” the private blood center of
Belo Horizonte, Cinara Sá de Araújo, were prepared to answer doubts about the
motivation of the donors, about donation incentive programs, recurrent campaigns
and costs involved, and the entire process from donation to transfusion.

In the analysis of institutions, it was researched sites of 20 institutions, which
include target audiences, between 16 and 30 years old, in different segments:
McDonalds, Chiquinho, Hemonorte, Hemominas, Hemoservice, Hering, Lacoste,
Adidas, Nike, CVC, Blue, Gamestation, Amazing Pixel, Netflix, TelecineNow,
Cinemark, UCI Cinemas, Rastapé, Pink Elephant, Samsung, and Apple. The model
of interaction with users and information about the corporation were transcribed.

Additionally, the analysis of web and mobile applications was carried out with
eight mobile applications, related to the theme “blood donation,” “Hemoliga,”
“DoeSempre,” Blood 24/7, blood donor, “Partiu Doar Sangue,” “Eu curto doar,”
Hemogram, and Doe Blood Mobile, with the aim of quantifying systems and veri-
fying methods and philosophies in common.

It also analyzed 12 web and mobile game applications and some other apps that
use gamification: Asked [28]; FlappyBird [29]; Fruit Ninja [30]; HayDay [31];
Pokemon GO [32]; Angry Birds [33]; PasseiDireto; Skoob [34]; Icatu Insurances,
“vivendoeAprendendo” [35]; Nike [48], NikePlus [48]; Google Maps [25]; and
Cartola FC [36]. It analyzed the characteristics in common of games and how they
are arranged to the players.
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Figure 1.
Descriptive block diagram of the app.
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Android OS was chosen as the target platform, for the ease of content for
supporting development, as well as for the broader reach of users on the platform.
Therefore, application dynamics and visual identity were designed to be developed
in the Android Studio IDE, using Java and XML programming languages, following
material design standards.

3.2 Application flowchart

Results from the data acquisition were relevant to the application design,
although they did not escape from the expected bibliographic review; the informa-
tion was taken into account in the construction of the modules and the interactive
environment. Those results were applied to define the public, to model the social
network, the information system for blood donation, and to the gamification sys-
tem. For the design, it was based on the observation of the systems, the material
design, and the tools made available for development.

For improving the application, an initial Portuguese version was designed, called
version 1 (Figure 1), illustrated by the block diagram, which contains the

Figure 2.
BloodHero login screen.
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Figure 1.
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fundamental activities of the complete idealization of the application. Once the
whole project is finished, the intention is translating the app to other languages.

Based on the interviews in the blood centers, and the forms of public research,
obtained from the bibliographical references, the answers showed that the ideal
target audience (those who are interested both in social causes, VSNs, and games)
are young people of the Z and Y generation, specifically people between the ages of
16 and 30, regardless of their ability to perform blood donation. To do this, the
application should promote direct interaction between users.

The user’s first contact with BloodHero will be through the Log in task, shown in
Figure 2. From that screen, the registered user will include log in information and
password to access the application, for those who are not registered yet, the screen
will offer the option of registering himself (herself).

For registering and joining the application, the user will have to provide the
following information: name and surname, genre, city, blood type, date of birth,

Figure 3.
Profile on BloodHero.
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date of the last donation, picture/photo of the user, e-mail/telephone, nickname/
login, and password. Once the registration is performed, the user is taken to the
screen where he (she) can invite/request friends to have access to all the activities of
BloodHero. The application will identify the user as a “Hero.”

In the profile screen (Figure 3), the information with the authorization of the
Hero, relevant to the VSN dynamics, will be made available to the users who access
it. He (she) will see the photo, name and surname, whether he is logged in, city,
blood type, points, level, past achievements, leagues, and friends. The profile will
be the main screen, from where the user will be taken to other activities, update his
(her) personal information, and access credentials. When viewing another user’s
profile, the option to request friendship will be available.

As the interaction between “Heroes” and publications (called “Stories,” by the
app) receive points, which will be explained in the following topics, it was neces-
sary modeling a mechanism to fit the content, in a way that publications should
only contain subjects related to blood donation. From this, the production of a
story can be done as follows: A story requesting a donation—Here the user can
insert text and media (image and video) for personal support, the information
of the user will be made available to other users who have interest in helping
(Figure 4).

This publishing form (Figure 4) has interaction buttons. The “Assist”—by
checking this option, the user may have access to more information about the
patient and the activity of connecting donors; the “Comment,” this option leads
to an interaction activity with the subject of the publication; and “Share,” which
causes the user to include the story in the list of his (her) friends’ posts and/or to
spread it in external VSNs. Additionally, when the user selects the “Assist”
option, in a publication, the user is sent to the Assist activity, where the infor-
mation of the patient that needs donation is made available to the Hero, as well as
the button “connect donor,” where he (she) can send the Hero to an activity
where he (she) can indicate friends with a blood type compatible to the inter-
ested patient.

Publications will have a list of comments related to the stories, but each hero
may comment only once in each story. Comments will have the “Like” button,
which indicates approval of the message by other users.

The groups, named by the app as “Leagues” (Figure 5), will bring Heroes with
similar interests together. The goal is to get users to interact using their common
interests for blood donation. The Hero can join in many Leagues, as he (she) wants;
however, it will be allowed to be created only one League per Hero. The user who
creates the league will be the Leader of the group. In the league registration activity,
the following information should be provided: league title, description, representa-
tive image/photo, and classification—closed (when the Hero participation in the
league requires the leader’s invitation), open (when any hero can participate the

Figure 4.
A story for requesting blood donation in BloodHero.
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league), and open to requests (when league participation can be requested from the
leader). Once created, the user is requested to send participation invitation to other
Heroes, in a way that any registered user can be invited.

3.3 BloodHero in donation support

The application will also keep information about blood donation. The purpose is
to facilitate the Hero’s access to the cause. The application will show maps, all the
information, and rules necessary for the practice of the blood donation.

In the map screen (Figure 6), markers will indicate all the blood centers in the
city and possible campaigns for donation, present and future. Clicking on each of
the markers, individual information of each blood center or event will be shown.

Figure 5.
Representation of a “League” in BloodHero.
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In the case of blood centers, the click will show the name, address, contact infor-
mation, e-mail, and telephone number.

The information reached by the “I Want to Donate” activity, made available in
the application, will guide the donor to the donation preparation. Information about
how the donation process is carried out will be provided, how important it is, what
care the donor should take before donating, what situations will impede the dona-
tion, the physiological process of blood replacement, blood types, the ABO system
and the RH factor, and the Ministry of Health regulations related to the donation.

3.4 BloodHero gamification

The mechanics behind the game, at BloodHero, were based on the statistical
analyses of mobile electronic games and sites of institutions using gamification.
Mechanics were modeled for points, levels, feedback and achievements, and quiz
and competitions, among Leagues.

Figure 6.
Maps and information about blood centers and blood collection sites.
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3.4.1 Rules for points

The rules for accumulating points are based on the Hero’s interactions with the
application, on promotions to attract new users, and attitudes in favor of blood
donation. The rules for punctuation are divided into the tables: quotation of points
and publication rules.

The basic quotation of the points follows the rules described in Table 2.

3.4.2 Rules and mechanics for quiz

The game of questions and answers aims at maintaining a frequency of access of
the hero to the application, but also promoting learning about blood donation, and
is named “Quiz.”

BloodHero will provide at least one question per week. Questions will be about
the process, importance, curiosities, and facts about blood donation. Each question
will be objective and will have four alternatives, from where only one will be true. If
the hero hits the question, he (she) will receive the correct points, and more
information about the question will be provided in case of errors, although the
points will not be counted. The correct alternative will be evidenced, and the
information about the subject will be made available.

3.4.3 Calculation and title for levels

The levels will be calculated by the application and each one of them will have a
title, shown in Table 3. The profile will be made available for viewing and will show
the Hero’s experience and involvement with blood donation. They will have a limit
of 20, where the points needed to reach each the level are expressed by Eq. (1),
adapted from the game strategy equation [49].

Required Points ¼ 20 ∗ level� 1ð Þ3
� �

� 10 ∗ level� 1ð Þ2� �þ 1 ∗ level� 1ð Þð Þ
(1)

where the coefficient “20” represents the maximum level reached by each
player, the coefficient “10” describes half of the maximum possible level reached by
each player, and the coefficient “1” characterizes the player’s initial level. The term
(level 1) was used to make the initial score equals to zero, when starting the game.

Action Rule Points Frequency

Registration Record all the information required by the application +400 Unique

To assist Check the “Assist” option on a story +5 By history

Comment Comments on stories, since that they are well evaluated
by other Heroes

+1 By “like”

Indicate a
Donor

Indicate compatible donor to a publication (request) +100 By compatible
donor indicated

Quiz Hit the right alternative +200 For each correct
alternative

Participate in the game of questions +10 By participation

Table 2.
Table of quotation and rules of points.
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3.4.4 Rules for league competition

Leagues will have points that will be calculated from the sum of points of each
player, given by Eq. (2). The app uses the calculation to get the overall score of users
belonging to the Leagues and uses that score to show the competition of the best
among them.

League Points ¼ ∑
Number of league users

N¼0
Player points N (2)

where the overall score of the league is given by the sum of the scores of all the
players who joined it. For example, if League A has 10 players, each one with
100 points, the league will have 1000 points.

The League ranking (Figure 7) will be available on BloodHero, which can be
filtered by location (neighborhood, city, state, country, and continent) or by
keywords in each League.

3.4.5 Rules for achievements

To satisfy the conquering players, BloodHero will feature several collectibles [49].
Achievements will be the rewards for activity in supporting the application dynam-
ics. They will be gradually delivered, while the user increases his (her) interaction

Level Title Points required

1 Newbie Hero/Newbie Heroin 0

2 Unknown Hero/Unknown Heroin 11

3 Started Hero/Started Heroin 122

4 Adept Hero/Adept Heroin 453

5 Benevolent Hero/Benevolent Heroin 1124

6 Courageous Hero/Courageous Heroin 2255

7 Brave Hero/Brave Heroin 3966

8 Fearless Hero/Fearless Heroin 6377

9 Strong Hero/Strong Heroin 9608

10 Super Strong Hero/Super Strong Heroin 13,779

11 Incredible Hero/Incredible Heroin 19,010

12 Super Incredible Hero/Super Incredible Heroin 25,421

13 Bright Hero/Bright Heroin 33,132

14 Scintillating Hero/Scintillating Heroin 42,263

15 Great Hero/Great Heroin 52,934

16 Excellent Hero/Excellent Heroin 65,265

17 Super Excellent Hero/Super Excellent Heroin 79,376

18 Majestic Hero/Majestic Heroin 95,387

19 Powerful Hero/Powerful Heroin 113,418

20 Super Powerful Hero/Super Powerful Heroin 133,589

Table 3.
Table of level titles.
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indicatives by depicting the individual effort. The goals for achieving them are
predefined by the application (Figure 8).

Figure 7.
League ranking.

Figure 8.
BloodHero application achievement examples.
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Once the required codes are reached, achievements are added to the user’s list of
collectibles. They have a representative image, a title, and a brief description.

4. Conclusions and expectations

Brazil has a deficit of 2.5 million donations a year, that is, people who are able to
donate, because of the lack of information, lack of custom, fear, or other factors, do
not donate. Adding the value and benefits of gamification to blood donation, the
increasing amount of blood donations and, consequently, increase blood stocks is
expected.

About 50% of the Brazilian population is able to donate blood; however, there is
a lack of connection between people who can donate and the act of donating blood.
Bringing new technologies to stimulate new donations and reduce this lack of donor
connection is essential to modify the current Brazilian scenario.

This application will not totally change this reality, but it can increase donor/
donor numbers, saving more lives and proving that the health area is always open to
receive new technologies and developments, aimed at improving the quality of life
of the population.

The expectations with this project are to increase blood donations, to engage the
population with this social cause, and show that new technologies can be applied in
the health area [47].

Another expectation is concluding the development to launch the BloodHero
application, which is in the prototype stage.
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