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Preface

The goal of acceptable quality, cost, and time is a decisive challenge in every
engineering development process. To be familiar with metrology requires choosing 
the best combination of techniques, standards, and tools to control the project from
advanced simulations to final performance measurements and periodic inspections. 
This book contains a cluster of chapters from international academic authors who
provide a meticulous way to discover the impacts of metrology in both theoreti-
cal and application fields. The approach is to discuss the key aspects of a selection
of untraditional metrological topics, covering the analysis procedures and set of
solutions obtained from experimental studies. Each chapter is designed for both the
engineering and academic communities and is partitioned as a scientific paper; a
congruous list of references is available at the end of each section.

The volume has been divided into five chapters:

1. Metrological Traceability at Different Measurement Levels

Chapter 1 presents the basis of global metrological traceability and the standards of
comparison of different regional metrology organizations. A procedure to evaluate
specific interlaboratory results on national and international levels is described. 
This method can contribute the mutual recognition of measurement and testing 
results by different countries.

2. Self-Calibration of Precision XYθz Metrology Stages

Chapter 2 studies the on-axis calibration for precision XYθz metrology stages,
and presents a holistic XYθz self-calibration approach. The proposed approach
uses an artifact plate specially designed with XY grid mark lines and angular
mark lines as a tool, to be measured by the XYθz metrology stages.  Computer
simulation is conducted and the designed artifact plate is illustrated to meet
practical industrial requirements.

3. Third-Order Nonlinear Optical Properties of Quantum Dots

Chapter 3 introduces quantum dots (QDs), which are semiconducting nanocrystal-
line particles and attractive photonic media. Third-order nonlinear optical proper-
ties and a brief idea of the physics of QDs are discussed; the Z-scan technique and 
theoretical analysis adopted to obtain nonlinear parameters are detailed. Despite
their size, QDs represent a good example of optical limiters with low threshold.

4. Analysis of Pulsating White Dwarf Star Light Curves

Chapter 4 is focused on analysis techniques for extracting the frequencies contained 
in the light curves of pulsating white dwarf stars. In several surface temperature
regimes, these astronomical objects are unstable to gravity mode pulsations, which
result in brightness variations corresponding to the periods of the excited modes. 
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Mode periods present in the light curve are detected by undertaking a Fourier 
analysis of the time series light curve.

5. Biotoxicological Monitoring of Organic Solvents in the Tunisian Footwear 
Industry

Chapter 5 is oriented to evaluate objectively the health effects of organic solvents 
that are widely used in the Tunisian footwear industry. The goal of the study is to 
identify analytical methods for exposure assessment of predominant solvents such 
as acetone, cyclohexane, hexane, methyl ethyl ketone, and toluene to arrange a 
process of occupational risk assessment via biotoxicological and airborne monitor-
ing for solvents.

My appreciation goes to all authors for their valuable contributions. I would also 
like to thank my nephew Alessandro for his contagious energy.

Luigi Cocco, PhD
Maserati S.p.A., Italy

Chapter 1

Metrological Traceability at
Different Measurement Levels
Oleh Velychko and Tetyana Gordiyenko

Abstract

The international agreements are the basis for establishing the global metrolog-
ical traceability at different measurement levels. The concepts and concept relations
around metrological traceability are presented. An important element of providing
the metrological traceability is the evaluation of measurement uncertainty. The
procedure of linking of key and supplementary comparison results is described.
Linking of key and supplementary comparison results of the Regional Metrology
Organization for some quantities according to the described procedure was
presented. Results for all participants of presented key and supplementary compar-
isons are satisfactory for chi-square test and En number. The procedure of linking of
key or supplementary comparison and national inter-laboratory comparison results
is described. This procedure can be used for practical evaluation of specific inter-
laboratory comparison results on a national level in different countries by means of
laboratory results of the National Metrology Institute and Designated Institute. This
procedure can contribute the mutual recognition of measurement and testing
results by different countries. Linking of key comparison and inter-laboratory
comparison results for some quantities according to the described procedure was
presented. Results for all participants of presented key comparison and inter-
laboratory comparison are satisfactory for chi-square test, En number, z scores and ζ
scores.

Keywords: metrological traceability, measurement uncertainty, measurement
standard, comparison, inter-laboratory comparison, National Metrology Institute,
laboratory

1. Introduction

The Mutual Recognition Agreement (MRA) of the International Committee on
Weights and Measures (CIPM) [1] and the MRA of the International Laboratory
Accreditation Cooperation (ILAC) play an important role in overcoming technical
barriers to international trade. CIPM MRA plays a key role in ensuring the interna-
tional equivalence of national measurement standards of different countries. ILAC
MRA plays a key role in ensuring international recognition of calibration results or
test results in accredited calibration and testing laboratories. The main base of these
agreements is special documents, guidelines, standards and recommendations [2].

National Metrology Institutes (NMIs) and Designated Institutes (DIs) play an
important role in implementation of the CIPM MRA. They take an active part in
organizing and conducting international comparisons of national standards.
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Consultative Committees (CCs) of CIPM and the International Bureau of Weights
and Measures (BIPM) carry out key comparisons (KCs) of national standards in
different fields of measurements. KCs are also being carried out by Regional
Metrology Organizations (RMOs), which are equivalent to CC KCs. Only RMO
makes supplementary comparisons (SCs) for those measurements that are not
covered by KC CC or RMO. Results of all comparisons of standards are published in
a special database KC (KCDB) of BIPM [3].

For CC KC and RMO KC, the reference value (RV) of KC and degree of equiv-
alence (DoE) of national standards with corresponding uncertainty are established
[4, 5]. DoE derived from an RMO KC has the same status as that derived from a CC
KC. RMO SC has the same status as RMO KC. RMOs have a procedure to carry out
comparisons, but only the Euro-Asian Cooperation of National Metrological
Institutions (CООМЕТ) has guidelines on comparison data evaluation [6, 7].

According to results obtained by the NMI or DI (NMI/DI) in conducted
comparisons, Calibration and Measurement Capabilities (CMCs) of NMI/DI are being
prepared [8, 9]. The internationally recognized NMI CMCs are those that are
published to the KCDB of BIPM. Metrological traceability [10] is important for indus-
trial metrology, because it allows you to compare measurement accuracy in accor-
dance with a standardized procedure for assessing measurement uncertainty [11].

ILAC publication [12] established the need to ensure a continuous calibration
chain to international or national standards as the main element for establishing
metrological traceability. Important roles for the implementation of this require-
ment are calibration laboratories (CLs).

Inter-laboratory comparisons (ILCs) are a form of experimental verification of
accredited calibration and test laboratories. They must meet the requirements of
international standards ISO/IEC 17025 [13] and ISO/IEC 17043 [14]. Their main
goal is to determine the technical competence of accredited laboratories for specific
activities. The purpose of the ILC is to establish the inter-laboratory differences of
their participants. Successful laboratory results in ILC confirm technical compe-
tence for certain types of measurements or testing.

Establishment of measurement traceability at the highest metrological level is
carried out in accordance with procedures through international comparisons of the
national standards of NMI/DI. Establishment of metrological traceability at lower
measurement level is carried out in accordance with the calibration procedures of
working standards by both NMIs/DIs and accredited CLs.

For the highest level of the metrological traceability, it is advisable to develop a
methodology for linking of results of RMO SC to RMO KC, and RMO SC to other
RMO SC. For lower level of the metrological traceability, it is advisable to develop a
methodology for linking of results of the national ILC to RMO KC or RMO SC.
These methodologies can be used for practical assessment of results of specific RMO
KC/SC as an extension of the technical basis of confirmation of NMI/DI CMC or
specific ILC and at the national level in different countries using the comparison
results and CMC NMIs/DIs.

2. Bases of metrological traceability

The concept of metrological traceability is important for industrial metrology
and is associated with such basic metrological concepts as measurement result,
calibration chain, and measurement uncertainty [10]. A partial concept diagram
around metrological traceability is shown in Figure 1.

The concept diagram demonstrates associative relations of metrological trace-
ability with metrological traceability chain, measurement result, measurement
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uncertainty, standard, and calibration. Hierarchical generic relations of metrological
traceability with a measurement unit and of standard with international standard
and national standard are established. Hierarchical partitive relation of calibration
hierarchy with calibration is also established.

At the modern stage of development of the industrial metrology, the role of
NMIs/DIs and CLs increases significantly. This is due to the need to ensure mutual
recognition of measurement results in different countries. Global metrological
traceability at different measurement levels [15] is provided by the CIPM MRA and
ILAC MRA. These agreements set out the basic requirements for ensuring mutual
recognition of both measurements and testing.

The general scheme of global metrological traceability at different measurement
levels is presented in Figure 2.

International comparisons of national standards of NMIs/DIs are carried out as
part of activities of the CIPM consultative committees (CCs) and technical com-
mittees of six RMOs. Results of these comparisons are technical basis for the prep-
aration of NMI/DI CMC for publication in KCDB of BIPM. Accredited CLs and
testing laboratories participate at the national level in the ILCs as part of activities of

Figure 1.
Partial concept diagram around metrological traceability.

Figure 2.
The general scheme of global metrological traceability at different measurement levels.
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national accreditation bodies. The calibration hierarchy is provided by calibration of
the working standards and MIs: CLs—for testing laboratories; NMIs/DIs—for CLs.

3. The data evaluation of standard comparisons

The diagram of concept relations for standard comparisons is shown in Figure 3.
Besides to KCs and SCs, pilot comparisons are also carried out, which all these
comparisons can be bilateral. The organization of CC KCs and RMO KCs/SCs is the
responsibility of pilot laboratory (PL) whose functions are performed by one of the
selected NMI/DI [4, 6, 7]. The main responsibilities of PL include development of
technical protocol of comparison, selection, and research of traveling standard, and
the development of draft comparison reports. Coordination of the entire work of
the PL as part of comparison is carried out by the contact person of PL.

The organizational scheme of standard comparisons is shown in Figure 4. NMI 1
is PL and is responsible for organizing the delivery of traveling standard to NMI
participants. This scheme can be circular or radial. In the second case, it is better to
provide research of drift of the traveling standard. The most commonly used is a
mixed comparison scheme: after several NMI/DI participants of comparison, a
traveling standard returns to PL for research of their drift.

Figure 3.
The diagram of concept relations for standard comparisons.

Figure 4.
The organizational scheme for standard comparisons.
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RMO organizes KC with a number of joint NMI/DI participants with CC KC.
This is necessary in order to link the results of the RMO KC with the results of the
CC KC. For this purpose, equivalent technical protocols of both comparisons are
used. The procedures for evaluating the data obtained at RMO KC are necessary to
establish the DoE of national standards of NMI participants. PL calculates the KC
RV and DoE for all NMI participants when preparing draft of comparison reports.
The procedures used for evaluating RMO SC data are the same as for RMO KC. SC
RMO complements KC CC or RM KC and is not second level comparison. RMO SC
results are also published in KCDB of BIPM [16, 17].

RMO KC and RMO SC data evaluation usually includes determining the follow-
ing characteristics: determining the RV comparison with the corresponding uncer-
tainty, the DoE with corresponding uncertainties for each NMI/DI participant, and
a pair DoE of i-th NMI/DI participant and j-th NMI/DI participant with
corresponding uncertainties [6, 7]. RMO KC data evaluation includes the definition
of such additional characteristics: converted KC data with corresponding uncer-
tainties and DoE with corresponding uncertainties for each NMI/DI participant,
except for linking NMI/DI.

The RMO KC/SC RV XRV is calculated as the mean of NMI/DI participant results
from RMO KC/SC data are given by

XRV ¼ ∑
n

i¼1

xNMIi

u2 xNMIið Þ = ∑
n

i¼1

1
u2 xNMIið Þ (1)

with the combined standard uncertainty

u2 XRVð Þ ¼ 1=∑
n

i¼1

1
u2 xNMIið Þ , (2)

where xNMIi is the result for i-th NMI/DI participant in RMO KC/SC; u xNMIið Þ is
corresponding standard uncertainty for i-th NMI/DI participant in RMO KC/SC;
i ¼ 1, 2,…, n, n is the total number of NMI/DI participants of RMO KC/SC.

The DoE of i-th NMI/DI participant DNMIi and corresponding combined
standard uncertainty u DNMIið Þ are estimated as

DNMIi ¼ xNMIi � XRV, (3)

u2 DNMIið Þ ¼ u2 xNMIið Þ þ u2 XRVð Þ: (4)

Pairs of DoE of i-th NMI/DI participant and j-th NMI/DI participant DNMIij of
RMO KC/SC and corresponding combined standard uncertainty u DNMIij

� �
are

estimated as

DNMIij ¼ xNMIi � xNMIj, (5)

u2 DNMIij
� � ¼ u2 xNMIið Þ þ u2 xNMIj

� �
: (6)

On the basis of the measurement results of RMO KC/SC and corresponding
combined standard uncertainties claimed by NMI/DI participants of RMO KC/SC,
the chi-square test value is calculated [7].

χ2 ¼ ∑
n

i¼1

D2
NMIi

u2 xNMIið Þ : (7)

If the calculated chi-criterion value does not exceed the chi-square test critical
value with the coverage level of 0.95 and freedom degrees of n – 1
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RV and DoE for all NMI participants when preparing draft of comparison reports.
The procedures used for evaluating RMO SC data are the same as for RMO KC. SC
RMO complements KC CC or RM KC and is not second level comparison. RMO SC
results are also published in KCDB of BIPM [16, 17].

RMO KC and RMO SC data evaluation usually includes determining the follow-
ing characteristics: determining the RV comparison with the corresponding uncer-
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a pair DoE of i-th NMI/DI participant and j-th NMI/DI participant with
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The RMO KC/SC RV XRV is calculated as the mean of NMI/DI participant results
from RMO KC/SC data are given by

XRV ¼ ∑
n

i¼1

xNMIi

u2 xNMIið Þ = ∑
n

i¼1

1
u2 xNMIið Þ (1)

with the combined standard uncertainty

u2 XRVð Þ ¼ 1=∑
n

i¼1

1
u2 xNMIið Þ , (2)

where xNMIi is the result for i-th NMI/DI participant in RMO KC/SC; u xNMIið Þ is
corresponding standard uncertainty for i-th NMI/DI participant in RMO KC/SC;
i ¼ 1, 2,…, n, n is the total number of NMI/DI participants of RMO KC/SC.

The DoE of i-th NMI/DI participant DNMIi and corresponding combined
standard uncertainty u DNMIið Þ are estimated as

DNMIi ¼ xNMIi � XRV, (3)

u2 DNMIið Þ ¼ u2 xNMIið Þ þ u2 XRVð Þ: (4)

Pairs of DoE of i-th NMI/DI participant and j-th NMI/DI participant DNMIij of
RMO KC/SC and corresponding combined standard uncertainty u DNMIij

� �
are

estimated as

DNMIij ¼ xNMIi � xNMIj, (5)

u2 DNMIij
� � ¼ u2 xNMIið Þ þ u2 xNMIj

� �
: (6)

On the basis of the measurement results of RMO KC/SC and corresponding
combined standard uncertainties claimed by NMI/DI participants of RMO KC/SC,
the chi-square test value is calculated [7].

χ2 ¼ ∑
n

i¼1

D2
NMIi

u2 xNMIið Þ : (7)

If the calculated chi-criterion value does not exceed the chi-square test critical
value with the coverage level of 0.95 and freedom degrees of n – 1
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χ2 ≺ χ20:95 n� 1ð Þ, (8)

then data can be acknowledged as consistent. This is the objective confirmation
of declared uncertainties.

The NMI/DI participants of RMO KC/SC that provides maximum En number are
determined [7].

maxEn
i

¼ DNMIij j
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 xNMIið Þ � u2 XRVð Þp : (9)

Then the data of NMI/DI participants with the largest value of En number are
temporarily excluded from consideration, and the procedure for checking of con-
sistency of the comparison data is repeated. Sequential data exclusion is repeated
until the condition (8) is fulfilled.

The State Enterprise “Ukrmetrteststandard” (UMTS) was PL of several
COOMET KCs and SCs in the field of electricity and magnetism (EM) in 2005–
2018. UMTS as PL prepared and agreed with all NMI/DI participants draft reports
on comparison COOMET.EM-K4, COOMET.EM-K5, COOMET.EM-K6.a,
COOMET.EM-S2, COOMET.EM-S4, COOMET.EM-S13, COOMET.EM-S14, which
comparison results are published in the KCDB of BIPM.

COOMET.EM-K4 comparison of national standards of a nominal capacitance of
10 pF at frequencies of 1000 and 1593 Hz was organized UMTS and carried out in
2005–2009. KV of COOMET.EM-K4 is XKV = �0.13 μF/F at a frequency of
1000 Hz, and corresponding combined standard uncertainty is u(XKV) = 0.22 μF/F
(k = 2 for coverage level of 0.95). DoE for NMI/DI participants of COOMET.EM-K4
comparison for a nominal capacitance of 10 pF at a frequency of 1000 Hz [18] is
shown in Figure 5.

Results of COOMET.EM-K4 comparison for a nominal capacitance of 10 pF
at a frequency of 1000 Hz were checked for the fulfillment of the chi-square test.
The obtained value of the chi-square test for all NMI/DI participants can be
considered consistent, since the condition of expression (8) is satisfactory
(χ2 ¼ 0:68≺ χ20:95 n� 1ð Þ ¼ 1:15). The same results of COOMET.EM-K4

Figure 5.
DoE for NMI/DI participants of COOMET.EM-K4 comparison.
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comparisons for all NMI/DI participants were checked for En number using Eq. (9).
The resulting En number values for all NMI/DI participants do not exceed the
value 1.0.

Results for the NMI/DI participants of COOMET.EM-K4 comparison are shown
in Table 1 for a nominal capacitance of 10 pF at a frequency of 1000 Hz.

COOMET.EM-K6.a comparison of AC voltage of 3 V at frequency of 20 kHz at
frequencies of 1, 20, 100, and 1 MHz was organized UMTS and carried out in 2013–
2014. KV of COOMET.EM-K6.a of AC/DC voltage transfer of AC voltage of 3 V at
frequency of 20 kHz is XKV = �2.0 μV/V, and corresponding combined standard
uncertainty is u(XKV) = 1.9 μV/V (k = 2 for coverage level of 0.95). DoE for NMI/DI
participants of COOMET.EM-K6.a comparison for AC voltage of 3 V at frequency
of 20 kHz [19] is shown in Figure 6.

Results of COOMET.EM-K6.a comparison of AC/DC voltage transfer of AC
voltage of 3 V at a frequency of 20 kHz were checked for the fulfillment of the chi-
criterion. The obtained value of the chi-square test for all NMI/DI participants can
be considered consistent, since the condition of expression (8) is satisfied
(χ2 ¼ 0:64≺ χ20:95 n� 1ð Þ ¼ 0:71 without INM data). The same results of
COOMET.EM-K6.a comparisons for all NMI/DI participants were checked for En

number using Eq. (9). The resulting En number values for all NMI/DI participants
do not exceed the value 1.0.

Results for the NMI/DI participants of COOMET.EM-K6.a comparison are
shown in Table 2 for AC/DC voltage transfer of AC voltage of 3 V at a frequency of
20 kHz.

CMC [8] has three unambiguous characteristics: measurand, measurement
range, and measurement uncertainty (generally given at a confidence level of 0.95).

NMI BIM PTB VNIIM KazInMetr UMTS BelGIM

DNMI, μF/F 0.43 0.16 �0.06 �0.41 0.05 �0.10

u(DNMI), μF/F 1.16 0.18 0.15 0.33 0.19 1.09

En 0.19 0.46 0.20 0.61 0.13 0.05

Table 1.
Results for NMI/DI participants of COOMET.EM-K4 comparison.

Figure 6.
DoE for NMI/DI participants of COOMET.EM-K6.a comparison.
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comparisons for all NMI/DI participants were checked for En number using Eq. (9).
The resulting En number values for all NMI/DI participants do not exceed the
value 1.0.

Results for the NMI/DI participants of COOMET.EM-K4 comparison are shown
in Table 1 for a nominal capacitance of 10 pF at a frequency of 1000 Hz.
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frequency of 20 kHz is XKV = �2.0 μV/V, and corresponding combined standard
uncertainty is u(XKV) = 1.9 μV/V (k = 2 for coverage level of 0.95). DoE for NMI/DI
participants of COOMET.EM-K6.a comparison for AC voltage of 3 V at frequency
of 20 kHz [19] is shown in Figure 6.

Results of COOMET.EM-K6.a comparison of AC/DC voltage transfer of AC
voltage of 3 V at a frequency of 20 kHz were checked for the fulfillment of the chi-
criterion. The obtained value of the chi-square test for all NMI/DI participants can
be considered consistent, since the condition of expression (8) is satisfied
(χ2 ¼ 0:64≺ χ20:95 n� 1ð Þ ¼ 0:71 without INM data). The same results of
COOMET.EM-K6.a comparisons for all NMI/DI participants were checked for En

number using Eq. (9). The resulting En number values for all NMI/DI participants
do not exceed the value 1.0.

Results for the NMI/DI participants of COOMET.EM-K6.a comparison are
shown in Table 2 for AC/DC voltage transfer of AC voltage of 3 V at a frequency of
20 kHz.

CMC [8] has three unambiguous characteristics: measurand, measurement
range, and measurement uncertainty (generally given at a confidence level of 0.95).
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They also contain a description of the used method or used measuring system,
values of influence parameters, and any other relevant information. Normally for
CMC, there are four ways in which a complete statement of uncertainty may be
expressed: measurement range, equation, fixed measurand, and a matrix of mea-
surement uncertainties.

CMC must be consistent with information from some or all of the following
sources: results of KC and SC, knowledge of technical activities by other NMIs/DIs,
including publications, other available knowledge and experience, etc. Results of
RMO KCs/SCs are the ideal supporting evidence, but they can be used for fixed
measurand only.

Methodologies for estimating the measurement uncertainty in a wide range of
capacitance from 10 pF to 10 nF at frequencies of 1000 Hz and 1592 Hz and of
inductance from 10 μH to 10 Hz at 1000 Hz are described in [20, 21], respectively.
In these methodologies, requirements of both GUM [11] and regional recommen-
dation [22] are used.

4. Linking procedures for international comparisons

Only CCKC results have a KC RV. Through joint NMI/DI participants, RMOKC
must be linked to correspondingCCKC.The complete results of the linkedRMOKCare
presented in exactly the same form as the corresponding CCKC in KCDB of BIPM [4].

DoE of i-th NMI/DI participant of RMO KC is estimated as

dNMIi ¼ DNMIi þ Δ, (10)

where DNMIi is result for NMI/DI participant from RMO KC only; dNMIi is result
for i-th NMI/DI participant which is linked to CC KC.

The correction factor for i-th linking NMI/DI is estimated as

ΔiLink ¼ diLink �DiLink (11)

where diLink is result for i-th linking NMI/DI from CC KC; DiLink is result for i-th
linking NMI/DI from RMO KC.

The total correction factor Δ is then calculated as the weighted mean of the
correction factor for linking NMI/DI participants, that is:

Δ ¼ ∑
k

iLink
wiLinkΔiLink, (12)

wiLink ¼ s2 Δð Þ
s2 ΔiLinkð Þ , (13)

s2 Δð Þ ¼ 1= ∑
k

iLink

1
s2 ΔiLinkð Þ : (14)

NMI VNIIM SMS BelGIM INM UMTS

DNMI, μV/V 0.48 13.98 11.98 �1.12 0.38

u(DNMI), μV/V 1.05 10.96 14.47 1.19 2.00

En 0.23 0.64 0.41 0.47 0.10

Table 2.
Results for NMI/DI participants of COOMET.EM-K6.a comparison.
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The standard uncertainty s ΔiLinkð Þ associated with ΔiLink is calculated by the root-
sum-square of the transfer standard uncertainty in CC KC: uT is transfer standard
uncertainty in RMO KC; u(pi) is standard uncertainty associated with the imperfect
reproducibility of results of NMIiLink in time period spanning two measurements;
riLink is uncertainty associated with the imperfect reproducibility of measurement
results of NMIiLink in time period spanning its two measurements in CC KC and
RMO KC; i ¼ 1, 2,…, k, k is total number of linking NMIs/DIs.

Table 3 lists the quantity values used in calculation linking total correction
factor Δ and corresponding standard deviation s Δð Þ for CCEM-K4 and COOMET.-
EM-K4 comparisons for nominal capacitance 10 pF at a frequency of 1592 Hz [18].

The combined standard uncertainty is calculated as:

u2 dNMIið Þ ¼ u2 DNMIið Þ þ u2 Δð Þ ¼ u2 DNMIið Þ þ s2 Δð Þ þ u2 XRVð Þ, (15)

where u XRVð Þ is combined standard uncertainty in CC KC RV.
The expanded uncertainty is U dNMIið Þ ¼ ku dNMIið Þ which is chosen k = 2 for a

coverage level of 0.95.
An example of linking of EUROMET.EM-K4, APMP.EM-K4.1, and COOMET.-

EM-K4 results to the CCEM-K4 results for nominal capacitance of 10 pF at
frequency 1592 Hz [18, 23, 24] is shown in Figure 7. When linking results of those
comparisons, the presented linking procedure was used.

Results of EUROMET.EM-S26 comparison have been linked to EUROMET.EM-
S20 comparison (two RMO SCs for an inductance of 100 mH at frequency

Linking NMI diLink DiLink ΔiLink uT u(pi) riLink s ΔiLinkÞð wiLink Δ s ΔÞð
VNIIM �0.12 �0.10 �0.02 0.02 0.08 0.07 0.16 0.49 0.11 0.11

PTB �0.00 �0.17 0.17 0.02 0.08 0.07 0.15 0.51

Table 3.
CCEM-K4 and COOMET.EM-K4 data for linking NMIs, μF/F.

Figure 7.
Corrected DoE for participants of CCEM-K4, EUROMET.EM-K4, APMP.EM-K4.1, and COOMET.EM-K4
comparisons.
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They also contain a description of the used method or used measuring system,
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The standard uncertainty s ΔiLinkð Þ associated with ΔiLink is calculated by the root-
sum-square of the transfer standard uncertainty in CC KC: uT is transfer standard
uncertainty in RMO KC; u(pi) is standard uncertainty associated with the imperfect
reproducibility of results of NMIiLink in time period spanning two measurements;
riLink is uncertainty associated with the imperfect reproducibility of measurement
results of NMIiLink in time period spanning its two measurements in CC KC and
RMO KC; i ¼ 1, 2,…, k, k is total number of linking NMIs/DIs.

Table 3 lists the quantity values used in calculation linking total correction
factor Δ and corresponding standard deviation s Δð Þ for CCEM-K4 and COOMET.-
EM-K4 comparisons for nominal capacitance 10 pF at a frequency of 1592 Hz [18].

The combined standard uncertainty is calculated as:
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where u XRVð Þ is combined standard uncertainty in CC KC RV.
The expanded uncertainty is U dNMIið Þ ¼ ku dNMIið Þ which is chosen k = 2 for a

coverage level of 0.95.
An example of linking of EUROMET.EM-K4, APMP.EM-K4.1, and COOMET.-

EM-K4 results to the CCEM-K4 results for nominal capacitance of 10 pF at
frequency 1592 Hz [18, 23, 24] is shown in Figure 7. When linking results of those
comparisons, the presented linking procedure was used.

Results of EUROMET.EM-S26 comparison have been linked to EUROMET.EM-
S20 comparison (two RMO SCs for an inductance of 100 mH at frequency

Linking NMI diLink DiLink ΔiLink uT u(pi) riLink s ΔiLinkÞð wiLink Δ s ΔÞð
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Figure 7.
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comparisons.
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1000 Hz) with used special linking procedure [25] which is similar to the described
linking procedure. Results of COOMET.EM-S2 comparison have been linked to
EURAMET.EM-K5.1 comparison for electrical power [26]; results of COOMET.EM-
S1 comparison have been linked to COOMET.EM-K6.a comparison of AC/DC volt-
age transfer difference [27] (RMO SC to RMO KC for similar values of physical
quantities). When linking results of those comparisons, the described linking pro-
cedure was used.

Table 4 lists data for calculated total correction factors Δ and corresponding
combined standard uncertainties u(Δ) for linking of COOMET.EM-S1 comparison
results to COOMET.EM-K6.a comparison results for AC voltage of 3 V at frequen-
cies of 1 kHz, 20 kHz, and 100 kHz [19], where XK6aKV is COOMET.EM-K6.a RV; u
(XK6aKV) is combined standard uncertainty of COOMET.EM-K6.a RV.

Linked results of COOMET.EM-S1 (mark *) and COOMET.EM-K6.a comparison
of AC/DC voltage transfer difference of AC voltage of 3 V at frequencies of 1, 20,
and 100 kHz [27] are shown in Figure 8. When linking results of those compari-
sons, the presented linking procedure was used.

For consistency verification of results of COOMET.EM-K6.a and COOMET.EM-S1
comparisons, the value of chi-square test was calculated. The obtained value of chi-
square test for all participants can be considered consistent: χ2 ¼ 0:58≺ χ20:95 n� 1ð Þ
¼ 0:71 (without VNIIM result) at frequency 1 kHz; χ2 ¼ 0:46≺ χ20:95 n� 1ð Þ ¼ 0:71 at
frequency 20 kHz; and χ2 ¼ 0:49≺ χ20:95 n� 1ð Þ ¼ 0:71 (without VNIIM result) at
frequency 100 kHz.

The maximum En number and declared uncertainties for DoE of NMI/DI par-
ticipants of COOMET.EM-K6.a and COOMET.EM-S1 comparisons are judged as

Frequency XK6aKV u(XK6aKV) Δ u(Δ)

1 kHz 0.30 0.85 �0.60 1.15

20 kHz �2.00 0.95 1.70 1.30

100 kHz �6.80 1.70 5.60 1.85

Table 4.
Data for linking of COOMET.EM-S1 comparison results to COOMET.EM-K6.a comparison results, μV/V.

Figure 8.
Corrected DoE for participants of COOMET.EM-K6.a and COOMET.EM-S1 comparisons.
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confirmed by Eqs. (8) and (9) accordingly. Results for NMI/DI participants of
COOMET.EM-K6.a and COOMET.EM-S1 comparisons are satisfactory (Table 5).

5. The data evaluation of national inter-laboratory comparisons

A number of studies are devoted to urgent questions of the data evaluation of
ILC: the use of different methods for inconsistent data evaluation of ILC discussed
in [28], suggested approaches to verifying the reliability of measurement results for
CL participations of ILC [29], the application of z score test for performance evalu-
ation of CLs recommended instead of En number since this number is not applicable
due to the difficulty in determining the assigned value (AV) [30], algorithms for
conducting ILC and obtaining precision data for CMC evaluation of laboratories are
considered in [31–33], etc.

The general scheme of ILC is shown in Figure 9. Lab 1 is reference laboratories
(RLs) of ILC. This scheme can be either circular or radial. Most often, a mixed

NMI VNIIM UMTS BelGIM INM UMTS*

1 kHz

DNMI, μV/V �1.10 0.00 4.10 1.20 �2.60

u(DNMI), μV/V 0.90 2.02 11.97 1.22 2.35

En 0.28 0.00 0.17 0.28 0.44

20 kHz

DNMI, μV/V 0.48 0.38 11.98 �1.12 0.20

u(DNMI), μV/V 1.06 2.00 14.47 1.19 2.45

En 0.11 0.07 0.41 0.26 0.03

100 kHz

DNMI, μV/V 1.81 �3.19 25.80 �5.99 0.60

u(DNMI), μV/V 1.03 3.84 69.50 5.75 3.45

En 0.28 0.32 0.19 0.46 0.06

Table 5.
Results for NMI/DI participants of COOMET.EM-K6.a and COOMET.EM-S1.

Figure 9.
The organizational scheme for ILCs.
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1000 Hz) with used special linking procedure [25] which is similar to the described
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Frequency XK6aKV u(XK6aKV) Δ u(Δ)

1 kHz 0.30 0.85 �0.60 1.15

20 kHz �2.00 0.95 1.70 1.30

100 kHz �6.80 1.70 5.60 1.85

Table 4.
Data for linking of COOMET.EM-S1 comparison results to COOMET.EM-K6.a comparison results, μV/V.

Figure 8.
Corrected DoE for participants of COOMET.EM-K6.a and COOMET.EM-S1 comparisons.
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confirmed by Eqs. (8) and (9) accordingly. Results for NMI/DI participants of
COOMET.EM-K6.a and COOMET.EM-S1 comparisons are satisfactory (Table 5).

5. The data evaluation of national inter-laboratory comparisons

A number of studies are devoted to urgent questions of the data evaluation of
ILC: the use of different methods for inconsistent data evaluation of ILC discussed
in [28], suggested approaches to verifying the reliability of measurement results for
CL participations of ILC [29], the application of z score test for performance evalu-
ation of CLs recommended instead of En number since this number is not applicable
due to the difficulty in determining the assigned value (AV) [30], algorithms for
conducting ILC and obtaining precision data for CMC evaluation of laboratories are
considered in [31–33], etc.

The general scheme of ILC is shown in Figure 9. Lab 1 is reference laboratories
(RLs) of ILC. This scheme can be either circular or radial. Most often, a mixed

NMI VNIIM UMTS BelGIM INM UMTS*

1 kHz

DNMI, μV/V �1.10 0.00 4.10 1.20 �2.60

u(DNMI), μV/V 0.90 2.02 11.97 1.22 2.35

En 0.28 0.00 0.17 0.28 0.44

20 kHz

DNMI, μV/V 0.48 0.38 11.98 �1.12 0.20

u(DNMI), μV/V 1.06 2.00 14.47 1.19 2.45

En 0.11 0.07 0.41 0.26 0.03

100 kHz

DNMI, μV/V 1.81 �3.19 25.80 �5.99 0.60

u(DNMI), μV/V 1.03 3.84 69.50 5.75 3.45

En 0.28 0.32 0.19 0.46 0.06

Table 5.
Results for NMI/DI participants of COOMET.EM-K6.a and COOMET.EM-S1.

Figure 9.
The organizational scheme for ILCs.
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scheme of ILCs is used: after several Lab participants, the traveling standard is
returned to RL for research of its drift.

ILCs based on fundamental requirements: the repeatability and instability of
traveling standard. Main steps common to nearly all ILCs are: the determination of
AV, the calculation of performance statistics, the evaluation of performance, and
the preliminary determination of ILC traveling standard stability [14].

The RL processes the data received from CL participants according to results of
ILC for CL. Verification of ILC data is required for consistency. In the case of
uncoordinated data, an analysis is conducted for the purpose of rejecting these data
or for further harmonization by correction of the applied indicators. To verify the
consistency of data, comparative analyses of the relevant criteria for performance
statistics are carried out and the most effective for use in processing of the data is
selected [14, 34].

There are various procedures available for the establishment of AV. These pro-
cedures involve the use of, in particular AVs—as determined by analysis, the mea-
surement or standard comparison, traceable to a national or an international
standard. The general algorithm for data evaluation of ILC is described in [35]. This
algorithm allows RL to take into account all the reporting features of ILC.

The laboratory difference Dlabj for j-th CL participant of ILC is calculated using
Equation [14, 35, 36].

Dlabj ¼ xlabj � XAV, (16)

where xlabj is themeasured value for i-th CL;XAV is AVwhich is determined by RL.
The percent laboratory difference D%labj for ILC is calculated using equation

D%labj ¼ Dlabj=XAV
� � � 100: (17)

The criteria for performance evaluation will be established after taking into
account whether methods for evaluating the performance characteristics consider
the main features, namely: the statistical determination of indicators, i.e. when the
criteria must be suitable for each indicator; the compliance with the purpose, given
criteria that take into account, for example, technical specifications for characteris-
tics of method and recognized level of participant studies, etc. [14].

The most often to check consistency of ILC data that uses En number which is
calculated using equation

En ¼ Dlabj=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2 xlabj

� �� U2 XAVð Þ
q

, (18)

where U xlabj
� �

is the expanded uncertainty of a participant’s result; U XAVð Þ is
the expanded uncertainty of RL’s AV.

For an En number:
|En| ≤ 1.0 indicates satisfactory performance;
|En| > 1.0 indicates unsatisfactory performance.
For checking consistency of ILC data, a z scores is also used, which is calculated

by the equation

z ¼ Dlabj=σ, (19)

where σ is the standard deviation for qualification assessment.
The value of σ can be calculated based on [14]: estimates from a statistical model

(main model) or results of a precision experiment, estimates from previous ILC
rounds or assumptions based on experience, results of participating laboratories,
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that is, normal or robust standard deviation, based on the results of ILC participat-
ing laboratories, etc.

For checking consistency of the ILC data, a ζ scores is used, which is calculated
by the equation

ζ ¼ Dlabj=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 xlabj
� �� u2 XAVð Þ

q
(20)

where u xlabj
� �

is the combined standard uncertainty associated with result of the
laboratory participating in the ILC; u XAVð Þ is the combined standard uncertainty of
ILC AV.

For a z scores and a ζ scores:
|z| ≤ 2.0 and |ζ| ≤ 2.0 indicate a satisfactory performance characteristic and do

not require adjustment or response measures;
2.0 |z| < 3.0 and 2.0 < |ζ| < 3.0 indicate a dubious performance characteristic

and require precautionary measures;
|z| ≥ 3.0 and |ζ| ≥ 3.0 indicate an unsatisfactory performance characteristic and

require adjustment or response measures.
Obvious blunders, such as those with incorrect units, decimal point errors, and

results for a different ILC item will be removed from the data set and treated
separately. These results will not be subject to outlier tests or robust statistical
methods. If results are removed as outliers, they will be removed only for calcula-
tion of summary statistics. These results should still be evaluated within ILC scheme
and be given the appropriate performance evaluation [35].

The value of expanded uncertainty U XAVð Þ is estimated as

U XAVð Þ ¼ 2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 xref
� �þ u2 xstabð Þ

q
, (21)

where u xref
� �

is the standard uncertainty obtained by calibrating traveling stan-
dard with a RL; u xstabð Þ is the standard uncertainty from the instability of traveling
standard during ILC period.

The value of standard uncertainty u xstabð Þ is estimated as

u xstabð Þ ¼ ΔXmax=
ffiffiffi
3

p
, (22)

where ΔXmax is the maximum change in nominal value of traveling standard
during ILC period.

Linking the correspondingly expanded uncertainties of AV UAV when RL of ILC
are NMIs, accredited by CLs or accredited RLs that are not NMIs or accredited by
CLs, is as follows [36]:

UAV NMI <UAV CL <UAV RL, (23)

that is, the most accurate ILCs are those that are performed by NMIs.
The value of the expanded uncertainty UAV NMI for a case where the NMI is RL

can be derived from results of corresponding international comparisons of national
standards in which the NMI participated. The value of the expanded uncertainty
UAV CL for a case where CL is RL can be derived from corresponding calibration
certificates for working standards issued by the NMI using CL in ILC. The value of
the expanded uncertainty UAV RL for a case where an RL is an accredited provider
can be obtained from corresponding calibration certificates for working standards
issued by accredited CLs that use RLs in ILC.

An example of the laboratory difference Dlab of lab participants for national ILC
of AC/DC voltage transfer difference of AC voltage of 3 V at a frequency of 20 kHz
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AV, the calculation of performance statistics, the evaluation of performance, and
the preliminary determination of ILC traveling standard stability [14].
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standard. The general algorithm for data evaluation of ILC is described in [35]. This
algorithm allows RL to take into account all the reporting features of ILC.

The laboratory difference Dlabj for j-th CL participant of ILC is calculated using
Equation [14, 35, 36].
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criteria must be suitable for each indicator; the compliance with the purpose, given
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is the expanded uncertainty of a participant’s result; U XAVð Þ is
the expanded uncertainty of RL’s AV.

For an En number:
|En| ≤ 1.0 indicates satisfactory performance;
|En| > 1.0 indicates unsatisfactory performance.
For checking consistency of ILC data, a z scores is also used, which is calculated

by the equation

z ¼ Dlabj=σ, (19)

where σ is the standard deviation for qualification assessment.
The value of σ can be calculated based on [14]: estimates from a statistical model

(main model) or results of a precision experiment, estimates from previous ILC
rounds or assumptions based on experience, results of participating laboratories,
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that is, normal or robust standard deviation, based on the results of ILC participat-
ing laboratories, etc.

For checking consistency of the ILC data, a ζ scores is used, which is calculated
by the equation
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is the combined standard uncertainty associated with result of the
laboratory participating in the ILC; u XAVð Þ is the combined standard uncertainty of
ILC AV.
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|z| ≤ 2.0 and |ζ| ≤ 2.0 indicate a satisfactory performance characteristic and do

not require adjustment or response measures;
2.0 |z| < 3.0 and 2.0 < |ζ| < 3.0 indicate a dubious performance characteristic

and require precautionary measures;
|z| ≥ 3.0 and |ζ| ≥ 3.0 indicate an unsatisfactory performance characteristic and

require adjustment or response measures.
Obvious blunders, such as those with incorrect units, decimal point errors, and

results for a different ILC item will be removed from the data set and treated
separately. These results will not be subject to outlier tests or robust statistical
methods. If results are removed as outliers, they will be removed only for calcula-
tion of summary statistics. These results should still be evaluated within ILC scheme
and be given the appropriate performance evaluation [35].

The value of expanded uncertainty U XAVð Þ is estimated as

U XAVð Þ ¼ 2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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where u xref
� �

is the standard uncertainty obtained by calibrating traveling stan-
dard with a RL; u xstabð Þ is the standard uncertainty from the instability of traveling
standard during ILC period.

The value of standard uncertainty u xstabð Þ is estimated as

u xstabð Þ ¼ ΔXmax=
ffiffiffi
3

p
, (22)

where ΔXmax is the maximum change in nominal value of traveling standard
during ILC period.

Linking the correspondingly expanded uncertainties of AV UAV when RL of ILC
are NMIs, accredited by CLs or accredited RLs that are not NMIs or accredited by
CLs, is as follows [36]:

UAV NMI <UAV CL <UAV RL, (23)

that is, the most accurate ILCs are those that are performed by NMIs.
The value of the expanded uncertainty UAV NMI for a case where the NMI is RL

can be derived from results of corresponding international comparisons of national
standards in which the NMI participated. The value of the expanded uncertainty
UAV CL for a case where CL is RL can be derived from corresponding calibration
certificates for working standards issued by the NMI using CL in ILC. The value of
the expanded uncertainty UAV RL for a case where an RL is an accredited provider
can be obtained from corresponding calibration certificates for working standards
issued by accredited CLs that use RLs in ILC.

An example of the laboratory difference Dlab of lab participants for national ILC
of AC/DC voltage transfer difference of AC voltage of 3 V at a frequency of 20 kHz
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with respect to the AV with expanded uncertainty U(Dlab) [37] is shown in
Figure 10.

For verification of consistency of the ILC results, the value of chi-square test was
calculated. The obtained value of chi-square test for lab participants can be consid-
ered consistent: χ2 ¼ 2:52≺ χ20:95 n� 1ð Þ ¼ 2:73 (without Lab3 and Lab 4 results).
Results for lab participants of ILC are satisfactory (Table 6).

6. Linking procedures for international comparisons and national inter-
laboratory comparisons

ILCs for CLs are carried out in different countries. To ensure the mutual recog-
nition of calibration results, it is advisable to establish the relationship between
these ILCs. To do this, NMI/DI results of international standard comparisons can be
used. In this case, the DoE of NMI/DI standards and their uncertainty may be taken
into account. Thus, it is possible to establish the metrological traceability of CL
standards to corresponding national standards.

The organizational scheme of linking of international standard comparison and
national ILC is shown in Figure 11. The Lab 1 is RL for ILC which is also i-th NMI
for RMO KC/SC.

Figure 10.
Results of national ILC for AC/DC voltage transfer difference.

Lab Ref Lab 2 Lab 3 Lab 4 Lab 5

Dlab, μV/V 0.00 �42.00 17.40 28.10 68.20

u(Dlab), μV/V 2.25 32.50 9.60 14.10 1570.00

En 0.00 0.65 0.91 0.99 0.02

z 0.00 1.04 0.43 0.70 1.69

ζ 0.00 0.32 0.45 0.50 0.01

Table 6.
Results for all lab participants of ILC.
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In [38], the proposed procedure links RMO KC/SC and ILC results for CL. This
procedure can be used for practical estimation of specific ILC results on a national
level in different countries by means of NMIs/DIs results from RMO KC/SC.

The result of i-th NMI in some specific RMO KC/SC can be determined for
linking in a specific ILC. Results of ILC will be expressed in relation to specific RMO
KC/SC RV through linking laboratory—RL. For this purpose, the laboratory differ-
ence of ILC Dlabj will be corrected by a correction factor dlab, which is determined
from the results of participant Lab 1 (RL) in RMO KC/SC and ILC (Lab 1 – NMI i):

dlab ¼ DNMIi �Dlab1 (24)

with the combined standard uncertainty:

u2 dlabð Þ ¼ u2 DNMIið Þ þ u2 Dlab1ð Þ� �
=2: (25)

The corrected DoE for j-th lab participant in ILC with respect to linking to RMO
KC/SC RV is estimated as

D0
labj ¼ Dlabj þ dlab (26)

with the combined standard uncertainty:

u2 D0
labj

� �
¼ u2 Dlabj

� �þ u2 dlabð Þ (27)

The values of En number is determined by the equation

Enlabj ¼ D0
labj

���
���=U D0

labj

� �
≤ 1:0: (28)

The values of z scores is determined by the equation

zlabj ¼ D0
labj

���
���=σlab < 2:0, (29)

where σlab is the standard deviation, based on the results of ILC participating
laboratories.

Figure 11.
The organizational scheme for linking of RMO KC/SC and national ILC.
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The values of ζ scores is determined by the equation

ζlabj ¼ D0
labj

���
���=u D0

labj

� �
< 2:0: (30)

An example of the corrected laboratory difference D0
lab of lab participants for

national ILC of AC/DC voltage transfer difference of AC voltage of 3 V at a fre-
quency of 20 kHz with respect to linking to COOMET.EM-K6.a with expanded
uncertainty [38] is shown in Figure 12. When linking results of those comparisons,
the presented linking procedure was used.

For verification of consistency of COOMET.EM-K6.a and ILC results, the value
of chi-square test was calculated. The obtained value of chi-square test for lab
participants can be considered consistent: χ2 ¼ 0:71≺ χ20:95 n� 1ð Þ ¼ 0:42. Results
for all NMI/DI and lab participants are satisfactory (Table 7).

7. Conclusions

CIPM MRA and ILAC MRA are the basis for establishing the global metrological
traceability and play an important role in overcoming technical barriers to interna-
tional trade. The calibration hierarchy and measurement uncertainty evaluation are

Figure 12.
The corrected laboratory difference for lab participants of national ILC for AC/DC voltage transfer standards
with respect to linking to COOMET.EM-K6.a.

NMI-Lab VNIIM SMS BelGIM INM UMTS Lab 2 Lab 3 Lab 4 Lab 5

D0
lab, μV/V 0.50 14.00 12.00 �1.10 0.40 �46.60 12.80 23.50 63.60

u D0
lab

� �
, μV/V 1.05 10.95 14.45 1.20 2.00 32.50 9.85 14.20 157.00

En 0.23 0.64 0.41 0.47 0.10 0.72 0.65 0.83 0.20

z 0.02 0.49 0.42 0.04 0.01 1.62 0.45 0.82 2.22

ζ 0.11 0.32 0.21 0.24 0.05 0.36 0.33 0.41 0.10

Table 7.
Results for all NMI/DI and lab participants.

16

Standards, Methods and Solutions of Metrology

important elements of providing metrological traceability. The general scheme of the
global metrological traceability at different measurement levels is presented. NMIs/
DIs and accredited CLs play an important role in establishing those traceability.

The organizational scheme for standard comparisons and RMO KC and RMO SC
data evaluation procedure is presented. Results of data evaluation for COOMET.-
EM-K4 and COOMET.EM-K6.a comparisons are indicated. Results of those com-
parisons were checked for the fulfillment of the chi-square test. The obtained values
of the chi-square test for NMI/DI participants are satisfactory. Results for all
NMI/DI participants of those comparisons for En number are also satisfactory.

The procedure of linking of RMO KC and RMO SC results is presented. Linking
of COOMET.EM-S1 and COOMET.EM-K6.a comparison results of AC/DC voltage
transfer difference at different frequencies is presented. The value of chi-criterion
for linked comparison results was calculated. The obtained value of chi-square test
for NMI/DI participants of those comparisons is satisfactory. Results for all NMI/DI
participants of those comparisons for En number (from 0.03 to 0.46) are also
satisfactory.

Results of linking of COOMET.EM-S1 and COOMET.EM-K6.a comparison
results can also be used as the technical basis of confirming CMC NMIs/DIs. Such
work can be done by PL of RMO KC or RMO SC, as well as by NMI/DI experts. The
NMIs/DIs also must implement a full assessment of the uncertainty budget and the
metrological traceability for validation of their CMCs in a wide range of used
quantities.

The organizational scheme for ILs and ILC data evaluation procedure is
presented. Results of data evaluation for ILC of AC/DC voltage transfer difference
are indicated. Results of this comparison were checked for the fulfillment of the chi-
square test. The obtained value of the chi-square test for laboratory participants is
satisfactory. Results for all laboratory participants of this comparison for En number
are also satisfactory.

The organizational scheme of linking of international standard comparison and
national ILC is indicated. The procedure of linking of RMO KC or RMO SC and
national ILC results is presented. This procedure can be used for practical estima-
tion of results specific ILC on a national level by means of the results from NMI/DI
laboratories. Linking of COOMET.EM-K6.a comparison and national ILC of AC/DC
voltage transfer difference results was presented. The value of chi-square test was
calculated and the obtained value of chi-square test for all participants can be
considered consistent. Results for all participants of comparisons are satisfactory for
En number (from 0.10 to 0.83), z scores (from 0.01 to 2.22), and ζ scores (from 0.05
to 0.41).

Results of this linking can be used also for different metrological areas as tech-
nical basis of confirming CMC accredited laboratories. Such work can be done by
RL of the ILC, as well as by metrological experts. The RL of the ILC can also
implement a full assessment of the uncertainty budget and the metrological trace-
ability for validation of their CMCs in a wide range of used quantities.
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The values of ζ scores is determined by the equation
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ζ 0.11 0.32 0.21 0.24 0.05 0.36 0.33 0.41 0.10

Table 7.
Results for all NMI/DI and lab participants.
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important elements of providing metrological traceability. The general scheme of the
global metrological traceability at different measurement levels is presented. NMIs/
DIs and accredited CLs play an important role in establishing those traceability.

The organizational scheme for standard comparisons and RMO KC and RMO SC
data evaluation procedure is presented. Results of data evaluation for COOMET.-
EM-K4 and COOMET.EM-K6.a comparisons are indicated. Results of those com-
parisons were checked for the fulfillment of the chi-square test. The obtained values
of the chi-square test for NMI/DI participants are satisfactory. Results for all
NMI/DI participants of those comparisons for En number are also satisfactory.

The procedure of linking of RMO KC and RMO SC results is presented. Linking
of COOMET.EM-S1 and COOMET.EM-K6.a comparison results of AC/DC voltage
transfer difference at different frequencies is presented. The value of chi-criterion
for linked comparison results was calculated. The obtained value of chi-square test
for NMI/DI participants of those comparisons is satisfactory. Results for all NMI/DI
participants of those comparisons for En number (from 0.03 to 0.46) are also
satisfactory.

Results of linking of COOMET.EM-S1 and COOMET.EM-K6.a comparison
results can also be used as the technical basis of confirming CMC NMIs/DIs. Such
work can be done by PL of RMO KC or RMO SC, as well as by NMI/DI experts. The
NMIs/DIs also must implement a full assessment of the uncertainty budget and the
metrological traceability for validation of their CMCs in a wide range of used
quantities.

The organizational scheme for ILs and ILC data evaluation procedure is
presented. Results of data evaluation for ILC of AC/DC voltage transfer difference
are indicated. Results of this comparison were checked for the fulfillment of the chi-
square test. The obtained value of the chi-square test for laboratory participants is
satisfactory. Results for all laboratory participants of this comparison for En number
are also satisfactory.

The organizational scheme of linking of international standard comparison and
national ILC is indicated. The procedure of linking of RMO KC or RMO SC and
national ILC results is presented. This procedure can be used for practical estima-
tion of results specific ILC on a national level by means of the results from NMI/DI
laboratories. Linking of COOMET.EM-K6.a comparison and national ILC of AC/DC
voltage transfer difference results was presented. The value of chi-square test was
calculated and the obtained value of chi-square test for all participants can be
considered consistent. Results for all participants of comparisons are satisfactory for
En number (from 0.10 to 0.83), z scores (from 0.01 to 2.22), and ζ scores (from 0.05
to 0.41).

Results of this linking can be used also for different metrological areas as tech-
nical basis of confirming CMC accredited laboratories. Such work can be done by
RL of the ILC, as well as by metrological experts. The RL of the ILC can also
implement a full assessment of the uncertainty budget and the metrological trace-
ability for validation of their CMCs in a wide range of used quantities.
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Chapter 2

Self-Calibration of Precision XYθz
Metrology Stages
Chuxiong Hu, Yu Zhu and Luzheng Liu

Abstract

This chapter studies the on-axis calibration for precision XYθz metrology stages
and presents a holistic XYθz self-calibration approach. The proposed approach uses
an artifact plate, specially designed with XY grid mark lines and angular mark lines,
as a tool to be measured by the XYθz metrology stages. In detail, the artifact plate is
placed on the uncalibrated XYθz metrology stages in four measurement postures or
views. Then, the measurement error can be modeled as the construction of XYθz
systematic measurement error (i.e. stage error), artifact error, misalignment error,
and random measurement noise. With a new property proposed, redundance of the
XYθz stage error is obtained, while the misalignment errors of all measurement
views are determined by rigid mathematical processing. Resultantly, a least square-
based XYθz self-calibration law is synthesized for final determination of the stage
error. Computer simulation is conducted, and the calculation results validate that
the proposed scheme can accurately realize the stage error even under the existence
of various random measurement noise. Finally, the designed artifact plate is devel-
oped and illustrated for explanation of a standard XYθz self-calibration procedure to
meet practical industrial requirements.

Keywords: XYθz stage, self-calibration, measurement system, least square,
stage error

1. Introduction

PrecisionXYθzmotion stages are ubiquitously utilized in industrial mechanical
systems tomeet the requirement of high-performancemanufacture [1].As automatical
servo systems, these stages have both precision linear encoders and angle encoders for
measurement andmotion feedback control [2–7]. In practice, themeasurement accu-
racy inevitably suffers from surface non-flatness and un-roundness, axis nonortho-
gonality, scale graduation nonuniformity, encoder installation eccentricity, read-head
misalignment, and so on, which resultantly generate systematic measurement error,
i.e. stage error. The stage error can in principle be eliminated through calibration
technology [8–10]. Due to the difficulty on finding amore accurate standard tool in
traditional calibration technologies, self-calibration technology has been developed
with utilization of an artifact withmark positions not precisely known. As an alterna-
tive of intelligent calibration processes, self-calibration is an effective and economical
approach especially for micro-/nano-level mechanical systems [11–14].

Existing self-calibration technologies were developed for X, XY, XYZ, and angu-
lar metrology stages, respectively. For example, Takac studied one-dimensional
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racy inevitably suffers from surface non-flatness and un-roundness, axis nonortho-
gonality, scale graduation nonuniformity, encoder installation eccentricity, read-head
misalignment, and so on, which resultantly generate systematic measurement error,
i.e. stage error. The stage error can in principle be eliminated through calibration
technology [8–10]. Due to the difficulty on finding amore accurate standard tool in
traditional calibration technologies, self-calibration technology has been developed
with utilization of an artifact withmark positions not precisely known. As an alterna-
tive of intelligent calibration processes, self-calibration is an effective and economical
approach especially for micro-/nano-level mechanical systems [11–14].

Existing self-calibration technologies were developed for X, XY, XYZ, and angu-
lar metrology stages, respectively. For example, Takac studied one-dimensional

23



self-calibration and developed a scheme that made a set of tool graduation marks
appear to have identical spacing with relative scale [15]. In [16], self-calibration
method for single-axis dual-drive nanometer positioning stage was presented. In
[17], an XY self-calibration strategy was presented for two-dimensional metrology
stages, which used an artifact plate as assistance measured by three views to con-
struct equations of stage error, misalignment error, and artifact error. Fourier
transformation was employed in the scheme to meet the challenge of random
measurement noise. This method is popularly followed by many engineers and
researchers [18–21]. In [18], a self-calibration algorithm was developed to test the
out-of-plane error of two-dimensional profiling stages. The algorithm suppresses
artifact-related errors in consideration of the geometrical congruence of three pro-
file measurement views. Computer simulation and experimental results both
showed that the calibration accuracy was free from artifact imperfection and only
minimally affected by random measurement errors. In [19], a self-calibration
method was proposed for mapping the errors in XY plane and the squareness error
between Z-axis and XY plane of the scanning probe microscopes. In [22, 23], self-
calibration approach for three-dimensional metrology stages was completely pro-
vided with experimental validation.

On the other hand, lots of self-calibration technologies have been developed for
angular metrology systems [14, 24] in US National Institute of Standards and
Technology (NIST), National Metrology Institute of Japan (NMIJ), Germany’s
National Metrology Institute the Physikalisch-Technische Bundesanstalt (PTB),
Korea Research Institute of Standards and Science, etc. Specifically, circle closure
principle was frequently used to cross-calibrate index tables in NIST [25, 26]. A
high-precision rotary encoder self-calibration system was built based on equal-
division-averaged method and had been adopted as the angular national standard
system in NMIJ [27, 28]. The equal-division-averaged method was also expanded
for self-calibration of the scale error in an angle comparator [29]. In addition, a
known prime factor algorithm-based method was presented for self-calibration of
divided circles in PTB [30, 31].

In summary of previous self-calibration strategies, a systematic self-calibration
strategy for calibration of XYθz metrology stage is seldom published up to present.
To address this problem, we have proposed a preliminary framework to self-
calibrate the XYθz stage error in [32], assuming that the angular coordinate and the
XY coordinate are uncorrelated while the XY stage error and θz stage error are
solved separately. This assumption leads to the final XYθz calibration being not in a
uniform coordinate, which means that it is not a complete and accurate XYθz
self-calibration strategy. In this chapter, we further study the self-calibration of
precision XYθz metrology stages and present a complete and accurate on-axis self-
calibration approach. Specifically, a new artifact plate is designed as the assistant
tool, and four measurement views of the designed artifact plate on the uncalibrated
XYθz metrology stage are constructed to provide measurement information. The
detailed specification of the artifact plate on the XYθz stage is shown in Figure 1.
Combining with symmetry, transitivity, and circle closure principle, certain
redundance of the XYθz stage error is established, while the misalignment errors of
all measurement views are determined by rigid mathematical manipulation. Resul-
tantly, a least square-based XYθz self-calibration law is proposed for the final deter-
mination of the stage error. Computer simulation is conducted, and the calculation
results validate that scheme proposed in this paper can figure out the stage error
rather accurately in the absence of random measurement noise. The self-calibration
accuracy of the proposed scheme is also tested to meet the challenge of various
random measurement noises, and the calibration results validate that the scheme
can effectively alleviate the effects of random measurement noise. Finally, the
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designed artifact plate is manufactured, and a standard on-axis XYθz self-calibration
procedure following the proposed scheme is introduced.

The proposed scheme mainly features the following two benefits: (1) Departing
from previous self-calibration technologies, the proposed scheme first solves the on-
axis self-calibration problem of XYθz metrology stages and (2) complicated mathe-
matical manipulations, especially the calculations of misalignment errors in previ-
ous XY self-calibration schemes, are significantly avoided in the proposed strategy.
The remainder of this chapter is organized as follows. In Section II, the stage error of
XYθz metrology stage is explained, and a newly designed artifact plate and related
artifact error are also described. The principle of the developed XYθz self-calibration
scheme with four measurement views is presented in Section III. In Section IV,
computer simulation is conducted to show the calibration performance of the pro-
posed method. And the procedure for performing a standard XYθz self-calibration is
presented in Section V. Finally, the conclusion is provided in Section VI.

2. Self-calibration problem formulation

2.1 Stage error

For a XYθz metrology system, linear encoders are employed for measuring
movement along X and Y axes, and a rotary encoder for measuring rotation along θz
axis. Thus, the systematic errors along X-axis, Y-axis, and θz axis are independent.
And once the metrology system is set, the geometric relationship among X-axis, Y-
axis, and θz axis is also determined, which will be described in detail later. In the
Cartesian grid, define Gl x; yð Þ as the linear stage error at x; yð Þ where x; yð Þ is the
true location. And Gr θzð Þ is the rotary stage error at θz where θz is the true angle
value. Herein, the uncalibrated XYθz field consists of XY with L� L and θz with
360°, while the XYθz origin point is set as the same at the center of the L� L field. In
the following, we define

Gl x; yð Þ � Gx x; yð Þex þGy x; yð Þey
Gr θzð Þ � Gθz θzð Þeθz

(1)

Figure 1.
An artifact plate with mark lines on an XYθz metrology stage.
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method for single-axis dual-drive nanometer positioning stage was presented. In
[17], an XY self-calibration strategy was presented for two-dimensional metrology
stages, which used an artifact plate as assistance measured by three views to con-
struct equations of stage error, misalignment error, and artifact error. Fourier
transformation was employed in the scheme to meet the challenge of random
measurement noise. This method is popularly followed by many engineers and
researchers [18–21]. In [18], a self-calibration algorithm was developed to test the
out-of-plane error of two-dimensional profiling stages. The algorithm suppresses
artifact-related errors in consideration of the geometrical congruence of three pro-
file measurement views. Computer simulation and experimental results both
showed that the calibration accuracy was free from artifact imperfection and only
minimally affected by random measurement errors. In [19], a self-calibration
method was proposed for mapping the errors in XY plane and the squareness error
between Z-axis and XY plane of the scanning probe microscopes. In [22, 23], self-
calibration approach for three-dimensional metrology stages was completely pro-
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Technology (NIST), National Metrology Institute of Japan (NMIJ), Germany’s
National Metrology Institute the Physikalisch-Technische Bundesanstalt (PTB),
Korea Research Institute of Standards and Science, etc. Specifically, circle closure
principle was frequently used to cross-calibrate index tables in NIST [25, 26]. A
high-precision rotary encoder self-calibration system was built based on equal-
division-averaged method and had been adopted as the angular national standard
system in NMIJ [27, 28]. The equal-division-averaged method was also expanded
for self-calibration of the scale error in an angle comparator [29]. In addition, a
known prime factor algorithm-based method was presented for self-calibration of
divided circles in PTB [30, 31].

In summary of previous self-calibration strategies, a systematic self-calibration
strategy for calibration of XYθz metrology stage is seldom published up to present.
To address this problem, we have proposed a preliminary framework to self-
calibrate the XYθz stage error in [32], assuming that the angular coordinate and the
XY coordinate are uncorrelated while the XY stage error and θz stage error are
solved separately. This assumption leads to the final XYθz calibration being not in a
uniform coordinate, which means that it is not a complete and accurate XYθz
self-calibration strategy. In this chapter, we further study the self-calibration of
precision XYθz metrology stages and present a complete and accurate on-axis self-
calibration approach. Specifically, a new artifact plate is designed as the assistant
tool, and four measurement views of the designed artifact plate on the uncalibrated
XYθz metrology stage are constructed to provide measurement information. The
detailed specification of the artifact plate on the XYθz stage is shown in Figure 1.
Combining with symmetry, transitivity, and circle closure principle, certain
redundance of the XYθz stage error is established, while the misalignment errors of
all measurement views are determined by rigid mathematical manipulation. Resul-
tantly, a least square-based XYθz self-calibration law is proposed for the final deter-
mination of the stage error. Computer simulation is conducted, and the calculation
results validate that scheme proposed in this paper can figure out the stage error
rather accurately in the absence of random measurement noise. The self-calibration
accuracy of the proposed scheme is also tested to meet the challenge of various
random measurement noises, and the calibration results validate that the scheme
can effectively alleviate the effects of random measurement noise. Finally, the
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designed artifact plate is manufactured, and a standard on-axis XYθz self-calibration
procedure following the proposed scheme is introduced.

The proposed scheme mainly features the following two benefits: (1) Departing
from previous self-calibration technologies, the proposed scheme first solves the on-
axis self-calibration problem of XYθz metrology stages and (2) complicated mathe-
matical manipulations, especially the calculations of misalignment errors in previ-
ous XY self-calibration schemes, are significantly avoided in the proposed strategy.
The remainder of this chapter is organized as follows. In Section II, the stage error of
XYθz metrology stage is explained, and a newly designed artifact plate and related
artifact error are also described. The principle of the developed XYθz self-calibration
scheme with four measurement views is presented in Section III. In Section IV,
computer simulation is conducted to show the calibration performance of the pro-
posed method. And the procedure for performing a standard XYθz self-calibration is
presented in Section V. Finally, the conclusion is provided in Section VI.

2. Self-calibration problem formulation

2.1 Stage error

For a XYθz metrology system, linear encoders are employed for measuring
movement along X and Y axes, and a rotary encoder for measuring rotation along θz
axis. Thus, the systematic errors along X-axis, Y-axis, and θz axis are independent.
And once the metrology system is set, the geometric relationship among X-axis, Y-
axis, and θz axis is also determined, which will be described in detail later. In the
Cartesian grid, define Gl x; yð Þ as the linear stage error at x; yð Þ where x; yð Þ is the
true location. And Gr θzð Þ is the rotary stage error at θz where θz is the true angle
value. Herein, the uncalibrated XYθz field consists of XY with L� L and θz with
360°, while the XYθz origin point is set as the same at the center of the L� L field. In
the following, we define

Gl x; yð Þ � Gx x; yð Þex þGy x; yð Þey
Gr θzð Þ � Gθz θzð Þeθz

(1)

Figure 1.
An artifact plate with mark lines on an XYθz metrology stage.
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where ex, ey, and eθz are the unit vectors of the stage axes. For notation, we
combine linear and rotary stage errors and define G x; y; θzð Þ is the stage error at
x; y; θzð Þwhere x; yð Þ is the true location and θz is the true angle in the Cartesian grid:

G x; y; θzð Þ � Gl x; yð Þ þGr θzð Þ
¼ Gx x; yð Þex þ Gy x; yð Þey þ Gθz θzð Þeθz

(2)

Suppose the X-Y sample sites are in an N �N square array (N is odd) covering
the L� L field and the θz sample lines are in a K array (K is a multiple of 4) covering
the 360° field. Then in the Cartesian grid, the positions of the sample sites are

xm ¼ mΔ, yn ¼ nΔ, θk ¼ k⊖ (3)

where m ¼ � N�1
2 , � N�3

2 ,…, N�1
2 , n ¼ � N�1

2 , � N�3
2 ,…, N�1

2 , and Δ ¼ L=N
which is called sample site interval; k ¼ 0; 1; 2,…, K � 1 and ⊖ ¼ 360=K∘. For nota-
tion simplicity, through Eq. (2), we can denote

Gm,n,k � Gx,m,nex þGy,m,ney þGθz, keθz (4)

where Gθz, k � Gθz θkð Þ, Gx,m,n � Gx xm; yn
� �

, and Gy,m,n � Gy xm; yn
� �

.
Similar to the detailed explanation in [17], to define the coordinates’ origin,

orientation, and grid scale of the XY axes stage, there are no translation property, no
rotation property, and no magnification property for Gx,m,n and Gy,m,n, which can
be expressed mathematically as

∑m,nGx,m,n ¼ ∑m,nGy,m,n ¼ 0

∑m,n Gy,m,nxm �Gx,m,nyn
� � ¼ 0

∑m,n Gx,m,nxm þ Gy,m,nyn
� � ¼ 0

(5)

For X-Y axes, two dimensionless parameters O and R are defined as the XY
nonorthogonality and the XY scale difference of Gx,m,n and Gy,m,n, respectively. As
a result, Gx,m,n and Gy,m,n are

Gx,m,n ¼ Oyn þ Rxm þ Fx,m,n

Gy,m,n ¼ Oxm � Ryn þ Fy,m,n
(6)

Therefore, one can obtain Gx,m,n and Gy,m,n by the first calculation of the first-
order components O and R, and the later determination of the residual error Fx,m,n
and Fy,m,n. Noting that the origin of XY axes is the center of the sample array, we also
can get the following properties of Fx,m,n and Fy,m,n which is also detailed in [17, 20]:

∑m,nFx,m,n ¼ ∑m,nFx,m,nxm ¼ ∑m,nFx,m,nyn ¼ 0

∑m,nFy,m,n ¼ ∑m,nFy,m,nxm ¼ ∑m,nFy,m,nyn ¼ 0
(7)

Besides, for rotary self-calibration, an important property, i.e. the circle closure
principle, could directly bridge the gap between GkþK and Gk, i.e. GkþK ¼ Gk for
k ¼ 0; 1; 2,…, K � 1, which significantly facilitates the self-calibration process. To
calculate the stage error components at θz, i.e. Gθz,k, a new property must be
pointed out as follows:

Gθz,k is definitely related to the errors of XY orientations. In other words, the
expected value of angle deviation of points is exactly the θz orientation error of the
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radius vector where the points lie in. Angle deviation of points here means the angle
between position vector of actual point and that of ideal point. Take Gθz,0 as an
example. For the point m;0ð Þ on +X-axis, m ¼ 1; 2;⋯; N�1

2

� �
, define ϕm as the angle

deviation of the point m;0ð Þ, i.e.

ϕm ¼ < xm þGx,m,0; y0 þ Gy,m,0
� �

, xm; y0
� �

>

¼ < xm þGx,m,0;Gy,m,0
� �

, xm;0ð Þ>
where < a,b> is the angle between vectors a and b and, then,

Gθz,0 ¼ E ϕmð Þ
where E ϕmð Þ is the expectation of ϕm.
Noting that Gy,m,0 ≪ xm and Gx,m,0 ≪ xm, one can obtain

ϕm ¼ < xm þ Gx,m,0;Gy,m,0
� �

, xm;0ð Þ>

¼ arctan
Gy,m,0

xm þGx,m,0

� �

≐ arctan
Gy,m,0

xm

� �

≐
Gy,m,0

xm

which subsequently results in

Gθz,0 ¼ E
Gy,m,0

xm

� �
(8)

Similarly, along X-axis and Y-axis, we can obtain the following four equations:

Gθz,0 ¼ E
Gy,m,0

xm

� �
m ¼ 1; 2;⋯;

N � 1
2

� �

Gθz,K4
¼ E �Gx,0,n

yn

� �
n ¼ 1; 2;⋯;

N � 1
2

� �

Gθz,K2
¼ E

Gy,m,0

xm

� �
m ¼ �1;�2;⋯;�N � 1

2

� �

Gθz, 3K4
¼ E �Gx,0,n

yn

� �
n ¼ �1;�2;⋯;�N � 1

2

� �

(9)

The goal of the proposed self-calibration method is to determine Gm,n,k through
different measurement postures, through which the measurement accuracy can be
compensated directly.

2.2 Artifact error

In this chapter, an artifact plate which possesses mark lines different from
previous researches in [17, 20] is designed specifically for XYθz self-calibration.
Figure 2 shows the details of artifact plate on the stage. In detail, an N �N grid
mark array is on the artifact plate with the same size as the stage sample site array.
Furthermore, it has K mark lines with equal angle interval. The plate XYθz coordi-
nate axis’ origin is located on the center of the mark array. During the plate
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where ex, ey, and eθz are the unit vectors of the stage axes. For notation, we
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.
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� � ¼ 0
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For X-Y axes, two dimensionless parameters O and R are defined as the XY
nonorthogonality and the XY scale difference of Gx,m,n and Gy,m,n, respectively. As
a result, Gx,m,n and Gy,m,n are

Gx,m,n ¼ Oyn þ Rxm þ Fx,m,n
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(6)

Therefore, one can obtain Gx,m,n and Gy,m,n by the first calculation of the first-
order components O and R, and the later determination of the residual error Fx,m,n
and Fy,m,n. Noting that the origin of XY axes is the center of the sample array, we also
can get the following properties of Fx,m,n and Fy,m,n which is also detailed in [17, 20]:
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(7)

Besides, for rotary self-calibration, an important property, i.e. the circle closure
principle, could directly bridge the gap between GkþK and Gk, i.e. GkþK ¼ Gk for
k ¼ 0; 1; 2,…, K � 1, which significantly facilitates the self-calibration process. To
calculate the stage error components at θz, i.e. Gθz,k, a new property must be
pointed out as follows:

Gθz,k is definitely related to the errors of XY orientations. In other words, the
expected value of angle deviation of points is exactly the θz orientation error of the
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radius vector where the points lie in. Angle deviation of points here means the angle
between position vector of actual point and that of ideal point. Take Gθz,0 as an
example. For the point m;0ð Þ on +X-axis, m ¼ 1; 2;⋯; N�1

2

� �
, define ϕm as the angle

deviation of the point m;0ð Þ, i.e.

ϕm ¼ < xm þGx,m,0; y0 þ Gy,m,0
� �
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� �

>

¼ < xm þGx,m,0;Gy,m,0
� �

, xm;0ð Þ>
where < a,b> is the angle between vectors a and b and, then,

Gθz,0 ¼ E ϕmð Þ
where E ϕmð Þ is the expectation of ϕm.
Noting that Gy,m,0 ≪ xm and Gx,m,0 ≪ xm, one can obtain
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¼ arctan
Gy,m,0

xm þGx,m,0

� �

≐ arctan
Gy,m,0

xm

� �

≐
Gy,m,0

xm

which subsequently results in
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xm

� �
(8)

Similarly, along X-axis and Y-axis, we can obtain the following four equations:
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yn

� �
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yn

� �
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� �

(9)

The goal of the proposed self-calibration method is to determine Gm,n,k through
different measurement postures, through which the measurement accuracy can be
compensated directly.

2.2 Artifact error

In this chapter, an artifact plate which possesses mark lines different from
previous researches in [17, 20] is designed specifically for XYθz self-calibration.
Figure 2 shows the details of artifact plate on the stage. In detail, an N �N grid
mark array is on the artifact plate with the same size as the stage sample site array.
Furthermore, it has K mark lines with equal angle interval. The plate XYθz coordi-
nate axis’ origin is located on the center of the mark array. During the plate
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movement, the plate axis will move with the plate. The locations of the nominal
mark in the plate coordinate system are totally the same with that of the sample site
in the stage coordinate system. Due to the unavoidable imperfection of the artifact
plate, all the actual marks at m; n; kð Þ deviate from their nominal location by Am,n,k
which is defined as artifact error expressed by

Am,n,k � Ax,m,nepx þ Ay,m,nepy þ Aθz, kepz

Ax,m,n � Ax xm; yn
� �

, Ay,m,n � Ay xm; yn
� �

,

Aθz, k � Aθz θkð Þ
(10)

where m ¼ � N�1
2 , � N�3

2 ,…, N�1
2 , n ¼ � N�1

2 , � N�3
2 ,…, N�1

2 , and
k ¼ 0, 1,…, K � 1; epx, epy, and epz are the unit vectors of the plate axes.

It should be noted that every mark on the artifact plate has an identification
number (m, n, k). During the motions of the plate on the stage, the identification
number of the mark will not change. This characteristic is also utilized to identify
each physical mark of the plate in the following comparison of different measure-
ment views. Ax,m,n and Ay,m,n also have no translation property and no rotation
property [17, 20], which essentially have defined the axis origin and axis orienta-
tion, i.e.

∑m,nAx,m,n ¼ ∑m,nAy,m,n ¼ 0

∑m,n Ay,m,nxm � Ax,m,nyn
� � ¼ 0

(11)

3. XYθz self-calibration principle

3.1 The measurement views

The self-calibration method is based on four different postures or views of the
designed artifact plate on the uncalibrated XYθz metrology stage, which is shown in
Figure 3. As shown in Figure 3, the XYθz stage is the gray part, while the artifact
plate is the white part. The 3-D specification can also be found in Figures 1 and 2.

Without the loss of generality, for each view, there inevitably exists a
misalignment error; for that these coordinate axes cannot be aligned completely,

Figure 2.
A designed artifact plate with mark lines for XYθz self-calibration.
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which will be considered as a misalignment error, which consists of a small rotation
between their orientations and a small offset between their origins. Besides, random
measurement noise also exists in the measurement process, but the effects of noise
can be assumed to be completely attenuated by repeated measurements:

a. In View 0, which is the initial view, the XYθz axes of the plate are aligned as
closely in line with those of the stage as possible; in this view, both grid and
angular marks are measured.

b.In View 1, the artifact plate is rotated 90°, around the origin from View 0 on
the stage; in this view, both grid and angular marks are measured.

c. In View 2, the artifact plate is rotated 360/K°, i.e., ⊖, around the origin from
View 0 on the stage; in this view, only angular marks are measured.

d.In View 3, the artifact plate is translated by one sample site, i.e., Δ, along
þX-axis from View 0 on the stage; in this view, both grid and angular marks
are measured.

For each measurement view, the artifact plate is firmly fixed on the stage, and a
mark alignment system is needed to help the XYθz metrology stage to precisely
measure the mark lines. The detailed instruments are presented later.

In the following, we would present the measurement and mathematical manip-
ulations of each measurement view and then the reconstruction of the stage error
map, in which V stands for the measured deviation for a mark from its nominal
position in the stage coordinate.

Figure 3.
Independent measurement views for XYθz self-calibration.
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movement, the plate axis will move with the plate. The locations of the nominal
mark in the plate coordinate system are totally the same with that of the sample site
in the stage coordinate system. Due to the unavoidable imperfection of the artifact
plate, all the actual marks at m; n; kð Þ deviate from their nominal location by Am,n,k
which is defined as artifact error expressed by

Am,n,k � Ax,m,nepx þ Ay,m,nepy þ Aθz, kepz

Ax,m,n � Ax xm; yn
� �

, Ay,m,n � Ay xm; yn
� �

,

Aθz, k � Aθz θkð Þ
(10)

where m ¼ � N�1
2 , � N�3

2 ,…, N�1
2 , n ¼ � N�1

2 , � N�3
2 ,…, N�1

2 , and
k ¼ 0, 1,…, K � 1; epx, epy, and epz are the unit vectors of the plate axes.

It should be noted that every mark on the artifact plate has an identification
number (m, n, k). During the motions of the plate on the stage, the identification
number of the mark will not change. This characteristic is also utilized to identify
each physical mark of the plate in the following comparison of different measure-
ment views. Ax,m,n and Ay,m,n also have no translation property and no rotation
property [17, 20], which essentially have defined the axis origin and axis orienta-
tion, i.e.

∑m,nAx,m,n ¼ ∑m,nAy,m,n ¼ 0

∑m,n Ay,m,nxm � Ax,m,nyn
� � ¼ 0

(11)

3. XYθz self-calibration principle

3.1 The measurement views

The self-calibration method is based on four different postures or views of the
designed artifact plate on the uncalibrated XYθz metrology stage, which is shown in
Figure 3. As shown in Figure 3, the XYθz stage is the gray part, while the artifact
plate is the white part. The 3-D specification can also be found in Figures 1 and 2.

Without the loss of generality, for each view, there inevitably exists a
misalignment error; for that these coordinate axes cannot be aligned completely,

Figure 2.
A designed artifact plate with mark lines for XYθz self-calibration.
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which will be considered as a misalignment error, which consists of a small rotation
between their orientations and a small offset between their origins. Besides, random
measurement noise also exists in the measurement process, but the effects of noise
can be assumed to be completely attenuated by repeated measurements:

a. In View 0, which is the initial view, the XYθz axes of the plate are aligned as
closely in line with those of the stage as possible; in this view, both grid and
angular marks are measured.

b.In View 1, the artifact plate is rotated 90°, around the origin from View 0 on
the stage; in this view, both grid and angular marks are measured.

c. In View 2, the artifact plate is rotated 360/K°, i.e., ⊖, around the origin from
View 0 on the stage; in this view, only angular marks are measured.

d.In View 3, the artifact plate is translated by one sample site, i.e., Δ, along
þX-axis from View 0 on the stage; in this view, both grid and angular marks
are measured.

For each measurement view, the artifact plate is firmly fixed on the stage, and a
mark alignment system is needed to help the XYθz metrology stage to precisely
measure the mark lines. The detailed instruments are presented later.

In the following, we would present the measurement and mathematical manip-
ulations of each measurement view and then the reconstruction of the stage error
map, in which V stands for the measured deviation for a mark from its nominal
position in the stage coordinate.

Figure 3.
Independent measurement views for XYθz self-calibration.
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For View 0,

V0, x,m,n ¼ Gx,m,n þ Ax,m,n � φ0yn þ t0x

V0, y,m,n ¼ Gy,m,n þ Ay,m,n þ φ0xm þ t0y

V0,θz, k ¼ Gθz, k þ Aθz, k þ φ0

(12)

where m ¼ � N�1
2 , � N�3

2 ,…, N�1
2 , n ¼ � N�1

2 , � N�3
2 ,…, N�1

2 , and k ¼ 1, 2,…, K.
For View 1,

V1, x,m,n ¼ Gx,�n,m � Ay,m,n � φ1xm þ t1x

V1, y,m,n ¼ Gy,�n,m þ Ax,m,n � φ1yn þ t1y

V1,θz, k ¼ Gθz, kþK
4
þ Aθz,k þ φ1

(13)

where m ¼ � N�1
2 , � N�3

2 ,…, N�1
2 , n ¼ � N�1

2 , � N�3
2 ,…, N�1

2 , and k ¼ 1, 2,…, K.
For View 2,

V2,θz, k ¼ Gθz, kþ1 þ Aθz, k þ φ2 (14)

where k ¼ 1, 2,…, K.
For View 3,

V3, x,m,n ¼ Gx,mþ1,n þ Ax,m,n � φ3yn þ t3x

V3, y,m,n ¼ Gy,mþ1,n þ Ay,m,n þ φ3xm þ t3y

V3,θz, k ¼ Gθz, k þ Aθz, k þ φ3

(15)

where m ¼ � N�1
2 , � N�3

2 ,…, N�3
2 , n ¼ � N�1

2 , � N�3
2 ,…, N�1

2 , and k ¼ 1, 2,…, K.
It shall be pointed out that φ0 and t0 ¼ t0x; t0y

� �
are the rotation and offset of the

misalignment error of View 0 and the notations of other views are similar. And φ0 is
a small angle, for which the ‘small angle’ approximation can be adopted. For the
rotation misalignment error of other views, this approximation is still tenable.

Similar to the presentation of [17], combining (5) and (11), summing over all the
sites of (12) and (13), we can obtain the misalignment error, i.e. the offset compo-
nents t0x, t0y, t1x, t1y, and the rotation components φ0,φ1, i.e.

t0x ¼
∑m,nV0, x,m,n

N2 , t0y ¼
∑m,nV0, y,m,n

N2

t1x ¼
∑m,nV1,x,m,n

N2 , t1y ¼
∑m,nV1, y,m,n

N2

φ0 ¼ ∑m,n V0, y,m,nxm � V0,x,m,nyn
� �

∑m,n x2m þ y2n
� �

φ1 ¼
∑m,n �V1, y,m,nyn � V1,x,m,nxm

� �

∑m,n x2m þ y2n
� �

(16)

Noting Eqs. (5), (11), and (12), summing over all sites of (14) and (15), φ2 and
φ3 can be determined, and the detailed result is
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φ2 ¼
∑kV2,θz, k �∑kV0,θz, k

K
þ∑m,n V0, y,m,nxm � V0,x,m,nyn

� �

∑m,n x2m þ y2n
� �

φ3 ¼
∑kV3,θz, k �∑nV0,θz, k

K
þ∑m,n V0, y,m,nxm � V0, x,m,nyn

� �

∑m,n x2m þ y2n
� �

(17)

After elimination of the misalignment error in View 0, View 1, and View 2,
combining Eq. (6), the measurement data are to be rearranged as:

U0, x,m,n ¼ V0, x,m,n � t0x þ φ0yn ¼ Fx,m,n þ Ax,m,n þ Oyn þ Rxm

U0, y,m,n ¼ V0, y,m,n � t0y � φ0xm ¼ Fy,m,n þ Ay,m,n þOxm � Ryn

U0,θz,k ¼ V0,θz, k � φ0 ¼ Gθz,k þ Aθz, k

(18)

U1, x,m,n ¼ V1, x,m,n þ φ1xm � t1x ¼ Fx,�n,m � Ay,m,n þ Oxm � Ryn

U1, y,m,n ¼ V1, y,m,n þ φ1yn � t1y ¼ Fy,�n,m þ Ax,m,n �Oyn � Rxm

U1,θz,k ¼ V1,θz, k � φ1 ¼ Gθz, kþK
4
þ Aθz, k

(19)

U2,θz, k ¼ V2,θz, k � φ2 ¼ Gθz, kþ1 þ Aθz, k (20)

And to keep the notation consistent with the previous views, we define

U3, x,m,n ¼ V3, x,m,n þ φ3yn ¼ Fx,mþ1,n þ Ax,m,n þ Oyn þ Rxm þ ξx

U3, y,m,n ¼ V3, y,m,n � φ3xm ¼ Fy,mþ1,n þ Ay,m,n þ Oxm � Ryn þ ξy

U3,θz, k ¼ V3, y,m,n � φ3

(21)

where ξx ¼ t3x þ RΔ and ξy ¼ t3y þ OΔ.
Comparing Eq. (18) of View 0 with Eq. (19) of View 1, with the same procedure

in [17], the stage error components O and R can be calculated out as:

O ¼ 1
2

∑m,n U0, x,m,nyn þ U0, y,m,nxm
� �

∑m,n x2m þ y2n
� � þ∑m,n U1, x,m,nxm � U1, y,m,nyn

� �

∑m,n x2m þ y2n
� �

" #

R ¼ 1
2

∑m,n U0, x,m,nxm �U0, y,m,nyn
� �

∑m,n x2m þ y2n
� � þ∑m,n �U1, x,m,nyn � U1, y,m,nxm

� �

∑m,n x2m þ y2n
� �

" #

(22)

3.2 XYθz self-calibration algorithm

A least square-based self-calibration algorithm is synthesized to determinate
Gm,n,k. In this algorithm, the computation of the misalignment error components ξx
and ξy is unnecessary, while φ3 is determined by Eq. (17). Because O and R are
known by Eq. (22), the algorithm is constructed to just calculate out Fx,m,n, Fy,m,n,
and Gθz, k.

Comparing Eq. (18) with (19), one obtains

Fx,m,n � Fy,�n,m ¼ U0, x,m,n �U1, y,m,n � 2Oyn � 2Rxm
Fy,m,n þ Fx,�n,m ¼ U0, y,m,n þ U1, x,m,n � 2Oxm þ 2Ryn

(23)
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For View 0,

V0, x,m,n ¼ Gx,m,n þ Ax,m,n � φ0yn þ t0x

V0, y,m,n ¼ Gy,m,n þ Ay,m,n þ φ0xm þ t0y

V0,θz, k ¼ Gθz, k þ Aθz, k þ φ0

(12)

where m ¼ � N�1
2 , � N�3

2 ,…, N�1
2 , n ¼ � N�1

2 , � N�3
2 ,…, N�1

2 , and k ¼ 1, 2,…, K.
For View 1,

V1, x,m,n ¼ Gx,�n,m � Ay,m,n � φ1xm þ t1x

V1, y,m,n ¼ Gy,�n,m þ Ax,m,n � φ1yn þ t1y

V1,θz, k ¼ Gθz, kþK
4
þ Aθz,k þ φ1

(13)

where m ¼ � N�1
2 , � N�3

2 ,…, N�1
2 , n ¼ � N�1

2 , � N�3
2 ,…, N�1

2 , and k ¼ 1, 2,…, K.
For View 2,

V2,θz, k ¼ Gθz, kþ1 þ Aθz, k þ φ2 (14)

where k ¼ 1, 2,…, K.
For View 3,

V3, x,m,n ¼ Gx,mþ1,n þ Ax,m,n � φ3yn þ t3x

V3, y,m,n ¼ Gy,mþ1,n þ Ay,m,n þ φ3xm þ t3y

V3,θz, k ¼ Gθz, k þ Aθz, k þ φ3

(15)

where m ¼ � N�1
2 , � N�3

2 ,…, N�3
2 , n ¼ � N�1

2 , � N�3
2 ,…, N�1

2 , and k ¼ 1, 2,…, K.
It shall be pointed out that φ0 and t0 ¼ t0x; t0y

� �
are the rotation and offset of the

misalignment error of View 0 and the notations of other views are similar. And φ0 is
a small angle, for which the ‘small angle’ approximation can be adopted. For the
rotation misalignment error of other views, this approximation is still tenable.

Similar to the presentation of [17], combining (5) and (11), summing over all the
sites of (12) and (13), we can obtain the misalignment error, i.e. the offset compo-
nents t0x, t0y, t1x, t1y, and the rotation components φ0,φ1, i.e.

t0x ¼
∑m,nV0, x,m,n

N2 , t0y ¼
∑m,nV0, y,m,n

N2

t1x ¼
∑m,nV1,x,m,n

N2 , t1y ¼
∑m,nV1, y,m,n

N2

φ0 ¼ ∑m,n V0, y,m,nxm � V0,x,m,nyn
� �

∑m,n x2m þ y2n
� �

φ1 ¼
∑m,n �V1, y,m,nyn � V1,x,m,nxm

� �

∑m,n x2m þ y2n
� �

(16)

Noting Eqs. (5), (11), and (12), summing over all sites of (14) and (15), φ2 and
φ3 can be determined, and the detailed result is

30

Standards, Methods and Solutions of Metrology

φ2 ¼
∑kV2,θz, k �∑kV0,θz, k

K
þ∑m,n V0, y,m,nxm � V0,x,m,nyn

� �

∑m,n x2m þ y2n
� �

φ3 ¼
∑kV3,θz, k �∑nV0,θz, k

K
þ∑m,n V0, y,m,nxm � V0, x,m,nyn

� �

∑m,n x2m þ y2n
� �

(17)

After elimination of the misalignment error in View 0, View 1, and View 2,
combining Eq. (6), the measurement data are to be rearranged as:

U0, x,m,n ¼ V0, x,m,n � t0x þ φ0yn ¼ Fx,m,n þ Ax,m,n þ Oyn þ Rxm

U0, y,m,n ¼ V0, y,m,n � t0y � φ0xm ¼ Fy,m,n þ Ay,m,n þOxm � Ryn

U0,θz,k ¼ V0,θz, k � φ0 ¼ Gθz,k þ Aθz, k

(18)

U1, x,m,n ¼ V1, x,m,n þ φ1xm � t1x ¼ Fx,�n,m � Ay,m,n þ Oxm � Ryn

U1, y,m,n ¼ V1, y,m,n þ φ1yn � t1y ¼ Fy,�n,m þ Ax,m,n �Oyn � Rxm

U1,θz,k ¼ V1,θz, k � φ1 ¼ Gθz, kþK
4
þ Aθz, k

(19)

U2,θz, k ¼ V2,θz, k � φ2 ¼ Gθz, kþ1 þ Aθz, k (20)

And to keep the notation consistent with the previous views, we define

U3, x,m,n ¼ V3, x,m,n þ φ3yn ¼ Fx,mþ1,n þ Ax,m,n þ Oyn þ Rxm þ ξx

U3, y,m,n ¼ V3, y,m,n � φ3xm ¼ Fy,mþ1,n þ Ay,m,n þ Oxm � Ryn þ ξy

U3,θz, k ¼ V3, y,m,n � φ3

(21)

where ξx ¼ t3x þ RΔ and ξy ¼ t3y þ OΔ.
Comparing Eq. (18) of View 0 with Eq. (19) of View 1, with the same procedure

in [17], the stage error components O and R can be calculated out as:

O ¼ 1
2

∑m,n U0, x,m,nyn þ U0, y,m,nxm
� �

∑m,n x2m þ y2n
� � þ∑m,n U1, x,m,nxm � U1, y,m,nyn

� �

∑m,n x2m þ y2n
� �

" #

R ¼ 1
2

∑m,n U0, x,m,nxm �U0, y,m,nyn
� �

∑m,n x2m þ y2n
� � þ∑m,n �U1, x,m,nyn � U1, y,m,nxm

� �

∑m,n x2m þ y2n
� �

" #

(22)

3.2 XYθz self-calibration algorithm

A least square-based self-calibration algorithm is synthesized to determinate
Gm,n,k. In this algorithm, the computation of the misalignment error components ξx
and ξy is unnecessary, while φ3 is determined by Eq. (17). Because O and R are
known by Eq. (22), the algorithm is constructed to just calculate out Fx,m,n, Fy,m,n,
and Gθz, k.

Comparing Eq. (18) with (19), one obtains

Fx,m,n � Fy,�n,m ¼ U0, x,m,n �U1, y,m,n � 2Oyn � 2Rxm
Fy,m,n þ Fx,�n,m ¼ U0, y,m,n þ U1, x,m,n � 2Oxm þ 2Ryn

(23)
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Then combining Eqs. (18) and (21), define

Lx,m,n ¼ U3, x,m,n �U0, x,m,n ¼ Fx,mþ1,n � Fx,m,n þ ξx
Ly,m,n ¼ U3, y,m,n �U0, y,m,n ¼ Fy,mþ1,n � Fy,m,n þ ξy

(24)

Consequently, we can obtain

Fx,mþ2,n � 2Fx,mþ1,n þ Fx,m,n ¼ Lx,mþ1,n � Lx,m,n

Fx,mþ1,nþ1 � Fx,mþ1,n � Fx,m,nþ1 þ Fx,m,n ¼ Lx,m,nþ1 � Lx,m,n

Fy,mþ2,n � 2Fy,mþ1,n þ Fy,m,n ¼ Ly,mþ1,n � Ly,m,n

Fy,mþ1,nþ1 � Fy,mþ1,n � Fy,m,nþ1 þ Fy,m,n ¼ Ly,m,nþ1 � Ly,m,n

(25)

From previous subsections, Eqs. (7), (23), and (25) can yield

∑m,nFx,m,n ¼ ∑m,nFx,m,nxm ¼ ∑m,nFx,m,nyn ¼ 0

∑m,nFy,m,n ¼ ∑m,nFy,m,nxm ¼ ∑m,nFy,m,nyn ¼ 0

Fx,m,n � Fy,�n,m ¼ U0,x,m,n �U1, y,m,n � 2Oyn � 2Rxm

Fy,m,n þ Fx,�n,m ¼ U0, y,m,n þ U1, x,m,n � 2Oxm þ 2Ryn
Fx,mþ2,n � 2Fx,mþ1,n þ Fx,m,n ¼ Lx,mþ1,n � Lx,m,n

Fx,mþ1,nþ1 � Fx,mþ1,n � Fx,m,nþ1 þ Fx,m,n ¼ Lx,m,nþ1 � Lx,m,n

Fy,mþ2,n � 2Fy,mþ1,n þ Fy,m,n ¼ Ly,mþ1,n � Ly,m,n

Fy,mþ1,nþ1 � Fy,mþ1,n � Fy,m,nþ1 þ Fy,m,n ¼ Ly,m,nþ1 � Ly,m,n

(26)

which actually can determinate Fx,m,n and Fy,m,n with certain redundancy. Then
a least square estimation law for Fx,m,n and Fy,m,n can be synthesized through a least
square solution of the set of Fx,m,n and Fy,m,n equations to meet the challenge of
random measurement noise [17, 20, 21]. Thus, combining the solved parameters O
and R, we can obtain Gx,m,n and Gy,m,n.

Afterward, according to (9), we can obtain the determination of Gθz,0, Gθz, K4
,

Gθz,K2
, and Gθz, 3K4

with certain redundancy. Here we use the method of least squares
as follows:

Gθz,1 ¼
∑M

m¼1Gy,m,0xm � 1
M

∑M
m¼1Gy,m,0∑M

m¼1xm

∑M
m¼1x2m � 1

M
∑M

m¼1xm
� �2

Gθz,1þK
4
¼ �

∑M
n¼1Gx,0,nyn �

1
M

∑M
n¼1Gx,0,n∑M

n¼1yn

∑M
n¼1y2n �

1
M

∑M
n¼1yn

� �2

Gθz,1þK
2
¼

∑�1
m¼�MGy,m,0xm � 1

M
∑�1

m¼�MGy,m,0∑�1
m¼�Mxm

∑�1
m¼�Mx2m � 1

M
∑�1

m¼�Mxm
� �2

Gθz,1þ3K
4
¼ �

∑�1
n¼�MGx,0,nyn �

1
M

∑�1
n¼�MGx,0,n∑�1

n¼�Myn

∑�1
n¼�My2n �

1
M

∑�1
n¼�Myn

� �2

(27)
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where M ¼ N�1
2 . Noting Eqs. (18), (19), and (20), we consequently obtain

Gθz,kþK
4
�Gθz, k ¼ U1,θz, k �U0,θz, k

Gθz,kþ1 � Gθz, k ¼ U2,θz, k �U0,θz, k

(28)

where k ¼ 1, 2,…, K and Gθz, kþK ¼ Gθz, k.
Combining (27) and (28), the stage error Gθz, k can be determined through a least

square solution as the above equation group has K unknowns and 2K + 4 equations.
The proposed method features certain benefits remarked as follows:

• In previous self-calibration schemes for XY stages and XYZ stages [17, 18,
20–23], the properties of no translation and no rotation for the stage error
cannot be used in View 3. Resultantly, it needs complicated algebraic
manipulations to determine the misalignment error component φ3. In this
chapter, Eq. (17) directly determines the value of φ3, and it is so convenient
that complicated algebraic manipulations are significantly avoided.

• We propose a new property to construct connection between XY orientation
and θz orientation. By a least square method, values of Gθz,1, Gθz,K4

, Gθz, K2
, and

Gθz, 3K4
are determined by Eq. (27), which is quite important for the calculation

algorithm of Gθz, k. With full utilization of the measurement of View 0, View 1,
and View 2, we can construct a simple algorithm with strong robustness.

4. Computer simulation

In this section, we use MATLAB software to simulate the self-calibration pro-
cess. First, arbitrary stage linear error maps on a 11 � 11 sample site array with
the sample site interval Δ ¼ 10 mm are generated using the command ‘normrnd’
with a mean of 0 and standard deviation of 0.2 μm, which are utilized as the
nominal Gx,m,n and Gy,m,n. Besides, any stage rotary error is mapped within a
revolution, while the sample site internal is Δ ¼ 15∘. And the nominal Gθz, k is
generated by mean value of 0 and standard deviation of 0:01∘. And minor modifi-
cation has been made to the data to satisfy the relevant requirements like Eqs. (5),
(9), and (11). Then, arbitrary artifact linear error maps are generated with mean
of 0 and standard deviation of 0.3 μm, which are employed as the nominal Am,n,
and arbitrary artifact rotary error maps are generated with a mean of 0 and
standard deviation of 0:01∘, which are utilized as the nominal Aθz,k. The nominal
stage error component Gm,n is shown in Figure 4 where the red lines are
Gm,n � 10000. The nominal stage error component Gθz, k is shown in Figure 5
where Gθz, k between the actual measurement system and perfect measurement
system has been zoomed in for 360/π times. In addition, for each view, we add a
random misalignment which is made up of a rotation and an offset. And the
standard deviation value in the misalignment is 0.3° for rotation and 30 μm for
offset. Since Eq. (26) has some redundance, it is clear that Gm,n,k can be figured out
rather accurately if there is no random measurement noise. In addition, as there are
no reported complete on-axis XYθz self-calibration strategies in published papers,
we just test their own effectiveness of the proposed strategy. Herein, we focus on
testing the calibration accuracy of the proposed strategy in various random
measurement noises.
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Then combining Eqs. (18) and (21), define
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(24)

Consequently, we can obtain
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Fy,mþ1,nþ1 � Fy,mþ1,n � Fy,m,nþ1 þ Fy,m,n ¼ Ly,m,nþ1 � Ly,m,n

(25)

From previous subsections, Eqs. (7), (23), and (25) can yield
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Fy,mþ1,nþ1 � Fy,mþ1,n � Fy,m,nþ1 þ Fy,m,n ¼ Ly,m,nþ1 � Ly,m,n

(26)

which actually can determinate Fx,m,n and Fy,m,n with certain redundancy. Then
a least square estimation law for Fx,m,n and Fy,m,n can be synthesized through a least
square solution of the set of Fx,m,n and Fy,m,n equations to meet the challenge of
random measurement noise [17, 20, 21]. Thus, combining the solved parameters O
and R, we can obtain Gx,m,n and Gy,m,n.

Afterward, according to (9), we can obtain the determination of Gθz,0, Gθz, K4
,

Gθz,K2
, and Gθz, 3K4

with certain redundancy. Here we use the method of least squares
as follows:
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1
M

∑M
n¼1yn
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(27)
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where M ¼ N�1
2 . Noting Eqs. (18), (19), and (20), we consequently obtain

Gθz,kþK
4
�Gθz, k ¼ U1,θz, k �U0,θz, k

Gθz,kþ1 � Gθz, k ¼ U2,θz, k �U0,θz, k

(28)

where k ¼ 1, 2,…, K and Gθz, kþK ¼ Gθz, k.
Combining (27) and (28), the stage error Gθz, k can be determined through a least

square solution as the above equation group has K unknowns and 2K + 4 equations.
The proposed method features certain benefits remarked as follows:

• In previous self-calibration schemes for XY stages and XYZ stages [17, 18,
20–23], the properties of no translation and no rotation for the stage error
cannot be used in View 3. Resultantly, it needs complicated algebraic
manipulations to determine the misalignment error component φ3. In this
chapter, Eq. (17) directly determines the value of φ3, and it is so convenient
that complicated algebraic manipulations are significantly avoided.

• We propose a new property to construct connection between XY orientation
and θz orientation. By a least square method, values of Gθz,1, Gθz,K4

, Gθz, K2
, and

Gθz, 3K4
are determined by Eq. (27), which is quite important for the calculation

algorithm of Gθz, k. With full utilization of the measurement of View 0, View 1,
and View 2, we can construct a simple algorithm with strong robustness.

4. Computer simulation

In this section, we use MATLAB software to simulate the self-calibration pro-
cess. First, arbitrary stage linear error maps on a 11 � 11 sample site array with
the sample site interval Δ ¼ 10 mm are generated using the command ‘normrnd’
with a mean of 0 and standard deviation of 0.2 μm, which are utilized as the
nominal Gx,m,n and Gy,m,n. Besides, any stage rotary error is mapped within a
revolution, while the sample site internal is Δ ¼ 15∘. And the nominal Gθz, k is
generated by mean value of 0 and standard deviation of 0:01∘. And minor modifi-
cation has been made to the data to satisfy the relevant requirements like Eqs. (5),
(9), and (11). Then, arbitrary artifact linear error maps are generated with mean
of 0 and standard deviation of 0.3 μm, which are employed as the nominal Am,n,
and arbitrary artifact rotary error maps are generated with a mean of 0 and
standard deviation of 0:01∘, which are utilized as the nominal Aθz,k. The nominal
stage error component Gm,n is shown in Figure 4 where the red lines are
Gm,n � 10000. The nominal stage error component Gθz, k is shown in Figure 5
where Gθz, k between the actual measurement system and perfect measurement
system has been zoomed in for 360/π times. In addition, for each view, we add a
random misalignment which is made up of a rotation and an offset. And the
standard deviation value in the misalignment is 0.3° for rotation and 30 μm for
offset. Since Eq. (26) has some redundance, it is clear that Gm,n,k can be figured out
rather accurately if there is no random measurement noise. In addition, as there are
no reported complete on-axis XYθz self-calibration strategies in published papers,
we just test their own effectiveness of the proposed strategy. Herein, we focus on
testing the calibration accuracy of the proposed strategy in various random
measurement noises.
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Figure 4.
Gm,n � 10000 with max(Gm,n) = 0.5494 μm, min(Gm,n) = �0.5806 μm.

Figure 5.
Gθz, k � 360=π∘ with max(Gθz, k) = 0:0243∘, min(Gθz, k) = �0:01282∘.
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4.1 Simulation with random measurement noise of standard deviation 0.02 μm
for Gx,m,n and Gy,m,n and standard deviation 0.001° for Gθz ,k

For the simulation in this subsection, we add an independent random Gaussian
measurement noise to every grid mark’s each measurement and independent angu-
lar measurement noise to every angular mark’s each measurement. Gx,m,n and
Gy,m,n’s random measurement noise is generated by a mean value 0 and standard
deviation 0.02 μm, and Gθz, k’s random measurement noise is generated by a mean
value 0 and standard deviation 0.001°. The reconstructed stage error Gm,n,k can
thus be determined according to the proposed four measurement views and
self-calibration algorithm. So as to test the robustness of the algorithm, the calibra-
tion errors EGx, EGy, and EGθ are calculated, which are defined as the deviation
between the actual and the recalculated stage error, i.e. EGx ¼ Gx,m,n � Ĝx,m,n,
EGy ¼ Gy,m,n � Ĝy,m,n, and EGθ ¼ Gθ,k � Ĝθ, k. In Table 1, the maximum, the mini-
mum, and the standard deviation for EGx, EGy, and EGθ are all listed. It is obvious
that the stage error can be accurately recalculated by the proposed method even in
the case of random measurement noise—when there is measurement noise by
standard deviation 0.02 μm and 0.001° and the standard deviations of the calibra-
tion errors are smaller than 0.02 μm and 0.001°, respectively.

In addition, the algorithm’s accuracy is also tested to meet the challenge of
various random measurement noises. We generate the random measurement noises
for 20 times. As a result, the calibration errors’ standard deviations are shown in
Figures 6 and 7. All the results illustrate that all the 20 standard deviations keep in
the same level with the measurement noises themselves. The simulation results
demonstrate that the algorithm is robust and accurate. In addition, it can deal with
the challenge of random measurement noise effectively.

4.2 Simulation with random measurement noise of standard deviation
0.002 μm for Gx,m,n and Gy,m,n and standard deviation 0.0001° for Gθz ,k

The simulation in this subsection is set up exactly the same way as in the
previous subsection, except for adding a different random Gaussian measurement
noise to every site’s measurement, which is to test the consistency of the proposed
scheme’s robustness to random measurement noise. The random measurement
noise for Gx,m,n and Gy,m,n is generated with a mean of 0 and standard deviation of
0.002 μm, and the random measurement noise for Gθz, k is generated with a mean of
0 and standard deviation of 0.0001°. Through the proposed scheme, the
reconstructed stage error Gm,n,k can be calculated out, and the maximum value
max(�), the minimum value min(�), and the standard deviation std(�) of EGx, EGy,
and EGθ are detailed in Table 2. Furthermore, the algorithm’s accuracy and robust-
ness are tested for arbitrary 20 times; the results are shown in Figures 8 and 9. It
can be observed that the calibration error is also about the same size as the random
measurement noises themselves. All these results further verify that the proposed

max(�) min(�) std(�)
EGx (μm) 0.0541 �0.0490 0.0195

EGy (μm) 0.0511 �0.0506 0.0196

EGθ (°) 1.5877e�003 �1.2065e�003 7.1184e�004

Table 1.
Calculation performance indexes (with random measurement noise std = 0.02 μM).
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Figure 7.
Standard deviation of calibration error EGθ for arbitrary 20 times (with random measurement noise
std = 0.001°).

Figure 6.
Standard deviation of calibration error EGx & EGy for arbitrary 20 times (with random measurement noise
std = 0.02 μm).

max(�) min(�) std(�)
EGx (μm) 0.0051 �0.0051 0.0020

EGy (μm) 0.0051 �0.0053 0.0020

EGθ (°) 2.9963e�004 �6.9733e�004 7.6657e�005

Table 2.
Calculation performance indexes (with random measurement noise std = 0.02 μm).
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strategy can accurately determine the stage error even under the existence of
random measurement noise.

4.3 The artifact plate and the procedure for performing a standard XYθz
self-calibration

Based on the proposed theory principle, we design and manufacture an artifact
plate for XYθz self-calibration. The specification of the practical artifact plate is
shown in Figure 10. Specifically, the artifact plate is made in square shape with

Figure 8.
Standard deviation of calibration error EGx & EGy for arbitrary 10 times (with random measurement noise
std = 0.002 μm).

Figure 9.
Standard deviation of calibration error EGθ for arbitrary 20 times (with random measurement noise
std = 0.0001°).
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material of optical glass. The thickness is 3 mm. The origin of the plate is located at
the center. The radius or the circle in the plate is 80 mm. The circle of 360° is
divided into 72 sectors by 72 lines with a width of 5 μm and accuracy of 5". The
21 � 21 sample site array is with the sample site interval Δ = 5 mm. The accuracy of
the circle lines and the straight lines is �1 μm and the width is 5 μm.

For presentation, convenience, and clarity, an example of an artifact plate on a
XYθz stage is also provided and shown in Figure 11. In the following, we list the
procedure of performing a standard XYθz self-calibration following the proposed
scheme, which may be useful for engineers in practical implementations:

Step 0: As shown in Figures 3 and 11, put the artifact plate shown in Figure 10 in
the XYθz stage. The artifact plate’s array marks are consequently at the stage’s origin

Figure 10.
A designed artifact plate for XYθz self-calibration.

Figure 11.
An artifact plate on a XYθz stage for self-calibration.
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reference location, which is named as View 0 of Figure 3. The artifact plate’s mark
locations are measured in the XYθz metrology stage with the help of some mark
alignment system such as those in [21, 23]. The mark alignment system should be
designed to obtain the measurement data of each mark position accurately. Get
V0,x,m,n, V0, y,m,n, and V0,θz, k for P (e.g. P ¼ 5) times, and average the results, and
then obtain U0, x,m,n, U0, y,m,n, and U0,θz,k by Eq. (18).

Step 1: After rotating 90° around the origin shown as View 1 in Figure 3, the
artifact plate is replaced to the rotated reference location on the stage. The XYθz
metrology stage is utilized to measure the artifact plate mark locations. Obtain
V1, x,m,n, V1, y,m,n, and V1,θz, k for P (e.g. P ¼ 5) times and average the results. Get
U1, x,m,n, U1, y,m,n, and U1,θz, k by Eq. (19). And calculate out O and R by Eq. (22).

Step 2: After rotating 360=K∘ around the origin shown as View 2 in Figure 3, the
artifact plate is replaced to the rotated reference location in the stage. The XYθz
metrology stage is utilized to measure the angles of the artifact plate mark lines, and
get V2,θz, k for P (e.g. P ¼ 5) times, and average the results, and then obtain U2,θz, k
by Eq. (20).

Step 3: After translating one grid interval Δ along +X-axis of the stage shown as
View 3 in Figure 3, the artifact plate is replaced to the translated reference location
in the stage. The XYθz metrology stage is used to measure the location of the marks
of the artifact plate, and get V3,x,m,n, V3, y,m,n, and V3,θz, k for P (e.g. P ¼ 5) times,
and average the results. Obtain U3,x,m,n, U3, y,m,n, and U3,θz, k by Eq. (21).

Step 4: After above steps, the equation groups (26), (27), and (28) can be
obtained. Therefore, a least square solution can be used for the determination of
Fx,m,n, Fy,m,n, and Gθz, k. Then Gx,m,n and Gy,m,n can be determined by Eq. (6) as O
and R are previously computed in Step 1, which completes the final determination
of Gm,n,k.

5. Conclusions

In this chapter, an on-axis self-calibration approach has been first developed for
precision XYθz metrology stages to solve the calibration problem. The proposed
scheme uses a new artifact plate designed with special mark lines as the assistant
tool for calibration. In detail, the artifact plate is placed on the uncalibrated XYθz
metrology stages in four measurement postures or views. Then, the measurement
error can be modeled as the construction of XYθz systematic measurement error
(i.e. stage error) and other errors or noise. Based on the redundance of the XYθz
stage error, a least square-based XYθz self-calibration law is resultantly synthesized
for final determination of the stage error. Computer simulations have been
conducted to verify that the proposed method can figure out the stage error rather
accurately even under existence of various random measurement noises. Finally, a
standard on-axis XYθz self-calibration procedure with the designed artifact plate is
introduced. As an integration of XY self-calibration and θ self-calibration, the pro-
posed scheme solves the XYθz self-calibration problem without complicated mathe-
matical processing for misalignment errors. The developed approach has essentially
provided a fundamental principle for on-axis self-calibration of precision XYθz
metrology stages in practical applications.

The proposed scheme has pros and cons. It provides a significant theory funda-
mental for self-calibration of XYθz metrology or motion stages. However, the cali-
bration accuracy is seriously affected by the mark alignment systems which may be
a little complex. Therefore, the proposed self-calibration scheme is very suitable for
standard calibration in national standard institutes but a little limited for wide
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reference location, which is named as View 0 of Figure 3. The artifact plate’s mark
locations are measured in the XYθz metrology stage with the help of some mark
alignment system such as those in [21, 23]. The mark alignment system should be
designed to obtain the measurement data of each mark position accurately. Get
V0,x,m,n, V0, y,m,n, and V0,θz, k for P (e.g. P ¼ 5) times, and average the results, and
then obtain U0, x,m,n, U0, y,m,n, and U0,θz,k by Eq. (18).

Step 1: After rotating 90° around the origin shown as View 1 in Figure 3, the
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metrology stage is utilized to measure the artifact plate mark locations. Obtain
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metrology stage is utilized to measure the angles of the artifact plate mark lines, and
get V2,θz, k for P (e.g. P ¼ 5) times, and average the results, and then obtain U2,θz, k
by Eq. (20).

Step 3: After translating one grid interval Δ along +X-axis of the stage shown as
View 3 in Figure 3, the artifact plate is replaced to the translated reference location
in the stage. The XYθz metrology stage is used to measure the location of the marks
of the artifact plate, and get V3,x,m,n, V3, y,m,n, and V3,θz, k for P (e.g. P ¼ 5) times,
and average the results. Obtain U3,x,m,n, U3, y,m,n, and U3,θz, k by Eq. (21).

Step 4: After above steps, the equation groups (26), (27), and (28) can be
obtained. Therefore, a least square solution can be used for the determination of
Fx,m,n, Fy,m,n, and Gθz, k. Then Gx,m,n and Gy,m,n can be determined by Eq. (6) as O
and R are previously computed in Step 1, which completes the final determination
of Gm,n,k.

5. Conclusions

In this chapter, an on-axis self-calibration approach has been first developed for
precision XYθz metrology stages to solve the calibration problem. The proposed
scheme uses a new artifact plate designed with special mark lines as the assistant
tool for calibration. In detail, the artifact plate is placed on the uncalibrated XYθz
metrology stages in four measurement postures or views. Then, the measurement
error can be modeled as the construction of XYθz systematic measurement error
(i.e. stage error) and other errors or noise. Based on the redundance of the XYθz
stage error, a least square-based XYθz self-calibration law is resultantly synthesized
for final determination of the stage error. Computer simulations have been
conducted to verify that the proposed method can figure out the stage error rather
accurately even under existence of various random measurement noises. Finally, a
standard on-axis XYθz self-calibration procedure with the designed artifact plate is
introduced. As an integration of XY self-calibration and θ self-calibration, the pro-
posed scheme solves the XYθz self-calibration problem without complicated mathe-
matical processing for misalignment errors. The developed approach has essentially
provided a fundamental principle for on-axis self-calibration of precision XYθz
metrology stages in practical applications.

The proposed scheme has pros and cons. It provides a significant theory funda-
mental for self-calibration of XYθz metrology or motion stages. However, the cali-
bration accuracy is seriously affected by the mark alignment systems which may be
a little complex. Therefore, the proposed self-calibration scheme is very suitable for
standard calibration in national standard institutes but a little limited for wide
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industrial applications. In the next step, the development of this calibration system
is an important topic, which will do help for wide applications of the proposed
scheme.
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Chapter 3

Third-Order Nonlinear Optical
Properties of Quantum Dots
Khalil Ebrahim Jasim

Abstract

Quantum dots (QDs) are semiconducting nanocrystalline particles. QDs are
attractive photonic media. In this chapter, we introduce third-order nonlinear opti-
cal properties and a brief idea about the physics of QDs. Z-scan technique and
theoretical analysis adopted to obtain nonlinear parameters will be discussed. Anal-
ysis of third-order nonlinear optical parameters for PbS QDs suspended in toluene
with radii 2.4 and 5.0 nm under different excitation beam power level and three
different wavelengths (488, 514, and 633 nm) will be detailed. Third-order optical
susceptibility χ(3) and optical-limiting behavior of PbS QD suspended in toluene are
presented. Irrespective of their size, QDs are a good example of optical limiters with
low threshold.

Keywords: quantum dot, semiconductor, nonlinear optics, Z-scan technique,
nonlinear index of refraction, nonlinear absorption coefficient,
third-order optical susceptibility, optical limiting, optical switching

1. Introduction

Generally speaking, quantum dots (QDs) are nanocrystalline structures that can be
grown using physical or chemical methods. QDs are an essential medium for extensive
range of applications in photonics. Some attention-grabbing applications of these
materials include fluorescence imaging, electroluminescence, frequency up conver-
sion lasing, stabilization of laser power fluctuations, photon microscopy, solar cells,
optical signal reshaping, and nonlinear optics. QDs demonstrate a strong confinement
for both electrons and holes due to size effect (quantum confinement). Therefore,
nonlinear optical properties are expected to be greatly enhanced in QDmedia, due to
flexibility of their electronic and optical properties that are controlled via choosing the
precise size and concentration in the system. This chapter will discuss the physics and
capacity of QDs as a nonlinear medium. Introductory idea about nonlinear optics will
be outlined. Then, theoretical background of the Z-scan technique used to investigate
QDs’ third-order nonlinear optical properties will be detailed. As an example, charac-
terization of lead sulfide (PbS)’s nonlinear optical properties will be presented.

2. Physics of quantum dots

In bulk structure of semiconductors, charge carriers (electrons and holes) have
continuous distribution of energy states and their motion is not confined. However,
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Abstract

Quantum dots (QDs) are semiconducting nanocrystalline particles. QDs are
attractive photonic media. In this chapter, we introduce third-order nonlinear opti-
cal properties and a brief idea about the physics of QDs. Z-scan technique and
theoretical analysis adopted to obtain nonlinear parameters will be discussed. Anal-
ysis of third-order nonlinear optical parameters for PbS QDs suspended in toluene
with radii 2.4 and 5.0 nm under different excitation beam power level and three
different wavelengths (488, 514, and 633 nm) will be detailed. Third-order optical
susceptibility χ(3) and optical-limiting behavior of PbS QD suspended in toluene are
presented. Irrespective of their size, QDs are a good example of optical limiters with
low threshold.
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nonlinear index of refraction, nonlinear absorption coefficient,
third-order optical susceptibility, optical limiting, optical switching

1. Introduction

Generally speaking, quantum dots (QDs) are nanocrystalline structures that can be
grown using physical or chemical methods. QDs are an essential medium for extensive
range of applications in photonics. Some attention-grabbing applications of these
materials include fluorescence imaging, electroluminescence, frequency up conver-
sion lasing, stabilization of laser power fluctuations, photon microscopy, solar cells,
optical signal reshaping, and nonlinear optics. QDs demonstrate a strong confinement
for both electrons and holes due to size effect (quantum confinement). Therefore,
nonlinear optical properties are expected to be greatly enhanced in QDmedia, due to
flexibility of their electronic and optical properties that are controlled via choosing the
precise size and concentration in the system. This chapter will discuss the physics and
capacity of QDs as a nonlinear medium. Introductory idea about nonlinear optics will
be outlined. Then, theoretical background of the Z-scan technique used to investigate
QDs’ third-order nonlinear optical properties will be detailed. As an example, charac-
terization of lead sulfide (PbS)’s nonlinear optical properties will be presented.

2. Physics of quantum dots

In bulk structure of semiconductors, charge carriers (electrons and holes) have
continuous distribution of energy states and their motion is not confined. However,
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in quantum well (QW) structures, these charge carries are confined and their
energy states are quantized in one dimension. Further confinement and quantiza-
tion of energy in two dimensions is achieved in quantum wire structures where
motion of charge carriers is confined and energy states are quantized in two
dimensions. Confinement of electron in three dimensions and hence quantization of
its energy states can be established in quantum dot structures. QDs can be treated as
zero-dimensional bulk solids. QDs are nanostructured semiconductor crystalline
media. In QD structure, the density of states can be represented by a delta function,
as illustrated in Figure 1a. In this system, only discrete energy levels are allowed
with a specific wave vector k value for each allowed energy state (Figure 1b and c).

The energy gap of a QD can be estimated as the sum of the bandgap energy, the
confinement energy, and the bound exciton energy. The bandgap energy is deter-
mined by the size of the quantum dot. In strong confinement regime, the size of the
QD is smaller than the exciton Bohr radius aEBR, where the energy levels split up. In
this case, we have

aEBR ¼ εr
m
μ

� �
aB (1)

where m is the mass, μ is the reduced mass, εr is the size-dependent dielectric
constant, and aB = 0.53 � 10�10 m is the Bohr radius. Table 1 shows values of aEBR
for some common semiconductors [1].

Figure 1.
(a) Energy density of states in QDs is represented by delta functions; (b) due to confinement effect, the energy
gap is larger than that of the bulk material; (c) allowed energy in QDs is ideally that of an infinite quantum
well.

Semiconductor structure Exciton Bohr radius (nm) Bandgap energy (eV)

PbS 40.0 0.41

GaAs 28.0 1.43

CdTe 15.0 1.50

CdSe 10.6 1.74

ZnSe 8.4 2.58

CdS 5.6 2.53

Table 1.
Exciton Bohr radius and bandgap energy of some common semiconductors [1].
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The total energy released in the emission can thus be written as

Etotal ¼ EBandgap þ EConfinment þ EExciton (2)

where EBandgap is the bulk bandgap. Hence, according to [2], the last two terms
in Eq. (2) are,

EConfinment ¼ η2π2

2R2
1
me

þ 1
mh

� �
¼ η2π2

2μR2 (3)

and

Eexciton ¼ � 1:8 e2

2πε0εr R
(4)

In the above equations, mn and mp are the electron and hole effective masses,
respectively, ε0 = 8.8545 � 10�12 F/m is the permittivity of free space, and R is the
QD radius. Other quantities are as defined above.

The above simple model shows that the energy of QDs is dominated by the
quantum confinement effect (Eq. 3), where the energy varies inversely with the
square of the QD’s radius. Figure 2 shows absorbance spectrum obtained using
dual-beam spectrophotometer for PbS QDs with different radii (sizes); as the size of
the QD decreases, its bandgap energy increases (blue shift of the excitonic peak).

It is interesting to note that QDs unlike organic dyes when excited their fluores-
cence is much stronger and absorbance peak is widely spaced from that of fluores-
cence as presented in Figure 3, the peak emission wavelength is bell-shaped
(Gaussian) and occurs at a slightly longer wavelength than the lowest energy exci-
ton peak (the absorption onset). This energy separation is what is referred to as the
Stokes shift. Therefore, there is less overlapping between absorbance and fluores-
cence spectra. Moreover, the QD’s bleaching and damage threshold is much more
than that of organic dyes.

Figure 4 shows fluorescence spectrum of excited PbS quantum dots suspended
in toluene. As the excitation power increases, fluorescence intensity increases with-
out any noticeable shift in the fluorescence peak.

Figure 2.
Energy dependence versus absorbance of PbS QDs with three different sizes.
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in quantum well (QW) structures, these charge carries are confined and their
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its energy states can be established in quantum dot structures. QDs can be treated as
zero-dimensional bulk solids. QDs are nanostructured semiconductor crystalline
media. In QD structure, the density of states can be represented by a delta function,
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The total energy released in the emission can thus be written as

Etotal ¼ EBandgap þ EConfinment þ EExciton (2)

where EBandgap is the bulk bandgap. Hence, according to [2], the last two terms
in Eq. (2) are,

EConfinment ¼ η2π2
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1
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2μR2 (3)

and
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(4)

In the above equations, mn and mp are the electron and hole effective masses,
respectively, ε0 = 8.8545 � 10�12 F/m is the permittivity of free space, and R is the
QD radius. Other quantities are as defined above.

The above simple model shows that the energy of QDs is dominated by the
quantum confinement effect (Eq. 3), where the energy varies inversely with the
square of the QD’s radius. Figure 2 shows absorbance spectrum obtained using
dual-beam spectrophotometer for PbS QDs with different radii (sizes); as the size of
the QD decreases, its bandgap energy increases (blue shift of the excitonic peak).

It is interesting to note that QDs unlike organic dyes when excited their fluores-
cence is much stronger and absorbance peak is widely spaced from that of fluores-
cence as presented in Figure 3, the peak emission wavelength is bell-shaped
(Gaussian) and occurs at a slightly longer wavelength than the lowest energy exci-
ton peak (the absorption onset). This energy separation is what is referred to as the
Stokes shift. Therefore, there is less overlapping between absorbance and fluores-
cence spectra. Moreover, the QD’s bleaching and damage threshold is much more
than that of organic dyes.

Figure 4 shows fluorescence spectrum of excited PbS quantum dots suspended
in toluene. As the excitation power increases, fluorescence intensity increases with-
out any noticeable shift in the fluorescence peak.

Figure 2.
Energy dependence versus absorbance of PbS QDs with three different sizes.
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3. Nonlinear optics

Generally speaking, nonlinear optics is a branch in photonics concerned with
studying optical properties and applications of nonlinear optical materials.
Nonlinear optical media interact with electromagnetic waves in a manner different
than what we get used to with ordinary materials such as glass slide or water. A
linear optical material reflects, transmits, and absorbs part of a light beam incident
on it without altering its nature such as color (frequency). Linear media respond to
electromagnetic waves (EM) in a linear fashion. Therefore, it is a passive optical

Figure 3.
Absorbance and fluorescence spectra for PbS QD of size 2.4 nm.

Figure 4.
Fluorescence spectra for PbS QDs of size 2.4 nm excited with Ar laser of λ = 514 nm at different beam power.
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media. On the other hand, there are materials that upon interaction with EM waves
of specific intensity become active and they behave as self-focusing (positive lens)
or self-defocusing (negative lens), diffracting, beam fanning, or optical limiting
media. Nonlinear optical media can be used to generate new frequencies.

3.1 Intensity-dependent refractive index and absorption coefficient

The result of the interaction between low-intensity non-coherent light beam and
high-intensity coherent light beam differs as the normal (non-coherent) light inter-
action shows a linear response to the electromagnetic (EM) field and the optical
characteristics of the material remain unchanged because they do not rely on the
light intensity and the frequency remains constant. The occurrence of superposition
is possible, but the waves do not interact with each other. On the other hand, the
interaction between the laser (coherent) beam and the material shows a nonlinear
response to the electromagnetic field and the optical characteristics of the material
such as refractive index and the speed of light do change. Superposition principle
does not apply because of interaction of light with light [3, 4]. Nonlinear refraction
might occur from molecular reorientation, the electronic Kerr effect, or optically
induced heating of the material [5–7].

The refractive index of NLOmaterials can be described by the following relation [8]:

n Ið Þ ¼ n0 þ n2I ¼ n0 þ Δn (5)

where n0 is the linear refractive index, I is the incident optical field density or
intensity (irradiance), and n2 is a new optical constant which is called the second-
order index of refraction (nonlinear refractive index coefficient). n2 is the rate
when the refractive index increases with increasing optical density. The change in
refractive index Δn, in Eq. (5), which is proportional to the square of the applied
electric field is called optical Kerr effect. The reported order of magnitude of n2 for
semiconductors is from 10�10 to 10�2 cm/W. It has been found that both magnitude
and sign of n2 are sensitive to both the wavelength and polarization state of the
exciting laser beam [8]. The total refractive index n(I) is a linear function of
intensity I.

The nonlinear absorption of NLO materials can be described by the following
relation:

α Ið Þ ¼ α0 þ β I (6)

where α0 is the linear absorption coefficient, and β is the nonlinear absorption
coefficient.

Both nonlinear index of refraction and nonlinear absorption coefficient are
related to third-order optical susceptibility as given by the following relations,
[9, 10]:

Reχ 3ð Þ esuð Þ ¼ ε0c2

104π

� �
n20 n2 cm2=W

� �
(7)

Imχ 3ð Þ esuð Þ ¼ ε0c2

4� 102π2

� �
n20 λβ cm=Wð Þ (8)

χ 3ð Þ�� �� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Reχ 3ð Þð Þ2 þ Imχ 3ð Þð Þ2

q
(9)

Here c is the speed of light in vacuum (3� 108 m/s), ε0 is the permittivity of free
space (8.854 � 10�12 F/m), and n0 is the linear index of the sample.
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3. Nonlinear optics
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than what we get used to with ordinary materials such as glass slide or water. A
linear optical material reflects, transmits, and absorbs part of a light beam incident
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electromagnetic waves (EM) in a linear fashion. Therefore, it is a passive optical

Figure 3.
Absorbance and fluorescence spectra for PbS QD of size 2.4 nm.

Figure 4.
Fluorescence spectra for PbS QDs of size 2.4 nm excited with Ar laser of λ = 514 nm at different beam power.
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media. On the other hand, there are materials that upon interaction with EM waves
of specific intensity become active and they behave as self-focusing (positive lens)
or self-defocusing (negative lens), diffracting, beam fanning, or optical limiting
media. Nonlinear optical media can be used to generate new frequencies.

3.1 Intensity-dependent refractive index and absorption coefficient

The result of the interaction between low-intensity non-coherent light beam and
high-intensity coherent light beam differs as the normal (non-coherent) light inter-
action shows a linear response to the electromagnetic (EM) field and the optical
characteristics of the material remain unchanged because they do not rely on the
light intensity and the frequency remains constant. The occurrence of superposition
is possible, but the waves do not interact with each other. On the other hand, the
interaction between the laser (coherent) beam and the material shows a nonlinear
response to the electromagnetic field and the optical characteristics of the material
such as refractive index and the speed of light do change. Superposition principle
does not apply because of interaction of light with light [3, 4]. Nonlinear refraction
might occur from molecular reorientation, the electronic Kerr effect, or optically
induced heating of the material [5–7].

The refractive index of NLOmaterials can be described by the following relation [8]:

n Ið Þ ¼ n0 þ n2I ¼ n0 þ Δn (5)

where n0 is the linear refractive index, I is the incident optical field density or
intensity (irradiance), and n2 is a new optical constant which is called the second-
order index of refraction (nonlinear refractive index coefficient). n2 is the rate
when the refractive index increases with increasing optical density. The change in
refractive index Δn, in Eq. (5), which is proportional to the square of the applied
electric field is called optical Kerr effect. The reported order of magnitude of n2 for
semiconductors is from 10�10 to 10�2 cm/W. It has been found that both magnitude
and sign of n2 are sensitive to both the wavelength and polarization state of the
exciting laser beam [8]. The total refractive index n(I) is a linear function of
intensity I.

The nonlinear absorption of NLO materials can be described by the following
relation:

α Ið Þ ¼ α0 þ β I (6)

where α0 is the linear absorption coefficient, and β is the nonlinear absorption
coefficient.

Both nonlinear index of refraction and nonlinear absorption coefficient are
related to third-order optical susceptibility as given by the following relations,
[9, 10]:
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space (8.854 � 10�12 F/m), and n0 is the linear index of the sample.
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3.2 Third-order nonlinear processes

3.2.1 Self-phase modulation (SPM)

Self-phase modulation (SPM) is a nonlinear optical phenomenon of light-matter
interaction which has been discovered in the early days of nonlinear optics. The
strong field of a laser beam (coherent waves), when propagating in a third-order
nonlinear medium, interacts with the medium and induces a varying refractive
index of the medium due to the optical Kerr effect. This interaction imposes a phase
shift in the laser pulse, leading to a change of the pulse's frequency spectrum [3, 8].
In brief, self-phase modulation is the intensity-dependent nonlinear refractive
index that modulates the optical phase (Δϕ) of the laser beam electric field which is
given by the following relation:

Δϕ ¼ 2πn2L
P
Aλo

(10)

where P is the optical beam’s power, L is the traveled distance in the medium,
and A is the cross-sectional area. Laser beam has a finite cross section. However,
due to SPM, laser beam will appear to have self-diffraction, which is responsible for
the known nonlinear optical phenomena of self-focusing and self-defocusing.
Moreover, the temporal variation of the laser intensity leads to SPM in time. As the
time derivative of the phase of a wave is simply the angular frequency of the wave,
SPM also appears as frequency modulation.

3.2.2 Self-focusing and self-defocusing effects

Another attention-grabbing phenomenon of light-matter interaction associated
with SPM is self-focusing. It occurs whenever the strong field of a laser beam
propagates in a third-order nonlinear medium whose refractive index depends on
the beam intensity. The real part of the third-order susceptibility results in a change
in the index of refraction of the material [7].

If the nonlinear refractive index is positive and the incident beam is of higher
intensity in the center than the edge, then self-focusing will occur. In that case, the
refractive index and the optical path length for rays at the center are greater than
those at their edges. The same condition will occur for propagation via focusing lens
and, because of that, the light beam will create its own positive lens in the nonlinear
medium. Furthermore, when the beam focusing increases, the strength of the
nonlinear lens increases resulting in stronger focusing and strength of the lens, this
will result in catastrophic focusing where the beam is breaking down into a very
intense small spot. This phenomenon may occur in materials that have transparency
at high intensity such as crystals, glasses, gases, liquids, and plasmas [8].

In contrast, if the nonlinear refractive index is negative and the incident beam is
of higher intensity in the center than the edge, then self-defocusing will occur. In
that case, the refractive index and the short optical path length for rays at the center
are smaller than those at their edges. The same condition will occur for propagation
via negative focal length lens and beam defocuses [7].

3.2.3 Two-photon absorption (TPA)

Two-photon absorption is a nonlinear absorption process where two photons of
identical or different frequencies are simultaneously absorbed when an intense

48

Standards, Methods and Solutions of Metrology

coherent beam propagates in a third-order nonlinear medium as illustrated in
Figure 5 [11].

3.3 Optical limiting (OL)

Optical limiter is a device that exhibits a linear transmittance to power,
irradiance, energy, or fluence below a threshold and clamps the output to a constant
above it as shown in Figure 6 [5, 11, 12], thereby providing safety to sensors or eyes
because nonlinear absorption coefficient increases with increase in input power.
Increase of sample temperature due to absorption results in nonlinear absorption
coefficient and optical limiting effect [13]. To behave as an active optical limiter, the
nonlinear optical medium must possesses high linear transmittance, low limiting
threshold, fast response time, broadband response, and low optical scattering [14].

Researches on optical limiting (OL) effect started in the 1960s by Geusic et al
and Ralston et al. with three-photon nonlinear absorption in inorganic semiconduc-
tors. Many demonstrations of optimized OL effect were accomplished through two-
photon absorption (TPA) followed by subsequent excited state absorption (ESA).

Besides the effect of nonlinear refraction, nonlinear absorption is another kind
of mechanisms used in OL. Reverse saturable absorption RSA and TPA are
nonlinear absorption mechanisms used in OL [15, 16]. TPA-based devices are also
proper for other applications such as optical power stabilization, optical pulse
reshaping, and optical spatial field reshaping [5, 17]. Combining nonlinear

Figure 5.
Schematic illustration of two-photon absorption process.

Figure 6.
Optical response of an optical limiter to incident power.
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intensity in the center than the edge, then self-focusing will occur. In that case, the
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nonlinear lens increases resulting in stronger focusing and strength of the lens, this
will result in catastrophic focusing where the beam is breaking down into a very
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at high intensity such as crystals, glasses, gases, liquids, and plasmas [8].

In contrast, if the nonlinear refractive index is negative and the incident beam is
of higher intensity in the center than the edge, then self-defocusing will occur. In
that case, the refractive index and the short optical path length for rays at the center
are smaller than those at their edges. The same condition will occur for propagation
via negative focal length lens and beam defocuses [7].
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identical or different frequencies are simultaneously absorbed when an intense
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coherent beam propagates in a third-order nonlinear medium as illustrated in
Figure 5 [11].

3.3 Optical limiting (OL)

Optical limiter is a device that exhibits a linear transmittance to power,
irradiance, energy, or fluence below a threshold and clamps the output to a constant
above it as shown in Figure 6 [5, 11, 12], thereby providing safety to sensors or eyes
because nonlinear absorption coefficient increases with increase in input power.
Increase of sample temperature due to absorption results in nonlinear absorption
coefficient and optical limiting effect [13]. To behave as an active optical limiter, the
nonlinear optical medium must possesses high linear transmittance, low limiting
threshold, fast response time, broadband response, and low optical scattering [14].

Researches on optical limiting (OL) effect started in the 1960s by Geusic et al
and Ralston et al. with three-photon nonlinear absorption in inorganic semiconduc-
tors. Many demonstrations of optimized OL effect were accomplished through two-
photon absorption (TPA) followed by subsequent excited state absorption (ESA).

Besides the effect of nonlinear refraction, nonlinear absorption is another kind
of mechanisms used in OL. Reverse saturable absorption RSA and TPA are
nonlinear absorption mechanisms used in OL [15, 16]. TPA-based devices are also
proper for other applications such as optical power stabilization, optical pulse
reshaping, and optical spatial field reshaping [5, 17]. Combining nonlinear

Figure 5.
Schematic illustration of two-photon absorption process.

Figure 6.
Optical response of an optical limiter to incident power.
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mechanisms has as well accomplished improvement in optical limiting, such as self-
defocusing with TPA, TPA with excited state absorption (ESA). Inorganic materials
combine ESA and RSA [12]. Figure 7 shows optical limiting effect by PbS QDs of
radius 5.0 nm excited with continuous wave (CW) Ar ion laser (λ = 488 and
514 nm) and HeNe laser (λ = 633 nm). It is obvious from Figure 7 that OL threshold
is wavelength dependent.

4. Characterization techniques

Many experimental techniques have been developed in order to achieve precise
measurement of both nonlinear absorption coefficient (β) and nonlinear index of
refraction coefficient (n2) and then calculating the third-order susceptibility χ(3).
Examples of techniques that are in use are: nonlinear interferometry, degenerate
four-wave mixing (DFWM), nearly degenerate three-wave mixing, ellipse rotation,
and beam distortion measurements. However, a simple, and quite very accurate
technique named Z-scan technique is widely in use and trusted (by majority of
nonlinear optics researchers) to measure and tell the sign of both β and n2, and
hence calculating magnitude of χ(3) [18–20]. Z-scan technique is a well-established
technique in characterizing third-order nonlinearity mainly because it is experi-
mentally easy to construct and optimized. The nature and sign of nonlinearity can
be identified from the raw data. These data do not require elaborated mathematical
analysis.

The main idea of the Z-scan technique is to measure the intensity change in
incident Gaussian laser beam transmission intensity through the sample as a func-
tion of its position (Z-position) from the focus of the beam. Transmitted beam is
collected by means of two detector arrangements: closed aperture (CA) in order to
recognize the sign and measure n2 as illustrated in Figure 8, and open aperture
(OA) in order to measure β. The working principle of Z-scan technique is based on
the motion of the sample along the so-called Z axis from –Z to +Z through the focus

Figure 7.
Optical limiting response of PbS QDs of radius 5.0 nm excited at different wavelengths.
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of a tightly focused Gaussian laser beam. The motion of the sample across the
focused beam exposes it to a varying irradiance (intensity) level reaching its maxi-
mum value at the focus point as shown in Figure 8.

In this chapter, in order to apply theoretical models developed by Mansoor Sheik
Bahae [18–20], samples must be prepared in the form of thin samples. A thin
sample is an optical medium with thickness smaller than the diffraction length of a
focused Gaussian beam.

4.1 Closed-aperture Z-scan configuration

As shown in Figure 8, if a thin sample is scanned with closed-aperture setup and
Gaussian laser beam, both the sign and magnitude of nonlinear refractive index are
determined. Considering a sample with negative nonlinear refractive index (self-
defocusing), the scan starts far from focal length (–Z) and the sample exhibits
negligible nonlinear refraction at low irradiance. As the sample gets closer to the
focus beam, irradiance increases, and the sample starts acting as a negative lens. The
transmittance through the aperture changes because of variation of sample location
relative to the focus. When the sample becomes very close to the focus, it starts
acting as a negative lens, and hence, the beam irradiance arriving at the aperture
increases due to self-defocusing behavior. Conversely, as the sample moves away
from the focus (+Z), the beam irradiance arriving at the detector decreases due to
self-focusing effect. The transmittance becomes linear again when the scan ends.
The result of this scan is represented in the transmittance versus position curve as
shown in Figure 9a. A material possessing negative nonlinear refractive index (self-
defocusing behavior) gives a transmittance with peak followed by a valley. How-
ever, sample with positive nonlinear index of refraction (self-focusing behavior)
shows transmittance with valley followed by a peak as shown in Figure 9b. Thus,
the sign of a material’s nonlinearity can be determined directly from the transmit-
tance versus position curve. This is a special feature of the Z-scan technique.

Although CA configuration is sensitive to nonlinear index of refraction, presence
of nonlinear absorption can be detected on the transmittance curve. The presence of
two-photon absorption (TPA) or reverse saturable absorption (RSA) enhances the
valley and suppresses the peak as presented in Figure 10a. On the other hand, the
presence of nonlinear absorption effect due to saturable absorption (SA) enhances
the peak and suppresses the valley as shown in Figure 10b [18].

Figure 8.
Schematics of experimental setup used for the closed- and open-aperture Z-scan.
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of a tightly focused Gaussian laser beam. The motion of the sample across the
focused beam exposes it to a varying irradiance (intensity) level reaching its maxi-
mum value at the focus point as shown in Figure 8.

In this chapter, in order to apply theoretical models developed by Mansoor Sheik
Bahae [18–20], samples must be prepared in the form of thin samples. A thin
sample is an optical medium with thickness smaller than the diffraction length of a
focused Gaussian beam.

4.1 Closed-aperture Z-scan configuration

As shown in Figure 8, if a thin sample is scanned with closed-aperture setup and
Gaussian laser beam, both the sign and magnitude of nonlinear refractive index are
determined. Considering a sample with negative nonlinear refractive index (self-
defocusing), the scan starts far from focal length (–Z) and the sample exhibits
negligible nonlinear refraction at low irradiance. As the sample gets closer to the
focus beam, irradiance increases, and the sample starts acting as a negative lens. The
transmittance through the aperture changes because of variation of sample location
relative to the focus. When the sample becomes very close to the focus, it starts
acting as a negative lens, and hence, the beam irradiance arriving at the aperture
increases due to self-defocusing behavior. Conversely, as the sample moves away
from the focus (+Z), the beam irradiance arriving at the detector decreases due to
self-focusing effect. The transmittance becomes linear again when the scan ends.
The result of this scan is represented in the transmittance versus position curve as
shown in Figure 9a. A material possessing negative nonlinear refractive index (self-
defocusing behavior) gives a transmittance with peak followed by a valley. How-
ever, sample with positive nonlinear index of refraction (self-focusing behavior)
shows transmittance with valley followed by a peak as shown in Figure 9b. Thus,
the sign of a material’s nonlinearity can be determined directly from the transmit-
tance versus position curve. This is a special feature of the Z-scan technique.

Although CA configuration is sensitive to nonlinear index of refraction, presence
of nonlinear absorption can be detected on the transmittance curve. The presence of
two-photon absorption (TPA) or reverse saturable absorption (RSA) enhances the
valley and suppresses the peak as presented in Figure 10a. On the other hand, the
presence of nonlinear absorption effect due to saturable absorption (SA) enhances
the peak and suppresses the valley as shown in Figure 10b [18].
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4.2 Open-aperture Z-scan

When Z-scan is performed with open-aperture configuration by removing the
aperture in front of the detector D2 shown in Figure 8, the nonlinear absorption
coefficient is calculated from the normalized transmittance curve. Sample trans-
mittance decreases (increases) as sample position Z gets closer to the focus point of
the lens with minimum (maximum) value of the transmittance at the focal point,
then it increases (decreases) as the sample moves away from the focus and reaches
its linear behavior at far +Z position as illustrated in Figure 11.

In Figure 11, transmittance versus position curve has a symmetric shape around
the focus; this is due to the symmetry of the Gaussian beam irradiance. If the
transmittance is minimum at the focus (valley) as shown in Figure 11, this indicates
the existence of two-photon absorption (TAP) or RSA with a positive type of
nonlinear absorption. However, when the transmittance is maximum at the focus
(peak), this indicates the presence of saturable absorption (SA) with negative type
of nonlinear absorption [7, 11].

Z-scan technique requires a high-quality Gaussian beam for measurement.
Tilting of sample during the scan affects the outcome of the scan. Also, the Z-scan
technique is sensitive to all nonlinear optical mechanisms that give rise to a change
of the refractive index and/or absorption coefficient. Thus, it is not possible to find
out the original physical processes obtained from Z-scan technique.

Figure 9.
Closed-aperture Z-scan normalized transmittance curve: (a) negative n2, and (b) positive n2.

Figure 10.
Closed- aperture Z-scan effect of nonlinear absorption on transmittance of the sample in the presence of: (a) two
photon absorption or reverse saturable absorption, and (b) saturable absorption.
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4.3 Theoretical analysis

In nonlinear media, as a result of absorption of high-intensity excitation beam,
the temperature in the surface of the sample exhibits a spatial distribution that
creates a spatial variation of the refractive index that produces a thermal lens and
hence a phase distortion of the propagating laser beam is produced. The normalized
peak-to-valley transmittance ΔTpv is linearly related to the phase distortion ΔΦo

through the following [21]:

ΔTPV ¼ A ΔΦ0 (11)

where A is a constant given by:

A ¼ 0:406 1‐Sð Þ0:25 (12)

S ¼ 1� exp �2r2a=ω
2
a

� �
(13)

where S is the aperture linear transmittance, ra is the aperture radius, and ωa is
the beam spot size (radius) at the aperture. The phase distortion ΔΦ0 is defined as

ΔΦ0 ¼ kn2 IoLeff (14)

Io ¼ 2Po=πω
2
o (15)

where Io is the intensity of the laser beam at the focus (z = 0), Po is the
instantaneous input laser power into the sample, k= 2π/λ is the wave number, n2 is
the nonlinear refractive index, and Leff is the effective thickness of the sample,

Leff ¼ 1� exp �αoLð Þ½ �=αo (16)

where α0 is the linear absorption coefficient and L is the thickness of the sample.
The nonlinear absorption coefficient β is given by [22]

β ¼ 2
ffiffiffi
2

p
Tmin

IoLeff
(17)

Figure 11.
Open-aperture Z-scan normalized transmittance curve.
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instantaneous input laser power into the sample, k= 2π/λ is the wave number, n2 is
the nonlinear refractive index, and Leff is the effective thickness of the sample,

Leff ¼ 1� exp �αoLð Þ½ �=αo (16)

where α0 is the linear absorption coefficient and L is the thickness of the sample.
The nonlinear absorption coefficient β is given by [22]

β ¼ 2
ffiffiffi
2

p
Tmin

IoLeff
(17)

Figure 11.
Open-aperture Z-scan normalized transmittance curve.
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where Tmin is the normalized transmittance of the open aperture.
The third-order nonlinear optical susceptibility χ(3) can be calculated once the

nonlinear refractive index n2 and the nonlinear absorption coefficient β are known
using Eqs. 7–9 . The suitability of the material for all-optical switching can be
evaluated using the figure of merit [23]:

W ¼ n2I=α0λ (18)

The values W >> 1 are ideal for applications in all-optical switching.
In many situations, absorption and nonlinear index are mixed together (as

shown in Figure 10). Consequently, one needs to adopt the Gaussian
decomposition (GD) method, which was implemented by Sheik-Bahae and his
co-workers [18–20]. This method consists of some complex mathematical steps to
decompose the complex electric field emerging from the sample into a summation
of Gaussian beams through Taylor series expansion of the nonlinear phase term.
Since only small phase changes are considered, few terms of Taylor expansions are
used. The normalized Z-scan transmittance T(z) can be calculated by using the
following equation:

T zð Þ ¼

Ðþ∞

�∞
PT z; Δϕ0 tð Þð Þdt

S
Ðþ∞

�∞
P0 tð Þdt

(19)

where PT (z,Δϕ0(t)) is the transmitted power through the aperture, P0(t)
(Eq. 15) is the instantaneous input power (within the sample), and S is linear
transmittance through the aperture. T(z) does not depend on the geometry or the
wavelength while the size of aperture is an effective parameter. In case of large
aperture (S = 1) the effect will disappear in T(z) in all z and Δϕ0.

In some cases, material nonlinear absorption is weak and nonlinear refraction is
more pronounced such that the transmittance curve obtained in closed-aperture
configuration shows symmetric peak and valley. Therefore, one can fit the normal-
ized transmittance curves to calculate the nonlinear index of refraction using the
following equation:

T zð Þ ¼ 1þ 4xΔϕ0

x2 þ 9ð Þ x2 þ 1ð Þ (20)

where x = z/zR, zR = πω0
2/λ is the Rayleigh range or the diffraction length of the

Gaussian beam, ω0 is the beam’s waist, and Δϕ0 is the on-axis phase shift due to
nonlinear refraction expressed as:

Δϕ0 ¼ kn2I0Leff (21)

Nonlinear absorption coefficient β can be calculated by fitting the open-aperture
normalized transmittance curve using the following equation:

T zð Þ ¼ 1� ΔΨ0

x2 þ 1ð Þ (22)

where ΔΨ0 is the on-axis phase shift due to nonlinear absorption expressed as:

ΔΨ0 ¼ I0 Leff

2
ffiffiffi
2

p β (23)
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In many situations, both nonlinear refraction and nonlinear absorption are
mixed such that the closed-aperture transmittance shows asymmetric peak-valley
curve like the one presented in Figure 10. In this case, the normalized transmittance
curves are fitted using the following equation [15]:

T zð Þ ¼ 1þ 4xΔϕ0

x2 þ 9ð Þ x2 þ 1ð Þ �
2 x2 þ 3ð ÞΔΨ0

x2 þ 9ð Þ x2 þ 1ð Þ (24)

The nonlinear refractive index and nonlinear absorption coefficient are calcu-
lated from Eqs. (21) and (23).

In cases of high single-photon absorption using CW laser even at few mill watts,
thermal lensing becomes pronounced such that the Gaussian decomposition model
will not be suitable to fit data since the closed-aperture normalized transmittance
shows a very slow return to the normal transmittance as the sample is scanned
further away from focal point (+Z) (for example see Figure 12). Therefore, a
modified model has been suggested by [24], called the thermal-lens model. The
normalized transmission of closed-aperture Z-scan is given by:

T zð Þ ¼ 1þ Δϕ0
2x

x2 þ 1ð Þ þ Δϕ2
0

2x
x2 þ 1ð Þ

� ��1

(25)

Figure 12 shows the importance of adopting thermal model to get proper fitting
of the collected data.

However, as shown in Figure 13, thermal lens model fails to fit properly the
closed-aperture normalized transmittance data for the same PbS quantum dots
(radius 2.4 nm) when excitation power P0 = 6 mW but wavelength is 633 nm.
Application of the Gaussian decomposition model resulted in better fitting of data.
In conclusion, the investigator in order to accurately calculate third-order nonlinear
parameters must chose the most proper fitting model.

Figure 12.
Closed-aperture Z-scan effect of PdS quantum dots (radius 2.4 nm) irradiated with laser beam (λ = 488 nm
and P0 = 6 mW); the data points ( black) are fitted with the thermal lens model (red curve) and Gaussian
decomposition model (blue curve).
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where Tmin is the normalized transmittance of the open aperture.
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using Eqs. 7–9 . The suitability of the material for all-optical switching can be
evaluated using the figure of merit [23]:
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where PT (z,Δϕ0(t)) is the transmitted power through the aperture, P0(t)
(Eq. 15) is the instantaneous input power (within the sample), and S is linear
transmittance through the aperture. T(z) does not depend on the geometry or the
wavelength while the size of aperture is an effective parameter. In case of large
aperture (S = 1) the effect will disappear in T(z) in all z and Δϕ0.

In some cases, material nonlinear absorption is weak and nonlinear refraction is
more pronounced such that the transmittance curve obtained in closed-aperture
configuration shows symmetric peak and valley. Therefore, one can fit the normal-
ized transmittance curves to calculate the nonlinear index of refraction using the
following equation:
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where x = z/zR, zR = πω0
2/λ is the Rayleigh range or the diffraction length of the

Gaussian beam, ω0 is the beam’s waist, and Δϕ0 is the on-axis phase shift due to
nonlinear refraction expressed as:

Δϕ0 ¼ kn2I0Leff (21)

Nonlinear absorption coefficient β can be calculated by fitting the open-aperture
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where ΔΨ0 is the on-axis phase shift due to nonlinear absorption expressed as:
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2
ffiffiffi
2

p β (23)
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In many situations, both nonlinear refraction and nonlinear absorption are
mixed such that the closed-aperture transmittance shows asymmetric peak-valley
curve like the one presented in Figure 10. In this case, the normalized transmittance
curves are fitted using the following equation [15]:

T zð Þ ¼ 1þ 4xΔϕ0

x2 þ 9ð Þ x2 þ 1ð Þ �
2 x2 þ 3ð ÞΔΨ0

x2 þ 9ð Þ x2 þ 1ð Þ (24)

The nonlinear refractive index and nonlinear absorption coefficient are calcu-
lated from Eqs. (21) and (23).

In cases of high single-photon absorption using CW laser even at few mill watts,
thermal lensing becomes pronounced such that the Gaussian decomposition model
will not be suitable to fit data since the closed-aperture normalized transmittance
shows a very slow return to the normal transmittance as the sample is scanned
further away from focal point (+Z) (for example see Figure 12). Therefore, a
modified model has been suggested by [24], called the thermal-lens model. The
normalized transmission of closed-aperture Z-scan is given by:

T zð Þ ¼ 1þ Δϕ0
2x

x2 þ 1ð Þ þ Δϕ2
0

2x
x2 þ 1ð Þ

� ��1

(25)

Figure 12 shows the importance of adopting thermal model to get proper fitting
of the collected data.

However, as shown in Figure 13, thermal lens model fails to fit properly the
closed-aperture normalized transmittance data for the same PbS quantum dots
(radius 2.4 nm) when excitation power P0 = 6 mW but wavelength is 633 nm.
Application of the Gaussian decomposition model resulted in better fitting of data.
In conclusion, the investigator in order to accurately calculate third-order nonlinear
parameters must chose the most proper fitting model.

Figure 12.
Closed-aperture Z-scan effect of PdS quantum dots (radius 2.4 nm) irradiated with laser beam (λ = 488 nm
and P0 = 6 mW); the data points ( black) are fitted with the thermal lens model (red curve) and Gaussian
decomposition model (blue curve).
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5. Characterization of PbS QDs suspended in toluene

In this section, we will present—as an example—some nonlinear optical findings
for samples of lead sulfide (PbS) quantum dots suspended in toluene. One sample of
QDs has an average size (radius) of 2.4 nm and the other is with size 5.0 nm. It is
very important to ensure that the sample is not contaminated with any impurities
during QDs synthesis and storing or handling. The purity of the toluene quantum
dot system was verified by NMR measurements where a small amount of the QD
solution is dissolved in deuterated chloroform (CdCl3). Therefore, any hydrogen in
the solvent gets replaced by deuterium and only hydrogen will be originating from
toluene. As shown in Figure 14, the peak at 0.00 ppm is for the TMS reference. The
only peaks that appear are those by toluene that reveal the absence of any contam-
ination that may influence both linear and nonlinear optical properties [25].

The samples were Z-scanned in both configurations OA and CA. Example of
obtained results for QDs with radius 2.4 nm at three different excitation wave-
lengths with beam average power of 12 mW is shown in Figure 15. Similar general
behavior is obtained with 5.0-nm QDs. Figure 15 indicates clearly the dependence
of third-order nonlinearity on excitation wavelength.

Figure 16 shows the closed-aperture Z-scan normalized transmittance for exci-
tation wavelength of 633 nm, and 8-mW laser power for both the 2.4-nm and 5.0-
nm QD radii. Similar transmittance curves are obtained for 488-nm and 514-nm
laser excitation wavelengths. It is obvious from Figure 16 that QD’s size is a factor
to be considered when quantifying third-order nonlinearity. The asymmetric curve
is clearly indicative of nonlinear absorption, and the closed-aperture transmittance
is affected by both nonlinear absorption and refraction. The suppression of the
valley and enhancement of the peak of the transmittance curve imply that saturable
absorption (SA) is the origin of nonlinear absorption effect. Whenever the excita-
tion energy is much more than the optical bandgap or the excitation wavelength is
near the peak of the absorption, saturable absorption becomes prominent due to
high optical density.

Figure 13.
Closed-aperture Z-scan effect of PdS quantum dots (radius 2.4 nm) irradiated with laser beam (λ = 633 nm
and P0 = 6 mW); the data points (black) are fitted with the thermal lens model (red curve) and Gaussian
decomposition model (blue curve).
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From Figure 17, we can not only tell the sign of the nonlinear refractive index
(peak-valley = negative index) but also the origin of nonlinear refraction. Since CW
lasers were used to investigate optical nonlinearity of samples, nonlinear refraction
is due to thermal lensing which is a consequence of high linear absorption. Thermal
lens model (solid line) was used to fit the data as presented in Figure 17. Moreover,
it was suggested [16–19] that when the closed-aperture transmittance ΔTPV > 1.7,
nonlinearity is due to thermal effect governing the nonlinear refraction behavior.
This is clear in Figure 17 where ΔTPV ≈ 4.5.

Table 2 presents the calculated nonlinear refractive index n2 for two different
sizes of QDs excited with beam power of 8 mW, n2 increases systematically with
QD’s sizes and the excitation wavelength. The variation of n2 value with QDs size is
illustrated in Figure 18. There is a clear trend of increase of n2 with QD size for all
wavelengths used.

Figure 14.
NMR spectrum for sample of PbS QDs suspended in toluene [25].

Figure 15.
Obtained normalized transmittances for QDs of radius 2.4 nm excited with laser beam power of 12 mW at
three different wavelengths: (a) closed aperture configuration, and (b) open aperture configuration.
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high optical density.

Figure 13.
Closed-aperture Z-scan effect of PdS quantum dots (radius 2.4 nm) irradiated with laser beam (λ = 633 nm
and P0 = 6 mW); the data points (black) are fitted with the thermal lens model (red curve) and Gaussian
decomposition model (blue curve).

56

Standards, Methods and Solutions of Metrology

From Figure 17, we can not only tell the sign of the nonlinear refractive index
(peak-valley = negative index) but also the origin of nonlinear refraction. Since CW
lasers were used to investigate optical nonlinearity of samples, nonlinear refraction
is due to thermal lensing which is a consequence of high linear absorption. Thermal
lens model (solid line) was used to fit the data as presented in Figure 17. Moreover,
it was suggested [16–19] that when the closed-aperture transmittance ΔTPV > 1.7,
nonlinearity is due to thermal effect governing the nonlinear refraction behavior.
This is clear in Figure 17 where ΔTPV ≈ 4.5.

Table 2 presents the calculated nonlinear refractive index n2 for two different
sizes of QDs excited with beam power of 8 mW, n2 increases systematically with
QD’s sizes and the excitation wavelength. The variation of n2 value with QDs size is
illustrated in Figure 18. There is a clear trend of increase of n2 with QD size for all
wavelengths used.

Figure 14.
NMR spectrum for sample of PbS QDs suspended in toluene [25].

Figure 15.
Obtained normalized transmittances for QDs of radius 2.4 nm excited with laser beam power of 12 mW at
three different wavelengths: (a) closed aperture configuration, and (b) open aperture configuration.
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The nonlinear absorption coefficient β can be calculated from Eq. (17). Tmin in
this equation is obtained from the normalized open-aperture transmittance, as
shown in Figure 19.

Table 3 shows the nonlinear absorption coefficient at different excitation wave-
lengths. For a given QD radius, there is a slight increase of the nonlinear absorption

Figure 16.
Closed-aperture measurements for QDs with radius 2.4 nm and 5.0 nm samples scanned with beam of
Pin = 8 mW and λ = 633 nm.

Figure 17.
Fitted closed-aperture measurements for 5-nm QD size samples scanned with beam of Pin = 8 mW and
λ = 488 nm.

Quantum dot size
(nm)

n2 � 10�11 m2/W
(λ = 488 nm)

n2 � 10�11 m2/W
(λ = 514 nm)

n2 � 10�11 m2/W
(λ = 633 nm)

2.4 3.501 3.742 4.631

5 5.383 6.975 8.406

Table 2.
Nonlinear index of refraction at different excitation wavelengths (Pin = 8 mW).
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coefficient with increasing wavelength. However, the change of the nonlinear
absorption coefficient with size of QD is small.

Generally, the closed-aperture transmittance is affected by both the nonlinear
refraction and nonlinear absorption. Therefore, the determination of n2 is not very
accurate from the closed-aperture scans alone. To obtain purely effective nonlinear

Figure 19.
Fitted open-aperture measurements for 5 nm QD size sample scanned with a beam of Pin = 8 mW and
λ = 488 nm.

Quantum dot size
(nm)

β � 10�5 m/W
(λ = 488 nm)

β � 10�5 m/W
(λ = 514 nm)

β � 10�5 m/W
(λ = 633 nm)

2.4 8.676 17.12 21.530

5.0 9.844 10.750 21.600

Table 3.
Nonlinear absorption coefficient β at different excitation wavelengths (Pin = 8 mW).

Figure 18.
Nonlinear index of refraction versus excitation wavelength (Pin = 8 mW) for different sizes of quantum dots.
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refraction, we divide the normalized closed-aperture transmittance by the
corresponding open-aperture scan. Then from proper fitting model (Eq. 24) of data,
one can determine both nonlinear index of refraction and nonlinear absorption
coefficients.

To calculate the third-order nonlinear susceptibility, the values of n2 and β are
first calculated, and then substituted in Eqns. (19) and (20). Table 3 shows the
calculated real and imaginary parts of the third-order nonlinear optical susceptibil-
ity χ(3) and its absolute value | χ(3) | for different values of n2 and β. Investigating
Eqs. (9) and (10), we observe that Reχ(3) is proportional to n2, and Imχ(3) is
proportional to β for a given excitation wavelength. This is the trend of variation we
observe for both the real and imaginary parts of χ(3).The figure of merit W (see
Eq. 18) for different QD sizes is shown in the last column of Table 4. For small one-
photon absorption α0 in the near infrared region, the values W >>1 are ideal for
applications in all-optical switching.

Table 5 presents the absolute value of the third-order nonlinear susceptibility
|χ(3)| for excitation wavelengths of 488 nm, 514.5 nm, and 632.8 nm at a constant
laser beam power of 8 mW. Even though the real and imaginary parts of χ(3) show
no specific trend of variation with particle size, the absolute value |χ(3)| increases
systematically with particle size for the three wavelengths used in our Z-scan
experiments. But, for the same QD size, it seems that |χ(3)| is faintly enhanced as
wavelength increases.

In fact, QDs act as excellent optical limiters, an example is presented in Figure 7.
In order to study the optical limiting behavior of a sample using the Z-scan setup,
one must place the sample in the post focal position and collect the transmitted light
beam by closed-aperture configuration as illustrated in Figure 20.

Formation of diffraction fringes is presented in Figure 21 for excitation power
levels higher than 1 mW. Also, self-fanning dominates the transmittance spectrum.
From the number of these fringes, one can estimate the change in the refractive
index. Such interesting behavior ranks QDs media as very attractive active part of
all optical switching devices.

In the above presented results, continuous-wave laser has been used and has
resulted in thermally generated third-order nonlinearity due to deposition of heat.
However, one way to overcome such effect is to use pulsed laser where electronic
nonlinearity gets revealed. Moreover, one must avoid high power levels of

QD size
(nm)

n2�10�7

(cm2/W)
β �10�3 (cm/

W)
Re χ(3)�10�5

(esu)
Im χ(3)�10�6

(esu)
| χ(3) |�10�5

(esu)
W

2.4 3.501 8.676 2.025 1.949 2.034 4.345

5.0 5.389 9.844 3.116 2.211 3.124 3.807

Table 4.
Real and Imaginary parts of the third order nonlinear optical susceptibility for different QD sizes (λ = 488 nm,
Pin = 8 mW).

QD size
(nm)

|χ(3)| � 10�5 (esu),
λ = 488 nm, P = 8 mW

|χ(3)| � 10�5 (esu),
λ = 514.5 nm, P = 8 mW

|χ(3)| � 10�5 (esu),
λ = 632.8 nm, P = 8 mW

2.4 2.034 2.202 2.750

5.0 3.124 4.042 4.902

Table 5.
The absolute value of the third-order nonlinear optical susceptibility for different QD sizes.
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excitation in order not excite higher orders of nonlinearity such as χ(5) or exceeding
the threshold damage of samples.

6. Conclusions

Quantum dots are interesting nanostructured materials. QDs are becoming an
active part in many photonic devices. QDs possess unique optical and electronic
properties. QD bandgap absorption edge is size dependent; as QD size is reduced, its
bandgap energy gets larger. QDs possess large values of third-order nonlinear opti-
cal parameters such as nonlinear index of refraction n2, nonlinear absorption coef-
ficient β, and nonlinear susceptibility χ(3). There are well-established models to
explain and calculate third-order nonlinearity parameters obtained using different
experimental techniques. Z-scan is considered an easy and practical technique used
to investigate third-order nonlinearity for many classes of nonlinear media, among
them are QDs. QD size, excitation wavelength, and incident power value are factors
that need to be considered when investigating third-order nonlinearity. To separate

Figure 20.
Schematic of optical limiting investigation setup.

Figure 21.
A photograph of the diffraction rings due to nonlinear diffraction by QD sample of 2.4-nm radius Z-scanned
with Ar+ laser beam (P = 8 mW, and λ = 514 nm). The dots are the photodiode reading across the rings starting
from the center of the diffraction pattern, the distance is in unit of mm [25].
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refraction, we divide the normalized closed-aperture transmittance by the
corresponding open-aperture scan. Then from proper fitting model (Eq. 24) of data,
one can determine both nonlinear index of refraction and nonlinear absorption
coefficients.

To calculate the third-order nonlinear susceptibility, the values of n2 and β are
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photon absorption α0 in the near infrared region, the values W >>1 are ideal for
applications in all-optical switching.
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|χ(3)| for excitation wavelengths of 488 nm, 514.5 nm, and 632.8 nm at a constant
laser beam power of 8 mW. Even though the real and imaginary parts of χ(3) show
no specific trend of variation with particle size, the absolute value |χ(3)| increases
systematically with particle size for the three wavelengths used in our Z-scan
experiments. But, for the same QD size, it seems that |χ(3)| is faintly enhanced as
wavelength increases.

In fact, QDs act as excellent optical limiters, an example is presented in Figure 7.
In order to study the optical limiting behavior of a sample using the Z-scan setup,
one must place the sample in the post focal position and collect the transmitted light
beam by closed-aperture configuration as illustrated in Figure 20.

Formation of diffraction fringes is presented in Figure 21 for excitation power
levels higher than 1 mW. Also, self-fanning dominates the transmittance spectrum.
From the number of these fringes, one can estimate the change in the refractive
index. Such interesting behavior ranks QDs media as very attractive active part of
all optical switching devices.

In the above presented results, continuous-wave laser has been used and has
resulted in thermally generated third-order nonlinearity due to deposition of heat.
However, one way to overcome such effect is to use pulsed laser where electronic
nonlinearity gets revealed. Moreover, one must avoid high power levels of
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Im χ(3)�10�6

(esu)
| χ(3) |�10�5

(esu)
W

2.4 3.501 8.676 2.025 1.949 2.034 4.345

5.0 5.389 9.844 3.116 2.211 3.124 3.807

Table 4.
Real and Imaginary parts of the third order nonlinear optical susceptibility for different QD sizes (λ = 488 nm,
Pin = 8 mW).

QD size
(nm)

|χ(3)| � 10�5 (esu),
λ = 488 nm, P = 8 mW

|χ(3)| � 10�5 (esu),
λ = 514.5 nm, P = 8 mW

|χ(3)| � 10�5 (esu),
λ = 632.8 nm, P = 8 mW

2.4 2.034 2.202 2.750

5.0 3.124 4.042 4.902

Table 5.
The absolute value of the third-order nonlinear optical susceptibility for different QD sizes.
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excitation in order not excite higher orders of nonlinearity such as χ(5) or exceeding
the threshold damage of samples.

6. Conclusions

Quantum dots are interesting nanostructured materials. QDs are becoming an
active part in many photonic devices. QDs possess unique optical and electronic
properties. QD bandgap absorption edge is size dependent; as QD size is reduced, its
bandgap energy gets larger. QDs possess large values of third-order nonlinear opti-
cal parameters such as nonlinear index of refraction n2, nonlinear absorption coef-
ficient β, and nonlinear susceptibility χ(3). There are well-established models to
explain and calculate third-order nonlinearity parameters obtained using different
experimental techniques. Z-scan is considered an easy and practical technique used
to investigate third-order nonlinearity for many classes of nonlinear media, among
them are QDs. QD size, excitation wavelength, and incident power value are factors
that need to be considered when investigating third-order nonlinearity. To separate

Figure 20.
Schematic of optical limiting investigation setup.

Figure 21.
A photograph of the diffraction rings due to nonlinear diffraction by QD sample of 2.4-nm radius Z-scanned
with Ar+ laser beam (P = 8 mW, and λ = 514 nm). The dots are the photodiode reading across the rings starting
from the center of the diffraction pattern, the distance is in unit of mm [25].

61

Third-Order Nonlinear Optical Properties of Quantum Dots
DOI: http://dx.doi.org/10.5772/intechopen.84191



electronic from thermal effects on quantified nonlinearity, one must use pulsed
laser rather than continuous wave (CW). QD media are excellent active parts of
optical limiters and all-optical switching devices.
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Chapter 4

Analysis of Pulsating White Dwarf
Star Light Curves
Denis J. Sullivan

Abstract

Analysis techniques are presented for extracting the frequencies contained in the
light curves of pulsating white dwarf stars. In several surface temperature regimes,
these astronomical objects are unstable to gravity mode pulsations which result in
brightness variations corresponding to the periods of the excited modes. There is a
rich array of possible periods with values ranging from about 100 to 1000 seconds.
Mode periods present in the light curve are detected by undertaking a Fourier
analysis of the time series light curve; theoretical models of the star can be refined
with this information. The Fourier analysis needs to take into account such things as
finite length, data gaps and the presence of noise.

Keywords: white dwarf stars, pulsators, light curves, Fourier analysis, amplitude
power spectra, prewhitening, false alarm probabilities

1. Introduction

The time series and their analyses covered here derive from those white dwarf
stars that exhibit light variability as a consequence of their undergoing pulsation. In
order to provide a context for this work it is appropriate to outline some key
astrophysical details.

Many stars at particular evolutionary stages pulsate due to instabilities created
by escaping radiation generated in the hot interiors interacting with partially
ionized outer layers in the star. The pulsations cause surface brightness variations;
recording and analysing the light curve of a pulsator enables investigators to
determine internal properties of the star.

The pulsating white dwarfs are particularly productive targets for these
investigations.

1.1 White dwarf stars

White dwarf stars [1] are the cooling remnants of about 98% of all stars. They
are extremely dense as they have about the mass of the Sun compacted into a sphere
about the size of the Earth. Typical densities are of the order of a million times that
of water. Nuclear reactions have ceased and the inward pull of gravity in the object
is offset by a pressure created by the quantum behavior of the (separate) dense
electron gas.

This (degeneracy) pressure is independent of temperature, and hence provides
permanent support down to the final “black dwarf” stage with temperatures
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Analysis techniques are presented for extracting the frequencies contained in the
light curves of pulsating white dwarf stars. In several surface temperature regimes,
these astronomical objects are unstable to gravity mode pulsations which result in
brightness variations corresponding to the periods of the excited modes. There is a
rich array of possible periods with values ranging from about 100 to 1000 seconds.
Mode periods present in the light curve are detected by undertaking a Fourier
analysis of the time series light curve; theoretical models of the star can be refined
with this information. The Fourier analysis needs to take into account such things as
finite length, data gaps and the presence of noise.
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1. Introduction

The time series and their analyses covered here derive from those white dwarf
stars that exhibit light variability as a consequence of their undergoing pulsation. In
order to provide a context for this work it is appropriate to outline some key
astrophysical details.

Many stars at particular evolutionary stages pulsate due to instabilities created
by escaping radiation generated in the hot interiors interacting with partially
ionized outer layers in the star. The pulsations cause surface brightness variations;
recording and analysing the light curve of a pulsator enables investigators to
determine internal properties of the star.

The pulsating white dwarfs are particularly productive targets for these
investigations.

1.1 White dwarf stars

White dwarf stars [1] are the cooling remnants of about 98% of all stars. They
are extremely dense as they have about the mass of the Sun compacted into a sphere
about the size of the Earth. Typical densities are of the order of a million times that
of water. Nuclear reactions have ceased and the inward pull of gravity in the object
is offset by a pressure created by the quantum behavior of the (separate) dense
electron gas.

This (degeneracy) pressure is independent of temperature, and hence provides
permanent support down to the final “black dwarf” stage with temperatures
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approaching absolute zero. As the object cools the radiation output reduces in
intensity and is centered around increasingly longer wavelengths. Eventually, the
paucity of radiation emitted from the surface of this extremely cold object will
render it invisible.

1.2 Pulsating white dwarf stars

During their long cooling sequence white dwarfs pass through several tempera-
ture regimes in which they are observed to pulsate [2]. Something like 80% of white
dwarfs have a core consisting of a mixture of carbon-12 and oxygen-16 nuclei (plus
the separate electron gas) overlaid by thin shells of helium and then hydrogen on
top. Another significant group has only a thin helium surface layer overlaying the
core.

At surface temperatures around 12,000 K for hydrogen atmosphere white
dwarfs (25,000 K for the helium atmosphere types), the escaping radiation from
the core interacts with a partially ionized subsurface layer, leading to the pulsations.
The pulsations in most stars are called p-modes as they involve pressure variation
propagation that results in radial material motion. This mechanism is the same as
that which enables the propagation of sound in fluids.

Due to the extremely dense white dwarf material, the predicted periods for this
type of oscillation are in the seconds domain. Although white dwarf p-modes have
been searched for they have never been observed, probably due to their very low
amplitudes (if they exist) combined with the difficulty of making suitable sub-
second contiguous observations (even using 6 m class telescopes).

1.3 Gravity mode pulsations

The pulsations that are observed are nonradial gravity modes (g-modes). These
involve largely angular movement of material in the star and have periods in the
100–1000 seconds domain [2]. They involve buoyancy variations in the stellar
material; a simplified visual model of the mechanism involves an object floating on
the surface of a fluid that will undergo vertical oscillations if it is pushed into the
fluid. These oscillations only occur in a gravitational field, and in a spherical star
they can only be nonradial.

The significant period difference between the two types of pulsation is directly
connected to the larger forces involved in the compressibility (squeezing) of the
dense white dwarf material versus the smaller buoyancy forces created by density
differences.

The g-mode oscillations in white dwarfs were a serendipitous discovery in the
late 1960s; theory predicts a large number of these g-modes with different periods.
In the pulsators some of these modes are sufficiently exited such that their presence
is detectable. The oscillations in effect result in temperature waves on the surface
that produce observed variations at the mode frequencies in the light output of the
star. An observed light curve of the white dwarf will therefore contain frequencies
that yield information about the mode periods.

Detecting the different driven modes in a particular pulsating white dwarf
allows comparison with predicted values from a detailed numerical model of the
star [2]. Subsequent refinement of the model is then possible. In this way, detecting
the various pulsation modes allows the observer to peer inside the otherwise hidden
regions. Thus, one can measure such structure quantities as core chemical content
and the masses and thicknesses of the overlying material shells. In some cases, the
stellar rotation rate can be inferred.
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1.4 Light curve time series

The raw materials for the time series are contiguous samples of the light output
of a target star of interest. This is achieved using an instrument capable of fast
photometry attached to a telescope [3, 4]. Ground-based telescopes dominate these
observations, although space-based observations have become increasingly
available.

Given the expected mode periods in white dwarfs, sampling rates of
10–20 seconds are typically employed. For the ground-based observations, gaps in
the measurements due to the intrusion of clouds and the appearance of the Sun,
as well as a signal random noise contribution, need to be accounted for in the
analysis, along with the finite data length. Satellite observations can simplify these
issues by providing uninterrupted data over extended intervals, although telescope
aperture size is often a disadvantage.

The most useful information obtained from a light curve for modeling purposes
is the periods of the detected modes. Hence, processing the time series in the
optimum way in order to obtain a power spectrum is the primary goal. Since the
amplitude of a driven pulsation results from a complicated nonlinear limiting pro-
cess in the star, and is therefore more difficult to model, the detected amplitudes are
primarily of use in differentiating between real and noise peaks. The phases of the
different oscillations are in general not very useful, so a power spectrum is usually
the ultimate analysis goal.

However, there is one case when the phase of a particular pulsation in an
observation set is useful and that is when one is attempting to observe the frequency
stability of the mode over an extended (e.g., multiyear) period. As long as one
avoids cycle counting errors, tracking the measured phases over successive obser-
vation sessions can provide a sensitive test of the frequency stability of the mode.

The phase values for each observation set are best determined by least squares
fitting sinusoids to the data. Then a predicted sinusoid maxima in a set is compared
with the observed values from set to set to check for stability or any consistent
changes. This is referred to as the Observed minus Calculated (O � C) method; for
an example, see [5], but this will not be developed further here.

1.5 Time series examples

The observation of two types of pulsating white dwarf star obtained by the
author will be used as time series examples in this article.

a.MY Aps (WD1) is a relatively bright example of the hydrogen atmosphere
white dwarf pulsators.

b.QU Tel (WD2), a fainter target, is a member of the helium atmosphere
pulsating white dwarf class.

Henceforth we will use the WD1 andWD2 labels to distinguish between the two
objects rather than the astronomical variable names provided.

2. The raw light curve time series

The desirable time series form prior to undertaking a Fourier analysis consists of
the light intensity excursions (i.e., modulation) about an average running mean of
zero. The absolute detected light values are affected by such things as stellar
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approaching absolute zero. As the object cools the radiation output reduces in
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dwarfs have a core consisting of a mixture of carbon-12 and oxygen-16 nuclei (plus
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The phase values for each observation set are best determined by least squares
fitting sinusoids to the data. Then a predicted sinusoid maxima in a set is compared
with the observed values from set to set to check for stability or any consistent
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1.5 Time series examples

The observation of two types of pulsating white dwarf star obtained by the
author will be used as time series examples in this article.

a.MY Aps (WD1) is a relatively bright example of the hydrogen atmosphere
white dwarf pulsators.

b.QU Tel (WD2), a fainter target, is a member of the helium atmosphere
pulsating white dwarf class.

Henceforth we will use the WD1 andWD2 labels to distinguish between the two
objects rather than the astronomical variable names provided.

2. The raw light curve time series

The desirable time series form prior to undertaking a Fourier analysis consists of
the light intensity excursions (i.e., modulation) about an average running mean of
zero. The absolute detected light values are affected by such things as stellar
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distance, telescope aperture and detector efficiency; these quantities are not impor-
tant in the analysis and certainly not in Fourier transform space.

A “typical” quality observation set is plotted in Figure 1. These data were
obtained on the night of 12 July 2004 using a three-channel photometer [3] attached
to a one meter telescope at the University of Canterbury Mt. John Observatory
(UCMJO) in the South Island of NZ.

This photometer enables the measurement of the amount of light passing
through three small identical circular apertures in the vicinity of the particular
target object (WD2 here). Three identical photomultipliers operated in photon
counting mode were employed in each “channel” to digitize the light intensities,
and each plotted point in the graph corresponds to a 10 seconds integration of the
counts.

The blue points correspond to the variable white dwarf, the green points to a
nearby (brighter) constant comparison star, and the red points to the sky back-
ground light from a clear patch of sky. The comparison star data show the effect of
observing through a changing amount of airmass as the object transits across the
sky, along with the occasional intrusion of cloud, primarily around 15.5 hours.

The sky data show the effect of changing background light (on a moonless light
in this case). Note that the white dwarf and sky points are plotted using the same
scale. The target star here is rather faint and about half the light intensity is con-
tributed by the sky background. For optimum measurements it important to use an
aperture of an adequate size so that part of the image formed by the telescope optics
(the point spread function) is not obscured.

Prior to processing the variable star data using Fourier techniques, one requires a
time series of light curve modulation values, so conversion of the variable star data
to fractional excursions about a running mean is required.

The first step, as detailed in the figure, is to divide the sky-corrected variable
data by the sky-corrected comparison data and multiply by an appropriate constant

Figure 1.
Raw time series data obtained on the pulsating white dwarf WD2 on 12 July 2004 from the University of
Canterbury Mt. John one meter telescope. The data were obtained using a photometer attached to the telescope
that enabled the monitoring of three regions of the sky defined by small circular apertures [3]; identical
photomultiplier tubes operated in photon counting mode measured the light intensities. The blue, green, and red
plots correspond to the target white dwarf, a nearby (brighter) comparison star and a blank section of the sky,
respectively. The mauve plot is the result of the indicated transform aimed to eliminate observing artifacts.
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to yield a time-series curve with the correct mean value. This yields the mauve
points plotted in Figure 1.

The second step is to convert light curve intensities to fractional deviation values
about the running mean. A 3 hours section of the resulting data is presented in the
middle panel (2) of Figure 2. A visual inspection of this plot reveals that along with
a noise contribution there are oscillatory signals present.

Two intensity deviation measures are commonly utilized in this work. They are
fractional or percent deviations, and millimodulation intensities (mmi) such that
10 mmi is equivalent to a 1% deviation. The latter measure is useful given the fact
that real signal variations below 1% are detectable and often feature.

The light curve data displayed in Figure 1 is of sufficiently high quality that
almost no transformation steps beyond those listed above were required. However,
useable time series light curves can be recovered from observations obtained in less
than ideal photometric conditions by using a number of other techniques.

Such things as deleting obviously bad integrations and dividing the observations
into separate groups to be “stiched together” later can be used. These manipulations
are best accomplished interactively using a graphical display. As part of this process,
the author developed a program [6] that enabled the interactive fitting of cubic
splines to the light curves in order to remove “unwanted” low frequency variations.
By implementing before and after Fourier transforms while manipulating the data,
the user can directly see the impact of the changes and either accept or reject them.

The analysis will then of course be blind to the presence of possible low fre-
quency signals, but ensuring that there is no impact on mode periods of �100 sec-
onds or smaller will not impact the analysis. Some judgment is required in the whole
process of extracting an optimum time series from the raw observations that can
then be Fourier analysed.

The bottom panel (3) in Figure 2 is a segment of observations made of WD2 in
July 2003 using a charge coupled device (CCD) instrument camera attached to a
6.5 m aperture telescope in Chile (the Magellan Clay telescope). The CCD takes
electronic images of the small field of view and in this case both the white dwarf and
a nearby comparison star were captured, allowing reductions to proceed similarly to
those described above.

The CCD exposure times were 20 seconds followed by a 10 seconds gap in order
to allow the (serial) reading out of the individual CCD pixel charges and digitizing

Figure 2.
Three hours sections of reduced light curve time series suitable for undertaking a Fourier analysis. The top panel
(1) corresponds to WD1 and the middle (2) and bottom (3) panels to WD2. Note that the vertical scale is the
same for the three panels and the major difference between the two WD2 plots is the telescope aperture size.
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that real signal variations below 1% are detectable and often feature.

The light curve data displayed in Figure 1 is of sufficiently high quality that
almost no transformation steps beyond those listed above were required. However,
useable time series light curves can be recovered from observations obtained in less
than ideal photometric conditions by using a number of other techniques.

Such things as deleting obviously bad integrations and dividing the observations
into separate groups to be “stiched together” later can be used. These manipulations
are best accomplished interactively using a graphical display. As part of this process,
the author developed a program [6] that enabled the interactive fitting of cubic
splines to the light curves in order to remove “unwanted” low frequency variations.
By implementing before and after Fourier transforms while manipulating the data,
the user can directly see the impact of the changes and either accept or reject them.

The analysis will then of course be blind to the presence of possible low fre-
quency signals, but ensuring that there is no impact on mode periods of �100 sec-
onds or smaller will not impact the analysis. Some judgment is required in the whole
process of extracting an optimum time series from the raw observations that can
then be Fourier analysed.

The bottom panel (3) in Figure 2 is a segment of observations made of WD2 in
July 2003 using a charge coupled device (CCD) instrument camera attached to a
6.5 m aperture telescope in Chile (the Magellan Clay telescope). The CCD takes
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each amount. The shuttering of the CCD is required to prevent contamination from
incoming photons while reading out. This means the system only received light
from the stars for 2/3 of the observing time (see below). However, the much larger
“light grasp” of this telescope provided significantly enhanced signal to noise mea-
surements as can easily be seen by examining the plot.

It is clear that there are at least two closely spaced frequencies in the light curve
by observing the beating (sinusoidal variation of the amplitudes). One can use both
the period of the oscillations and the beating period to estimate the two frequencies
and their separation in frequency space. We will leave this as an exercise and simply
refer to the appropriate (amplitude) power spectrum in Figure 3.

The time series in the top panel (1) of Figure 2 is a segment of the light curve of
WD1 obtained in May 2013 using a CCD photometer attached to the Mt. John one
meter telescope. This CCD photometer [4] is a frame transfer CCD that obviates the
necessity of shuttering the device while reading out the previous exposure. This is
accomplished by using a double sized CCD chip with one section masked off and
used as a storage area. The analogue charges in the exposed CCD area can be rapidly
moved to the storage area, and the next exposure proceed while the pixels in the
storage area are being read out and digitized.

Each point in the plot corresponds to a 20 seconds exposure. The analogue
charge shifting time is a small fraction of the exposure time so no shuttering is
required. Minimal photon contamination occurs due to the rapid movement of the
analogue charge.

It is clear from the time series plot that WD1 exhibits at least one pulsation
mode with both a smaller period and a smaller amplitude compared with the WD2
oscillations.

Figure 3.
Four amplitude power spectra (DFTs) resulting from a Fourier analysis of the full time series light curves
corresponding to the segments depicted in Figure 2. The observing window functions (see text) are presented
alongside the DFTs. These functions show the impact of time series length and gaps on the DFT. Panel 1 results
from observations of WD1 over a six night interval. Panels 2a and 2b correspond to observations of WD2, with
2a resulting from the light curve in Figures 1 and 2b the full six nights of observation. Panel 3 corresponds to
two successive nights of the WD2 light curve plotted in the bottom panel of Figure 2.
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The introduction of CCD-based photometers (see for example, [4]) in the last
few decades has made the acquisition of quality time series data a lot simpler;
among other things all the star intensities and background measurements are made
with effectively identical instruments. For sparsely populated observing fields the
relevant intensities can be extracted from the images using synthetic aperture
techniques [4], and if all images are recorded, the parameters can be varied offline
to obtain optimum results.

3. Fourier analysis of the reduced light curves

Having suitably prepared the light curve time series, the next step is to perform
a Fourier transform. As mentioned previously, the primary targets of the analysis
are both the frequencies and amplitudes of the detected modes, with the phases
mostly being of no interest. Therefore we require a power spectrum of the data
calculated at specified frequency values.

It is much more enlightening to work in amplitude space, so the square root of a
power spectrum is what is used in this work. Sometimes this result is called a
periodogram. These amplitudes then match more closely the values one gets by least
squares fitting sinusoids to the data; this will be discussed in the prewhitening
section below.

Henceforth, we will simply describe the amplitude power spectrum used in this
work as a discrete Fourier transform (DFT). Clearly we need to choose a set of
frequencies at which to determine the DFT values.

It is informative to view each amplitude Fourier transform frequency point as a
cross correlation of the data with a sine function defined by the chosen frequency
and a variable phase factor. One obtains the correct amplitude value by varying the
phase factor so as to obtain the maximum value. The standard algorithm does not
actually do this, but instead performs the cross correlations separately with sine and
cosine functions with fixed (zero) phases, and computes the square root of the sum
of the squares of the two amplitudes thus determined. This is then the value of the
(amplitude) DFT at the chosen frequency.

The complete DFT of interest is the set of amplitude values calculated for all the
chosen frequencies.

This raises the interesting question of the choice of frequencies, the sampling
rate in the time domain and the Nyquist frequency. For a given (uniform) sampling
interval (δt) in the time domain, in principle there is frequency information in the
DFT up to the Nyquist frequency defined by fN ¼ 1=2δt. This result follows from
the fact that only two contiguous samples are required to define each sinusoid.

So for example, the choice of a light curve sampling value of 10 seconds yields a
Nyquist frequency of fN ¼ 1=20 Hz ¼ 5� 104 μHz. Note that with periods of
102–103 seconds of interest in the light curves, it is convenient to use the
μHz =10�6 Hz frequency scale. Thus a typical mode period of 200 seconds corre-
sponds to frequency of 5000 μHz.

Given current computational speeds it is more informative in the Fourier analy-
sis procedures to use light curve sampling intervals that yield a Nyquist frequency
significantly higher than the highest expected frequency of interest in the light
curve.

So for the white dwarf pulsators with frequencies up to � 104 μHz of interest,
10 seconds ( fN ¼ 5� 104 μHz) and 20 seconds ( fN ¼ 2:5� 104 μHz) are suitable
sampling times.
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3.1 DFT versus FFT

A version of the very efficient Fast Fourier transform (FFT) algorithms was
published by Cooley and Tukey in 1965 (see for example, [7]), and these computa-
tional methods became widely used in the following decades.

In effect the FFT algorithm trades increased algorithmic complexity and a cer-
tain lack of flexibility for (often vastly) improved computational times when cal-
culating a Fourier transform. The algorithm is most efficient for a uniform sequence
of samples with a number that is a power of 2, e.g., 2M with M an integer; it removes
many redundant DFT calculations by successively dividing the sequence into halves
such that at the core one has a 2� 2 transform; efficient computation steps are
invoked to regain the full transform.

Compared with a direct calculation using the DFT method for the same number
of frequency points, the computational speed difference between the two methods
increases rapidly with sample number. For a sequence of length N = 2M, the com-
puting time for the FFT increases as �Nlog2N compared with �N2 for the DFT.

However, in spite of this speed advantage, where practical it is advantageous to
use the direct DFT for the Fourier analysis discussed here. And, the large advances
in computing speeds have made this choice nearly always practical. The FFT algo-
rithm requires uniform samples, and the frequency values and separations are
defined by the number of time domain samples. This can be quite limiting and there
is only one case in the analysis discussed here in which the author introduced use of
the FFT (see conclusion section).

3.2 DFTs and the window function

DFTs of the time series light curves obtained for WD1 andWD2 are presented in
the four panels in Figure 3, along with the associated window functions in the
panels on the right. The vertical axes use the millimodulation amplitude (mma)
scale, such that 10 mma corresponds to a signal amplitude of 1%, while the hori-
zontal axes use the measure μHz = 10�6 Hz.

The dominant pulsation mode in WD1 (panel 1) has a peak amplitude of less
than 1% at 6 mma. The two primary pulsation modes in WD2 (panel 3) have larger
amplitudes �13 mma. (note that the smaller amplitudes for WD2 displayed in
panels 2a and 2b result from light contamination from a nearby faint star that could
not be separated from the target image during the aperture photometry measure-
ments made with the smaller aperture Mt. John telescope.)

The window function used here is an extended version of the window function
that appears in the standard Fourier literature, which depicts the effect of a finite
segment length on either the Fourier series or Fourier transform.

Using the simplest example, one can view a finite length time series of length T
as being an infinite time series multiplied by a “top hat” function with a value 1
between t = �T/2 and t = +T/2 and otherwise zero. This will abruptly turn the signal
on and off and therefore represent the actual time series of finite length T.

Fourier theory shows that multiplying two signals in the time domain corre-
sponds to a convolution in the Fourier domain (and vice versa). The Fourier trans-
form of a top hat is a sinc function of the form sin x=x, so any frequency delta
function peak in the spectrum will be expanded to the shape of a sinc function. In
turn squaring these shapes to produce an amplitude power spectrum will result in
peak shapes like the window function in panel 5a in Figure 3—as the time series
here is that reduced from Figure 1, which is essentially a continuous section of
10 seconds samples over an �9 hour interval.
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What this result is telling us is the fact that in Fourier frequency space we are
endeavoring to decompose the signal into sine and cosine functions that extend to
�∞, so we require a range of frequencies to interfere and turn the time series signal
on and off.

For the real white dwarf time series that can have multiple and varied gaps, the
shape of the window function is most readily determined by calculating values at all
the data points of a (noiseless) sinusoid with some frequency (e.g., 5000 μHz here)
and then computing the DFT of this function in the same way as for the data.

Only the shape and frequency scale is important, so the window functions for
the four DFTs in Figure 3 are plotted about a central value of zero. The expanded
detail in the vicinity of peaks in a DFT can be inspected with the window function
shape in mind.

For ground-based observing under generally good conditions, the basic fre-
quency scale and shape of the symmetrical window function is dictated by two
factors. The overall length of the time series determines the width of the central
peak and the daily gaps dictate the accompanying satellite peaks. This is nicely
depicted in the three window functions 5a, 6 and 5b in Figure 3.

The 5a window corresponds to a basically uninterrupted time series of length
�10 hours = 3.6 �104 seconds, so the width of the central peak is the inverse of this
which is about 28 μHz. The window in panel 6 results from two approximately
9 hours observing sessions on successive nights, so the central peak is reduced
accordingly with added alias peaks offset by the frequency (day)�1 = 11.6 μHz.
Panel 5b continues this trend with observations over six successive nights along
with daily gaps.

The panel 4 window function derives from observations over six successive
nights so it has a narrow central peak related to the total interval of �5.5 days, the
daily 11.6 μHz aliase peaks and additional peaks created by data gaps due to
observing an alternative target.

4. Prewhitening the light curves

A very useful technique for identifying low amplitude frequencies in a light
curve, especially when close to a larger amplitude one, is the procedure of
prewhitening. To prewhiten a light curve of a given frequency one uses least
squares fitting to determine the amplitude and phase of a given frequency, or more
generally these quantities for a set of frequencies. One then computes a light curve
based on these derived parameters and subtracts it point by point from the original
light curve.

In this way, the frequency (or frequencies) are “removed” from the light curve.
A DFT of this prewhitened light curve will reveal more details about the frequencies
remaining.

Although least squares fitting can be used to determine the frequencies of
interest, it is much simpler to use the frequency values determined from the DFT as
then linear least squares fitting can be used to provide direct results. If the fre-
quency values are also found using least squares then this unavoidably leads to a
nonlinear least squares fitting problem. This is more complex and requires iterative
techniques.

On the other hand, a sine function with a known frequency but an unknown
phase can be expanded into the sum of sine and cosine functions, both with zero
phases and unknown amplitudes. Such a combination of functions are suitable for
linear least squares fitting.
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The window function used here is an extended version of the window function
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What this result is telling us is the fact that in Fourier frequency space we are
endeavoring to decompose the signal into sine and cosine functions that extend to
�∞, so we require a range of frequencies to interfere and turn the time series signal
on and off.

For the real white dwarf time series that can have multiple and varied gaps, the
shape of the window function is most readily determined by calculating values at all
the data points of a (noiseless) sinusoid with some frequency (e.g., 5000 μHz here)
and then computing the DFT of this function in the same way as for the data.

Only the shape and frequency scale is important, so the window functions for
the four DFTs in Figure 3 are plotted about a central value of zero. The expanded
detail in the vicinity of peaks in a DFT can be inspected with the window function
shape in mind.

For ground-based observing under generally good conditions, the basic fre-
quency scale and shape of the symmetrical window function is dictated by two
factors. The overall length of the time series determines the width of the central
peak and the daily gaps dictate the accompanying satellite peaks. This is nicely
depicted in the three window functions 5a, 6 and 5b in Figure 3.

The 5a window corresponds to a basically uninterrupted time series of length
�10 hours = 3.6 �104 seconds, so the width of the central peak is the inverse of this
which is about 28 μHz. The window in panel 6 results from two approximately
9 hours observing sessions on successive nights, so the central peak is reduced
accordingly with added alias peaks offset by the frequency (day)�1 = 11.6 μHz.
Panel 5b continues this trend with observations over six successive nights along
with daily gaps.

The panel 4 window function derives from observations over six successive
nights so it has a narrow central peak related to the total interval of �5.5 days, the
daily 11.6 μHz aliase peaks and additional peaks created by data gaps due to
observing an alternative target.

4. Prewhitening the light curves

A very useful technique for identifying low amplitude frequencies in a light
curve, especially when close to a larger amplitude one, is the procedure of
prewhitening. To prewhiten a light curve of a given frequency one uses least
squares fitting to determine the amplitude and phase of a given frequency, or more
generally these quantities for a set of frequencies. One then computes a light curve
based on these derived parameters and subtracts it point by point from the original
light curve.

In this way, the frequency (or frequencies) are “removed” from the light curve.
A DFT of this prewhitened light curve will reveal more details about the frequencies
remaining.

Although least squares fitting can be used to determine the frequencies of
interest, it is much simpler to use the frequency values determined from the DFT as
then linear least squares fitting can be used to provide direct results. If the fre-
quency values are also found using least squares then this unavoidably leads to a
nonlinear least squares fitting problem. This is more complex and requires iterative
techniques.

On the other hand, a sine function with a known frequency but an unknown
phase can be expanded into the sum of sine and cosine functions, both with zero
phases and unknown amplitudes. Such a combination of functions are suitable for
linear least squares fitting.
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Figure 4 demonstrates the utility of prewhitening using a section of the WD1
DFT displayed in the top panel of Figure 3. The top panel in Figure 4 is an
expanded version of the DFT around the dominant frequency f1. The impact of the
observing window function is clearly evident with the additional peaks surrounding
the central one. This particular structure results from the daily breaks, together with
additional peaks created by observing interruptions during the night due to the
monitoring of another target star.

The red curve in the bottom panel of Figure 4 shows the DFT of the light curve
prewhitened by f1. This reveals two frequencies, f2 and f3, of smaller amplitudes
either side of the main peak. These peaks are also affected by the window function.
The DFT with no prewhitening has been added to the plot as a dotted blue curve.

The green curve displaying essentially noise is a DFT of the light curve
prewhitened by all three frequencies and clearly demonstrates the reality of the two
smaller peaks. The horizontal dashed lines marked FAP 0.36 represent a signifi-
cance level for the DFT peaks that is explained in the next section.

This analysis along with other WD1 observations will be published in Ref. [8].

5. Significance levels

As one examines peaks in a DFT that approach the noise level, it is important to
adopt a quantitative criterion that facilitates differentiating between real and noise
peaks. The False Alarm Probability (FAP) concept [9] provides such an intuitively
straight forward approach.

Since we are dealing with statistical quantities, a particular FAP value (e.g.,
0.001) will allow one to assert that there is a 1/1000 chance of a noise peak being as
large as this value. So a peak exceeding this amount can be asserted to be real with a
false alarm probability of 1/1000.

There are theoretical methods to estimate this number [9], but with the speed of
modern computers a Monte Carlo approach is both enlightening and preferable (as
with other uncertainty estimate requirements).

For the DFT FAP the method is as follows. First, the time series is prewhitened
by the identified frequencies (in practice, the key requirement is to prewhiten by

Figure 4.
An expanded section of the WD1 DFT presented in Figure 3 showing the structure around the dominant
pulsation mode: f1 � 5190 μHz, period �192 seconds.

74

Standards, Methods and Solutions of Metrology

the frequencies with larger amplitudes). Next, the data time stamps are randomly
shuffled, a DFT calculated for this randomized time series and the largest noise peak
selected. If this randomizing and DFT calculation process is repeated N times, with
the largest DFT peak each time recorded, an ensemble of largest peaks is obtained.
It can then be asserted that there is only a 1/N chance of random noise conspiring to
produce a DFT peak as high as the largest peak in the ensemble.

It is instructive to plot histograms of these ensembles of largest peaks. Using a
value for N of 1000, three examples are plotted in Figure 5. The red histogram
corresponds to the May 2013 observing programme of WD1 yielding a value of 0.36
mma as the maximum value. Thus, there is a 0.001 probability of a random noise
peak exceeding this peak value for the WD1 DFT. One can then assume with
reasonable certainty that any peaks above this threshold are real with a false alarm
probability of 0.001.

The blue and mauve histograms correspond to DFTs for WD2: the blue histo-
gram relates to the DFT for WD2 plotted in panel 2b of Figure 3 (see Ref. [6]),
while the mauve histogram derives from multi-night photometry of WD2 obtained
in June 2004 under similar conditions to that of July 2004. Although their shapes
are different, both these histograms yield the same 0.001 FAP peak height of
0.93 mma.

Clearly the WD1 andWD2 histograms show that the WD1 data set is affected by
significantly less noise; this is primarily the result of the white dwarf being a
brighter target, but also in part due to the observations being obtained by a superior
instrument. A comparison of the panels 1 and 2 in Figure 2 qualitatively demon-
strates a similar conclusion.

It should be emphasized that the FAP procedures outlined here relate only to
random uncorrelated noise estimates. Nonrandom “noise” problems are mostly
clearly identifiable on a case by case basis.

6. Conclusions

The analysis techniques described here relate specifically to those white dwarf
pulsators that undergo coherent oscillations which are stable in frequency and phase

Figure 5.
Histograms of the maximum noise peaks obtained from the Monte Carlo noise analysis described in the text. The
red histogram corresponds to the analysis of the WD1 DFT presented in panel 1 of Figure 3. The blue histogram
corresponds to the analysis of the WD2 DFT in panel 2b of Figure 3, and the mauve histogram to the DFT
analysis of a similar multi-night WD2 observation set.
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over long periods. This is the class of isolated white dwarfs that exhibit gravity
mode pulsations, which provide a potentially rich spectrum of modes that may be
excited.

The amplitudes of some of the frequencies in a few pulsators are variable over
intervals of weeks or months, with modes appearing and disappearing. However,
the underlying frequency values indicating the mode structure remains stable. And,
as mentioned above, it is this mode structure that is used to improve the theoretical
models of the target white dwarf.

A class of pulsator that does not present stable coherent pulsations involves a
pulsating white dwarf in a close binary configuration such that material is flowing
from the companion on to the white dwarf. Although these are interesting objects,
the Fourier techniques presented here are not as powerful [10].

The two pulsator examples used here are relatively low amplitude pulsators, but
other white dwarf pulsators display large and nonsinusoidal light curve variations.
This means the DFT can contain both harmonic and combination frequencies. The
WD2 DFT shows some low amplitude combination frequencies [6], but none of
these effects are present in the WD1 DFT.

The mode frequencies deduced from the WD2 time series observations enabled
improved modeling of the white dwarf as well as an estimate of its rotation period
of close to 2 hours [6]. Using the theory of “rotational frequency splitting,” analysis
of the WD1 data revealed a rotation period close to 12 hours [8]. In addition, when
combined with single-site observations over several decades, at least one mode
frequency was stable enough to enable the detection of an evolutionary cooling
timescale [11].

6.1 Software techniques

The software tools described here have been developed in a Fortran 77/90
environment using the GFortran compiler provided by the GNU project. This per-
sonalized software has gradually evolved over a number of years, and the author has
always found it more flexible to operate in a general programming environment
rather than be limited by packaged products.

This certainly does not mean all software has been developed ab initio. Of
considerable assistance has been access to the software routines both described and
provided in the Numerical Recipes book series by Press et al. [12]. These authors
in their last offering have also produced a version using the C++ programming
language.

The Numerical Recipes routines, along with the comprehensive descriptions,
provide an excellent base with which to develop appropriate software. The direct
DFT described here is quite straight forward, but for other software developments
the author has utilized Numerical Recipes routines (usually modified to suit) or
ideas. Examples are: least squares fitting (both linear and nonlinear), randomizing
routines, cubic spline fitting and FFT routines.

As mentioned previously, there was only one situation where the author decided
the additional effort in using an FFT algorithm was worth it.

A multi-site multi-day observing campaign [6] on WD2 produced a total of
46,289 10 seconds samples over a 9 day interval. Calculating a false alarm probabil-
ity at the 0.001 confidence level required 1000 DFT computations of a time series
of this size. In order to exploit the power of the FFT, missing sample values were
padded with zeros and the time series was extended to the size of 65,536 = 216 by
adding zeros. The overall computation time was vastly faster than using the direct
DFT (which was also undertaken as a comparison and check).
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Chapter 5

Biotoxicological Monitoring of
Organic Solvents in the Tunisian
Footwear Industry
Imed Gargouri, Fatma Omrane and Moncef Khadhraoui

Abstract

Organic solvents (OS) are widely used in Tunisian footwear industry; however,
there are no data related to employees’ exposure. The objective of this study was
therefore to adjust analytical methods in our laboratory for exposure assessment
purposes. The predominant solvents are acetone, cyclohexane, hexane, methyl
ethyl ketone, and toluene. Eighteen companies benefited from 55 airborne and 190
urine samples. Quantification of solvents and their metabolites was achieved by
analytical methods that were adapted and validated in our laboratory. Airborne
solvents were determined using gas chromatography (GC-FID). Urinary solvents or
metabolites were measured either by GC or high-performance liquid chromatogra-
phy (HPLC). Validation criteria were determined and used to judge the methods
reliability. For airborne solvents, the concentrations exceeding the threshold limit
value are mainly for hexane. For urines, the hippuric acid concentrations exceeded
the biological limit value in semi-industrial process. Surprisingly, trans, trans-
muconic acid was found in industrial and artisanal processes even though benzene
was not among the used products. GC and HPLC methods have been adjusted,
optimized, and effectively used to quantify OS and their metabolites in airborne and
urine samples. Thus, a process of occupational risk assessment via a biotoxicological
and airborne monitoring for solvents is now set.

Keywords: solvent exposure, chromatographic methods, risk assessment,
indoor air, biomonitoring

1. Introduction

In the modern world, chemicals are integrated almost into every part of human
life and activity. Their handling especially in huge quantities represents in some
cases a health risk. In this context, organic solvents are regarded among the main
chemical pollutants of the family called volatile organic compounds [1, 2–5] com-
monly used in the industrial sectors. Indeed, these products are widely employed in
several fields and included in the composition of various products such as paints,
inks, glues, pesticides, degreasers, and thinners. However, due to their readily
volatilization, these solvents can be easily released into the atmosphere during
manufacturing, storage, transportation, and application, which facilitate their inha-
lation by human and causing thus adverse health effects. In some cases, the inhaled
chemical even undergoes biotransformations and may create more or less reactive

79



References

[1] Tayler RJ. The Stars: Their Structure
and Evolution. Cambridge University
Press; 1994

[2] Winget DE, Kepler SO. Pulsating
white dwarf stars and precision
asteroseismology. Annual Review of
Astronomy and Astrophysics. 2008;46

[3] Sullivan DJ. The New Zealand WET
three channel photometer. Baltic
Astronomy. 2000;7:100

[4] Chote P, Sullivan DJ, Brown R,
Harrold ST, Winget DE, Chandler DW.
Puoko-Nui: A flexible high-speed
photometric system. Monthly Notices of
the Royal Astronomical Society. 2014;
440:1490

[5] Kepler SO et al. Measuring the
evolution of the most stable optical
clock G 117–B15A. The Astrophysical
Journal. 2005;634:1311

[6] Sullivan DJ et al. Whole earth
telescope observations of the hot helium
atmosphere pulsating white dwarf EC
20058–5234. Monthly Notices of the
Royal Astronomical Society. 2008;387:
137

[7] Fast Fourier Transform [Internet].
2018. Available from: https//en.
wikipedia.org/wiki/Fast [Accessed:
November 22, 2018]

[8] Sullivan DJ et al. The hydrogen
atmosphere pulsating white dwarf L 19–
2 I: The 1995 WET campaign. Monthly
Notices of the Royal Astronomical
Society

[9] Scargle JD. Studies in astronomical
time series analysis II: Statistical aspects
of spectral analysis of unevenly spaced
data. The Astrophysical Journal. 1982;
263:835

[10] Chote P, Sullivan DJ. The post-
outburst pulsations of the accreting
white dwarf in the cataclysmic variable
GW Librae. Monthly Notices of the
Royal Astronomical Society. 2016;458:
1393

[11] Chote P, Sullivan DJ. The hydrogen
atmosphere pulsating white dwarf L 19–
2 II: Detection of an evolutionary
timescale. Monthly Notices of the Royal
Astronomical Society

[12] Press WH, Teukolsky SA, Vettering
WT, Flannery BR. Numerical Recipes in
Fortran. 2nd ed. Cambridge University
Press; 1992

78

Standards, Methods and Solutions of Metrology

Chapter 5

Biotoxicological Monitoring of
Organic Solvents in the Tunisian
Footwear Industry
Imed Gargouri, Fatma Omrane and Moncef Khadhraoui

Abstract

Organic solvents (OS) are widely used in Tunisian footwear industry; however,
there are no data related to employees’ exposure. The objective of this study was
therefore to adjust analytical methods in our laboratory for exposure assessment
purposes. The predominant solvents are acetone, cyclohexane, hexane, methyl
ethyl ketone, and toluene. Eighteen companies benefited from 55 airborne and 190
urine samples. Quantification of solvents and their metabolites was achieved by
analytical methods that were adapted and validated in our laboratory. Airborne
solvents were determined using gas chromatography (GC-FID). Urinary solvents or
metabolites were measured either by GC or high-performance liquid chromatogra-
phy (HPLC). Validation criteria were determined and used to judge the methods
reliability. For airborne solvents, the concentrations exceeding the threshold limit
value are mainly for hexane. For urines, the hippuric acid concentrations exceeded
the biological limit value in semi-industrial process. Surprisingly, trans, trans-
muconic acid was found in industrial and artisanal processes even though benzene
was not among the used products. GC and HPLC methods have been adjusted,
optimized, and effectively used to quantify OS and their metabolites in airborne and
urine samples. Thus, a process of occupational risk assessment via a biotoxicological
and airborne monitoring for solvents is now set.

Keywords: solvent exposure, chromatographic methods, risk assessment,
indoor air, biomonitoring

1. Introduction

In the modern world, chemicals are integrated almost into every part of human
life and activity. Their handling especially in huge quantities represents in some
cases a health risk. In this context, organic solvents are regarded among the main
chemical pollutants of the family called volatile organic compounds [1, 2–5] com-
monly used in the industrial sectors. Indeed, these products are widely employed in
several fields and included in the composition of various products such as paints,
inks, glues, pesticides, degreasers, and thinners. However, due to their readily
volatilization, these solvents can be easily released into the atmosphere during
manufacturing, storage, transportation, and application, which facilitate their inha-
lation by human and causing thus adverse health effects. In some cases, the inhaled
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intermediates leading to intoxication. Therefore, the assessment of human exposure
to organic solvents in workplaces where they are handled in great quantities is of
utmost importance for elucidation of human risks.

Among the chemical risks (CR) identified in Tunisian footwear manufacturing
industry, organic solvents occupy by far the first place. However, despite the huge
consumed quantities, exposure data of employees to these solvents in this area are
almost absent. Actually, the prevention of occupational risks, especially for CR, is
based on risk assessment following the procedures set by the regulations [4–8].
Nonetheless, the Tunisian health regulations [7, 8] have provided no requirement
for entrepreneurs to conduct risk assessments via indoor air measurements in the
workplaces or any biological exposure monitoring. We think that one of the reasons
could be related to the lack of specialized laboratories in the field of metrology and
health exposure assessment, since foreign companies engaged in such assessment
are obliged to send their samples abroad.

To do so and overcome this shortcoming, the development of protocols and the
validation of analytical methods to quantify the solvents and their metabolites in
human fluids can partly solve the problem of exposure to OS. In the current case,
the developed methods were used to evaluate the airborne content in terms of
solvents such as acetone, cyclohexane, n-hexane, MEK, toluene, and trichloroethy-
lene in shoe manufacturing companies in the city of Sfax. The detection and the
quantification of their respective metabolites were also addressed.

Within this context, according to the guidelines, the most used technique is the
gas chromatography (GC) coupled to a mass spectrometry detector [9–11]. The
urinary metabolites of OS are also assessed by chromatographic methods; liquid
chromatography (HPLC) [12, 13] and gas chromatography (GC) [14], each coupled
to mass spectrometry, remain by far the most suitable methods for solvent and
metabolite quantification. However, in our laboratory the GC is coupled with flame
ionization FID detector. In this investigation, and as mentioned earlier, our main
focus is to adapt the analytical method with our instrument and to validate GC-FID
and HPLC methods to be used later on in routine analysis of OS and their respective
urinary metabolites, in workplaces, such as shoe industry, with the ultimate aim to
assess chemical exposures and health adverse impacts.

2. Material and methods

2.1 The shoe manufacturing process and sampling of the footwear companies

Actually, in Tunisia, the shoe industry, despite its mechanization, remains a
labor industry where about 150 operations are required to make a pair of shoes. The
shoe manufacturing steps are already presented in previous publications [15, 16].

The footwear manufacturing companies were identified and classified under
three groups according to their manufacturing processes: industrial, semi-
industrial, and artisanal. The classification is previously detailed [16] and briefly
summarized in Table 1.

2.2 Selection of solvents and their metabolites to be quantified

Following the identification of solvents encompassed in the composition of
products handled (glues, thinners, and strippers) in shoemaking conducted during
the first half of 2008 in Sfax region, we were able to identify the most predominant
solvents such as acetone, cyclohexane, hexane, methyl ethyl ketone, toluene, and
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trichlorethylene [4, 17, 18]. They were subjected to an airborne quantification in
addition to their metabolites which were measured in urine worker samples [19].
Although benzene was not identified in the composition of the products, for secu-
rity reasons, it was systematically investigated via its metabolite trans, trans-
muconic acid in urine [7, 8, 20].

2.3 Sampling and analytical methods

The solvent exposure assessment was performed along 15 weeks, based on some
former studies [5, 21, 22] and via several steps that are detailed in our previous
publication [16].

To measure personal exposure, an air sampling holder was fixed near the respi-
ratory zone of each volunteer worker (Figure 1) [23–27]. The sampling method and
equipments have already been described [16]. These samples were taken in the
middle of the week on Wednesdays or Thursdays depending on the type of the
company’s manufacturing process and installation locations (Table 2).

Result comparisons of the analyzed samples were carried out in reference to
average values of exposure (TLV) calculated over a reference period of 8 hours/day
and 39 hours/week (Table 7) [7, 8, 17, 28, 29].

In order to quantify solvent metabolites, 190 employees among 230 involved in
shoe manufacturing, belonging to 22 companies, have benefited from urinary sam-
pling. These samples were taken by the weekends and at the end of the work shifts:

Process Industrial Semi-industrial Artisanal Total

The discovered population (2005) Companies 26 6 60 92

Employees 751 48 350 1149

The selected sample (2008) Companies 6 6 10 22

Employees 122 48 60 230

Table 1.
Footwear companies.

Figure 1
(a) Individual sampling of indoor air exposure. (b) Stationary sampling of the workplace’s atmosphere.
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intermediates leading to intoxication. Therefore, the assessment of human exposure
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health exposure assessment, since foreign companies engaged in such assessment
are obliged to send their samples abroad.

To do so and overcome this shortcoming, the development of protocols and the
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metabolite quantification. However, in our laboratory the GC is coupled with flame
ionization FID detector. In this investigation, and as mentioned earlier, our main
focus is to adapt the analytical method with our instrument and to validate GC-FID
and HPLC methods to be used later on in routine analysis of OS and their respective
urinary metabolites, in workplaces, such as shoe industry, with the ultimate aim to
assess chemical exposures and health adverse impacts.

2. Material and methods

2.1 The shoe manufacturing process and sampling of the footwear companies

Actually, in Tunisia, the shoe industry, despite its mechanization, remains a
labor industry where about 150 operations are required to make a pair of shoes. The
shoe manufacturing steps are already presented in previous publications [15, 16].

The footwear manufacturing companies were identified and classified under
three groups according to their manufacturing processes: industrial, semi-
industrial, and artisanal. The classification is previously detailed [16] and briefly
summarized in Table 1.
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Following the identification of solvents encompassed in the composition of
products handled (glues, thinners, and strippers) in shoemaking conducted during
the first half of 2008 in Sfax region, we were able to identify the most predominant
solvents such as acetone, cyclohexane, hexane, methyl ethyl ketone, toluene, and
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trichlorethylene [4, 17, 18]. They were subjected to an airborne quantification in
addition to their metabolites which were measured in urine worker samples [19].
Although benzene was not identified in the composition of the products, for secu-
rity reasons, it was systematically investigated via its metabolite trans, trans-
muconic acid in urine [7, 8, 20].

2.3 Sampling and analytical methods

The solvent exposure assessment was performed along 15 weeks, based on some
former studies [5, 21, 22] and via several steps that are detailed in our previous
publication [16].

To measure personal exposure, an air sampling holder was fixed near the respi-
ratory zone of each volunteer worker (Figure 1) [23–27]. The sampling method and
equipments have already been described [16]. These samples were taken in the
middle of the week on Wednesdays or Thursdays depending on the type of the
company’s manufacturing process and installation locations (Table 2).

Result comparisons of the analyzed samples were carried out in reference to
average values of exposure (TLV) calculated over a reference period of 8 hours/day
and 39 hours/week (Table 7) [7, 8, 17, 28, 29].

In order to quantify solvent metabolites, 190 employees among 230 involved in
shoe manufacturing, belonging to 22 companies, have benefited from urinary sam-
pling. These samples were taken by the weekends and at the end of the work shifts:

Process Industrial Semi-industrial Artisanal Total

The discovered population (2005) Companies 26 6 60 92

Employees 751 48 350 1149

The selected sample (2008) Companies 6 6 10 22
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Footwear companies.
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on Friday or Saturday afternoon (Tables 2 and 3) [30–33]. These urine samples
were performed with reference to the biological limit values (Table 7) [16, 34–36].

2.3.1 Toxicological analysis protocols

2.3.1.1 Dosing the target solvents in the indoor air

After desorption in 5 ml of carbon disulfide (Fluka®, Ref. 84710), the activated
charcoal was analyzed by gas chromatography coupled with flame ionization
detector (GC-FID) using an external calibration mode (Tables 4 and 5, Figure 2):
(i) SHI MADZU® chromatograph, GC-9A, and (ii) capillary column
Hewlett-Packard® HP-5MS (L = 60 m, inner diameter = 0.25 mm, film

Process
manufacturing

Installation
location

Leave weekly Airborne sampling Urinary sampling

Industrial Industrial zone Saturday (afternoon) and
Sunday

Wednesday
(Morning)

Friday
(afternoon)

Semi-industrial
The Medina (old
town)

Sunday (afternoon) and
Monday

Thursday
(morning)

Saturday
(afternoon)Artisanal

NB.: Semi-industrial companies: some in the Medina and other industrial areas.

Table 2.
The moments of interventions in the companies.

Companies Class Identified Planned Realized Airborne measurements Urinary sampling

Industrial 1 26 6 4 17 105

Semi-industrial 2 6 6 5 23 60

Artisanal 3 60 10 10 15 25

Total 92 22 18 55 190

Table 3.
Sample of participating companies to airborne and biomonitoring interventions.

Solvent Acetone
(C3H6O)

n-
Hexane
(C6H14)

MEK
(C4H8O)

Cyclohexane
(C6H12)

Trichlorethylene
(C2HCl3)

Toluene
(C7H8)

Benzene
(C6H6)

Desorption Solvent Carbon disulfide

Amount
(ml)

5 ml for validation area and 1.5 ml for the control area

Mode Manual agitation

Stirring
(min)

30 min at relatively low temperature

Materials Volumetric flasks, rocking stirring, 10 ml vials of glass, micropipette

Volatilization
temperature

56.3°C 68.7°C 79.6°C 80.7°C 87.3°C 110.6°C 88°C

Method GC-FID (Gas chromatography with flame ionization detection)

External standard Acetone
(C3H6O)

n-Hexane
(C6H14)

MEK
(C4H8O)

Cyclohexane
(C6H12)

Trichlorethylene
(C2HCl3)

Toluene
(C7H8)

Benzene
(C6H6)

MEK: methyl ethyl ketone.

Table 4.
Preparation and analytical targets solvents “activated charcoal tube: 200/800” [26, 35–37, 44].
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thickness = 0.25 μm). To optimize this method, different conditions were tested
such as oven temperature, split/splitless injections, injected volume, and column
type and length [37–39].

2.3.1.2 Dosing the metabolites of target solvents in urine

Depending on the nature of the metabolites of solvents, the following techniques
were used for their quantification (Figure 3 and Table 6) [37, 44–49]:

Solvent Acetone n-Hexane MEK Cyclohexane Trichlorethylene Toluene

Retention time (min) 6.2 7.7 8.3 9.4 10.9 15.3

Area peak 882337 3552515 20758 2107460 892254 2678766

Concentration (mg/l) 14.10 11.78 14.37 13.89 26.16 15.48

Table 5.
Retention time (min) concentration (mg/l) and surface area of peaks of the various solvents.

Figure 2.
Chromatogram of a standard injected in the same analysis conditions as those of the samples.

Figure 3.
Chromatograms of two standard injected under the same conditions as analytical samples.
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on Friday or Saturday afternoon (Tables 2 and 3) [30–33]. These urine samples
were performed with reference to the biological limit values (Table 7) [16, 34–36].

2.3.1 Toxicological analysis protocols

2.3.1.1 Dosing the target solvents in the indoor air

After desorption in 5 ml of carbon disulfide (Fluka®, Ref. 84710), the activated
charcoal was analyzed by gas chromatography coupled with flame ionization
detector (GC-FID) using an external calibration mode (Tables 4 and 5, Figure 2):
(i) SHI MADZU® chromatograph, GC-9A, and (ii) capillary column
Hewlett-Packard® HP-5MS (L = 60 m, inner diameter = 0.25 mm, film
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Leave weekly Airborne sampling Urinary sampling
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Sunday
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(Morning)
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(afternoon)

Semi-industrial
The Medina (old
town)

Sunday (afternoon) and
Monday

Thursday
(morning)

Saturday
(afternoon)Artisanal

NB.: Semi-industrial companies: some in the Medina and other industrial areas.

Table 2.
The moments of interventions in the companies.

Companies Class Identified Planned Realized Airborne measurements Urinary sampling

Industrial 1 26 6 4 17 105

Semi-industrial 2 6 6 5 23 60

Artisanal 3 60 10 10 15 25

Total 92 22 18 55 190

Table 3.
Sample of participating companies to airborne and biomonitoring interventions.

Solvent Acetone
(C3H6O)

n-
Hexane
(C6H14)

MEK
(C4H8O)

Cyclohexane
(C6H12)

Trichlorethylene
(C2HCl3)

Toluene
(C7H8)

Benzene
(C6H6)

Desorption Solvent Carbon disulfide

Amount
(ml)

5 ml for validation area and 1.5 ml for the control area

Mode Manual agitation

Stirring
(min)

30 min at relatively low temperature

Materials Volumetric flasks, rocking stirring, 10 ml vials of glass, micropipette

Volatilization
temperature

56.3°C 68.7°C 79.6°C 80.7°C 87.3°C 110.6°C 88°C

Method GC-FID (Gas chromatography with flame ionization detection)

External standard Acetone
(C3H6O)

n-Hexane
(C6H14)

MEK
(C4H8O)

Cyclohexane
(C6H12)

Trichlorethylene
(C2HCl3)

Toluene
(C7H8)

Benzene
(C6H6)

MEK: methyl ethyl ketone.

Table 4.
Preparation and analytical targets solvents “activated charcoal tube: 200/800” [26, 35–37, 44].
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thickness = 0.25 μm). To optimize this method, different conditions were tested
such as oven temperature, split/splitless injections, injected volume, and column
type and length [37–39].

2.3.1.2 Dosing the metabolites of target solvents in urine

Depending on the nature of the metabolites of solvents, the following techniques
were used for their quantification (Figure 3 and Table 6) [37, 44–49]:

Solvent Acetone n-Hexane MEK Cyclohexane Trichlorethylene Toluene

Retention time (min) 6.2 7.7 8.3 9.4 10.9 15.3

Area peak 882337 3552515 20758 2107460 892254 2678766

Concentration (mg/l) 14.10 11.78 14.37 13.89 26.16 15.48

Table 5.
Retention time (min) concentration (mg/l) and surface area of peaks of the various solvents.

Figure 2.
Chromatogram of a standard injected in the same analysis conditions as those of the samples.

Figure 3.
Chromatograms of two standard injected under the same conditions as analytical samples.
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• Either by GC-FID:

• SHI MADZU® chromatograph GC-17A

• Capillary column Hewlett-Packard® HP-1 (L = 60 m, inner
diameter = 0.25 mm, film thickness = 1 μm)

• Or by HPLC:

• Chromatograph agilent 1100 series

• Column shim-pack CLC-ODS (n) 15 cm

As mentioned before, HPLC and GC conditions were optimized, and validation
criteria (repeatability, detection limit, linearity, and recovery test) were evaluated.

2.4 Biometrological exposure limit values

In the absence of Tunisian exposure guideline values for the workplace air
quality and biological samples [7, 8], we referred to the French, American, and/or
German values. Then, we adopted the most severe among them as reference values
(Table 7) [17, 28–31, 50, 51].

More specifically, the air concentrations were compared to threshold limit
value-time-weighted average (TLV-TWA) for solvents.

For the biological exposure indices (BEI) related to metabolites (Table 7)
[16, 34–36], they were as follows: acetone for acetone, 2,5-hexanedione for hexane,
1,2-cyclohexanediol for cyclohexane, methyl ethyl ketone for methyl ethyl ketone,
hippuric acid for toluene, and trans, trans-muconic acid for benzene [32, 52, 53].

3. Results

3.1 Airborne solvent quantification

All conducted measurements in different companies showed that the exposure
to solvents varies from one process to another and from one station to another [16].
Direct results of airborne concentration measurements of the solvents are published
in our previous publication [16]. Average airborne concentrations of hexane are
particularly high especially with overruns of the TLV in upper worker, sole maker,
and finishing positions in all processes except for the artisanal type 2. For the other

GC-FID HPLC

Metabolites Acetone 2,5-
Hexanedione

MEK 1,2 and 1,4-
Cyclohexandiol

Trans, trans-
muconic acid

Hippuric
acid

Retention time
(min)

9.333 12.204 25.401 31.266 5.6 8.5

Area peak 379899 762130 176371 29836 2062.5 31054.3

Concentration
(mg/l)

3507.1 3614 957 174.4 13.5 1214

Table 6.
Retention time (min) concentration (mg/l) and peak area of the different metabolites.
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• Either by GC-FID:

• SHI MADZU® chromatograph GC-17A

• Capillary column Hewlett-Packard® HP-1 (L = 60 m, inner
diameter = 0.25 mm, film thickness = 1 μm)

• Or by HPLC:

• Chromatograph agilent 1100 series

• Column shim-pack CLC-ODS (n) 15 cm

As mentioned before, HPLC and GC conditions were optimized, and validation
criteria (repeatability, detection limit, linearity, and recovery test) were evaluated.

2.4 Biometrological exposure limit values

In the absence of Tunisian exposure guideline values for the workplace air
quality and biological samples [7, 8], we referred to the French, American, and/or
German values. Then, we adopted the most severe among them as reference values
(Table 7) [17, 28–31, 50, 51].

More specifically, the air concentrations were compared to threshold limit
value-time-weighted average (TLV-TWA) for solvents.

For the biological exposure indices (BEI) related to metabolites (Table 7)
[16, 34–36], they were as follows: acetone for acetone, 2,5-hexanedione for hexane,
1,2-cyclohexanediol for cyclohexane, methyl ethyl ketone for methyl ethyl ketone,
hippuric acid for toluene, and trans, trans-muconic acid for benzene [32, 52, 53].

3. Results

3.1 Airborne solvent quantification

All conducted measurements in different companies showed that the exposure
to solvents varies from one process to another and from one station to another [16].
Direct results of airborne concentration measurements of the solvents are published
in our previous publication [16]. Average airborne concentrations of hexane are
particularly high especially with overruns of the TLV in upper worker, sole maker,
and finishing positions in all processes except for the artisanal type 2. For the other

GC-FID HPLC

Metabolites Acetone 2,5-
Hexanedione

MEK 1,2 and 1,4-
Cyclohexandiol

Trans, trans-
muconic acid

Hippuric
acid

Retention time
(min)

9.333 12.204 25.401 31.266 5.6 8.5

Area peak 379899 762130 176371 29836 2062.5 31054.3

Concentration
(mg/l)

3507.1 3614 957 174.4 13.5 1214

Table 6.
Retention time (min) concentration (mg/l) and peak area of the different metabolites.
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quantified solvents (acetone, cyclohexane, methyl ethyl ketone, and toluene), they
were relatively high without exceeding the TLV.

3.2 Dosage of urinary metabolites

We limited ourselves to dosing urine samples collected during the first period: a
stage where companies are on average activity (from 28 May to 28 July 2008).

3.2.1 Dosage of metabolites by HPLC

Table 8 summarizes the main data urinary dosages of two solvent metabolites:
the hippuric acid and trans, trans-muconic acid that are the respective biomarkers

Process Working post Operator n Hippuric acid
(mg/g creatinine)

Trans, trans-muconic
acid (mg/g creatinine)

Range Average Range Average

In
du

st
ri
al

“1
co
m
pa

ny
”
13

m
en

an
d
9
w
om

en Quilting Man 4 124.3–222.3 159.1 0.8–3.5 1.7

Upper worker Man 2 80.8–242.2 161.5 0.7–1.6 1.2

Women 5 33.9–352.5 190.9 0.9–4.4 2.4

Total 7 33.9–352.5 182.5 0.7–4.4 2.1

Sole maker Man 5 57.0–359.7 192.7 0.2–6.0 3.1

Finish Man 2 67.7–138.0 102.8 1.7–1.9 1.8

Women 3 71.5–381.7 194.7 1.5–5.5 2.8

Total 5 67.7–381.7 158.0 1.5–5.5 2.4

Serigraph Women 1 — 180.3 — 1.6

Se
m
i-
in
du

st
ri
al
“3

bu
sin

es
s”
25

m
en

an
d
8
w
om

en Chopped off Man 2 207.3–6768.1 3487.7 0.1–0.7 0.4

Quilting Man 1 — 749.3 — 0.0

Upper worker Man 9 380.4–9322.3 3112.7 00–03 0.1

Women 3 25.5–5358.6 3523.9 00–02 0.1

Total 12 25.5–9322.3 3215.5 0.0–0.3 0.1

Sole maker Man 11 546.7–7277.2 2349.4 0.0–0.4 0.1

Finish Man 2 2178.0–2609.5 2393.8 0.0–0.4 0.2

Women 5 0.0–2823.9 1117.6 From 0.0 to
0.0

0.0

Total 7 0.0–2823.9 1482.2 0.0–0.4 0.1

A
rt
is
an

al
“6

co
m
pa

ni
es
”

13
m
en
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of toluene and benzene. The parameters are the number of urine samples collected
(n) per workstation and sex, the arithmetic mean of urinary concentrations of
metabolites, and the range of concentrations.

The hippuric acid was particularly high with average exceeding the TLV for
certain employees in the semi-industrial process for the majority of workstations,
including the cutting. We noted particularly high values of the toluene in type 2
artisans, while the TLV was not exceeded in the industrial process.

The trans, trans-muconic acidwas highlighted in the industrial process and artisanal
type 1 with average ranging from 1.2 to 3.1mg/g creatinine, far exceeding the TLV.

3.2.2 Dosage of metabolites by GC

Data on urinary dosage of metabolites of the four solvents, acetone,
2,5-hexandione, methyl ethyl ketone, and 1,2-cyclohexandiol, which are the
respective biomarkers of acetone, hexane, cyclohexane, and MEK were not usable
due to a technical problem in GC.

4. Comments and discussion

4.1 Reviews and bias

We had to suffer from some delay in achieving our airborne sampling and there-
fore an impact on the quality of our data because of different difficulties. In large part,
it is due to the heaviness of administrative procedures to follow in Tunisia for the
acquisition of scientific equipments. We have waited for over a year to have the air
sampling pumps (May 2006, making contact with the supplier until June 2007, receipt
of the order). Meanwhile, we adjusted the analytical analysis protocols for solvents
and their metabolites. It required bibliographical research and repeated tests in the
laboratory as it was not a directed technology transfer (North-South) [22, 39–43].

We were able to quantify the airborne samples with activated charcoal tubes
after their storage at 4°C, and that was achieved within a short time. We did not
have that opportunity for urine samples, and we had to freeze them since we were
neither (and technicians) capable of performing these dosages nor owning suffi-
cient material (one GC). This GC had also some technical problems, and we have
not been able to use these results since conservation methods have not been
respected. Only the results of the metabolites made by HPLC (hippuric acid and
trans, trans-muconic acid) were analyzed.

4.2 Airborne sampling equipments

This material is of great interest to develop this type of action and toxicological
metrology in the Sfax region. Indeed, this is the first time that there has been the
acquisition of active sampling materials in the field of occupational health in Tuni-
sia. Moreover, it is also the first opportunity on the establishment of a structured
approach in occupational and environmental toxicology through GEET laboratory
(previously known as 3E) in a new theme “impact of hazardous substances on
environment and human health.”

4.3 Biometrological measurements

For a dozen years, the use of solvents is undergoing a revolution, because of
occupational risk prevention constraints but mostly because of regulatory
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metabolites, and the range of concentrations.
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including the cutting. We noted particularly high values of the toluene in type 2
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type 1 with average ranging from 1.2 to 3.1mg/g creatinine, far exceeding the TLV.

3.2.2 Dosage of metabolites by GC
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due to a technical problem in GC.
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We had to suffer from some delay in achieving our airborne sampling and there-
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after their storage at 4°C, and that was achieved within a short time. We did not
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neither (and technicians) capable of performing these dosages nor owning suffi-
cient material (one GC). This GC had also some technical problems, and we have
not been able to use these results since conservation methods have not been
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occupational risk prevention constraints but mostly because of regulatory
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requirements for environmental protection. These regulatory changes led to
changes in the nature of the applied solvents and how to use them [17, 29, 54].
Meanwhile the number of exposed workers is growing in Tunisia. This is confirmed
on the international level (in France): the SUMER 2003 survey showed that the
number of employees exposed to solvents has increased since 1994 from 12.2 to
14.7% mainly in the chemical industry [2].

Thus, risk assessment studies in various sectors using solvents were started, but
the shoe manufacturing sector remained unexplored. This is the case of the study of
Poirot and Hubert-Pelle [17] that evaluated exposures to solvents with airborne
samples in various industrial activities but not in the manufacture of glue.

If these airborne sampling and biotoxicological analyses were made for the first
time in the sector of footwear manufacturing in Sfax, they included a sample of
companies from the three manufacturing processes (industrial, semi-industrial, and
artisanal); this was preceded by a preliminary risk assessment along with job tasks
examinations and an inventory of the handled products [5, 6]. This risk assessment
could be improved due to the experience we have gained and with the best knowl-
edge of the sector and the risk prioritization in it.

The results of airborne sampling have confirmed that the existing gaps between
the different shoe companies and different workstations were generally those that
were indirectly estimated by the workstations observations.

All the conducted sampling in the companies indicates that employees’ exposure
to organic solvents is quite variable depending on the performed job task.

The hippuric acid was highlighted in the urines of some employees with
exceedances of the limit value; however, the TLV of toluene has not been exceeded
in the companies. This could be explained by a dermal exposure, especially since we
have not recorded the use of gloves by workers when they handle preparations used
in shoe manufacturing (glues, thinners, strippers).

We recorded the presence of trans, trans-muconic acid in urine analyses with
exceedances of the biological limit value set at 0.5 mg/g creatinine (Table 7) for
some employees in industrial or artisanal shoe companies. In contrast, the inventory
of the handled products in the processes did not show the presence of benzene or
unleaded gasoline. So, this is due either to the contamination of the used solvents by
impurities or an environmental contamination by car exhausts (unleaded gasoline
95) especially since the majority of the employees in these shoe companies use two-
wheeled vehicles (bicycle or motorcycle).

On the other hand, the analyses of some samples of the products that are
handled in the manufacturing of shoes are highly recommended. Furthermore, it
also recommended to start an environmental study to check the air quality in the
major thoroughfares in Sfax, a city known for its pollution, and to make urine
sampling in order to explore the benzene metabolite for people who are exposed to
car exhaust (such as traffic wardens, auto mechanics) and unexposed ones.

5. Conclusion

GC and HPLC methods have been adjusted, optimized, and effectively used for
the determination of OS and their metabolites in airborne and urine samples of
solvent manipulators. The exploitation of these indicators had necessitated the use
of new techniques for occupational surveillance for the first time in the region.
Thus, a process of occupational risk assessment via a biotoxicological and airborne
monitoring for solvent exposures is now set.

This study allowed us to provide information on chronic exposure to solvents in
the shoe industry and to establish an initial observation on solvent exposure profiles
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in this sector. However, we know that exposure to solvents is not constant over time
and varies according to the task performed and the utilized process. Therefore, the
investigation on exposure needs not only the average exposure in comparison with
TLV but also to identify the polluting phases in order to determine the short-term
exposure.

In the footwear manufacturing sector, following the identification phase of the
used solvents and the highlighting of overruns in airborne concentrations of some
hazardous products, we plan to focus on the carcinogenic characteristic of certain
preparations and especially their potential toxicity for reproduction, since we noted
the increase of female presence in the shoe manufacturing sector and some cases of
couple sterility.
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